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Preface

Welcome to the CCIS proceedings of the 6th International Conference on Arabic
Language Processing – ICALP 2017. The conference was hosted in the imperial city
Fez, Morocco, and organized by the Sidi Mohammed Ben Abdellah University,
National School of Applied Sciences (ENSA-USMBA) in collaboration with the
Arabic Language Engineering Society in Morocco (ALESM).

ICALP (ex-CITALA) started in 2006 and is held every two years. It is the flagship
conference of the Arabic Language Engineering Society in Morocco (ALESM), which
is the largest Arabic NLP institute in Morocco.

ICALP (ex-CITALA) is one of the premier international forums for disseminating
new scholarly and technological work in Arabic computational linguistics; it has
become one of the leading international conferences in the field of Arabic language
processing and related applications. Each ICALP (ex-CITALA) conference attracts
more authors from different countries in different continents thanks to the success of the
preceding editions.

ICALP 2017 (ex-CITALA) provided excellent opportunities for scientists,
researchers, industrial engineers, and university students to present their research
achievements and to develop new collaborations and partnerships with experts in the
field.

In this notable edition, we were indeed privileged to have had not one but two
esteemed speakers. Our distinguished speakers were Dr. Khalid Choukri (ELRA
Secretary General, ELDA founder, and CEO Evaluations and Language Resources
Distribution Agency; ELDA), representing industry, and Prof. Allan Ramsay from
Manschether University, UK, representing academia.

The keynote speakers shared their expertise with the aim of presenting to the par-
ticipants a wide spectrum of their recent research developments in the field of Ara-
bic NLP and related applications.

Also in this sixth edition, we were indeed privileged to have Springer publish the
ICALP 2017 conference proceedings in their CCIS series.

ICALP 2017 focused on the following topics:
Information retrieval systems (IRS)
Question/answering systems (QAS)
Information extraction (IE)
Opining mining and sentiment analysis
Text categorization and clustering
Named entity recognition (NER)
Information extraction
Part-of-speech tagging (POS)
Word sense disambiguation (WSD)
Multi-word term extraction (MWTE)
Paraphrasing and textual entailment



Building ontologies
Text summarization
Machine translation systems (MTS)
Cross-language applications: Arabic–English, Arabic–Spanish, Arabic–French
Study of linguistic phenomena
Language resources: linguistic dictionary-based resources (phonology, morphology,

semantics)
Development and normalization of linguistic resources and their exploitation in

Arabic NLP applications
Spell-check and automatic corrections
Generation and analysis (morphology, syntax, semantics)
Linguistic resources and NLP applications
Comparative linguistic studies
Speech recognition and synthesis
Optical character recognition (OCR)
It is gratifying to note that the program of the ICALP conference covered a wide

range of very interesting items (papers and posters) relating to Arabic NLP, from theory
to practice, resources, and ontologies.

For this sixth edition, we received 64 submissions from 15 countries (Morocco,
Algeria, Belgium, Canada, Egypt, France, Germany, Ireland, Palestine Qatar, Saudi
Arabia, Tunisia, Turkey, USA, and UK).

Over 65 technical experts from all over the world participated in the peer-review
process. Based on the review results, the Program Chairs accepted only 18 papers for
oral presentation and to be included in the CCIS proceedings published by Springer.

In addition, 15 papers were selected for poster presentation. We received many good
submissions, but could only accept a small number of them for oral presentation. The
overall quality of submissions was extremely high, and we have had to decline a
number of very good papers like those selected as posters.

Each paper was assigned to five reviewers, and generally each one was reviewed by
no less than three reviewers.

We take this opportunity to extend a heartfelt thanks to the reviewers for providing
high-quality and insightful reviews under a tight schedule, and also to thank the authors
for their interest and contributions, which resulted in an outstanding technical program.

We are extremely grateful to the sponsors of the conference.
We extend a special word of thanks to all our colleagues of the Organizing Com-

mittee and secretariat for their hard work in organizing the conference, and to Springer
for their assistance in publishing the ICALP 2017 proceedings in the CCIS series

Finally, we would like to take this opportunity to express our sincere thanks and
deep appreciation to the organizers and in particular:

Prof. Omar Assobhei, President of USMBA University in Fez
Prof. Mustapha Ijaali, Director of ENSA, Dean of FST, USMBA University, Fez
Prof. Hassan Zaher, Dean of Faculty of Shari’a Sciences, USMBA University, Fez
All of them worked with us from the very beginning of the planning stage. We truly

appreciate their dedication. The conference program would not have been possible
without the following:

VI Preface



– Arabic Language Engineering Society in Morocco (ALESM)
– Université Sidi Mohamed Ben Abdellah (USMBA)
– Ecole Nationale des Sciences Appliquées de Fès (ENSA-Fès)
– Faculté des Sciences et Techniques (FST-Fès)
– Faculté des Sciences de la Scharia
– Centre National pour la Recherche Scientifique et Technique (CNRST-Morocco)
– Académie Hassan II des sciences et techniques

On behalf of the Steering, Program, and Organizing Committees, we hope you enjoy
the contributions in this volume.

October 2017 Abdelmonaime Lachkar
Karim Bouzoubaa
Azzedine Mazroui

Abdelfettah Hamdani
Abdelhak Lekhouaja
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An Automatic Approach for WordNet
Enrichment Applied to Arabic WordNet

Mohamed Seghir Hadj Ameur(B), Ahlem Chérifa Khadir(B),
and Ahmed Guessoum(B)

NLP, Machine Learning and Applications (TALAA) Group,
Laboratory for Research in Artificial Intelligence (LRIA),

Department of Computer Science,
University of Science and Technology Houari Boumediene (USTHB),

Bab-Ezzouar, Algiers, Algeria
{mhadjameur,akhadir,aguessoum}@usthb.dz

Abstract. This paper introduces an automatic method to extend exist-
ing WordNets via machine translation. Our proposal relies on the hierar-
chical skeleton of the English Princeton WordNet (PWN) as a backbone
to extend their taxonomies. Our proposal is applied to the Arabic Word-
Net (AWN) to enrich it by adding new synsets, and also by providing
vocalizations and usage examples for each inserted lemma. Around 12000
new potential synsets can be added to AWN with a precision of at least
93%. As such the coverage of AWN in terms of synsets can be increased
from 11269 to around 24000 a very promising achievement on the path
of enriching the Arabic WordNet.

Keywords: Arabic WordNet · Princeton WordNet · Ontology
Machine translation · Word alignment · WordNet enrichment
Heuristic search · Multi-feature optimization

1 Introduction

In almost all the applications of Natural Language Processing (NLP), dealing
with semantics relies on the availability of lexical-semantic resources. WordNets
are among the most important of such resources. They are used in text classi-
fication, information retrieval, semantic analysis, etc. [1]. WordNets are lexical
databases that organize the words of a language according to their meanings.
The WordNet backbone consists of a hierarchy of concepts called taxonomy.
Each concept is expressed by a group of lemmas (words) that have the same
meaning and form what is called a synset. As such, WordNets can be viewed as
semantic networks where the words are linked to the concepts they belong to.

The issue is to build these useful databases. While, for the English language,
building the first WordNet [2] known as the Princeton WordNet (PWN)1 was

1 https://wordnet.princeton.edu/.

c© Springer International Publishing AG 2018
A. Lachkar et al. (Eds.): ICALP 2017, CCIS 782, pp. 3–18, 2018.
https://doi.org/10.1007/978-3-319-73500-9_1
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done by language experts and it subsequently imposed itself as a reference, for
many other languages there is a lack of means to build a WordNet as rich as
needed in various applications. Building and extending them manually is such a
time-consuming and costly task. So researchers try to propose ways to automate
these tasks and minimize the human intervention.

The approach we propose here aims at enriching existing WordNets by first
translating English lemmas that denote synsets in PWN to a target language
using parallel corpora. Then, the translated lemmas are grouped together to form
synsets in the target language, and finally find their positions in the hierarchy
according to the original positions of PWN synsets. As such, our focus is on poor
WordNets that have the same skeleton as PWN and whose existing concepts
(synsets) are mapped to the concepts of the latter. We have chosen the Arabic
WordNet [3] as an application example for our approach. Despite the efforts
already done for its enrichment [4–6], this WordNet still needs improvements
to increase its Arabic language coverage. It currently contains only 11k synsets
against 117k for PWN even though the Arabic language is very rich both at the
morphological and semantic levels.

The remainder of this paper is organized as follows: the next section presents
some relevant related works that have been done in this research area. Our
proposed enrichment system is described in Sect. 3. In Sect. 4, we present the
tests that we have done and the results we have obtained. In the last section, we
conclude our work and highlight some possible future improvements.

2 Related Work

WordNet enrichment is still an open issue for many languages, and even the most
developed of them for these languages requires improvements and updates. Con-
sequently, there are many approaches in the literature that propose automated
and semi-automated methods for WordNet enrichment. Many of these use the
PWN as a reference and/or resource. The work of Saveski and Trajkovski [7] aims
to build a WordNet from scratch using the PWN as a backbone. The method was
applied to the Macedonian language and it consists in translating English lem-
mas of PWN synsets to Macedonian using a machine readable dictionary. Then,
the resulting candidate terms are filtered using the Google Similarity Distance
[8] between each of them and the English synset gloss translated to Macedonian
with Google Translate. They evaluate the resulting WordNet by using it in an
application of text classification which improved the state of the art performances
for it. There is also the work of Montazery et al. [9] which presents an automatic
method for Persian WordNet construction. It uses Persian and English corpora
as well as a bilingual dictionary in order to do a mapping between PWN synsets
and Persian words. They calculate a score for each possible matching then select
the one with maximum score as a link (PWN synset to Persian word). The preci-
sion was estimated at 82.6%. The more recent work of Mousavi and Faili [10] for
Persian WordNet construction outperforms this precision reaching 91.18%, by
proposing an approach based on supervised learning. They trained a classifier
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on the existing WordNet to discriminate between correct and incorrect links.
Another work of Niemi et al. [11] proposed to use bilingual resources to enrich
Finn WordNet (for Finnish) based on PWN. They chose wikipedia as a bilin-
gual resource to extend it and reached 89% accuracy for the added synonyms.
In [12], Lindén et al. support the assumption that most synsets in PWN repre-
sent language-independent real-world concepts. As a consequence, the semantic
relations between synsets are also assumed to be mostly language-independent.
As such, the structure of PWN could be reused as well. This view inspired them
to construct an extensive Finnish WordNet which is aligned with PWN. With
the aim of improving the translation process, Tarouti et al. [13] proposed to use
the word embeddings technique to filter the translation results. Cavalli et al. [14]
presented a method for creating a WordNet for the Iraqi dialect. Following the
original AWN skeleton, they used a bidirectional dictionary of Iraqi and English
and the mapping between AWN and PWN to create an Iraqi WordNet.

For AWN there were also several works for its improvement; we cite in addi-
tion to the aforementioned list, the work of Boudabous et al. [15] which presents
a linguistic method based on morpho-lexical patterns to add semantic relations
between synsets, and the work of Al-Yahya et al. [16] that proposes a system for
a semi-automated extraction of lexical relations, specifically antonyms, using a
pattern-based approach to support the task of ontological lexicon enrichment.

Since many WordNets still need improvements, in addition to the fact that
language lexicons are in continuous expansion, there is continuous demand for
better and more efficient methods for WordNet enrichment.

3 The Automatic Enrichment System

In this section, we present the details of our proposed approach for WordNet
enrichment. To illustrate the functioning of our system in a practical way, we
have applied our proposal to show how to extend AWN based on PWN. Table 1
shows some statistics about the current numbers of lemmas and synsets in PWN
and AWN. As shown in Table 1, it is clear that AWN still needs a lot of work to
increase its coverage in terms of synsets which is what has motivated our work2.
Let us point out that we will only be addressing the case of non-ambiguous lem-
mas3. We plan to address the case of ambiguous lemmas in a forthcoming work.

We also bring to the reader’s attention that we have used our approach to
extend AWN as an illustrative example only; our proposal is applicable to any
other language whose WordNet has been mapped to PWN.

Figure 1 highlights the different components of our system. The first step
extracts from the parallel corpus all the sentences that contain non-ambiguous
lemmas; which will then be tokenized and normalized. Word alignment is then

2 The version of AWN used in this work is available in this link http://globalwordnet.
org/arabic-wordnet/awn-browse/.

3 A lemma is said to be non-ambiguous if it appears in only one synset; it is considered
ambiguous otherwise.

http://globalwordnet.org/arabic-wordnet/awn-browse/
http://globalwordnet.org/arabic-wordnet/awn-browse/
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Table 1. Statistics about AWN and PWN

PWN AWN

Lemmas 148730 23480

Synsets 117659 11269

Fig. 1. The full architecture of the thesaurus enrichment system

used to associate all the possible Arabic translations to each English non-
ambiguous lemma. The candidates belonging to the same synset will then be
merged together to produce a set of candidates per synset. A score is then
assigned to each candidate using a set of features. The parameters of these fea-
tures will be optimized using an adequate metaheuristic. Then, for each selected
candidate, we provide its vocalization and a lemma usage example. Finally, the
translated synsets and their corresponding details will be added to AWN using
an appropriate insertion method that takes into account its structure.

3.1 Sentence Selection

Our goal is to obtain the Arabic translation of the English PWN synsets. To
this end, we first need to translate the lemmas contained in these synsets.
This module aims at identifying the parallel sentences that contain these
lemmas. Formally, given the set of English-Arabic parallel sentences S =
{(e1, a1), ..., (en, an)} and the set of all PWN non-ambiguous lemmas L =
{l1, l2, ..., lk} where k is the total number of non-ambiguous lemmas in PWN,
the sentence selection module associates to each lemma li all the parallel sen-
tences (ej , aj) in which li appears in ej .
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3.2 Word Alignment and Merging Module

The set of selected sentences will then be preprocessed and used for word-
alignment. We run direct and reversed alignment. Then we take their inter-
section to obtain strong and more reliable alignment points [17]. Next, for each
non-ambiguous lemma li in the English sentences, we extract its Arabic cor-
respondences (possible translations) according to the word-to-word alignment
{(t1, c1), (t2, c2), ..., (tk, ck)}, where ti is a candidate Arabic translation and ci
is its corresponding count, which indicates how many times the lemma li was
aligned to ti.

Since our goal is to obtain the Arabic translation of an entire synset and not
only its individual lemmas, a merging step is needed. The merging consists in
assembling all the translations of all the lemmas that belong to the same synset.
The count of shared translations will be summed up.

Example 1 (Merging non-ambiguous lemmas). Suppose that we have the synset
“card game.n.01” which contains two non-ambiguous lemmas “cards” and
“card game”. Each lemma has its own corresponding translations and counts:

cards:

card game:

When merging these two lemmas we add the counts of the shared translations.
For instance, the translation appears with a count of 25 in the first
lemma and a count of 5 in the second lemma. Thus its final count will be 30.
The result of merging these two lemmas will be:

card game.n.01: .

3.3 Feature-Based Scoring Module

The previous module produces a set of translation candidates for each synset. To
select the best candidate(s), we need to have a reliable scoring approach. This
module aims to evaluate these candidates using several features. Given a synset
sj , we define a set of notations that will be used for all the considered features:

1. L(sj) = {lj1, lj2, ..., ljd} is the set of all non-ambiguous lemmas contained in
sj , where d is the size of L(sj).

2. C(sj) = {tj1, tj2, ..., tjk} is the set of all Arabic translation candidates
obtained from the merging step for synset sj , where k is the size of C(sj).

Specific features will be used to assign a certain score to each candidate tji ∈
C(sj). They are now presented.
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Alignment Score. This first feature is used to evaluate the translation candi-
dates according to their word-alignment frequencies. We use the following for-
mula to calculate this score:

φ(tji|sj) =
c(sj , tji)

∑k
m=1 c(sj , tjm)

where φ(tji|sj) is the relative frequency of tji in C(sj) and c(sj , tjm) is the count
of the candidate tjm for the synset sj , respectively.

This feature will favor the Arabic translations that have been aligned more
frequently to the synset sj and penalize low frequency alignments.

External Translation Score. This feature is used to score each translation
candidate according to some external translation resources. In this work, we have
considered two translation APIs: the Microsoft Translator API4 and the Yandex
Translation API5.

The external translation APIs are used to translate each lemma lij ∈ L(sj)
into Arabic, which produces a set of translations by synset. We define T (sj) =
{aj1, aj2, ..., ajp} of cardinality p as the set of translations obtained by the exter-
nal translation APIs. We consider T (sj) as references and use a character-based
Blue Score [18] to score each candidate in C(sj) based on the maximum simi-
larity level that it shares with the references of T(sj). This is done as stated in
Algorithm 1.

Algorithm 1. Scores the Arabic candidates according to the external
translation references

Input : sj : a synset
C(sj) = {tj1, ..., tjk}: sj translation candidates
T (sj) = {aj1, ..., ajp}: sj translation references

Output: C scored(sj) = {(tj1, scorej1), ..., (tjk, scorejk)}: a scored
candidates list

1 Function BlueEstimation(C(sj), T (sj)):
2 foreach candidate tji in C(sj) do
3 top simtji = 0
4 foreach reference aji in T (sj) do
5 char blueji = char-based Blue Score between aji and tji
6 if char blueji > top simtji then
7 top simtji = char blueji
8 end

9 end
10 C scored(sj).append(tji, top simtji)

11 end

12 return (C scored(sj))

4 https://www.microsoft.com/en-us/translator/translatorapi.aspx.
5 https://tech.yandex.com/translate/.

https://www.microsoft.com/en-us/translator/translatorapi.aspx
https://tech.yandex.com/translate/
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External Dictionaries Score. This feature is used to score each candidate
according to some external English-Arabic dictionaries. We have used four
dictionaries: Universal dictionary database, Wiktionary database, Omegawiki
database, Wikipedia interlanguage links. All these dictionaries are freely
available6.

The downloaded dictionaries are merged into one English-Arabic dictionary
to provide for each English word a set of reference Arabic translations. We note
T (wj) = {aj1, aj2, ..., ajp} as the set of all possible Arabic translations for a
given English dictionary word wj .

For a given synset sj , we create a list TWsj containing all the translated
words of each lemma l ∈ L(sj). We define three numerical entities:

1. For each Arabic candidate tji ∈ C(sj) having d words {w1,w2,...,wd}, we
count the number of words that appear in TWsj ; we name this number
correct trantji .

2. We define cond lentji to be the number of words in tji.
3. We define ref lentji to be the average number of words in all the lemmas

in L(sj).

Using these defined entities, we define the estimated recall and precision [19] as
follows:

E precisiontji =
correct trantji

cond lentji

E recalltji = min(1,
correct trantji

ref lentji

)

Using the estimated recall and precision, we define the final score of the candidate
tji using the F measure [19] as follows:

F measuretji = 2 ∗ E precisiontji ∗ E recalltji
E precisiontji + E recalltji

3.4 Feature Weights Optimization

After assigning a score to each candidate by means of several features, we need
to combine these scores together using a simple linear combination α1 ∗F1+α2 ∗
F2 + ... + αk ∗ Fk where the F ′

is are all the considered features and the α′
is are

their corresponding weight factors, with
∑k

i=1 αi = 1 and 0 <= αi <= 1. For
example, the weight configuration [0.1, 0.2, 0.7] indicates that the first, second
and third features have an importance of 10%, 20% and 70%, respectively. Our
goal is to find the optimal weight configuration that yields the best translation
performance. To this end, the set of values of each continuous weight Fi that
varies between 0 and 1 is treated as a discrete interval of values defined according
to a certain step p. This step will decide the number of values that can be taken
by each weight such that |Fi| = 1

p +1. For example, if we consider the step to be

6 http://www.dicts.info/uddl.php.

http://www.dicts.info/uddl.php
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Fig. 2. Local search in the space of weight configurations

p = 0.1 then |Fi| = 11, which means that feature Fi can take one of 11 values
i.e. Fi ∈ {0, 0.1, 0.2, ..., 1}.

To be able to automatically evaluate the quality of a given weight configu-
ration, we need to have data that provides for each synset the correct outputs
(references) that our system should produce. Based on the system outputs and
the references, the system precision can be calculated. We use the preexisting
AWN synsets as gold references and we monitor our system precision when the
weight configuration varies.

A Tabu search metaheuristic [20] is used for weight optimization. Starting
from a random point in the space of all possible weight configurations. We per-
form a local search where the neighboring states are all the configurations that
can be reached from the current state using a step p.

Figure 2 shows the accessible states from a given initial random weight con-
figuration [0.2, 0.7, 0.1] with a step p = 0.1. In this initial state, the sum of
its weights is 1; thus a step can be applied only to decrease one of the possible
weights producing the three neighbor states as shown in the same figure. We
note that the sum of the weights can never exceed 1, however it can take any
value between 0 and 1.

We use a Tabu search [21] that takes as input a set of Arabic synsets
S = {s1, s2, ..., sn} where each synset sj is associated with its translation can-
didates C(sj) = {tj1, ..., tjk} and its AWN references R(sj) = {aj1, aj2, ..., ajp}.
Our goal is to find the optimal weight configuration which yields the best trans-
lation performance. Starting from a random weight configuration, a fitness func-
tion is used to estimate the precision between the selected translations and the
AWN references. In each iteration a local search is applied by moving forward
or backward a certain parameter in the weight configuration with a specific step
p, as shown in Fig. 2. When no more improvements can be achieved in the local
configuration space, a diversification process is used to select another random
starting point and update the global optimum if needed. If no more improvement
can be achieved after several iterations, or the maximum number of iterations
is met, the search process finishes and the optimal global weight configuration
will be returned.

3.5 Vocalization and Phrase Chunking

We aim to extend the AWN with not only the translated Arabic synsets but also
vocalizations and lemma usage examples illustrating how these lemmas can be
employed in real sentences.
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Given the set of selected Arabic translated lemmas {tj1, tj2, ..., tjk} for an
English synset sj , we associate with each translation its original Arabic sentence
to get a set of pairs {(tj1, sentj1), (tj2, sentj2), ..., (tjk, sentjk)} where each trans-
lated lemma tji is provided with one sentence that contains it.

To vocalize each lemma tji, we use the Arabic vocalization tool proposed in
[22]7. The entire Arabic sentence sentji is first vocalized8; then we extract the
vocalized Arabic lemma from it.

To provide an illustrating example (lemma usage example) that shows how
the lemma tji is used in a real sentence, we first phrase-chunked the Arabic
sentence sentji using the AMIRA toolkit [23]. Then we took the sequence of
chunks which can encompass the whole Arabic lemma tji and also has an extra
chunk at each one of its two extremes. These extra chunks can be seen as a
context which encapsulates the lemma.

3.6 Synset Insertion Module

The system presented previously produces Arabic synsets (groups of lemmas).
These synsets have to be linked to the existing taxonomy of AWN. Before
attempting to insert the obtained synsets in AWN, a preprocessing step is applied
to keep only the synsets that are not present in AWN (i.e. the synsets that do
not have an Arabic equivalent). Algorithm2 is proposed to handle this insertion
step. It relies on the fact that AWN and PWN have the same taxonomy. It takes
as input the translated English synsets and returns as output a dictionary with
two keys. Its primary key indicates the scan level and its secondary key provides
the relevant synset. The pair of keys [scan level, synset] provides the synset par-
ent(s) denoting its position in the AWN taxonomy. The proposed algorithm has
two submodules: subModule1 and subModule2.

Algorithm 2. Synset insertion module
Input : TS: the set of translated synsets
Output: dicAddedSynsets: a dictionary of all the linked synsets with their

parent nodes
1 Function addSynsetsToTaxonomy(TS):
2 dicAddedSynsets ← subModule1 (TS)
3 dicAddedSynsets ← subModule2 (dicAddedSynsets, TS)

4 return (dicAddedSynsets)

7 The vocalization toolkit is available at https://github.com/Ycfx/Arabic-Diacritizer
under the GNU License.

8 We vocalize the entire sentence to obtain a more reliable vocalization since the
vocalization model proposed in [22] uses a statistical model which tends to give
better results when a wider context is available.

https://github.com/Ycfx/Arabic-Diacritizer


12 M. S. Hadj Ameur et al.

Algorithm 3 describes the first submodule, which performs the first scan of
the translated synset. For each synset (line 3) we search for the parent(s)9 in
PWN. Then, for each parent (line 6) we search for an equivalent Arabic synset
in AWN. We group all the parents with their Arabic equivalents in a list. If this
list is empty (line 12), then the current translated synset cannot be added to the
AWN taxonomy because it has no parent that already exists in the taxonomy.
Otherwise, the position in AWN of the translated synset is found and the links
are implicitly contained in the list of the parents that have Arabic equivalents.
We return the result in a dictionary of added synsets in line 13.

Algorithm 3. First insertion submodule
Input : TS: a set of translated synsets
Output: dicAddedSynsets: a dictionary of all translated synsets directly

linked to AWN
1 Function subModule1(TS):
2 //First scan

3 foreach synset sj in TS do
4 Hypers = The parent(s) of sj in PWN
5 HypersWithAREq = []
6 foreach parent Hypi in Hypers do
7 HypARi = An Arabic equivalent synset in AWN of sj if one

exists
8 if Hypi has an Arabic Equivalent Synset HypARi then
9 HypersWithAREq.append((Hypi, HypARi))

10 end

11 end
12 if HypersWithAREq �= ∅ then
13 dicAddedSynsets[0][sj ] = HypersWithAREq
14 //The 0 refers to the scan level

15 end

16 end

17 return (dicAddedSynsets)

The algorithm for subModule2 is similar to Algorithm 3. It is used to han-
dle the next scans. The remaining translated synsets have second chances to
be linked to AWN. We follow the same approach as previously: we look for a
parent(s) of the English synset but, this time, a synset will be linked if it has
a parent(s) in the previously added synsets (the synsets that were added in the
first scan). We repeat this process of trying to link the new remaining synsets
to the previously added ones, until no further synsets can be added, i.e. until we
obtain a scan level in the dictionary with no new synsets.

Figure 3 presents a sample of the added synsets with their hierarchical links
and shows the equivalence between PWN and AWN.
9 The WordNet taxonomy is not a strict hierarchy; in other words, a synset in the

taxonomy can have multiple parents.
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4 Experiments

In this section, we provide the details of the data we have used and preprocessing
we have done. We then present the evaluation results obtained on the extended
version of AWN that we have produced. We have applied a semi-automatic
evaluation strategy.

Fig. 3. A sample of the synsets added to AWN

4.1 Data and Preprocessing

We have used a set of four English-Arabic parallel corpora obtained from the
“lingfil” website10. The statistics of these corpora are provided in Table 2. After
the task of data filtering, we ended up with about 3 million parallel sentences
which have then been preprocessed and prepared for word alignment. For the
Arabic part of the bi-texts, the preprocessing has included diacritic signs removal
10 http://opus.lingfil.uu.se.

http://opus.lingfil.uu.se
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Table 2. Statistics about the used English-Arabic parallel corpora

English-Arabic parallel corpus Number of sentences

United nation 10.6M

Open subtitles 24.4M

News commentary 0.2M

IWSLT2016 0.2M

All 35.4M

and character normalization. Word segmentation has also been preformed by
means of the MADAMIRA toolkit [24] using the ATB tokenization scheme, in
which conjunctions, prepositions, suffixes and markers of the future tense were
all separated. For the English part of the parallel corpus, we have only used
word-tokenization by means of the python NLTK toolkit11. We have also added
a number class <nbr> and a link class <url> to denote all numbers and links
found in the parallel corpus, respectively. Sentence lengths have also been limited
to 50 words for the Arabic as well as English sentences.

Word alignment has been done using the fast align toolkit [25]12 which is
based on the first and the second IBM alignment models [26]. For the exter-
nal dictionaries used in this work the statistics are presented in Table 3 (see
footnote 6).

Table 3. Sizes of the English-Arabic dictionaries used in the system

English-Arabic dictionary Number of entries

Universal dictionary database 1646

Wiktionary database 2027

Omegawiki database 1008

Wikipedia interlanguage links 5426

4.2 Evaluation

The quality of our translation is controlled via a confidence threshold which is
the lowest accepted value for the candidate score obtained with the multi-feature
formula that was presented in Sect. 3.4. We note that the increase of the con-
fidence threshold will decrease the number of admitted synsets. Figure 4 shows
the statistics about the produced synsets when varying the value of the confi-
dence threshold. To balance the number of produced synsets and the translation
quality, we have set the confidence threshold to 0.7 which has resulted in about
24k synsets.
11 http://www.nltk.org/.
12 The code source for fast alig is publicly available at http://github.com/clab/

fastalign.

http://www.nltk.org/
http://github.com/clab/fastalign
http://github.com/clab/fastalign
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Fig. 4. Variation in the number of produced synsets as a function of the confidence
threshold

We have considered the original AWN synsets as (gold) references for the
parameter optimization (Sect. 3.4) as well as for the evaluation of the translations
we have obtained. A set of 2850 AWN synsets has been considered, out of which
1700 have been used for parameter tuning (training) and 1150 for evaluation.

First, we have used an automatic evaluation that matches the produced trans-
lations with the AWN references using exact string matching. This has allowed
us to validate around 60% of our test set which corresponds to 699 synsets. The
remaining 40% (451 synsets) are the translations that are not identical string-
wise to those of the AWN references. We note that these translations are not
necessarily wrong; thus a manual evaluation has been carried out by human
experts to validate them. Out of these synsets, 375 have been judged to be
correct. We end up with a final precision of 93%. We note that this precision
should reflect the overall system accuracy given that the test set can be seen as
a random sub-sample of the translated synsets.

Around 12k of the translated 24k synsets that have been obtained with the
confidence threshold of 0.7 have been successfully inserted via the insertion mod-
ule. The statistics about the added synsets are provided in Table 4. The latter
shows the number of added synsets in each scan level when applying the inser-
tion module. We note that the projected precision of all the added synsets is
around 93%.

Table 4. Statistics about the number of added synsets in each scan

Scan level Added synsets Scan level Added synsets

0 9784 3 38

1 1761 4 1

2 252 5 0
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4.3 Error Analysis

The percentage of wrong translations was about 7%. We have observed two kinds
of errors. As an example of the first kind, the “amortize” and “amortise” lemmas
which belong to the synset “amortize.v.01”, have been translated to
and which indeed express the same meaning but they are not verbs.
So they cannot be considered as being correct translations. We note that the

correct translations found in AWN are and
The second kind of errors is for those caused by a wrong alignment, which
generally results in an incomplete translated lemma. This is the case for instance
for the lemma “antimycotic” for which the alignment returns only
instead of the composed word .

5 Conclusion

In this work, we have presented a system for automatic WordNet enrichment.
Machine translation has been used to automatically translate the Princeton
WordNet (PWN) synsets to the target WordNet language. The novelty of this
work in comparison to previous works is that our method has the advantage of
using the wider resource of parallel corpora. Our method is also more general
since it does not need to treat each type of lemma (named entities, adjectives,
etc.) differently. We have also used multiple features for the selection of can-
didates which increase the chance of having the appropriate translation, and a
metaheuristic for weight optimization to ensure that the system will favour the
most relevant features. We have applied our proposal to enrich the Arabic Word-
Net (AWN) by adding new synsets along with their vocalizations and examples
that illustrate how they can be used. We have managed to add a total of 12k
potential synsets to the AWN taxonomy with a precision of 93%.

This work can be developed in various directions. First, the added synsets
need to be validated by multiple linguistic experts to create a fully correct and
reliable WordNet. Second, this work has only tackled the non-ambiguous lemmas;
the case of ambiguous lemmas can be handled using Word Sense Disambiguation
(WSD) methods to identify their senses according to their occurrence contexts.
Third, synset labeling can be incorporated to provide adequate labels (names)
for the added synsets. Finally, the incorporation of richer parallel corpora can
be very useful to our approach.
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Abstract. Semantic Textual Similarity (STS) is an important compo-
nent in many Natural Language Processing (NLP) applications, and
plays an important role in diverse areas such as information retrieval,
machine translation, information extraction and plagiarism detection. In
this paper we propose two word embedding-based approaches devoted
to measuring the semantic similarity between Arabic-English cross-
language sentences. The main idea is to exploit Machine Translation
(MT) and an improved word embedding representations in order to
capture the syntactic and semantic properties of words. MT is used
to translate English sentences into Arabic language in order to apply
a classical monolingual comparison. Afterwards, two word embedding-
based methods are developed to rate the semantic similarity. Addition-
ally, Words Alignment (WA), Inverse Document Frequency (IDF) and
Part-of-Speech (POS) weighting are applied on the examined sentences
to support the identification of words that are most descriptive in each
sentence. The performances of our approaches are evaluated on a cross-
language dataset containing more than 2400 Arabic-English pairs of sen-
tence. Moreover, the proposed methods are confirmed through the Pear-
son correlation between our similarity scores and human ratings.

Keywords: Semantic sentences similarity · Cross-language
Arabic-English · Machine translation · Word embedding

1 Introduction

Semantic Textual Similarity (STS) is the task of measuring the degree of seman-
tic equivalence between two textual units (texts, paragraphs or sentences) [1].
STS is a core field of Natural Language Processing (NLP) and plays an impor-
tant role in several application areas, such as Information Retrieval (IR), Word
c© Springer International Publishing AG 2018
A. Lachkar et al. (Eds.): ICALP 2017, CCIS 782, pp. 19–33, 2018.
https://doi.org/10.1007/978-3-319-73500-9_2
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Sense Disambiguation (WSD), Question Answering (QA), and Text Summariza-
tion (TS) among others. There are two known types of STS: monolingual and
cross-language [3]. The first one estimates the degree to which the underlying
semantics of two textual units written in the same language, are equivalent to
each other, while the STS cross-language aims to quantify the degree to which
two textual units are semantically related, independent of the languages they
are written in [15].

Determining the similarity between sentences has been extensively reviewed
in a monolingual domain [4,20,37,43]. While cross-language semantic similarity
is relatively more difficult to identify since the relatedness of words are investi-
gated between two different languages [15]. Thus, it is necessary to address this
task to enhance the performance in several applications, such as Machine Trans-
lation (MT), Cross-Language Plagiarism Detection (CLPD) and Cross-Language
Information Retrieval (CLIR).

In this paper we focus our investigation on measuring the semantic similar-
ity between Arabic-English cross-language sentences using machine translation
and word embedding representations. We also consider words alignment, term
frequency weighting and Part-of-Speech tagging to improve the identification of
words that are highly descriptive in each sentence.

The rest of this paper is organized as follows, the next section describes
work related to STS cross-language detection and word embedding models. In
Sect. 3, we present our proposed cross-language word embedding-based meth-
ods. Section 4 describes the experimental results of these systems. Finally, our
conclusion and some future research directions are drawn in Sect. 5.

2 Related Work

In this section, we review the most relevant approaches for measuring cross-
language semantic textual. Then, we study those dedicated to the Arabic-English
semantic similarity. Finally, we recall some concepts related to word embedding.

2.1 Cross-Language Semantic Textual Similarity Detection

In the literature, many approaches are proposed for cross-language textual sim-
ilarity detection. We can classify them according to the strategy they used to
detect such similarity into five classes: Syntax-Based, Dictionary-Based, Parallel
and Comparable Corpora-Based and MT-Based Models [10]. Figure 1 shows the
taxonomy of different approaches for cross-language similarity detection. In the
following, we will review the most commonly used methods.

Concerning the syntax-based models, the key idea lies in comparing multilin-
gual texts without translation. For instance, Pouliquen et al. [16] have proposed
a “Length Model” to estimate cross-language text similarity. It is mainly based
on comparing the texts size. They observed the fact that the length of texts in
different languages are closely linked by a factor, and there is a different factor for
each language pair. McNamee and Mayfield [22] have introduced Cross-Language
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MT-Based Models
Kent and Salim [18], Muhr et al. [29], SS-CL-AES [3], CL-PDAE [2]

Comparable Corpora-Based Models
CL-KGA [11], CL-ESA [12]

Parallel Corpora-Based Models
CL-ASA [6], CL-LSI [35], CL-KCCA [42], CL-AE-LSI [17]

Dictionary-Based Models
CL-CTS [15], CL-DBLI [32], CL-PDAE [2]

Syntax-Based Models
Length Model [16], CL-CNG [22]

Fig. 1. Taxonomy of different approaches for cross-language similarity detection [10].

Character N-Gram (CL-CNG) model to compare two textual units by using their
n-gram vectors representation. This technique achieves a good performance with
languages that are close to each other, because of common root words.

In dictionary-based models, the semantic similarity is measured by construct-
ing a vector space model of the textual units. For that, a vector of concepts is
built for each textual unit using dictionaries or thesaurus. The similarity between
the vectors of concepts can be measured using the Cosine similarity, Euclidean
distance, or any other similarity measure. In [15] a Cross-Language Conceptual
Thesaurus-Based Similarity model (CL-CTS) is proposed to measure the sim-
ilarity between textual units written in different languages (Spanish, English
and German). CL-CTS is based on the thesaurus concepts vectors presented in
Eurovoc1 where a Cosine similarity is computed between these vectors. In the
same context, Pataki [32] have proposed a Cross-Language Dictionary-Based
Language-Independent (CL-DBLI) model. CL-DBLI considers a translation syn-
onym dictionary to extract the abstract concepts from words in textual units.

For comparable corpora-based models, Gabrilovich and Markovitch [12] have
presented a Cross-Language Explicit Semantic Analysis (CL-ESA) model. CL-
ESA is based on the Explicit Semantic Analysis (ESA), which represent the
meaning of text by a vector of concepts derived from Wikipedia. In a cross-lingual
context, Potthast et al. [36] use Wikipedia as comparable corpus to estimate
the similarity of two documents by calculating the similarity of their two ESA
representations. Another model called Cross-Language Knowledge Graph Anal-
ysis (CL-KGA), is introduced for the first time by Franco-Salvador et al. [11].
CL-KGA uses knowledge graphs built from multilingual semantic network (the
authors use BabelNet [31]) to represent texts, and then compare them in a com-
mon lingual semantic graph space.

1 http://eurovoc.europa.eu/.

http://eurovoc.europa.eu/
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Regarding parallel corpora-based models, several approaches are proposed.
For instance, Barrón-Cedeño et al. [6] have introduced a Cross-Language Align-
ment Similarity Analysis (CL-ASA) approach. CL-ASA estimates the similarity
between two textual units using bilingual statistical dictionary extracted from
parallel corpus. The same idea was used independently by Pinto et al. [34].
A Cross-Language Latent Semantic Indexing model (CL-LSI) is developed by
Potthast et al. [35]. CL-LSI uses a parallel corpora with the common Latent
Semantic strategy applied in IR systems for term-textual unit association.
Another model named Cross-Language Kernel Canonical Correlation Analysis
(CL-KCCA) model due to Vinokourov et al. [42], it analyzes the correspondences
between two LSI spaces to measure the correlation of the respective projection
values.

The main idea of the machine translation-based models consists in using MT
tools to translate textual units into the same language (pivot language) in order
to apply a monolingual comparison between them [5]. For this purpose, Kent
and Salim [18] have used Google Translate API to translate texts, while Muhr
et al. [29] replace each word of the original text by its most likely translations
in the target language.

2.2 Arabic-English Cross-Language Semantic Similarity

In context of the Arabic-English cross-language semantic similarity, Hattab [17]
has used Latent Semantic Indexing (LSI) to build cross-language Arabic-English
semantic space (CL-AE-LSI), from which it checks the contextual similarity of
two given texts, one in Arabic and the other in English.

Recently, Alzahrani [3] presented two models of Semantic Similarity for
Arabic-English Cross-Language Sentences (SS-CL-AES). The first one used
a dictionary-based translation, where an Arabic sentence is translated into
English terms, then the semantic similarity is computed by using the maximum-
translation similarity technique. In the second model, MT is applied on the Ara-
bic sentence. After that, the algorithms proposed by Lee [19], and Liu et al. [21]
are used to calculate the semantic similarity.

Alaa et al. [2] are interested in Cross-Language Plagiarism Detection of
Arabic-English documents (CL-PDAE). In fact, after a candidate document
retrieval step by key phrase extraction, they translate a source text by getting
for a word all the available translations of all its available synonyms from Word-
Net [27], and then they use a combination of monolingual measures (Longest
Common Subsequence (LCS), Cosine similarity and N-Gram) to detect similar
phrases.

2.3 Word Embedding-Based Models

Recently, Word Embedding (WE) technique has received a lot of attention in
the NLP community and has become a core building to many NLP applica-
tions. WE represents words as vectors in a continuous high-dimensional space.
These representations allow capturing semantic and syntactic properties of the
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language [23]. In the literature, several techniques are proposed to build word
embedding models.

For instance, Collobert and Weston [9] have presented a unified system based
on a deep neural network, and jointly trained with many NLP tasks, such as:
POS tagging, Semantic Role Labeling and Named Entity Recognition. Their
model is stored in a matrix M ∈ Rd∗|D|, where D represents the dictionary of
all unique words in the training data, and each word in D is embedded into a
d-dimensional vector. The sentences are represented using the embeddings of
their forming words. A similar idea was independently proposed and used by
Turian et al. [41].

Mnih and Hinton [28] have introduced another form to represent words in
vector space, named Hierarchical Log-Bilinear Model (HLBL). Like almost all
neural language models, the HLBL model is used to represent each word by a
real-valued feature vector. HLBL concatenates the (n−1) first embedding words
(w1 . . . wn−1) and learns a neural linear model to predicate the last word wn.

In Mikolov et al. [26] a recurrent neural network (RNN) [24] is used to build
a neural language model. The RNN model encode the context word by word
and predict the next word. Afterwards, the weights of the trained network are
considered as the word embedding vectors.

Based on the simplified neural language model of Bengio et al. [7], Mikolov
et al. [23,25] presented two other techniques to build a words representations
model. In their work, two models are proposed: the continuous bag-of-words
(CBOW) model [23], and the skip-gram (SKIP-G) model [25]. The CBOW
model, predicts a pivot word according to the context by using a window of
contextual words around it. Given a sequence of words S = w1, w2, ..., wi, the
CBOW model learns to predict all words wk from their surrounding words
(wk−l, ..., wk−1, wk+1, ..., wk+l). The second model, SKIP-G, predicts surround-
ing words of the current pivot word wk [25].

Pennington et al. [33] proposed a Global Vectors (GloVe) model to represent-
ing words in vector space. GloVe model builds a co-occurrence matrix M using
the global statistics of word-word co-occurrence. Afterwards, the matrix M is
used to estimate the probability of word wi to appear in the context of another
word wj , this probability P (i/j) represents the relationship between words.

In a comparative study conducted by Mikolov et al. [23] all the methods [9,
23,25,26,28,41] have been evaluated and compared, and they show that CBOW
[23] and SKIP-G [25] models are significantly faster to train with better accuracy.
For this reason, we have used the CBOW word representations for Arabic model,
proposed by Zahran et al. [45]. In order to train this model, they have used a
large collection from different sources counting more than 5.8 billion words2.

In the Arabic CBOW model [45] each word w is represented by a vector v
of d-dimension. The similarity between two words wi and wj (e.g. synonyms,
singular, plural, feminization or closely related semantically) is obtained by com-
paring their vector representations vi and vj respectively [23]. This similarity can
be evaluated using the Cosine similarity, Euclidean distance, Manhattan distance

2 https://sites.google.com/site/mohazahran/data.

https://sites.google.com/site/mohazahran/data
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or any other similarity measure functions. For example, let “ ” (university),
“ ” (evening) and “ ” (faculty) be three words. The similarity between
them is measured by computing the cosine similarity between their vector as
follows:

That means that, the words “ ” (faculty) and “ ” (university) are seman-
tically closer than “ ” (evening) and “ ” (university). In the following,
we exploit this property to measure the semantic similarity at sentence level.

3 Proposed Methods

In this section, we present our two proposed methods for Arabic-English cross-
language sentence similarity. These methods use Machine Translation-Based
Model, followed by a monolingual semantic similarity analysis based on word
embedding. They consist of three steps, including translation, preprocessing and
similarity score attribution. First, MT is used to translate English sentences
into Arabic. Afterwards, our two word embedding-based methods are employed
to measure the semantic similarity of Arabic sentences. In the first one, we pro-
pose to use the words alignment technique proposed by Sultan et al. [39] with
the words weighting methods of Nagoudi and Schwab [30], we call this method
Weighting Aligned Words (W-AW). The second generate a Bag-of-Words for
the aligned words to construct a vector representation of each sentence. Then
the similarity is obtained by comparing the two sentence vectors, we name this
method Bag-of-Words Alignment (BoW-A). Figure 2 gives an overview of the
proposed methods.

Let SE = we1 , we2 , ..., wei and SA = wa1 , wa2 , ..., waj
be an English and

Arabic sentence, and their word vectors are (ve1 , ve2 , ..., vei) and (va1 , va2 , ..., vaj
)

respectively. The semantic similarity between SE and SA is computed in three
steps: translation, preprocessing and a monolingual similarity score attribution.

(1) Translation: in this step, we used Google Translate API3 to translate
English sentences into Arabic language, we denote the translated sentence
SE′ . By this translation, the problem is reduced into a mono-lingual seman-
tic similarity one.

(2) Preprocessing: in order to normalize the sentences for the similarity eval-
uation step, a set of preprocessing are performed:
– Tokenization: input sentences are broken up into words;
– Removing punctuation marks, diacritics, and non alphanumeric

characters;

– Normalizing to and to , as in the Arabic CBOW model [45];
– Replacing final followed by by

3 https://cloud.google.com/translate/.

https://cloud.google.com/translate/
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Fig. 2. Overview of the proposed methods

At this point we should mention that we will not remove the stop words
because they can affect the similarity score, For example:

SE =“Joseph went to university” and SA = “ ”

(Joseph does not go to university). If we remove the words , and to
as a stop words, both sentences become similar, whereas they have contra-
dictory meanings.

(3) Sentences similarity: we propose two methods for measuring the semantic
similarity between SE′ and SA: Weighting Aligned Words Method (W-AW)
and Bag-of-Words Alignment Method (BoW-A). In the following, we develop
our proposed methods, and we provide for each one how the semantic simi-
larity is measured.

3.1 Weighting Aligned Words Method (W-AW)

A simple way to compare the translated sentence SE′ and the Arabic one SA is by
summing their words vectors [30]. Then, the similarity is obtained by calculating
the Cosine similarity Cos(VE′ , VA), where:{

VE′ =
∑i

k=1 ve′
k

VA =
∑j

k=1 vak

For example, let SE and SA be two sentences:
SE = “Joseph went to college”.
SA = “ ” (Joseph goes quickly to university).
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Step 1: Translation
In this step Google Translate API is used to translate the English sentence SE

into Arabic SE′ = “ ”.
Step 2: Sum of the word vectors

Step 3: Similarity Score
The similarity between SE′ and SA is obtained by calculating the cosine simi-
larity between the sentence vectors VE′ and VA as follows:

Sim(SE , SA) = Sim(SE′ , SA) = Cos(VE′ , VA) = 0.71

In order to improve the similarity results, we have used the words alignment
method presented by Sultan et al. [39], with the difference that we align the
words based on their semantic similarity in the word embedding model, and not
in a dictionary. We assume also that all words don’t have the same importance
for the meaning of the sentences. For that, we use three weighting functions
(idf , pos and idf -pos) proposed by Nagoudi and Schwab in [30] for weighting
the aligned words. Finally, the similarity between SE′ and SA is calculated as
follows:

Sim(SE′ , SA) =
1

2

⎛
⎝

∑
w∈S

E′ WT (w) ∗ BM(w, SA)
∑

w∈S
E′ WT (w)

+

∑
w∈SA

WT (w) ∗ BM(w, SE′ )
∑

w∈SA
WT (w)

⎞
⎠ (1)

where WT (w) is the function which return the weight of the word w. WT uses
three weighting methods: idf , pos and a mix of both. The BM(w,Sk) function
represent the Best Match score between w and all words in the sentence Sk.
Therefore, BM function aligns words based on their semantic similarity included
in the word embedding model. The function BM is defined as:

BM(w,Sk) = Max{Cos(v, vk), wk ∈ Sk} (2)

For example, let us continue with the same example above, the similarity between
SE′ and SA is obtained in four steps as follows:

Step 1: POS Tagging
Firstly, the POS tagger of Gahbiche-Braham et al. [13] is used to predict the
part-of-speech tag of each word wk in Sk.{

Pos tag(SE′) = verb noun prop noun
Pos tag(SA) = noun prop verb adj noun

Step 2: IDF & POS Weighting
For weighting the descriptive aligned words, we retrieve for each word wk in the
Sk its IDF weight idf(wk), we also use the POS weights proposed in [30].
Step 3: Words Alignment
In this step, we align words that have similar meaning in both sentences. For
that, we compute the similarity between each word in SE′ and the semanti-
cally closest word in SA by using the BM function, e.g. BM( , SE′) =
Max{Cos( , vk), wk ∈ SA} = Cos(v( ), v( )) = 0.85.
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Step 4: Calculate the similarity
The similarity between SE′ and SA is obtained by using the formula (1), which
gives us: Sim(SE′ , SA) = 0.82.

3.2 Bag-of-Words Alignment Method (BoW-A)

Among the advantages of word embedding is that it allows to retrieve a list of
words that are used in the same contexts with respect to a given word w [14]. We
named this list of words the k-closest words to w. For example, Table 1 shows
the 10-closest words of and in the Arabic CBOW model.

Table 1. 10-closest words of and

We used this property to evaluate the degree of semantic similarity between
SE′ and SA, we first proceeded to construct a representation vector RV for
each sentence. Let RVE′ and RVA be the representation vectors of SE′ and SA

respectively, the size of each vector is the number of words in its corresponding
sentence. The value of an entry in the representation vector, is determined as
follows:

1. For each word w we retrieve its aligned word w′ in the other sentence by
using BM function defined by formula (2).

2. We use the embedding model to construct for both w and w′ their Bag-of-
Words BoWw and BoWw′ . The BoWw (BoWw′) contains the k-closest words
to w (w′) in the embedding model.

3. We compute the Jaccard similarity between BoWw and BoWw′ :

Jacc(BoWw, BoWw′) =
BoWw ∩ BoWw′

BoWw ∪ BoWw′

4. The value of the entry RV [w] is set to Jacc(BoWw, BoWw′).
5. This process is applied for all words in both sentences to build RVE′ and

RVA.
6. Finally, the similarity between SE′ and SA is obtained by:

Sim(SE′ , SA) =
1

2

(∑
w∈SE′ WT (w) ∗ RV [w]∑

w∈SE′ WT (w)
+

∑
w∈SA

WT (w) ∗ RV [w′]∑
w∈SA

WT (w)

)
(3)
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4 Experiments and Results

In order to evaluate our systems and monitor their performances, we have used
four datasets drawn from the STS shared task SemEval-2017 (Task1: STS Cross-
lingual Arabic-English)4 [8], with a total of 2412 pairs of sentences. The sentence
pairs have been manually labeled by five annotators, and the similarity score is
the mean of the five annotators’ judgments. This score is a float number between
“0” (indicating that the meaning of sentences are completely independent) to
“5” (indicating meaning equivalence). More information about the datasets used
is listed in Table 2.

Table 2. Arabic-English evaluation sets.

Dataset Source Pairs

MSRvid Microsoft research video description corpus 736

MSRpar Microsoft research paraphrase corpus 1020

SMTeuroparl WMT2008 development dataset 406

STS evaluation data SNLI corpus 250

4.1 Experimental Results

We investigated the performance of both Weighting Aligned Words (W-AW)
and Alignment Bag-of-Words (A-BoW) systems with three weighting functions:
IDF, POS and mix of both. In addition, for the A-BoW method, we have used
four different values of k to generate the 5-closest, 10-closest, 15-closest and
20-closest words. Afterwards, in order to evaluate the accuracy of each method,
we calculate the Pearson correlation between our assigned semantic similarity
scores and human judgments on the SemEval STS task datasets. Table 3 reports
the results of the proposed methods.

These results indicate that when the IDF weighting method is used the mean
correlation rate does not fall below 70% in all tested methods. When applying
the POS and mixed weighting, the correlation rate of IDF weighting is outper-
formed in both methods A-AW and A-BoW with a mean of +2.35% and +3.91%
respectively. Interestingly, increasing the parameter k to generate the k-closest
words in the A-BoW method, leads each time to an enhancement in the corre-
lation rate. For instance, the use of 15-closest words outperforms the 5-closest
system by +2.01% of correlation in average. However, when k is raised to 20,
the mean correlation rate gets a bit lower. This is due to the rise of the number
of words with different meaning in the BoW.

From the above results, we can see that the estimated similarity
provided by our approaches is fairly consistent with human judgments.
However, the correlation is not good enough when two sentences share
nearly the same words, but with a totally different meaning, for example:

4 http://alt.qcri.org/semeval2017/task1/index.php?id=data-and-tools.

http://alt.qcri.org/semeval2017/task1/index.php?id=data-and-tools
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Table 3. Our methods vs. human judgments

Method MSRvid MSRpar SMTeuro. STS Eval. Mean

W-AW-IDF 0.6895 0.7019 0.7274 0.6951 0.7034

W-AW-POS 0.6924 0.7402 0.7478 0.7205 0.7252

W-AW-IDF-POS 0.7015 0.7385 0.7512 0.7375 0.7321

k = 5

A-BoW-IDF 0.6863 0.7119 0.7174 0.6881 0.7009

A-BoW-POS 0.6933 0.7349 0.7364 0.7187 0.7218

A-BoW-IDF-POS 0.7074 0.7365 0.7482 0.7362 0.7320

k = 10

A-BoW-IDF 0.6879 0.7131 0.7291 0.7114 0.7103

A-BoW-POS 0.7084 0.7437 0.7514 0.7305 0.7335

A-BoW-IDF-POS 0.7216 0.7418 0.7603 0.7565 0.7450

k = 15

A-BoW-IDF 0.6954 0.7089 0.7284 0.7254 0.7145

A-BoW-POS 0.7124 0.7402 0.7578 0.7391 0.7398

A-BoW-IDF-POS 0.7575 0.7485 0.7672 0.7739 0.7603

k = 20

A-BoW-IDF 0.6912 0.7055 0.7283 0.7254 0.7244

A-BoW-POS 0.7254 0.7382 0.7514 0.7351 0.7351

A-BoW-IDF-POS 0.7525 0.7477 0.7689 0.7613 0.7576

“ ” and (Saad reads a book about Omar Ibn Al-

Khattab) “ ” (Saad reads a book for Omar Ibn Al-
Khattab). In this example, the sentences share the same vectors, POS and IDF
weights. This fact leads to a high correlation score, which is not the case. This
issue is left for future work.

4.2 Comparison with SemEval-2017 Winners

We compared our optimal results with the three best systems proposed in
SemEval-2017 Arabic-English cross-lingual evaluation task [8] (ECNU [40], BIT
[44] and HCTI [38]) and the baseline system [8]. In this evaluation, ECNU
obtained the best performance with a correlation score of 74.93%, followed by
BIT and HCTI with 70.07% and 68.36% respectively. Table 4 shows a compari-
son of our best results with those obtained by the three systems were tested on
the STS Evaluation Data5.

The observed results indicate that our mixed weighted method with k = 15
is the best performing method with a correlation rate of 77.39%. The W-BoW-
5 http://alt.qcri.org/semeval2017/task1/data/uploads/sts2017.eval.v1.1.zip.

http://alt.qcri.org/semeval2017/task1/data/uploads/sts2017.eval.v1.1.zip
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Table 4. Comparison of the correlation results with three best systems in SemEval-
2017.

Methods STS Eval.

W-BoW-IDF-POS (k = 15) 77.39%

ECNU 74.93 %

W-AW-IDF-POS 73.75%

BIT 70.07 %

HCTI 68.36%

Cosine baseline 51.55 %

IDF-POS (k = 15) method yields a gain of +9.03%, +7.32% and +2.46% on the
correlation rate compared with ECNU, BIT and HCTI respectively.

5 Conclusion and Future Work

In this paper, we have presented two methods for measuring the semantic rela-
tions between Arabic-English cross-language sentences using Machine Translation
(MT) and word embedding representations. The main idea is based on the usage of
semantic properties of words included in the word-embedding model. In order to
make further progress in the analysis of the semantic sentence similarity, we have
used a combination of words alignment, IDF and POS weighting to support the
identification of words that are most descriptive in each sentence. Additionally,
we evaluated our proposals on the four datasets of the STS shared task SemEval-
2017. In the experiments we have shown how the Bag-of-words method clearly
enhanced the correlation results. The performance of our proposed methods was
confirmed through the Pearson correlation between our assigned semantic simi-
larity scores and human judgments. In fact, we reached the best correlation rate
compared to all the participating systems in STS Arabic-English cross-language
subtask of SemEval-2017. As future work, we are going to combine these methods
with those of other classical techniques in NLP field, including word sense disam-
biguation, linguistic resources and document fingerprint in order to make more
improvement in the cross-language plagiarism detection.
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Abstract. In this work, we present a POS-based preordering approach
that tackles both long- and short-distance reordering phenomena. Syn-
tactic unlexicalized reordering rules are automatically extracted from a
parallel corpus using only word alignment and a source-side language
tagging. The reordering rules are used in a deterministic manner; this
prevents the decoding speed from being bottlenecked in the reordering
procedure. A new approach for both rule filtering and rule application is
used to ensure a fast and efficient reordering. The tests performed on the
IWSLT2016 English-to-Arabic evaluation benchmark show a noticeable
increase in the overall Blue Score for our system over the baseline PSMT
system.

Keywords: Machine translation · Arabic NLP · Preordering
Reordering rules · Statistical translation

1 Introduction

When translating between two languages that are noticeably different in terms of
their grammatical structures, the task of producing a high-quality translation in
a correct word order becomes a serious challenge. Finding a better way to model
these grammatical transformations or what is known as reordering phenomena,
was and still is a long standing problem which receives a great deal of attention
from the machine translation community. The classic Phrase-based Statistical
Machine Translation System (PSMT) [1–3] has two means for word reordering:
it can either learn the whole bi-phrase as an entry in the phrase table (generally
a bi-phrase length does not exceed a certain limit) or via the distortion model
which allows limited phrase movements (reorderings) in the output, but with
a certain penalty. These means cannot address reorderings that involve a long
distance jump or what is known as long-distance reordering. This problem rep-
resents a well-known limitation for the standard PSMT system, hence the need
to provide a more sophisticated model to solve it.
c© Springer International Publishing AG 2018
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Syntactic reordering in machine translation is a research area that aims to
find more efficient solutions so as to handle both short- and long-distance reorder-
ing problems. One common way to perform reordering as a standalone process
is known as preordering. Preordering is a preprocessing step that precedes the
PSMT phase; its goal is to minimize the syntactic gap between languages and
make their grammatical construction as close as possible. Preordering is com-
monly used to address the long-distance reordering problems, it has the advan-
tage of being easy to use and independent from the used translation system.

Figure 1 gives an example of short- and long-distance word reordering phe-
nomena performed on an aligned English-to-Arabic sentence pair. Both the
English and Arabic texts are written from left-to-right to keep the alignment
order consistent. In the first example (a) the word “announced” appears at the

end of the English sentence, aligned to the Arabic word by means of the
6th alignment link. Preordering will attempt to swap the position of the first and
the 6th alignment links, which moves the word “announced” to the beginning of
the English sentence to match the Arabic sentence order as shown in the sec-
ond example (b). Since these two links are separated by a large margin we call
this reordering a long-distance word reordering. Short reordering cases such as
the one involving the second and the third links are considered as performing
short-distance reordering.

Fig. 1. An example illustrating the process of word reordering performed on an English-
to-Arabic word-aligned sentence pair. (The English and Arabic texts are written from
left-to-right to keep the alignment order consistent)

The goal of word preordering is to perform a reordering process on the English
side of the corpus prior to the translation phase. This is done by finding and
applying a set of syntactic rules which helps tweak the grammatical construction
of the English-side language making it as close as possible to the Arabic-side lan-
guage structure, which can also be seen as the task of minimizing the alignment
links, as shown in Fig. 1(b).
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In this work, we propose a preordering method that can efficiently handle
both long- and short-distance word reorderings. The reordering rules are learned
automatically from a parallel corpus using word alignment and a basic part-of-
speech source language tagging. The test results showed a noticeable improve-
ment over the baseline PSMT system which proves the consistency and adequacy
of our proposal. The remainder of this paper is organized as follows: the next
section gives an overview of the state-of-the-art preordering methods. The used
PSMT baseline is then presented in Sect. 3. Section 4 presents our proposed
reordering system and explains the details of each of its components. In Sect. 5,
we present and discuss the tests we have done and the results we have obtained.
Finally, in the last Section, we conclude our work and highlight some possible
future improvements.

2 Related Work

Preordering methods can be classified into two main categories: the deterministic
approaches which provide the decoder with only one optimal reordering; and
the non-deterministic methods which feed the decoder with multiple candidate
sentences in the form of a weighted lattice, and it is then up to the decoder to
find the best choice among them.

In terms of deterministic methods, one of the earlier works was done by Xia
et al. [4], whose system deals with the task of French-to-English machine trans-
lation. They automatically extracted syntactic rules (which they called rewrite
patterns) from a bilingual corpus, using syntactic parsers of the source and target
languages along with word alignment. They reported a 10% relative improve-
ment in the Blue Score. Habash [5] proposed a preordering method for Arabic-to-
English translation. He used word alignment and a source dependency parse tree
to automatically extract syntactic reordering rules. The extracted rules were used
to reorder the Arabic training and testing data. He investigated various align-
ment strategies and parsing representations and provided a comparative analysis
of the different combinations of the investigated strategies. Genzel [6] defined the
reordering task as a dependency parse tree transformation, in which the goal is
to find the best children order for each internal node that has more than two
children. He proposed a number of metrics for rule quality estimation which
allows the filtering and selection of higher quality reordering rules. His proposal
was tested on the task of translation from English to various other languages. In
a similar fashion, Yang et al. [7] performed the reordering task on a dependency
parse tree by reordering the children of each internal node. They handled the
position of each node as its rank making the reordering a ranking problem in
which the task is to find a certain function f that determines the best rank of
each child. Then, the children get sorted according to their ranks. For the task
of translation from Chinese to Japanese, Sudoh et al. [8] used a learning-to-rank
model based on a pairwise classification method to predict the target Japanese
word order. In the same spirit, Jehl et al. [9] proposed a feature-based reordering
model for English-to-Japanese and English-to-Korean translation. Their model
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predicts whether a pair of sibling nodes on the source-side of the parse tree needs
to be swapped. Based on the node swapping probabilities, a global branch-and-
bound search is applied to find the best ordering of the children. Fuji et al.
[10] proposed a global reordering model that captures language-specific sentence
structure directly from non-annotated corpora and use it to boost the perfor-
mance of conventional syntactic reordering system.

In terms of non-deterministic methods, Zhang et al. [11] presented a pre-
ordering strategy for Chinese-to-English translation using chunk-based syntactic
rules. They used a source-reordering lattice instead of a single best reordering,
and a reordering source language model as an additional feature to score each
path in the lattice. Elming [12] presented a preordering approach for English-
to-Danish translation. His proposed approach automatically learns probabilistic
rules from a parallel corpus. The reordered sentences are fed via a lattice to the
SMT decoder. He reported an absolute improvement in the translation quality
of 1.1% in Blue Score.

Despite the existing work on word preordering, to the best of our knowledge,
no strategy has appeared to give ideal reordering results, hence the continuing
efforts to improve them. This work aims to introduce a new, efficient way for
both rule identification and application, along with a method for estimating rules
usefulness in the reordering process.

3 PSMT Baseline System

Given a source sentence f that we want to translate into a target sentence e.
The phrase-based statistical machine translation [1–3] finds the best translation
ê from the space of all possible translations of f .

ê = argmaxe = p(e|f) (1)

This can be decomposed using the noisy channel decomposition [13] into a trans-
lation model p(f |e) and a language model p(e).

ê = argmaxe = (p(e) ∗ p(f |e)) (2)

The translation model ensures the accuracy of the translation between the source
and the target languages, and the language model ensures the fluency of the
generated target sentences.

A more common generalization is the log-linear model [13] which, instead of
splitting the problem into a translation and a language model, it enables the
incorporation of arbitrary components (or features), with the assumption that
these components are independent from each other,

ê = argmaxe = (
exp

∑M
1 αmϕm(f,e)

∑
e′ exp

∑M
1 αmϕm(f,e′)

) (3)

where M is the number of components, ϕm(f, e) is the mth component and αm

is its corresponding weight in the log-linear model.
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The denominator
∑

e′ exp
∑M

1 αmϕm(f,e′) being constant for all possible trans-
lations e′, it can be omitted at decoding.

ê = argmaxe = exp
∑M

1 αmϕm(f,e) (4)

Since the log-linear components are supposed to be independent, they can be
trained separately. After training each component, an optimization technique
such as the Minimum Error Rate Training (MERT) [14] can be used to find the
optimal component weights. Our baseline log-linear model includes the following
components:

– Phrase translation model
– Language model
– Distance-based reordering model
– Word penalty.

4 Preordering System

Our proposed preordering system automatically learns syntactic reordering rules
and uses them to change the grammatical structure of the English source-side
sentences making them as close as possible to the target Arabic one.

Fig. 2. Architecture of the preordering framework

Figure 2 shows the architecture of our proposed preordering system. There
are two main steps: first, a set of reordering rules will be extracted from a parallel
corpus, then each rule will be evaluated using a specific rule evaluation mech-
anism. The second step applies the selected rules to reorder both the training
and testing data prior to their exploitation in the PSMT.

4.1 Reordering Rules Definition

In this work, the reordering rules are composed of part-of-speech tags only; as
such all the used rules are unlexicalized. Two tagsets are considered: the English
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Penn Treebank (PTB) tagset (48 tags) [15], and the English Universal (Univ)
tagset (17 tags) [16].

Using high-level tags (more general tag classes) will result in more general
rules, while using more specific tags will allow the rules to capture more accurate
contextual information albeit with a low generalization ability. The intuition
behind using these two different tagsets is to investigate in a practical way the
impact of the tags fineness on the reordering performance.

Our reordering rules are composed of three parts: the condition, the reorder-
ing, and an optional context. A rule condition may have more than one possible
reordering, each reordering having its own specific context.

Table 1. An example of reordering rules

Rule number Rule condition Rule action (Reordering) Rule context

1 DT NNP NNPS 2, 0, 1 (IN, IN)

2 IN DT NNP NNPS 3, 0, 1, 2 (NN, IN)

3 DT NN IN ... VBD 10, 0, 1, ..., 9 (Non, Non)

Table 1 shows an example of reordering rules with PTB part-of-speech tags.
The first column presents the condition part of the rule and the second column
shows all its corresponding reorderings. The context is presented as a pair (pre-
vious tag, next tag) which need to appear before and after the condition part of
the rule. For example, for the first rule, the sequence of tags “DT NNP NNPS”
need to be present in the sentence. Additionally, the left and right contextual
tags “IN DT NNP NNPS IN” also need to appear before and after the condi-
tion. In such case, the reordering “2, 0, 1” can be applied to reorder the tags
producing a new order “NNPS DT NNP”.

4.2 Reordering Rules Extraction

The reordering rules are extracted using only word alignment and a tagged source
text of the parallel corpus. Figure 3 shows the overall process of rules extraction.

Fig. 3. Rules extraction mechanism
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Fig. 4. Word alignment with tagged source-side, in which both the English and Arabic
texts are written from left-to-right to keep the alignment order consistent

First, the bi-phrases are extracted using word alignment with a tagged source
text, the phrases are then filtered by imposing some restrictions, and finally, the
candidate rules are formed from the selected phrases.

Figure 4 shows an example of word alignment with a tagged source text. The
Univ and PTB tags are presented for each word in the English source sentence.
In the first step, phrase extraction is done using the standard phrase extraction
algorithm described by Koehn [13], which uses word alignment to extract bi-
phrases from a parallel corpus. From our previous example of Fig. 4, the phrase
extraction algorithm extracts a total of 25 bi-phrases, some of which are shown
in Table 2.

Table 2. Some extracted bi-phrases from the example given in Fig. 4 using the standard
phrase extraction algorithm described in [13]

Having a set of English-Arabic bi-phrases, we select the pair of bi-phrases
that contain a crossing. For instance, in Fig. 4 the phrases denoted by the links
4 and 5 cross each other (by abuse of language, since the links cross each other);
thus swapping them will minimize the number of crossing links; which makes
the English sentence structure more similar to the Arabic one. We will be using
this kind of crossings of bi-phrases in-order to form our syntactic rules.

Given two bi-phrases p1 = (s1, t1) and p2 = (s2, t2) where si and ti are
phrases from the source and target sentences, respectively, the two bi-phrases p1
and p2 are considered valid to form a syntactic rule if they satisfy the following
conditions:
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1. If s1 precedes s2 in the source sentence, then t2 must precede t1 in the target
sentence. In other words, the two bi-phrases must cross each other.

2. The two bi-phrases must be consecutive in both the source and the target
sentences. In other words, s2 must follow s1 and t2 must follow t1.

For example in Fig. 4, the two bi-phrases denoted by the links 5 and 4 respect
these two conditions. The two bi-phrases 5 and 3 do not respect the second
condition (they are not consecutive in the English text).

The set of selected phrases are then used to generate unlexicalized syntactic
rules; the left and right tags that precede and follow the two phrases are used
as context. Table 1 shows some valid rules that can be extracted from Fig. 4.

4.3 Reordering Rules Evaluation

The extracted rules are not always useful for reordering. In fact, most of them
are very specific, which makes their coverage quite limited. Another issue resides
in the errors introduced by the automatic word alignment which increases the
rate of incorrect rules.

To tackle these problems, a number of metrics that estimate rules quality
have been proposed. The metric that is most used is the Crossing Score (CS)
[6] which determines the quality of a rule based on the decrease in crossing
alignment links after its application.

In practice, the quality of a rule is tested on the whole training corpus by
applying the rule to each of its sentences and evaluating the change in the number
of crossing alignments. This should give a solid estimation of the rule quality.

Applying this kind of metric directly will be computationally expensive since
each rule is generally evaluated separately. Another issue is to perform the
reordering task when given a set of rules. This involves finding all the appli-
cable rules and determining the best order for their application. To this end, we
build an index that accelerates both rules lookup and rules application.

Index Construction. We build an index, which is a compact Trie [17]. To
reduce rule lookup time, this index will be used for the tasks of rules evaluation
and application.

Formally, given a set of rules R, with their conditions driven from a set of
tags G, such that |R| = n and |G| = m. Each rule r in R, is a tuple (c, a, x),
where c is the condition, a is the action and x is the rule context.

We construct a compact Trie T on R which has the following characteristics:

– A root node and n leaves (since each rule condition c ends at a leaf node
which contains its corresponding action a and context x).

– For each internal node, its descendants have the same prefix (the same con-
dition).

– Two branches leaving the same node can’t start with the same prefix.
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Fig. 5. Syntactic rules indexing via a compact Trie

Figure 5 shows a compact Trie constructed over the tag-sequences of the
previous set of rules from Table 1. The leaf nodes are numbered according to
their corresponding rules and the labels are printed on the edges. A special end
tag # is added to ensure that each sequence terminates at the level of a leaf
node. The reordering and context for each rule are kept in the leaf node that
corresponds to it.

Efficient Search for Applicable Rules. The task of finding all the applicable
rules for a given sentence is very challenging given the number of rules and the
variations in their corresponding part-of-speech tags. Algorithm1 presents an
easy and efficient way to identify all the applicable rules for a given sentence
using a compact Trie representation for all the reordering rules. In-order to find
all the applicable rules for a sentence S, Algorithm1 finds all the applicable rules
for each suffix (each position) in the tagged source sentence St; this is done by
traversing the Trie starting from the root node and following the path led by each
suffix in st. The rules found for each suffix are accumulated in candidate rules
and returned when the algorithm terminates. All the applicable rules for S can
be found in O(k2) time, where k is the length of S.

Algorithm 1. Algorithm FindAll that finds all the applicable rules for
a given sentence

Input : T : a Trie constructed over a set of rules R.
St = t1, t2, tk: the part-of-speech tags of the English sentence S where k is
the length of S.
Output: candidate rules: a list that contains all the applicable rules for S.

1 Function FindAll(R, T , St):
2 foreach suffix st in St starting at postion i do
3 rulesi = finds all applicable rules for st in T ;
4 foreach rule r in rulesi do
5 candidate rules.add ((r, i))
6 end

7 end

8 return candidate rules;
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Having the set of applicable rules for a given sentence, we need to deter-
mine the best one among them. This is done by sorting the obtained candidate
rules according to their condition part to ensure that the rules concerning long-
distance reorderings are applied first.

Rule Quality Evaluation. As mentioned in Sect. 4.3, since the majority of
rules are not useful for reordering purposes, a good method for rule quality
estimation is needed. Algorithm 2 scores the rules which can be applied to a
given sentence using the CS metric.

Algorithm 2. Algorithm UpdateSent that updates the evaluation score
for each syntactic rule

Input : R: a set of rules.
T : a Trie constructed over R.
St = t1, t2, tk: S part-of-speech tags for the sentence S.
Sa: alignment points for the sentence S and its target translation.
close: a close list.
Output: Updates the scores for each applicable rule in T for the sentence S.

1 Function UpdateSent(R, T , St, Sa, close):
2 originalCS = findCS(Sa)
3 while i < max iterations do
4 candidate rules = FindAll(R, T , St) that are not present in close;
5 rbest = find the best rule in candidate rules;
6 insert rbest in close;
7 S′

a = reorder Sa using rbest;
8 newCS = findCS(S′

a);
9 rbest.usage+=1;

10 if newCS < originalCS then
11 rbest.positive+=1;
12 end
13 else if newCS > originalCS then
14 rbest.negative+=1;
15 end
16 else
17 rbest.neutral+=1;
18 end
19 i = i + 1;

20 end

Algorithm 2 starts by identifying the best applicable rule for a given sentence
S as described in Sect. 4.3. A close list is then used to prevent the rules from
being reused in the same position. The best rule is then applied to reorder the
word-aligned sentence, and the number of crossing alignments is then estimated
using the CS metric. The score of the applied rule is then updated based on the
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Fig. 6. Rules count variation when applying the process of rules filtering

CS difference1. This process is repeated for several iterations as indicated by the
max iterations variable.

After scoring all the rules, we estimate the usefulness of a given rule r by
taking the ratio of the number of time the rule gave a positive impact on the
reordering task and the total number of its application:

usefulness(r) =
positive(r)
usage(r)

(5)

In case the rule usefulness surpasses a certain threshold, it will be considered
useful and selected for reordering. Applying this equation on the whole corpus
will select a subset of useful reordering rules (since not all the rules can be
applied in all possible contexts). This process of rules usefulness estimation is
repeated for several iterations until the subset of the useful rules stabilizes, which
indicates that a convergence point has been reached.

Figure 6 shows the variation of the number of selected rules when estimating
the rules’ usefulness.

The number of useful rules (Fig. 6(a)) increases with the number of epochs
and at the same time, the count of non-useful rules (Fig. 6(b)) decreases until a
convergence is achieved.

5 Experiments

To test our approach, we have used the English-Arabic parallel corpus provided
by the IWSLT20162 evaluation campaign which offers a complete testing frame-
work which includes: training, development, and evaluation data. Our results
have been obtained on the IWSLT 2010, 2011, 2012, 2013 and 2014 test sets.
1 FindCS is a simple method that finds the number of crossing alignments (CS) for

a given aligned sentence.
2 http://workshop2016.iwslt.org/59.php.

http://workshop2016.iwslt.org/59.php
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Tagging is done using the Stanford English Log-linear Part-Of-Speech Tagger
[18]. The Univ part-of-speech tags are obtained by converting the PTB tagset
using a simple tag mapping method3.

5.1 Preprocessing

For the Arabic language, our preprocessing includes: diacritic sign removal, Ara-
bic character normalization and word segmentation by means of the AMIRA
toolkit [19] using the default tokenization scheme in which conjunctions, prepo-
sitions, determinants, suffixes and future markers are all individually separated.
For the English side, only word tokenization is performed using the Python
NLTK toolkit4. We have also added a number <nbr> and a link classes <url>
to all numbers and links found in the parallel corpus respectively. Sentence length
has been limited to 40 words; “bad” sentence pairs, i.e. whose length difference
exceeds a certain threshold were also removed.

Table 3 shows some statistics about the resulting data from the preprocessing
step.

Table 3. Statistics about the training corpus

English Arabic

Sentences 110 549 110 549

Words 1692394 1910968

Unique words 26574 37539

5.2 Evaluation of Translation Quality

We have investigated the use of two tagsets and the presence/absence of part-
of-speech contexts. This leads to four systems:

1. Reordering with Univ tagset without context.
2. Reordering with PTB tagset without context.
3. Reordering with Univ tagset with context.
4. Reordering with PTB tagset with context.

All our systems have been tested using the Moses PSMT framework [20]. We
have used a 6-gram language model instead of the default tri-gram model to
ensure a better language modeling for the segmented Arabic language. The rest
of the parameters are kept unchanged. Our test results have been reported using
the Blue Score Metric [21].

3 The conversion table can be found in the following link http://universaldependencies.
org/tagset-conversion/en-penn-uposf.html.

4 http://www.nltk.org/.

http://universaldependencies.org/tagset-conversion/en-penn-uposf.html
http://universaldependencies.org/tagset-conversion/en-penn-uposf.html
http://www.nltk.org/


46 M. S. Hadj Ameur et al.

Table 4. Blue score results for the PSMT baseline and the MSE-bidirectional reorder-
ing model

Test set PSMT-Baseline PSMT-MSE-Bi

IWSLT2010 17.24 17.33 (+0.09)

IWSLT2011 17.28 17.54 (+0.26)

IWSLT2012 19.30 19.48 (+0.18)

IWSLT2013 18.67 18.64 (−0.03)

IWSLT2014 16.16 16.82 (+0.66)

Table 4 shows the Blue Score results obtained by the Moses baseline with
and without its default MSE-bidirectional reordering model [22]. The values in
parentheses indicate the gain in Blue score with respect to the PSMT baseline
system. A slight increase in Blue Score is obtained when the default Moses
reordering model was turned on.

Table 5. Blue scores using the PTB and the Univ part-of-speech tags without including
the context

Test set Base-UNIV Base-PTB

IWSLT2010 17.03 (−0.21) 17.52 (+0.28)

IWSLT2011 17.62 (+0.34) 18.18 (+0.90)

IWSLT2012 19.80 (+0.50) 19.95 (+0.65)

IWSLT2013 18.73 (+0.06) 19.11 (+0.44)

IWSLT2014 17.22 (+1.06) 17.51 (+1.35)

Table 5 shows the reordering results obtained when using the PTB tags and
the Univ tags without including the context. The obtained results when using
the PTB was slightly better than the one obtained with the Univ tags. The
maximum gain in Blue Score was 1.35 point compared to the Baseline PSMT
system.

Table 6 shows the reordering results obtained using the PTB tags and the
Univ tags when the context is included. The obtained results for the two tagsets
were very similar with a maximum increase of about 1.5 in the Blue Score over
the PSMT baseline. These results prove the importance of using the context to
enhance the accuracy of the syntactic rules. Indeed, the more specific the rules,
the better. Another thing to note is the effect of the POS-tag fineness: we can
see that the use of PTB tags yields better results than with Univ tags, especially
when no context is used. This suggests that more tag fineness will lead to a more
accurate reordering.
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Table 6. Blue Scores using the PTB tags and the Univ tags when including the context

Test set CONTEXT-UNIV CONTEXT-PTB

IWSLT2010 17.72 (+0.48) 17.71 (+0.47)

IWSLT2011 18.31 (+1.03) 18.34 (+1.06)

IWSLT2012 19.90 (+0.6) 20.09 (+0.79)

IWSLT2013 19.13 (+0.46) 19.24 (+0.57)

IWSLT2014 17.61 (+1.45) 17.58 (+1.42)

5.3 Evaluation of Alignment Ambiguity

We have also used the Normalize Crossing Links Score (NCS) [6] to measure
the quality of the different investigated reordering systems. The NCS metric
formula is the following:

NCS =
C

S
(6)

where C is the number of crossing links in the aligned corpus and S is the number
of words in the source text of the corpus.

Fig. 7. The NCS scores for the different reordering methods

For this formula the smallest the NCS score, the better. An ideal score
will be zero, which means that the corpus is completely monotonic5. The NCS
scores are shown in Fig. 7 for the different reordering methods. We recall that
the smallest the score, the better. The results indicate that using the PTB tagset
with the contextual information produce less ambiguous alignments, hence better
translation results.

5 We mean by a monotonic corpus, a corpus in which the alignment does not contain
any crossing links.
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6 Conclusion

We have introduced a general method for word preordering in which reordering
rules are extracted from a parallel corpus using only word alignments and basic
part-of-speech tagging. Rule quality is estimated using the CS metric, which
allows the selection of only the best applicable rules. Our proposal has been
evaluated in terms of translation quality using the Blue Score, and the change
in alignment ambiguity has been investigated using the NCS metric. We have
found out that using the PTB tags yield a more noticeable improvement over
the baseline PSMT system; this suggests that the higher the tag fineness the
better the effect of the part-of-speech preordering methods.

As a future work, we plan to explore a similar approach using tree structures
(dependency and constituency trees). We also plan to examine the coupling
of both preordering and post-ordering strategies in the same framework and
check whether that yields to further improvements in the overall translation
performance.
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Abstract. Recent numbers put the Arabic language at around 250 million native
speakers, making it the fifth spoken language regarding the number of speakers.
Therefore, it has gained the interest of researchers in speech technologies in
particular speech recognition and speech synthesis. Indeed, many researchers are
still investigating in Arabic Text To Speech to deliver an intelligible and close to
natural Text To Speech systems. Nevertheless, the most of the available free and
semi-free Arabic Text To Speech systems are still away from the natural sounding
as human voice does, and the generation of smooth voice is still involved. The
primary intention of this work is to increase the quality of the produced speech
resulting from the sub-segment based approach proposed in our previous work.
To this end, a lemma-based approach for concatenative TTS synthesis is adopted
and presented in this paper. In this context, a study of Arabic lemmas frequency
was conducted to identify the highly frequent lemmas that often occur in written
and spoken Classical and Modern Standard Arabic (MSA). This study reports an
analysis of roughly 65 million words fully vocalized obtained from Tashkila
corpus, Nemlar, and Al Jazeera. These latter cover modern and classical Arabic
languages. As a result, an Arabic lemmatized frequency list was generated. The
top 1,000 frequent lemmas were found to provide approximately 79% coverage
of the Arabic words. Thus, the former were used as the basic acoustic units of our
Text to Speech System. Finally, we demonstrate that this approach affords an
improvement in the intelligibility and naturalness of a Text To Speech system
with an overall rate 4.5 out of 5.

Keywords: Text to speech · Arabic language · Lemma frequency · Speech corpus
Speech synthesis · Unit selection · Concatenative synthesis · Sub-segments

1 Introduction

Speech is obviously the main key of communication and interaction between human
beings. Therefore, early attempts at speech technologies and especially speech synthesis
were made and achieved successfully during the 18th century. Since then, many
computer operating systems have included speech synthesizers and were first developed
to aid the visually impaired by offering a computer-generated voice that would read the
text to the user with good intelligibility.
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Recently, the need for text-to-speech synthesis has increased significantly, and it is
becoming inevitable. The naturalness of the produced speech is, as well, highly required.
To this end, recent advances in text-to-speech (TTS) synthesis research led to more
intelligible and natural sounding synthetic speech than a decade ago. However, Arabic
text-to-speech research is still in its early stages, and the sound quality remains a major
problem. This is due to the challenges of the Arabic language concerning structure and
co-articulation [1].

The two primary text-to-speech technologies trends are divided into concatenative
synthesis and statistical approaches [2]. In this work, our focus will be on the concate‐
native approach.

In this paper, a unit selection approach based on the Arabic lemmas is presented and
discussed, with the ultimate goal of improving the quality of our text-to-speech system
when using the sub-segments based approach introduced in the work published earlier
[3]. We are expanding our acoustic corpus to include units of different size, shorter units
as sub-segments and longer ones as lemmas.

However, in the case of lemmas, the full coverage is impractical. As the unit size
increases, full coverage becomes harder to achieve [4]. It, therefore, seems rational to
prioritize using lemmas that are frequently occurring in the Arabic language. In this
context, the process and the results of an Arabic lemma frequency study are described
in this paper. Finally, we introduce the improvements achieved by using longer units
such as lemmas.

This paper is organized as follows. Section 2 presents an overview of the existing
Text-To-Speech approaches. In Sect. 3, we discuss our basic unit choice in addition to
the process of combining sub-segments and lemma-sized units. Section 4 describes the
main steps for generating the lemma frequency count. Section 5 presents the method of
construction of our lemma database. Section 6 describes our experiments and shows the
results. Finally, Sect. 7 concludes the paper.

2 Overview of Text to Speech

Several approaches are used to synthesis speech from text. A full review of this is
described in [5]. However, of particular concern to us is the concatenative approach.
There are basically two ways of achieving the concatenative synthesis; on the one hand,
a non-consuming approach that is based on fixed inventory where all the segment are
of the same length (e.g. diphones). On the other hand, the flexible approach which is the
unit selection, where variable length speech samples are stored in the form of sentences,
intonational phrases, words, syllables, diphones or phonemes. Afterward, the system
has to make the decision to the best match [6]. This latter approach is considered state
of the art for most of the commercial TTS systems [7] and applied to many languages
(English, Chinese, French, Indian, etc.).

An approach for unit selection was proposed in [8] to improve the Google’s unit
selection synthesizer. The approach was based on a combination of diphones and phrase-
based units to increase the quality of the limited domain applications. A pre-selection
algorithm based on an HMM module was used to guide the selection of diphone-sized
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candidate units. Additionally, a novel approach was proposed for a runtime unit selection
that aims to reduce the latency and achieve rapid selection of a subset of the units that
have the highest probability of being adequate for the required context.

Similarly, the earlier synthesizer [4] prioritized the unit selection procedure, by inte‐
grating a unit selection TTS in computational environments with limited resources, such
as mobile devices, without affecting the speech quality. Moreover, efficient techniques
were presented to cope with the issues arising in embedded environments such as the
acoustic inventory compression and runtime load minimization.

Regarding the Arabic language, works on unit selection speech synthesis are still
very rare. In [9] an Arabic TTS system based on unit selection was developed mainly
for North-African users. The proposed system was based on syllables as the basic
acoustic units. Furthermore, an algorithm was developed to minimize the selection cost,
taking into account a set of phonological, linguistic and contextual features.

On the other hand, many researchers have been carried out to synthesis speech using
a fixed inventory of acoustic segments whatever their level (i.e. phonemes, diphones,
syllables, or words). As an example, [10] presented a modified MARY TTS for Arabic
language using diphone-based concatenative approach. Similarly, Alsharif [11] devel‐
oped a Holy Quran-based Arabic TTS (HQB-ATTS) based on concatenating allophones/
syllables. The developed approach was based on some Tajweed rules. A prosodic sylla‐
bification was proposed. An inventory of 2,700 syllables was created and used to
synthesize the speech.

Likewise, El Shafei et al. [12] introduced a high-quality Arabic text to speech system
based on the concatenation of diphone/sub-syllables to construct the spoken utterances.
The chosen speech units cover the classical Arabic where the co-articulation is minimal.
They also proposed an extension of the set of the acoustic units to incorporate the
common co-articulation effects of the Modern Standard Arabic.

Another alternative was to use longer units such as words and sentences. Campbell
[13] introduced conversational text to speech synthesizer based on concatenating
frequent phrases and words. Several prosodic variants of identical words are also
provided to achieve natural intonation. Moreover, single phone-sized sounds were also
used to ensure that any possible sequence of sounds can be generated.

A novel approach was introduced in [3]. The former describes our concatenative
method of generating speech from Arabic texts. We proposed a set of sub-segments of
variable length, where the consonant is considered as the nucleus of the acoustic unit.
This latter consists of Half vowel – Consonant – Half vowel adapted to the different
positions in the word (initial, medial and final). In this work, we proved that placing the
boundary in the consonant nucleus may affect the smoothness of the produced speech
due to the aperiodicity of the consonant signal. Instead, the vowel sound was found to
be more suitable for appropriate concatenation due to the periodicity of the vowel and
the long steady-state portion of this latter. Additionally, we described a process of opti‐
mization based on some phonological rules of the Arabic language. As a result, 72% of
units, which do not occur in the Arabic language, were excluded after the optimization
process.

In the other hand, this paper aims to enhance the quality and the naturalness of the
produced speech when using the former approach, by performing a unit selection
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synthesis in a large corpus containing larger units such as lemmas and shorter ones as
sub-segments.

Apart from this, the access to fully available text to speech systems is essential.
However only a few of them are released and available for noncommercial usage [14,
15]. Table 1 shows an overview of the existing and noncommercial text-to-speech
synthesizers and their main features.

Table 1. Overview of some popular TTS systems

System Supported languages Synthesis approach
Google TTS 35 languages: English, French,

Spanish, German, polish,
Turkish…

HMM-driven unit selection

ACAPELA 34 languages: Arabic, French,
English…

Unit selection

MBROLA, le Mons Belgian 9 languages: English, French,
Spanish…

Diphone-based

WaveNet (Google DeepMind) English, Chinese Deep neural network (DNN)
ArabTalk Arabic Artificial neural networks

(ANN), HMM based synthesis
Sakhr TTS Arabic, English Unit selection, diphone-based
Mary TTS 5.2 10 languages: English, French,

German, Turkish…
Unit selection, HMM based
synthesis

3 Unit Choice

Choosing the correct unit length is the most important aspects in concatenation synthesis.
As stated in the overview, current synthesis solutions are mostly based on diphones,
syllables, sub-syllables or even triphones. Diphones are defined to extend the nucleus
of the first phone to the nucleus of the subsequent one. The main advantage of using
diphones is the relatively limited size of their inventory; therefore, they are to some
extent affordable for low resources TTS [16]. However, an audible spectral discontinuity
may result from using such small units. The use of longer units such as triphones may
be suitable for producing natural speech. In contrast, the full coverage of this acoustic
unit can be tough assignment [4].

Nonetheless, we cannot cope with the problem of spectral discontinuity in concate‐
nation synthesis, unless longer speech units are adopted, which otherwise would be
difficult to handle since it would imply later signal corrections at the concatenation
points, and some smoothing techniques that may produce unnatural sounding. So using
larger units, and dealing with the coverage problem will be the ideal solution.

Therefore, we are currently investigating the synthesis by lemmas, where the lemma-
sized chunks are treated as favored candidate units in addition to the sub-segments
proposed in our previous work [3].

In the Arabic language, lemma refers to the masculine singular form of the verb in
the past tense (the lemma of the verb “ ” /fa>axa*atohumo/ is “ ” />axa*a/), and
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masculine singular for nouns (the lemma of the noun “ ” /bimadaArisihimo/ is
“ ” /madorasap/), stripped off of its prefixes and suffixes. In the case of particles,
their lemma is the particle without clitics (the lemma of the particle “ ” /fafiyhimo/
is “ ” /fiy/).

Text processing
Grapheme to Phoneme

Text segmentation

Input text

Lemmatization AlKhalil 
Morpho Sys II

Lemma found in 
the acoustic 
Database?

Check the lemma in the 
acoustic Database Lemma 

Database

Prefix/suffix 
Needed ? 

Yes

Sub-segments
Database

No

No

Selection of units

A sequence of words

Lemma of the word

Phonetic text

Plain text

Preffix/suffix
Database

NLP

DSP

Generated speech

Yes

Fig. 1. Overall proposed Arabic TTS system

Our synthesis approach is based on a large inventory of non-uniform units favoring
the longer ones which are lemmas and backing off to relatively shorter ones when
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needed. The input text is split into words. The lemmatizer extracts the appropriate lemma
of each word. Afterward, the system selects the adequate lemma from the speech data‐
base. Prefixes and suffixes are then added if needed. Otherwise, if the lemma of the word
was not found in the acoustic database, sub-segments based selection module will deter‐
mine the best candidate units from the sub-segments database and tries to generate this
word. Figure 1 describes the overall process of the proposed approach.

The next section tackles the problem of coverage of the Arabic lemmas by identifying
the highly frequent ones that often occur in classical and MSA.

4 Lemma Frequency Materials and Methods

As the unit size increases, full coverage becomes harder to achieve especially being
limited to only a few hours of speech (around 4 h and 20 min of recording). Therefore,
we concluded that the way to use longer units as lemma is to target the most frequently
existing lemmas in the Arabic language.

However, the most of the currently available word frequency dictionaries are seri‐
ously outdated as stated in [17] and no study was done regarding the frequent lemmas
in the Arabic language.

To that end, we describe in this section the process of obtaining the lemma frequency
list.

4.1 Lexical Resources

Currently, only a few available Arabic resources are vocalized. For this reason, finding
vocalized corpora was considered as a difficult task to accomplish [18].

Our lemma list frequency was compiled from a collection of Arabic vocalized text
corpora totaling 64,829,945 words, which cover modern and classical Arabic language.

Below is the list of the Arabic text corpora used in our study:

• Aljazeera learning Arabic service is a new service that aims to learn Arabic as a
foreign language. The site provides vocalized Arabic texts, exercises, short stories
and courses about the Arabic language. About 24,000 unique words from the classical
Arabic are contained from Al-Jazeera website [19].

• Shamela library1 is an Islamic e-library [20] that includes hundreds of books in
classical Arabic covering several domains, including Hadith, Fiqh, history, etc.

• Nemlar is a written fully vocalized corpus [21] produced by RDI, Egypt within the
NEMLAR2 project, it consists of about 500,000 words of Arabic language from 13
different categories including political news, Islamic texts, phrases of common
words, Scientific press, dictionary entries explanation, etc. the corpus is provided
with the following tags: stem, clitic, POS and the Arabic pattern corresponding to
each word of the corpus. Therefore, we proceeded to its lemmatization and then the
tags were added to the Nemlar corpus.

1 http://shamela.ws/.
2 http://www.nemlar.org.
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• Quranic corpus “Al-Mus’haf” [22] is a corpus covering Quranic Arabic texts and
providing several morphological information such as stem, Stem’s pattern, Lemma,
Lemma’s pattern and the root. 17,455 Quranic words are covered. Table 2 summa‐
rizes the used corpora with the number of the provided words.

Table 2. Number of words in the used Arabic corpora

Corpora Number of words
Shamela library 64,272,589
Nemlar 455,333
Al-Mus’haf 78,247
Al-jazeera 23,776
Total words 64,829,945

4.2 Lemmatization

As mentioned previously, the available tags in the Nemlar corpus are the stem, POS and
the Arabic pattern (Al wazn). However, to be able to use this corpus in our study, we
proceeded to its enriching with the lemma tag. The following steps were performed for
this purpose.

The words obtained from the text corpus were processed using AlKhalil Morpho Sys
2 [23] in order to designate one or more possible lemma tags to each word. Afterward,
a process of disambiguation that consists of identifying a single correct lemma, from
the outputs of the previous step, for each word was performed manually by a specialist
linguist. Finally, we assigned to each word the tag of its unique lemma, and then the
tags were included in the Nemlar corpus [24]. A further step of verification of the Nemlar
corpus was performed manually by a linguist.

This process of lemmatization was applied as well to the Shamela and Al-Jazeera
corpus. Consequently, around 49,808 lemmas resulted from this process.

4.3 Frequency Lemma List Processing

The resulting lemmas from the lemmatization process were assessed in order to generate
their frequency count and to measure their dispersion over the corpus. Therefore, we
have taken into account not only the words with the form of lemma but also the words
composed by the lemma and additional prefixes and suffixes.

The only condition is that the word retains the form of the lemma, without consid‐
ering its last vowel, which is Sokun for the nominal lemmas and Fatha for verbal ones.
For example the word “ ” /fa>axa*uwhm/ is considered as an occurrence of the
lemma “ ” />axa*a/, similarly the particle “ ” /fafiyhimo/ is counted as an occur‐
rence of the lemma “ ” /fiy/. In contrast, the word “ ” /ka>axo*ihimo/ is not
considered as an occurrence of the lemma “ ” />axa*a/. Table 3 presents the coverage
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by the most frequent 10,000 lemmas in Arabic. Table 4 lists some of the top 1,000
frequent lemmas with their occurrences.

Table 3. Lemma coverage for different frequency bands in Arabic

Number of lemmas Corpora coverage (%)
1,000 78.86
2,000 86.55
3,000 89.99
4,000 91.94
5,000 93.16
6,000 93.97
7,000 94.55
8,000 94.97
9,000 95.29

10,000 95.54

Table 4. Sample of results obtained from the top frequent 1,000 and their occurrences

Lemma Frequency (%) Word list
3.63

2.30
2.12
1.47
1.23

It can be seen from Table 3 that the most frequent 1,000 lemmas in Arabic can provide
78.86% coverage of a standard written text. In other words, storing the most frequent
1,000 lemmas in our speech database means covering about 87.86% of the words from
the input text, and hence better naturalness in the generated speech will be achieved.
Apparently, high coverage of about 95.54% of the Arabic texts can be reached with the
top 10,000 lemmas; however, the problem of coverage of this number of lemmas in our
speech database will be increased.

Therefore, we concluded that the most frequent 1,000 are sufficient to enhance the
quality of our lemma-based TTS system. For greater clarity of the results, the top ten
high-frequency lemmas are represented in Fig. 2.
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Fig. 2. Distribution of the ten most frequent Arabic lemmas

After the frequent lemmas list has been obtained, we checked to what extent the top
1,000 frequent are covered by our speech corpora.

To this end, we processed an automatic full vocalization of the text transcriptions
using Al Jazeera vocalization tool [19], after that we have calculated the intersections
between our speech corpus and the top 1,000 lemmas.

As a result, 53.28% of the top 1,000 lemmas were found to be covered by our speech
corpus. Each lemma is available in different.

5 Lemma Database Construction

The most important step in designing a TTS system is the preparation of the speech
database. Generally this process involves three main steps: preparation and collection
of texts to be recorded, the corpus recording and finally, the segmentation and annota‐
tion. In this work, the process of the speech database construction was limited to two
stages: database preparation and the segmentation.

5.1 Database Preparation

The recording of large inventory requires a strict recording procedure to assure the
uniformity of the database and long hours of recording sessions. Due to the high cost of
the recording process, we decided to use a pre recoded audio book from Masmoo3
Website [25]. This latter was recorded by a native professional speaker with natural
prosody and using phonetically balanced sentences. Almost all the recorded sentences
were statements. The audio book contains 1148 sentences, summing up to 4 h 20 min
of speech. The recordings were split up into 98 files with the average file length of
2.5 min. Each file was provided with its corresponding orthographic transcription file
in .doc format.
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Afterward, we performed manual text normalization to the entire transcription file,
by expanding numbers, signs, and abbreviations in the textual form. Furthermore, a full
vocalization was performed automatically using Al Jazeera vocalization tool [19]. A
manual spell checking was carried out in order to ensure the correct matching between
the recordings and text spellings.

5.2 Segmentation

The final step in the speech database construction is the segmentation of the speech into
the target utterances. In our case, we aim to use a mixed inventory of both lemmas and
sub-segments, taking advantage of their respective strengths and compensating for their
respective weakness.

The segmentation of the corpus was performed in two ways:

• Manual lemma-level segmentation: First, the long segments which are lemmas
were located in the speech database and then segmented from the boundary of the
first consonant of the lemma to the half of the last consonant of the same lemma. The
last vowel of the lemma is truncated in order to make the lemma unit flexible and
adapted to the different inflected forms. For example, both words “ ” /faqalwA/
and “ ” /faqaAlato/ are generated from the lemma “ ” /qaAl/ without its last
vowel. This process of lemma-level segmentation was handmade by the software
Praat [26] in order to achieve a high accuracy of the boundaries selection.

• Automatic sub-segments level segmentation: The process of segmenting and
alignment of the sub-segments utterances is being performed automatically by an
HMM system.

The results of this segmentation provide a mixed speech database of both the most
frequent lemmas in the Arabic language and sub-segments.

6 Experiment and Results

The evaluation of the proposed Arabic TTS system was performed in term of intelligi‐
bility and naturalness. Both tests were conducted with five Arabic participants.

• Intelligibility Assessment test: The Diagnostic Rhyme Test was applied on the word
level and sentence level. For the word perception test, a questionnaire was specially
prepared to perform the listening test containing twenty pairs of words that differ
only in a single consonant. From each pair, we played one word at a time and then
the participants were asked to mark on the answering sheet which word of each pair
of the words they think is correct. The average of word perception rate is 100% since
all the words were successfully perceived by the listeners. The sentence perception
test was conducted with the same subjects, where a set of ten Arabic sentences with
different length and complexity were played twice. The participants were asked to
write down the sentence they hear exactly. All the sentences were correctly perceived
except one, which is due to the short duration of some words composing the
sentences. Table 5 presents the success rate of the intelligibility tests.
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Table 5. The intelligibility assessment results

Sentence-level test (DRT) Word-level test
90% 100%

• Naturalness Assessment test: For the second test, the Mean Opinion Score (MOS)
test was applied to assess the quality of the produced speech. The primary intention
of this evaluation was to compare the quality of sub-segments based TTS with the
result of lemma-sized and sub-segments merge and to ensure that the former approach
will increase the naturalness of the produced speech. The naturalness evaluation was
conducted in two stages; first, a set of 10 sentences were synthesized using the sub-
segments database. The participants were asked to give their opinion regarding the
quality from a scale of 1 to five. In the second stage, the same sentences were synthe‐
sized but this time using the proposed approach based on both lemmas and sub-
segments. Again the participants hear the sentences and were asked to give their
judgment score.

To ensure the validity of the obtained results, tests were conducted in a comparable
approach with other available Arabic TTS systems. The Demo version of Acapela was
used for this purpose, as well as Euler/Mbrola TTS system. The following charts illus‐
trate the results of the MOS evaluation comparing our proposed approach against
Acapela and Euler systems (Figs. 3 and 4).
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Fig. 3. Naturalness average scores (MOS) for Euler and Acapela compared to our sub-segments
based system
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Fig. 4. Naturalness average scores (MOS) for Euler and Acapela compared to our lemma-based
approach merged with the sub-segment approach

As we can see from the results, merging the lemmas with sub-segments had a signif‐
icant positive impact. Furthermore, the results of the comparison of our system against
the Acapela and Euler/Mbrola showed a significant reduction of the gap between the
best commercial system Acapela and the available free solution Euler/Mbrola.

7 Conclusion and Future Work

In this paper, we have presented a unit selection approach that combines long units as
lemmas with sub-segments. Besides, to cope with the large number of Arabic lemmas,
we have described the materials and methods used for generating the lemma frequency
list, as well as the process of construction of the lemma database. Finally, we presented
the results of merging sub-segments and lemma units which have shown significant
improvement in both intelligibility and naturalness of the produced speech.

Our next step is to increase the number of the stored lemmas from 1000 to 5000 or
more of frequent lemmas in order to achieve better coverage of the Arabic texts. To meet
this goal, a much larger set of speech materials is needed.

Apart from this, although our corpus was designed to cover several candidates to the
same lemma, the prosodic context is currently not considered in our selection criteria,
this is due to the limited number of the candidates of each lemma. We plan to cope with
this problem by using the augmented speech database.

Acknowledgment. The authors gratefully acknowledge and thank Masmoo3 Team for providing
us with the Arabic audio files used to build our speech corpus.
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Abstract. The construction of acoustic models of a language, used in automatic
speech recognition (ASR) systems, is a developed technology achievable
without great difficulty when a large amount of speech and written corpus is
available. However, these technological resources are not available in a large
part of languages called “Less Resourced Languages”. An alternative solution is
to take advantage of the phonetic structures shared between the different lan-
guages to build an acoustic model for the target language.
In this paper, we will return to an experiment in this direction. Indeed, we

used an acoustic model of the Arabic language to create one for the Amazigh
language. The originality of our work comes from the will to address this
language which has become an official language in Morocco, and which has not
enough resources for the automatic speech recognition. In addition, both lan-
guages share several phonemes and certain characteristics. The realized system
has reached a recognition rate of about 73% by word. The potential and the
effectiveness of the proposed approach is demonstrated by experiments and
comparison with other approaches.

Keywords: Automatic speech recognition � Acoustic model � Arabic
Amazigh � CMU sphinx

1 Introduction

A speech recognition system (ASR) in general, refers to a system able to convert a
signal produced by a speaker into a sequence of words corresponding to the underlying
linguistic message. This type of tools is widely used in various fields such as dictation
applications, assistive software for people with disabilities, voice control machines, etc.

The general principle of an ASR is to extract the information content of a speech
signal to convert it to text. This processing strongly developed in parallel with the
evolution of the means and techniques. It passed from an example-based recognition to
a model-based one.

Almost all the automatic current speech recognition systems are based on statistical
modeling. They can be broken down into modules as shown in Fig. 1.

Indeed, once the sound is emitted from the speaker, it passes through acoustic
analysis which represent the signal of speech in a more suitable form for the process of
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recognition. The following representations: (Mel Frequency Cepstral Coefcients),
LPCC (Linear Predictive Cepstral Coefcients) or PLP (Perceptual Linear Predictive
analysis are generally the most employed in this area [2–4]. These settings are, then
sent to the acoustic recognizer. This latter detects the most likely produced acoustic
unit. This unit can be a word or derivatives of words such as phonemes or syllables.

Then, the acoustic module is based on the lexical module to return words pre-
configured and saved in the dictionary of the ASR. In case the acoustic unit is a
phoneme or a syllable, one speaks of a pronunciation dictionary. It allows to associate
each word in the dictionary with a sequence of acoustic units according to its
pronunciation.

In the case of automatic recognition of large vocabulary continuous speech, the
system interacts with a syntactic module to incorporate syntactic or semantic con-
straints. These constraints are usually created from the language models.

The modern creation of the ASR process has recently become a fairly easy task and
has developed considerably with the evolution of the used tools. However, this treat-
ment is subject to the constraints of technology resources to build the already explained
components. Indeed, the availability of labeled voice data (voice corpus) in particular
becomes for certain languages a costly and not accessible task. One of the possible
solutions is to adapt an already made acoustic model to create one for the target
language. This technique bears the name of: cross lingual acoustic modeling [4–6].

This approach aims, deeply, to study the possibility of creating multi-language
acoustic templates [7–9]. The idea is to characterize all possible phonemes to cover all
languages. Given that several phonemes are shared by multiple languages, the number
of possibilities becomes limited.

In this work, and after developing a multi speaker continuous speech ASR for the
modern Arabic language, we study the possibility of using the acoustic model already
produced to create an ASR of the Amazigh language. This study is based firstly on the
fact that this language has a shortage of technical resources for the creation of its own
ASR and secondly on the fact that the Arabic and Amazigh languages share certain
characteristics In particular the fact that they share certain phonemes, several words and
the use of the phoneme “Shadda”. Therefore, our goal seems promising.

Lexical 
Module 

Signal 
Processing 

Acoustic
parameters 

Acoustic 
Module

Phonemes 

Syntactic 
Module 

Words Sentences 

Acoustic 
Model 

Phonetic 
Model 

Language 
Model 

Fig. 1. Automatic recognition of speech by statistical modeling [1].
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In the first section of this article, we begin by introducing the technique of porta-
bility to theoretically explain this approach and the used methods. In the second sec-
tion, we will present our performed Arabic ASR as well as a phonetic study of the
Amazigh language. Finally, we present the achieved system and then we analyze the
obtained results before concluding.

2 Multilingual International Phonetics Recognition

With the emergence of the automatic multilingual speech recognition, several solutions
based on multilingual acoustic models, are proposed. They are based, in general, on
creating a table of phonemic correspondences (phone mapping table) between a source
language (monolingual case) or multiple languages (multilingual case) and the target
language. For this, there are two methods: manual knowledge-based methods and
automatic data-driven methods [10–12].

Manual methods include searching closest source/target phoneme couples in the
API table (Fig. 2). This approach requires acoustic and phonetic knowledge of both
languages (source and target) [13].

Automatic methods consist in having a labeled vocal corpus, in limited quantity in
some cases, in target language, then look for the closest source/target phoneme couples
following a function of distance between phonemes or following the matrix of con-
fusion of source/target phonemes.

With this in mind, the CMU Sphinx project [14] offers the possibility to rely on
already existing acoustic models for use in another language. These acoustic models
proposed by CMU Sphinx, have been during years of experience, carefully optimized
for best performance of recognition and are suitable for almost all applications.

Fig. 2. Notation API for consonants [15].
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In addition, the work of CMU project GlobalPhone [15, 16] is to design an auto-
matic multilingual speech recognition system based on phonemes. From the inventory
of the international phonetic alphabet, they defined a set of phonemes named Global
Phoneme Set. Figure 3 is an example of all of the global phonemes obtained with 5
languages (Croatian, Japanese, Korean, Spanish and Turkish) in notation Worldbet. We
notice the presence of 78 phonemes 14 of which are shared between 5 languages, and
half of this set belongs to only one language. Therefore the total number of acoustic
units to model is reduced to 78 multilingual phonemes against 170 monolingual
phonemes in the case of the 5 GlobalPhone languages.

However, this approach presents some challenges. In addition to the choice of the
total size of these units, the definition of units depending on the context, among other
things, is another constraint. Indeed, the use of acoustic data from several source
languages creates the possibility to characterize several contexts of phonemes that may

Fig. 3. The phonemes of the training database of GlobalPhone.
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not exist in the target language, which may cause degradation in the quality of the
acoustic model to create.

3 Presentation of the Used Arabic Acoustic Model

The acoustic model made for the Arabic language is based on University Carnegie
Mellon Sphinx tools. Indeed, we used as units a context phoneme. Each context
phoneme is modeled by a hidden Markov chain in 3 states with multi-Gaussian den-
sities of observation of number 8 (Tables 1 and 2).

Table 1. List of used Arabic phonemes and their notation.
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The total length of the used corpus was 13 h 30 min, 20% of which has been used
for the performance test and the rest for the creation of the acoustic model. The used
corpus is recovered, in large part from [17, 18]. The model has resulted in a
multi-speaker system of continuous speech with a rate of word recognition of about
81% (Fig. 4).

4 Presentation of the Amazigh Language

The Amazigh language is a branch of the Afro-asiatic languages (Hamito Se-mitic)
[19–21]. Today, it covers the northern part of Africa, and also extends to include the
Canary Islands, Niger and Mali. In Morocco, the Amazigh language is present in the
form of several dialects.

Table 2. Example of Latin notation of Arabic words and their phonetic decomposition.

Fig. 4. Distribution of Arabic phonemes in the used corpus.
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Recently this language has seen a considerable evolution. In fact, in 2011, it
became an official language in Morocco, and several institutes ensure its development
and its dissemination, including the Royal Institute for the Amazigh Culture (IRCAM)
[22] that has been created since 2003.

Over the last 10 years of its creation, IRCAM has published more than 150 books
related to the Amazigh culture and language. However, in terms of processing of
natural language (ALP) this language, like many non-European, languages, is still
suffering from scarcity of resources and language processing tools.

5 The Graphic System Tifinaghe-IRCAM

Since 2003, Tifinaghe-IRCAM became the official graphic system to write the Ama-
zigh in Morocco. This system contains:

– 27 consonants:
– 2 semi-vowels:
– 4 vowels:

In addition, no particular punctuation is known for Tifinaghe. IRCAM has rec-
ommended the use of the international symbols of punctuation (Fig. 5).

Fig. 5. The alphabet tifinaghe-IRCAM
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6 Our Contribution

6.1 Presentation of the Corpus

Our Amazigh corpus consists of 610 files and a dictionary of 603 words. This corpus is
retrieved from an educational CD of the Amazigh language.

The audio files were recorded in a studio by several speakers. They were invited to
read one or more prearranged Amazigh words. The signal acquisition was performed
with 16-bit precision and a sampling frequency of 16 kHz (Fig. 6).

The corpus is spread over 22 directories. Each directory groups the words of the
same category. The chosen textual data cover different areas of daily life: nature,
everyday life, etc. (Table 3).

6.2 Creation of Pairs of Source and Target Phonemes

A first reflection enabled us to develop an array of phonetic correspondence linking each
phoneme of the Amazigh language with its closest equivalent in the Arabic language.

Note that, aware that the phonemes and don’t have their correspon-
dents in the Arabic language, we tried as a first step, to test an approximate match of
such phonemes as a result of the approach of manual correspondence already
explained. The table of the source/target pairs is presented in Table 4.

A test of decoding has been done according to this manual mapping. It has led to a
recognition rate by words in the range of 51% (Table 5).

Fig. 6. Distribution of Amazigh phonemes in the studied corpus.

Table 3. The decomposition of the used corpus.

Series #1 Series #2

The number of files 488 122
Average length of a file 1–3 s 1–3 s
Type of use Training Test
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Table 4. The phonetic matching table used in the Arabic acoustic model.

Table 5. Amazigh notating of words and phonetic decomposition.
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This result confirmed the validity of the choice and encouraged us to proceed to the
second step.

6.3 Adaptation of the Arab Acoustic Model by the Method of Cross-Ling

There are two well-known methods of adaptation that are in the community of auto-
matic recognition of the word: MLLR (Maximum Likelihood Linear Regression) and
MAP (Maximum A Posteriori).

MLLR [23] is a technique of adaption based on a linear transformation of the
parameters of acoustic models.

The MAP adaptation [24] allows a re-assessment of the HMM parameters observed
in the data of adaptation. For a small amount of data the MLLR method is supposed to
be better. But for a large amount of data MAP showed its superiority on MLLR [25].

We used in our work, given the limited amount of the corpus at our disposal, the
MLLR adaptation technique to adapt the Arabic acoustic model to target language.

The procedure of using the tool CMU Sphinx to perform this step is explained in
detail in [26].

We used 116 words (about 20%) of the Amazigh corpus as a corpus of adaptation
and the rest for the performance test. We kept the same phoneme coupling
(source/target) presented in Table 4.

The test resulted in a by- word recognition rate of 73%.
The final system was able to decode both Arabic and Amazigh words (Table 6).

7 Conclusion

The system that we have achieved has shown very satisfactory results with a high
recognition rate. We consider, however, that it is a preliminary work that will allow us
to fulfill a more evolved recognition system for the Amazigh language. It also showed
us that the Arabic language, with its wealth of phonemes and characteristics, could
certainly be a very powerful source language for the creation of the ASR for the less
resourced languages especially those that have been for centuries influenced by the
Arabic language and civilization (some of the Western European languages and Asian
countries as examples).

Table 6. Presentation of the obtained results.

Language Total
words
tested

Total decoded words
using Arabic ASR
only

Total words decoded
using Arabic ASR with
adaptation

Recognition
rate

Arabic 6137 4972 4897 81% | 79%
Amazigh 116 60 84 51% | 73%
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Abstract. Speech therapists and researchers are becoming more con-
cerned with the use of computer-based systems in the therapy of speech
disorders. In this paper, we propose a computer-based game with a pur-
pose (GWAP) for speech therapy of Egyptian speaking children suffering
from Dyslalia. Our aim is to detect if a certain phoneme is pronounced
correctly. An Egyptian Arabic speech corpus has been collected. A base-
line acoustic model was trained using the Egyptian corpus. In order to
benefit from existing large amounts of Modern Standard Arabic (MSA)
resources, MSA acoustic models were adapted with the collected Egyp-
tian corpus. An independent testing set that covers common speech disor-
ders has been collected for Egyptian speakers. Results show that adapted
acoustic models give better recognition accuracy which could be relied
on in the game and that children show more interest in playing the game
than in visiting the therapist. A noticeable progress in children Dyslalia
appeared with the proposed system.

Keywords: Dyslalia · GWAP · Arabic · Speech recognition
Speech disorders

1 Introduction

Speech and language disorders can affect a person’s ability to talk, understand,
read, write and express himself/herself. In this study, we are concerned with
Dyslalia speech disorder. Dyslalia is an articulatory disorder in which children,
or adults, do not pronounce the sounds clearly, sounds are changed or distorted
or they replace one sound for another, e.g. a person may have a lisp use of the
/T/ instead of the /s/ sound1. It is a result of having the sound pronounced from
an incorrect part of the vocal tract. It may be also due to delayed speech, hearing
impairment or learning disability. Mental retardation can also cause Dyslalia.

In the process of therapy, speech therapists use a variety of strategies includ-
ing oral motor therapy, articulation therapy, and language intervention activities.
1 Throughout the paper, SAMPA notation is used for phonetic transcriptions [16].
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In the step of oral motor therapy, the therapist uses a variety of oral exercises,
including facial massage and various tongue, lip, and jaw exercises, to strengthen
the muscles of the mouth. The therapists physically show the child how to make
certain sounds, such as the /r/ sound, and may demonstrate how to move the
tongue to produce specific sounds. During the language intervention activities,
the therapist interacts with a child by playing and talking. They may use pic-
tures, books, objects, or ongoing events to stimulate language development. The
therapist may also model correct pronunciation and use repetition exercises to
build speech and language skills.

Our proposed system plays the role of language intervention activities. Ther-
apists not only have to provide a variety of materials for different tasks for each
therapy session, but they also have to keep a record of the child’s performance
during the tasks. Moreover, the therapist usually has problems to manage the
recording details of these sessions for further analysis and to prepare appropriate
materials that address the required treatment process.

Several studies mention the importance of computer-based systems that aim
at supporting such therapies [4,14,15]. All of these studies have focused on Latin
languages like English and Romanian.

There were specific criteria chosen in the proposed game design [6] for best
effect: attractiveness, curiosity, immediate and accurate feedback, the issue of
control, challenge feeling, and automatic system adaptation to user’s perfor-
mance. The experiments were done on the most common problems in the Arabic
Egyptian language which are the replacement of the (�) /s/ phoneme to ( ��)

/S/, ( ��) /T/, (�) /d/, or (�) /x/; and the replacement of (�) /r/ phoneme to

(�) /l/, (	
 ) /i:/, or (
��) /G/ [11,13].

2 Speech Engine

In order to have a game that improves child Dyslalia, there should be first a
speech engine that can accurately and automatically detect the problem in the
child pronunciation, and then the game shall take its role. So, we have worked
separately on speech engine, and after we had successfully ensured recognition
accuracy of the engine, we have merged it to an attractive game to test the effect
of the game therapeutically. A major problem in Arabic speech recognition is
the existence of quite many different Arabic dialects. Every country has its own
dialect and sometimes there exist different dialects within the same country.
There are many speech data resources for MSA, but unfortunately, the available
resources for dialectal Arabic are very limited. That is why there are only limited
researches done in the area of dialectal Arabic speech recognition. In this paper,
we are proposing a cross-lingual acoustic modeling approach for dialectal Arabic,
where we can benefit from existing MSA speech resources, in order to improve
dialectal Egyptian Arabic recognition rate.
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2.1 Speech Corpora

MSA Corpus. The existing MSA speech resource we used is the Nemlar news
broadcast speech corpus. It was chosen in training MSA acoustic models [1].
The corpus consists of 33 h of MSA news broadcast speech. The broadcasts were
recorded from different radio stations. All files were recorded in linear PCM
format, 16 kHz, and 16 bit. The total number of speakers is 259 and the lexicon
size is 62K distinct words with a phoneme set of 34 phonemes. This corpus
was mainly selected because the transcriptions are fully vowelized and manually
reviewed, and hence there were accurate phonetic transcriptions. The Nemlar
corpus excluded speech segments with music or noise in the background. Cross-
talks and segments with truncated words were excluded as well.

Egyptian Arabic Corpus. In order to adapt MSA and make it Egyptian
dialect dependent and hence improve the recognition rate, we have used a pre-
viously collected Egyptian corpus [2]; a database of most frequently used words
and utterances. The database includes utterances from different speech domains
like greetings, time and dates, words spelling, restaurants, train reservation,
Egyptian proverbs, etc. The diversity of speech domains ensures good coverage
of acoustic features. A lexicon of 700 words was used with accurate phonetic
transcription using the dictionaries [3,5]. The total number of speakers is 22
native Egyptian speakers with tri-phones coverage of 15K distinct tri-phones.
Every speaker was prompted to read 50 utterances chosen randomly from the
database. All recordings were performed in linear PCM, 16 kHz, and 16 bits.
The Egyptian corpus was used as a training set to train the Egyptian baseline
acoustic model and in adapting existing MSA acoustic model.

Experimental Testing Corpus. Since the main objective is to test if the
implemented engine detects the defected phonemes or not, subjects for this
experiment were adults and children. This was intended to make sure that the
engine works generic on all people suffering from Dyslalia not only children. We
had ten subjects, six adults; three males and three females, and four children;
three girls and one boy, aged from 7 to 10 years old. Subjects were males and
females who responded to a general request for participation in an Automatic
Speech Recognition experiment. All subjects were normal people without any
speech problem diagnosed. There were no any age or gender restrictions. The
reason why the chosen subjects were not suffering from dyslalia, is the difficulty
of exactly identifying the wrong phoneme pronunciation since the patient may
have a problem in more than one phoneme in the word. Our strategy was to
test specific phoneme each time, so that would have given us wrong indication.
The tool being used for speech collection is Audacity; a free audio editor and
recorder. The recording was in a closed room free from any noise. Subjects used
a Microsoft LifeChat LX-3000 microphone while recording for better and clear
audio files. Files are recorded in PCM, mono channel, and sampling frequency
of 16 kHz.
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Table 1. Sample from the subjects’ experiment for the Phoneme (�) with all possible

Dyslalia replacements

Correct ����� ���
�����
�/s/ /sma?:h/ /bskawi:t/

��/S/ /Sma?:h/ /bSkawi:t/

��/T/ /Tma?:h/ /bTkawi:t/

�/d/ /dma?:h/ /bdkawi:t/

�/x/ /xma?:h/ /bxkawi:t/

Each subject was asked to record specific words that consist of the (�) /s/

and (�) /r/ phonemes, where the phoneme is placed in the beginning, middle and
ending of the word. The subjects were asked to record each of these words several
times, but with a replacement of the correct phoneme to its Dyslalia replace-
ments. These were the data that have been used for testing recognition accuracy.
Each of the collected recorded words was associated with the actual phonetic
transcription and the expected correct phonetic transcription. This allows us to
identify whether the word is pronounced correctly, or the Dyslalia replacement
in case of wrong pronunciation. An example from the collected testing set is
shown in Table 1 where the two words ����� and ���
����� are pronounced cor-

rectly with the /s/ phoneme (/sma?:h/ and /bskawi:t/ respectively), and all
common Dyslalia replacements with phonemes /S/, /T/, /d/, and /x/.

2.2 Adaptation and Results

The whole amount of the MSA corpus was used to train the MSA acoustic model
with a typical number of tied-states and Gaussians of 3,000 and 8 respectively.
The MSA acoustic model has been adapted in order to make it dialect-dependent
and hence improve the recognition rate. The MSA acoustic model was adapted
using the Egyptian training set along with the normalized transcriptions. CMU
Sphinx has been used in this work [8]. Below are the three adaptation tech-
niques that were evaluated. In all the adaptation techniques, we compared word
recognition accuracy, phoneme recognition accuracy, and their normalization
recognition accuracy. This comparison is calculated using the process of force-
alignment which takes an existing transcript and finds out which, among the
many pronunciations for the words, or each phoneme in the word occurring in
the transcript, are the correct pronunciations. For the phoneme, the output is
written into a file with .phsegdir file name extension in sphinx3 align and it con-
tains each phone start and end positions in terms of frames on time scale (100
frames per second) along with the log likelihood acoustic spectral match score.
For the whole word, the output is written into a file with .wdsegdir file name
extension in sphinx3 align and it contains also the word start and end positions
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Table 2. Sample for phoneme confusion matrix confidence score.

Audio-Text ����� /sma?:h/ ������ /Sma?:h/ ��� �� /Tma?:h/ ���� /dma?:h/ ��� �� /xma?:h/

����� /sma?:h/ −2269102 −2514996 −2327558 −2453191 −2482886

������ /Sma?:h/ −2427326 −2319749 −4686261 −2399874 −2325771

��� �� /Tma?:h/ −2262885 −2322751 −2222441 −2263326 −2266508

���� /dma?:h/ −2310795 −2370847 −2233933 −2231769 −2278456

��� �� /xma?:h/ −2247120 −2301651 −2480661 −2224442 −2110647

in terms of frames on time scale along with large negative acoustic spectral
match score. For the normalization, the match score of the targeted phoneme is
divided by the match score of the whole word. We have used Confusion Matrix
(CM) method for Word, Phoneme and their normalization as well in testing the
results. The idea in the three scenarios is that we get the final match score; e.g.
the Phoneme CM, for each word tested, we get the score of the phoneme we
want to test with its correct audio reference and start to compare it with other
known defects of this phoneme. The lowest score in a row is the best match, and
hence the replaced phoneme is detected. Table 2 shows a sample of phoneme
CM confidence scores where the word is detected as correctly pronounced if the
largest log likelihood value is on the diagonal.

Maximum A-Posteriori (MAP) Adaptation. As shown in Tables 3 and 4,
the MAP adapted model resulted in 86.2% recognition accuracy in case of (�)

/s/ phoneme-based CM acoustic modeling, and 83.1% recognition accuracy in
case of (�) /r/ phoneme-based CM acoustic modeling, which are actually worse

than the baseline with 3% and 4% absolute. This result was almost predictable
since MAP adaptation requires large data set for adaptation which was not the
case in this experiment.

Maximum Likelihood Linear Regression (MLLR) Adaptation. As
shown in Tables 3 and 4, MLLR adaptation was found to give better results when
adapting all acoustic model parameters: Gaussian means, variances, mixture

Table 3. Recognition accuracy for the different adaptation techniques for (�) /s/

phoneme CM results of the subjects’ collected data.

Technique Phoneme Word Normalized

Baseline 89.2% 86.1% 90.4%

MAP 86.2% 82.1% 88.1%

MLLR 92.3% 86.1% 92.3%

MAP + MLLR 93.4% 89.6% 92.4%
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Table 4. Recognition accuracy for the different adaptation Techniques for (�) /r/

Phoneme CM results of the subjects’ collected data.

Technique Phoneme Word Normalized

Baseline 87.1% 86.3% 86.2%

MAP 83.1% 82.2% 83.2%

MLLR 91.2% 89.1% 89.4%

MAP + MLLR 95.6% 93.1% 94.2%

weights, and transition weights. In the case of phoneme-based CM acoustic mod-
eling, the adapted MSA model performed recognition accuracy of 92.3% in case
of (�) /s/, and 91.2% in case of (�) /r/ which are actually better than the

baseline with 3% and 4% absolute.

Combined MAP and MLLR Adaptation. The combination of MAP and
MLLR resulted in the best recognition accuracy As shown in Tables 3 and 4.
In the case of phoneme-based CM acoustic modeling, the adapted MSA model
performed recognition accuracy of 93.4% in case of (�) /s/ as shown in Table 3,

and 95.6% in case of (�) /r/ as shown in Table 4 which are actually 4% and 8%
absolute increase compared to the baseline.

3 “Kalemni Aktar”

“Kalemni Aktar” (“Talk to me more”) is our proposed web GWAP that is used
mainly to help Dyslalia children improve their Dyslalia. It also works as a tool
for therapists to monitor their patients’ progress.

3.1 Game Design

“Kalemni Aktar” is a web game application; it is either a one player game or
a two player game for the sake of competition. There are three main interfaces;
Player, Physician, Admin. The game is divided into three rounds. In the player
interface, once the player is logged in and the game starts, he/she chooses a theme
to continue the game with by selecting between the following: Zoo, Kitchen, or
Around the world. In the 1st round of the game, the player is directed to all the
Arabic Phonemes to pick a phoneme out of the Arabic 28 phonemes. A round of
random three words with the selected phoneme on the beginning, middle, and
end appear to the player in bubbles. The player must click on the 3 bubbles
but in any order he/she wants, to explode with an image, text, and a stored
audio of the target word. For each round, there is a timer of 180 s set. This is
done to increase the challenge for the players. Within this interval of time, it is
possible to have 5 trials for each word. For each trial, the system detects if the
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Fig. 1. Kalemni Aktar (“Talk to me more”) GWAP graphical user interface - wrong
pronunciation. (Color figure online)

phoneme in the word is pronounced correctly or not. If it is correct, the system
automatically moves to the next word in the round, else the system recognizes
the said word as a feedback to the player to help him in the other 4 trials.

In Fig. 1, the player is playing in the first round where the selected phoneme
is (�) /s/. The phoneme is in the beginning of the word. The player should

have said ���� /smkh/ (word appearing in green color), but the player said �� ��
/Tmkh/ (word appearing in red color) instead. The player still has more 4 trials.

In Fig. 2, the phoneme is in the middle of the word. The player said � 
!
�

/?asd/ correctly from the 2ndtrial, so she got 8 points, and the bubble of the 3rd

word appears to the player to move further.
Since one of the incentives in GWAPs that engage and motivate players is

the score [9]. The score for each round is calculated as follows:

– If the word is pronounced correctly from the first trial, the player gets 10
Points.

– If the word is pronounced correctly from the second trial, the player gets only
8 points.

– If the word is pronounced correctly from the third trial, the player gets only
6 points.

– If the word is pronounced correctly from the fourth trial, the player gets only
4 points.

– If the word is pronounced correctly from the fifth trial, the player gets only
2 points.

– Finally, if after the 5 trials the player still pronounces the word incorrect,
he/she does not achieve any point.
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Fig. 2. Kalemni Aktar (“Talk to me more”) GWAP graphical user interface - correct
pronunciation.

After each round, a feedback appears to the player with the achieved score.
This is repeated till all phonemes are pronounced. At the end of this level,
a summarized report appears to the player with the feedback of the detected
phoneme problems of all phoneme rounds. The 2nd round is the automatic system
adaptation to the performance in the 1st level. It consists of some exercises with
random words on those detected phoneme issues. The 3rd round is a tongue
twister, a proficiency level stressing on certain phoneme which evaluates several
words at the same time. In the physician Interface, speech therapists have access
to their patients’ profiles to monitor the progress of the cases they have; so that
they can assist in the sessions. For the Admin Interface, it is a basic interface
for managing game content.

By going through the game, all proven important game design factors from
attractiveness, curiosity, immediate and accurate feedback, the issue of control,
challenge feeling, and automatic system adaptation to user performance were
covered [12].

3.2 Subjects and Experiment

Subjects for this game were twenty children; ten boys, and ten girls aged from
seven years old to ten years old. They are patients in Ain Shams Specialized
Hospital. The subjects were chosen suffering from same level of Dyslalia specifi-
cally from the phonemes (�) /s/ and (�) /r/. The twenty children were not able
to pronounce the targeted phoneme correctly.

Subjects were divided into two groups; each group consists of five boys, and
five girls. The 1st group was having basic normal sessions with the speech ther-
apist. The 2nd group was introduced to the implemented game in the session.
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The sessions were held for thirty to sixty minutes twice a week. The duration of
the experiment was two months. The experiment had two main targets. The 1st

target was to detect the accuracy of the game to see whether it could be really
relied on for detecting the defected phonemes with its wrong replacement or not.
The 2nd target was to compare the progress of the child speech when playing
the game than when having normal sessions with the speech therapist.

Throughout the two months experiments, the subjects of the two groups were
monitored and interviewed about their feedback, level of interest and motivation.

3.3 Experimental Results

All subjects were introduced to a new speech therapist, who hasn’t been involved
earlier in the experiment, to test the children’s level of dyslalia in the targeted
phonemes after the two months therapy. This was to make sure that results will
be double blinded. After gathering all test results for the two groups, results
showed that both groups were been able to develop the (�) /s/ and (�) /r/

phonemes better compared to the beginning of the experiment; however the 2nd

group determine faster progress in speech than the 1st group does.
For the phoneme (�) /s/, nine out of the ten children of the second group

were able to pronounce the (�) /s/ correctly, however one child still pronounces

( ��) /T/ instead. In comparison to the first group where only seven out of the
ten children were able to pronounce it correctly as shown in Fig. 3. For the
phoneme (�) /r/, nine out of the ten children of the second group were able to

pronounce the (�) /r/ correctly, however one child pronounced (	
 ) /?:/ instead.
In comparison to the first group where only six out of the ten were able to
pronounce it correctly as shown in Fig. 4.

The children in the second group reported very good feedback, they were
interested in using the application and switching between different themes, and

Fig. 3. The progress after two months for phoneme (�) /s/
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Fig. 4. The progress after two months for phoneme (�) /r/

phonemes. They found the interfaces friendly with suitable colors, and the char-
acters of the game attracted their attention. Some mentioned that they were very
curious to explore the different levels, and to achieve the highest score possible.
While the children in the 1st group reported quite negative feedback compared
to the others, some mentioned that they got bored in the therapy, some wanted
to return home, and some got unmotivated throughout the session.

The use of such computer-based methods during various phases of the speech
therapy determines a new psychological and pedagogical situation by creating
a special interesting learning environment, and by facilitating a new, superior
method for correcting and developing speech.

4 Conclusion and Future Work

We have presented a speech recognition based system for Dyslalia children called
Kalemni Aktar. The aim is to provide assistance to Dyslalia children to improve
their speech. Results showed that Kalemni Aktar reached its goal of providing a
suitable and useful environment for the Dyslalia child to develop his/her speech.
It has been shown that MAP + MLLR combined adaptation technique has best
recognition results with accuracy reached 93.4% for (�) /s/ phoneme and 95.6%

for (�) /r/ phoneme.
“Kalemni Aktar” turned out to be a real help in the therapeutic activity,

by providing various exercises that children can do both in the sessions and at
home. Computer games are a powerful tool for motivating children to practice
speech motor skills. The existence of computer based methods cannot replace
the therapist’s role, but it only helps them in the therapy and helps the chil-
dren having more exercises at home to develop their speech. The experiments
showed high attention and concentration levels of children who practiced, as well
as improvement in performance in terms of the game scores. The visual environ-
ments used in the prototype game proved to be easy for children to relate to,
however more variety is needed to sustain curiosity.
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For future work, we recommend upgrading the application by including all
other Dyslalia types. The game may also include detection of other speech prob-
lems as stuttering to be fully integrated software for all speech disorders. It is also
important to evaluate the application by involving more Dyslalia children in the
testing phase, this will help to adapt the application according to their assessed
needs. This Game can be of great importance to some nonprofit organizations
in the sake of improving the society.
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Abstract. This paper pursues the goal of creating a reliable speech corpus based
on The Holy Quran (THQ) audio recordings. Achieving that goal involves major
steps to be done and essential requirements to be considered. With the availability
of tremendous amount of recordings nowadays, it is of a fundamental importance
to select the ones that feature both high audio quality and perfect reciter perfor-
mance. Also, since the targeted beneficiaries from the corpus are the digital speech
processing research community, it is also very essential to maintain an efficient, a
familiar and a convenient way of presenting the audio corpus and other language
material, such as the language model. Audio recordings of THQ are selected from
four sources having a high standard regarding the reciters’ performance. A sig-
nificant effort is made in phonetical transcription of the audio content such that the
written transcript maps perfectly to the uttered phonemes. Furthermore, the corpus
dictionary, which is usually required in many fields such as machine learning and
datamining, is also created. The first release of the corpus consists of recorded
recitations and the necessary metadata of three chapters of THQ of different
lengths recited by four reference reciters. Those chapters are selected for this phase
based on statistical analysis of the lengths of all chapters and the frequency of
occurrence of the Arabic phonemes across all chapters of THQ.

Keywords: The Holy Quran � Speech corpus � Arabic speech processing

1 Introduction

Speech corpora form the solid foundation for any research on data mining and/or
speech processing. Speech corpora are language specific and researchers who target a
certain language should consider selecting the proper corpus of that language very
seriously. They should also give high priority to investigating the available corpora for
that language in order to assess accessibility, richness, correctness, and quality of those
corpora. Creating new corpora and enhancing the existing ones are both valuable
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The Arabic Speech and 
Language Corpus

7. Verification of transcript correctness and completeness by expert 
review: The processed transcripts, which are the outcomes of the previous 

step, are subject to revision and approval by an expert in the field of recitation 
of THQ in order to ensure correctness and completeness   

1. Selecting the source of audio material: Selecting high quality Quranic 
recordings by KFGQPC for four reference reciters  

4. Preparing the audio material: The audio material of the chapters se-
lected in the previous step is processed by removing repeated utterances and 

subdividing the audio material into small one-verse long audio files.   

2. Statistical analysis of THQ chapters: PMF and CDF of all chapters are 
analyzed. Chapters are categorized based on their lengths into three catego-

ries: short, medium and long. Also, histograms showing the frequency of oc-
currence of Arabic letters in each chapter of THQ are generated.    

3. Selecting the chapters to be included in the initial release of the cor-
pus: Three chapters, one from each category, are selected based on phonetic 

richness. Those chapters are Chapter 1, Chapter 2, and Chapter 42.  

5. Preparing phonetic transcription of the audio files: The recitations of 
the selected chapters are transcripted using KACST phonetic symbols. 

6. Ensuring consistency between utterances and transcripts: Exhaustive 
manual processing is applied by trained personnel on the written transcripts to 

eliminate any inconsistency between the written transcripts and the recita-
tions, which would exist due to applying Arabic phonology and tajweed.

8. Generating corpus dictionary: As an important requirement of digital 
speech processing applications, a corpus dictionary is generated. 

Fig. 1. The process of creating the Arabic Speech and Language Corpus.
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contributions that researchers would make to their languages. Building a spoken corpus
requires a good audio material, and an efficient approach that allows users to extract a
comprehensive language model. The content of a good corpus should also be repre-
sentative of the phonology and phonetics of a given language. Numerous Arabic
speech corpora are available for the research community. For instance, King Abdulaziz
City for Science and Technology (KACST) Arabic Phonetic Database [1], The Saudi
Accented Arabic Voice Bank [2], The BBN/AUB Corpus of the Levantine dialect [3],
and the West Point Corpus of native and non-native speakers [4], just to name a few.
However, these corpora were designed for very narrow and specific application.
Therefore, the research community in Arabic speech processing field is still looking
forward to having access to more comprehensive corpora that would enable researchers
to conduct exhaustive studies dedicated to Arabic language.

This work aims at contributing to the enrichment of the Arabic linguistic resources
that could be used in various fields of Arabic speech and language processing. This
paper presents an Arabic speech corpus based on the recorded recitations of The Holy
Quran (THQ) and describes the process and the criteria that we follow to select the most
suitable recitations amongst the tremendous amount of recordings that are publicly
available nowadays. The process of creating the corpus is illustrated in the chart in
Fig. 1. The paper presents detailed description of those steps. The first stage of the
corpus creation consists of providing a representative subset of THQ audio and language
model and other resources contents. That subset is selected on a statistical basis to ensure
audio material adequacy. The outcomes of this first stage of the project are reported.

2 Creating an Arabic Speech Corpus Based on THQ

All audio recordings that we have access to are to be qualified for suitability for the
corpus. Two quality criteria are considered: reciter performance and precise written
scripts. Therefore, choices are made from the THQ recordings produced by the King
Fahd Glorious Quran Printing Complex (KFGQPC) [5], which is an official Saudi
government authority responsible for producing authenticated prints and recordings of
THQ. Not only those recordings are made under controlled environment to maintain
highest acoustic quality, but also the reciters are well selected to ensure correctness of
pronunciation performance. Having access to such material is of great value in paving
the way for the subsequent activities towards creating the corpus. Four sources from
KFGQPC by considering the following reciters: Abdullah Ali Basfar (R01),
Mohammed Ayub (R02), Ali Alhuthaifi (R03), and Ibrahim Alakhdhar (R04) are
selected in addition to text form reflecting the pronounced text. This audio material is
of high quality and deemed very suitable to serve the purpose of creating a corpus.

The four sources are analyzed by collecting statistics about the frequency of
occurrence of the Arabic letters. Each audio source should match the histogram
illustrated in Fig. 2 that is based on a written script of THQ. Arabic letters and pho-
nemes are transcribed using KACST symbols [6] henceforth as listed in Table 1.

While the corpus ultimatly targets all content of THQ, at this stage, only a part of
THQ is covered. Since chapters are not equal in length, we chose to include sample
chapters of various lengths for the initial release of the corpus. The distribution of THQ
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Fig. 2. Statistics of the Arabic letters (written) across all chapters of THQ
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Table 1. KACST phonetic symbols
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content over all 114 chapters is analyzed by means of the probability mass function
(PMF) given in Fig. 3(a) and the cumulative distribution function (CDF) given in
Fig. 3(b). According to the CDF, half of THQ content covers only 18 chapters (16% of
the chapters). We consider those as long chapters. It is worth mentioning that while this

(a) 

(b)

Fig. 3. THQ content with respect to the 114 chapters illustrated using (a) PMF and (b) CDF.
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group consists of long chapters, there is an exception of Chapter 1 that is deemed as
one of the shortest chapters of THQ. Thus, this chapter will be treated as a member of
the group of short chapters to be clarified next. A second group consisting of the last 56
chapters plus Chapter 1 (50% of the chapters) contributes to only 10% of THQ content
implying that those are short chapters. In between, there are Chapters 19 to 58 (40
chapters forming 35% of the total chapters) contribute to 40% of THQ, which indicates
a medium-length chapters. We decide to select one chapter from each group (long,
medium and short) for the initial release of the THQ corpus that we are creating.

From Fig. 2, the least frequent letter in THQ is zb10 (ظ) that occurs 853 times
followed by gs10 (غ) and tb10 (ط) that occur 1223 and 1273 times, respectively. Thus,
we pay high attention to those least occurring letters when selecting the chapter that we
should start with. The occurrence of those letters across the 25 chapters in focus is
investigated and summarized in Fig. 4. The selection is made on a chapter that has
balanced yet high frequency of occurrence of those three letter, which is Chapter 42
(Alshoura). Beside this chapter, the longest chapter (Chapter 2: Albaqarah) and one of
the short chapters (Chapter 1: Alfatehah) are considered.

After selecting the audio material chapters, they are partitioned into reasonably
short audio files. Each audio file should contain one complete verse. The maximum
length of an audio file is chosen to be the period needed to recite three lines of the
written script of THQ based on the KFGQPC print. However, there are verses that are
long and some of them could span one page. Such verses are further partitioned such
that each part does not exceed the specified maximum length.

The audio files are also processed to ensure consistency of content produced by
each reciter. That is, because reciters are allowed to repeat some parts of text whenever
appropriate, those repetitions result in inconsistence phoneme histograms across the
four sources. Therefore, audio material is traced for repeated text that is eliminated
whenever found.

The audio file names are assigned according to this following code:
D06N01SxxxAxxxASxRxxTxx, where the name is decoded as follows:

• D06: indicates the corpus serial number.
• N01: indicates that the current recitations follow the narration of Assem AlKoofi.

This is one of ten different narrations of THQ named after the scholars Assem
AlKoofi, Ibn Katheer almakki, Nafea AlMadni, Abu Jaafer AlMadni, Abu Amro
AlBassry, Hamzah AlKoofi, Ibn Amer AlShami, AlKessaei AlKoofi, Yaqoob
AlBassry, and Khalaf bin Hesham [7].

• Sxxx: is the chapter number.
• Axxx: is the verse number.
• ASx: indicates the partition number of a verse in case if it is partitioned due to

exceeding maximum length as explained earlier. In case of a one complete verse,
this code is set to AS0.

• Rxx: is the reciter index, where x ranges between 1 and 4.
• Txx: is the trial number.

For example filename D06N1S042A016AS0R02T01 indicates that the Ayaa
(phrase) number 16 from the chapter 42 (Alshoura) read it by the reciter number 2
(Mohammad Ayyub) in trial 1 used the narrator Hafss.
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3 Corpus Metadata

The corpus must contain text-format metadata describing the transcription of the audio
material. In this section, we describe the work of preparing the metadata of the corpus.
The process starts by using an electronic copy the script of THQ in text format that is
published by KFGQPC that is written according to the Othmanic orthography. Indeed,
in Arabic, spoken text does not map perfectly to the corresponding written text since
there are letters that appear in written text but are not uttered and vice versa. In the case
of THQ, there are also the tajweed rules that also inforce reciters to alter some written
letters. That inconsistency between what is written and what is spoken must be
addressed in the corpus because it primary targets speech processing. Therefore, the
text metadata of the corpus must adhere perfectly to the uttered speech. It is very
important to emphasis on the fact that this way of writing Arabic text is not correct
from rules of writing perspective, but in the case of speech corpora this is acceptable
because this transcription will be exclusively read by computers not by humans.
Moreover, that transcription is written in phonetic alphabets not in ordinary alphabets.
In this work, we use the KACST phonetic symbols that are illustrated in Table 1.

A famous inconsistency in Arabic speech is the effect when uttering /hz10 ls10/( لا ),
which means “the”, followed by one of the Solar Letters (also called Sun Letters) [8].
In such case the phoneme /ls10/(ل) is not uttered. For instance, the word ( ءامسلاو )
meaning “and the sky” is transcripted without the /ls10/(ل) as follows: /ws10 as10 ss20
ms10 as20 hz10 as10/in KACST symbols, which is equivalent to /wassama:ʔ/in IPA.
Another case is converting a written (ب) to an uttered /ms10/(م) whenever the former is
preceded by .(ن) This effect is called Eqlaab in Tajweed terminology. Beside the
aforementioned two effects, there are many other effects in Arabic and Tajweed such as
Tanween, Ghunnah, Edgham and Ekhfaa. All these effects are considered in the pro-
cess of text transcription of the current corpus.

The transcription process described above is done by a qualified personnel. All the
subsequent stages and material are based on the outcomes of this stage. Hence,
error-free transcripts must be delivered by end of this fundamental stage. The cor-
rectness of the text transcripts is assured by passing an expert review. Finally, the
text-format transcripts are read to be added to the corpus material.

4 Corpus Dictionary

An important part of the corpus metadata is the dictionary of the corpus, which is a
lookup table listing all unique vocabulary used in the corpus. Each word in the dic-
tionary is transcribed using phonetic symbols and presented in format that can be
recognized by ASR systems. In this corpus, the dictionary data is organized in three
columns: the original word written in Arabic, the word transcribed using English
alphabets, and phonetic transcription of the word using KACST phonetic symbols.
A sample of the dictionary is illustrated in Table 2.
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Table 2. Sample entries of THQ corpus dictionary

THQ Words 

English Arabic Pronunciation 

yajtabiii ِٓتَبى يجَۡ ys10 as10 jb10 ts10 as10 bs10 
is61 sp 

yajtanibuwna َتنَبُِون يجَۡ ys10 as10 jb10 ts10 as10 ns10 
is10 bs10 us21 ns10 as10 sp 

yajmau ُمَع يجَۡ ys10 as10 jb10 ms10 as10 
cs10 us10 sp 

yaxtim ِۡتم يخَۡ ys10 as10 xs10 ts10 is10 
ms10 sp 

yaxluqu ُُلق يخَۡ ys10 as10 xs10 ls10 us10 
qs10 us10 sp 

yashaA ۡٔیشََا ys10 as10 js10 as10 hz10 sp 

yashaAi یشََا ys10 as10 js10 as10 hz10 is10 
sp 

yashaaaAu ُٓیشََاء ys10 as10 js10 as61 hz10 
us10 sp 

yashaaaAuwna َیشََاءُٓون ys10 as10 js10 as61 hz10 
us21 ns10 as10 sp 

yaGfiruwna َیغَۡفِرُون ys10 as10 gs10 fs10 is10 rs10 
us21 ns10 as10 sp 
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The outcome of this work is the first release of the THQ corpus. It contains 346
phrases, with a total of 7,033 spoken words and 44,359 phonemes. Chapter 1 includes
seven phrases that contain 29 spoken words, Chapter 42 contains 53 phrases with 860
spoken words, and Chapter 2, which is the longest chapter of THQ, contains 286
phrases containing 6,144 spoken words.

5 Conclusions and Perspective

A phonetically rich Arabic speech corpus was created. Its content is based on the audio
material of THQ. Recitations of four reputed reciters were carefully selected. The first
release of the corpus consists of a representative subset of THQ audio content and other
language resources. Namely, Chapters 1, 2 and 42 were selected for this phase on the
basis of a statistical analysis of the CDF of the lengths of all chapters and the occur-
rence frequency of the Arabic phonemes across all chapters of THQ.

A significant effort was made to achieve perfect phonetical transcription eliminating
all inconsistencies between the written script and the uttered phonemes. The existence of
such inconsistency is normal due to reciters adherence to Arabic phonology and the
tajweed rules. A very important step towards achieving our goal was ensuring that the
corpus transcription material passed expert revision before confirming its correctness and
validity for digital speech processing applications. Moreover, in order to make the corpus
useful for machine learning, data mining applications and ASR, a corpus dictionary was
also created. The dictionary entries consist of all unique words in the covered material.

The outcome of this work is a speech corpus consisting of 7,033 spoken words
equivalent to 44,359 phonemes. Chapter 1 contains 29 spoken words, Chapter 42
contains 860 spoken words, and Chapter 2, which is the longest chapter of THQ,
contains 6,144 spoken words.

This work emphasizes on the process that was applied in creating the current
corpus. The steps illustrated in Fig. 1 are of great importance to ensure the soundness
and completeness of speech corpora that are based on THQ.

The ultimate goal of this project is to include all chapters of THQ in the corpus. The
future work will involve the rest of THQ in a similar procedure that is applied in this
phase before introducing the complete corpus.
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Abstract. The paper examines combining words and concepts for text repre‐
sentation for Arabic Automatic Text Classification (ATC) and its impact on the
accuracy of the classification, when used with various stemming methods and
classifiers. An experimental Arabic ATC system was developed and the effects
of its main components on the classification accuracy are assessed. Firstly,
variants of the standard Bag-of-Words model with different stemming methods
are examined and compared. Arabic Wikipedia and WordNet were examined and
compared for providing concepts for effective Bag-of-Concepts representation.
Based on this, Wikipedia was then utilized to provide concepts, and different
strategies for combining words and concepts, including two new in-house devel‐
oped approaches, were examined for effective Arabic text representation in terms
of their impact on the overall classification accuracy. Our experimental results
show that text representation is a key element in the performance of Arabic ATC,
and combining words and concepts to represent Arabic text enhances the classi‐
fication accuracy as compared to using words or concepts alone.

Keywords: Arabic text classification · Text representation models · Bag of words
Bag of concepts · Wikipedia · WordNet

1 Introduction

Automatic Text Classification (ATC) is an essential process for efficient organization
of digital text. With the rapid growth of Arabic digital text, ATC has become one of the
important tasks in Arabic text mining. The goal of ATC is to assign one or more prede‐
fined categories to a given textual document. The process involves three main compo‐
nents: text pre-processing, text representation and the classifier which is built using a
generic Machine Learning (ML) algorithm. The classification begins by pre-processing
the textual content of all the documents in the dataset in order to extract a set of well-
defined features. These features are then passed to the text representation component
where each document is represented as a set of features in a Vector Space Model (VSM)
[1]. A document is often seen as a set of feature points in space of features, and different
representation strategies are used to place these features in a VSM model. Finally, the
VSM is fed to an ML based classification algorithm.

At its basic level, a text representation model expresses a piece of text or document
in a compact representation of its textual content. Text representation models are
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commonly built using words as features, where text in a document is represented by the
words it is composed of and the document is classified to a category based on the
proportion of words that it has in common with other documents from the same category.
In this case, the resulting representation is known as Bag-of-Words (BOW) model [2].
In addition to its simplicity, the BOW has proven its effectiveness particularly in English
text classification [3], as well as many other languages. However, despite its efficiency,
the BOW model has a number of limitations:

• The BOW model treats synonymous words as independent features. For example,
“classification” and “categorization” are considered as two independent words with
no semantic association. As a result, documents that discuss similar topics and
contain synonymous words could be considered as unrelated.

• Words can have different meanings depending on their surrounding context, i.e.,
polysemy. The BOW model cannot recognize the meaning of a single word in
different contexts even if the meaning is totally different. Take the word “bright” for
example, depending on its context “bright” could mean shining or clever. Using the
BOW as a representation model the word “bright” would be treated as a single feature
irrespective of its intended meaning in different contexts.

• The BOW model representation breaks terms into their constituent words, e.g., it
breaks “text classification” into the words “text” and “classification”. As a result, the
order of the words is lost and the unique meanings of the terms disappear. In addition,
the BOW model tends to destruct the semantic relations between words and terms as
it treats them as stand-alone units with. The semantic relation does not cover only
synonymy and polysemy, it also reflects the relationship between words. For
example, “text classification” is related to “text mining”.

To address above limitations, a feature known as a concept has been introduced in
text mining, giving raise to the Bag of Concepts (BOC) text representation model [4].
A concept is a unit of knowledge which provides a unique meaning. Synonymous words
are mapped to the same concept which provides that unique meaning they share. Words
with multiple meanings are mapped to different concepts based on the surrounding text.
In order to use the BOC representation model in an ATC system, a knowledge base such
as WordNet, Open Directory Project (ODP), or Wikipedia is needed to provide concepts.
In recent years, concepts have been used to represent text for English ATC [5–11].
However, using concepts alone to represent text does not result in a significant classi‐
fication improvement as confirmed by [4]. Therefore, a number of researchers have
experimented with combining words and concepts to represent text based mainly on the
following strategies:

• Adding Concepts (AC): this strategy involves forming a combined text representation
model by adding concepts identified in the document to its BOW model as extra
features using different knowledge bases. In particular, AC has been used for English
ATC with Wikipedia [6, 9–11], WordNet [12], and ODP [5]. Furthermore, it has also
been proposed for text clustering with WordNet [4] and Wikipedia [13].

• Replacing Terms with Concepts (RTC): this strategy is similar to AC, but words and
terms in the document for which a concept has been identified are removed from the
combined text representation. Only words which do not have corresponding concepts
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are added to the text representation model. The strategy was first proposed for English
text clustering by Hotho et al. [14], who also showed that this strategy yielded less
accurate clustering results compared to AC.

• Adding Concepts and Categories (ACC): in this strategy, which was proposed by
Wang et al. [10, 11], the parent categories of the concepts are added to the combined
representation model along with concepts and words.

Since its introduction, the AC strategy has been used by a number of researchers
who demonstrated its improving impact on the performance of English ATC. For
example, Gabrilovich et al. [5] used ODP as a knowledge base to provide concepts for
text representation. They used a feature generating technique which searches for new
features that describe the target document better than the ones contained in the training
documents. The feature generator constructs new features from the ODP categories and
adds them to the BOW model using AC strategy. Experimental results showed improved
classification performance in comparison with the BOW model. However, the ODP has
a number of drawbacks. Its categories are not equally covered, some categories are
repeated in different branches of the categories hierarchy tree, and sometimes some are
more influenced by the views of the editors in charge. Gabrilovich et al. [6] subsequently
showed that using Wikipedia as a knowledge base instead of the ODP improved their
classification results further.

Wang et al. [10] used Wikipedia synonyms, associated concepts and hyponyms
(parent categories for the concept), by adding them to the BOW model. The study
showed that adding synonyms to the BOW is not useful for ATC, whereas adding the
top 5, 10, 15, 20, and 25 associated concepts improved the classification accuracy. In
addition, the authors compared enriching the document representation with hyponyms
of candidate concepts extracted from the first five levels of their relational hierarchy as
provided by Wikipedia. Their results showed that adding hyponyms extracted from first
three levels achieved better classification accuracy compared to adding hyponyms
extracted from levels 1 to 5 of the hierarchy.

In this paper, we examine combining words and concepts for text representation for
Arabic ATC and how this impacts the accuracy of the classification when used with
various stemming methods and classifiers, compared to using words or concepts alone.
To achieve this, an experimental Arabic ATC system has been developed and the effect
of each main component on the classification accuracy is assessed. First, variations of
the BOW model resulting from the application of different stemming methods at the
pre-processing stage are examined and compared. Then two knowledge bases, namely
Wikipedia and WordNet, are used to provide concepts to represent Arabic text using a
BOC model. A comparison between these knowledge bases is conducted and the one
yielding the best accuracy is used to provide concepts to build a combined text repre‐
sentation model using the AC, the RTC and the ACC strategies, as well as to develop
two new combined model strategies. These combined models are then used in our Arabic
ATC system and the classification accuracy achieved by each is evaluated and compared
to the use of the BOW or BOC alone. The paper is organised as follows: Sect. 2 reviews
related work on Arabic ATC. Section 3 then describes the construction of our Arabic
ATC system with a specific focus on Arabic text representation. The experimental setup
and the datasets used in this work are described in Sect. 4. Section 5 presents and
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discusses our experimental results, and Sect. 6 concludes the work and highlights our
main findings.

2 Arabic ATC - Related Work

Compared to English ATC, the field of Arabic ATC is underdeveloped. Text represen‐
tation for Arabic ATC is therefore a relatively new field and, hence, limited work has
been published in this field. To-date, most reported works focus on comparing different
stemming methods, investigating the impact of pre-processing, applying different clas‐
sification algorithms and evaluating their effects on the classification of Arabic text, as
described below.

Researchers such as Harrag et al. [15] compared different stemming methods in ATC
for Arabic text. The authors compared three stemming methods, namely Light Stemming
(LS) [16], Root Extraction (RE) [16] and dictionary-lookup method [17]. The RE
method works by removing the suffixes and prefixes attached to a given word and word
pattern matching is used to extract the root of the word. The LS method only involves
removing a small set of prefixes and suffixes. The LS does not deal with infixes or
recognize patterns to find roots. The dictionary-lookup method uses dataset statistics to
generate possible roots for a given word and estimates the probability of deriving the
word from each of the possible roots. Harrag et al. [15] used the stemming methods to
reduce the feature space of the VSM for two different classifiers, the Artificial Neural
Networks (ANN) and the Support Vector Machine (SVM). To evaluate their ATC
system’s performance, an in-house Arabic dataset containing 453 documents distributed
over 14 categories was used. Reported results showed that ANN yielded a better
performance than the SVM. Furthermore, the dictionary-lookup stemming method
performed better with ANN whereas the LS method performed better with an SVM
classifier.

Al-Shammari et al. [18] proposed the local stemming method and compared it with
the LS [19] and RE. This method selects the shortest form of a word among syntactically
related words in a text. To evaluate the classification performance with different stem‐
ming methods, Al-Shammari used a dataset that was constructed by merging the Saudi
News Papers (SNP) dataset and the Saudi Press Agency (SPA) dataset as collected by
Al-Harbi et al. [20]. Only 2,966 documents were selected which belonged to three cate‐
gories: “cultural”, “social”, and “general”. In the classification experiments, a 10-fold
cross-validation was used with the Naive Bayes (NB), SVM and k-Nearest Neighbours
(k-NN) ML algorithms. The experiment results showed that the local stemming method
significantly improved text classification accuracy, in comparison to other stemming
methods, and worked better with the SVM classifier.

Other researchers compared the accuracy of using different classification algorithms
in Arabic ATC systems. For example, Mesleh et al. [21] used the original words without
using any stemming methods to build a BOW model. He used the Chi-squared (χ2) as
the Feature Selection (FS) technique to reduce the size of the feature space. The dataset
used was collected from online Arabic newspaper archives and contained 1,445 docu‐
ments that vary in length and fall into nine categories. The results showed that using an
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SVM classifier yielded a better classification performance compared to using the k-NN
and NB classifiers. It yielded a macro-average F1 score of 88.11% when evaluated using
the in-house complied Arabic dataset. Mesleh’s dataset was also used by Kanaan et al.
[22]. They applied the LS stemming method proposed by [23] to build a BOW model
for Arabic ATC. A comparison was performed between the k-NN, Rocchio, and NB as
classifiers with different weighting methods such as the Term Frequency (TF), the Term
Frequency Inverse Document Frequency (TFIDF) and the Weighted Inverse Document
Frequency (WIDF). Their results showed that the WIDF scheme yielded the best
performance when used in conjunction with the k-NN, while TFIDF yielded the best
performance when used in conjunction with Rocchio. Among the above three classifiers,
the NB classifier was reported to be the best, yielding a macro-averaged F1 score of
84.53%.

Al-Harbi et al. [20] compared the SVM and C5.0 classification algorithms in Arabic
ATC. The original text was used without any stemming to build the BOW model, and
the Chi-squared was used as the FS technique to reduce the size of the feature space.
The C5.0 provided a better performance than the SVM. On the other hand, Alsaleem
et al. [24] compared the SVM and NB classification algorithms using the BOW model
to classify the SNP dataset collected by [20], and his experiment results showed that the
SVM algorithm outperformed the NB algorithm.

In terms of text representation models, most reported works in Arabic ATC have
used the BOW model. For example, Khreisat et al. [25] used an N-gram frequency
statistical technique to compare two similarity measures, the Manhattan distance and
the Dice’s coefficient. The authors used a dataset collected from four online Jordanian
Arabic newspaper archives. Tri-grams were used to represent each document after pre-
processing by removing punctuation marks, diacritics, non-letters and stop words. The
Khoja RE stemming method [26] was applied to the remaining words. The chosen simi‐
larity measures were used with 40% of the dataset utilised for training and the rest for
testing. Reported results showed that the best accuracy was obtained using the Dice
coefficient in conjunction with the tri-gram frequency method.

Others have used statistical phrases to represent Arabic text for ATC. For example,
Al-Shalabi et al. [27] compared the use of the BOW and phrases text representation
models. The k-NN algorithm was used to classify documents from the dataset created
by [21]. All Arabic documents were pre-processed by removing stop words, non-letters,
and punctuation marks. Two independent text representation models were then built,
namely a BOW model and a bag of phrases model with each phrase composed of two
words. To train the classifier, 60% of the dataset was used for training and the rest for
testing. The results showed that using phrases for text representation in conjunction with
the k-NN classifier outperformed the BOW model and yielded an average accuracy score
of 73.57% as compared to a score of 66.88% for the BOW model.

Elberrichi et al. [28] used the Arabic WordNet (AWN) to identify concepts appearing
within the documents. A comparison between the use of different text representation
models, utilizing words, N-grams and words and concepts combined using the RTC
strategy, was conducted on the Arabic text dataset collected by [21]. The combined
model, used in conjunction with the Chi-squared as the FS technique and a k-NN clas‐
sifier, was reported to achieve higher performance results compared to other
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representations. Yousif et al. [29] developed two new representation models based on
lexical and semantic relations extracted from the Arabic WordNet, namely the List of
Pertinent Synsets (LoPS) and the List of Pertinent Words (LoPW). The LoPS is the list
of concepts (synsets) that have relations with the documents’ original terms, whereas
LoPW is the list of words that have relations with the documents’ original terms. The
authors compared the developed representation models with the standard BOW and
BOC representation models. In the classification experiments, a 10-fold cross-validation
was used with an NB classifier to classify documents from the Arabic BBC dataset [30].
The experiment results showed that both developed representation models improved the
accuracy of ATC as compared to the standard BOW and BOC models. In addition, it
was found that the LoPW model outperforms the LoPS model.

3 Text Representation for Arabic ATC

In order to investigate and assess the effect of commonly used text representation models
on the classification accuracy of Arabic ATC, an experimental ATC system has been
built. As described in Sect. 1, the first component of this ATC system performs the pre-
processing of the text, where the text is converted to a well-defined set of features. To
achieve this, first the text is tokenised by breaking it up into individual and meaningful
units known as tokens. Each token is separated from others by a particular character or
symbol. In written Arabic, words are separated by a space and each word is considered
as a single meaningful unit. Hence, the tokenisation involves keeping these words and
removing all other remaining punctuation marks, digits and numbers as they are consid‐
ered noise. Then, common words such as pronouns, prepositions and articles are
removed from the text. These words are called “stop words” and occur frequently and,
therefore, have no discriminatory significance. This is then followed by replacing all
words with their roots or stemmed forms, where morphological information is used to
merge various word forms, such as plurals and verb conjugations, into their distinct
roots. In this work, we have focused on the Root Extraction (RE) and the Light Stemming
(LS) as the two most commonly used stemming methods for Arabic text as indicated in
our Related Work section.

Next, all rare words are identified and removed based on their frequency of appear‐
ance in the whole dataset, using a threshold of four that has been chosen by experimen‐
tation. This process also reduces the complexity of the text representation model and
improves the training time of the classifier. Next, the remaining words are passed to the
text representation component of the ATC system as valid features, which make the
dimensions of the resulting VSM. Depending on the text representation strategy used,
different types of features are employed to represent text. For example, in the case of
the BOW model, the features are simply the remaining words as per above. Variations
of the BOW model are built based on the stemming method of the text pre-processing
component of the system. Hence, three BOW models have been investigated; a BOW-
RE, BOW-LS and a BOW-Original where no stemming method is applied.

In the case of the BOC model, different types of BOC are built depending on the
knowledge base used to provide the concepts. In this work both Wikipedia and WordNet
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are employed as knowledge bases and the resulting BOC models are compared to find
the best knowledge base. To identify concepts using Arabic WordNet, an open-source
toolkit called Arabic WordNet (AWN) is used. For each word in a text, the AWN browser
searches its database and returns an ordered list of synonyms and the first synonym in
the list (i.e., the most commonly used sense) is used as the concept for the word. To
build the Wikipedia-based BOC representation model, the Arabic Wikipedia XML
dump files (http://dumps.wikimedia.org/arwiki/), consisting of 273,709 articles, is used
in this work. An open source toolkit known as Wikipedia-Miner [31] has been used to
process the dump files and create a database that contains a summarized version of the
Arabic Wikipedia’s content and structure.

When both words and concepts are used together as features, we get a combined text
representation model which can be built using different strategies, such as the AC, the
RTC or the ACC as described in Sect. 1. In our ATC system, we have applied and
compared different strategies to build combined text representation models. These
include the AC, RTC and AC, as well as two in-house developed strategies, which are
our attempt at developing new combined text representation models with a relatively
reduced vector size as described in the following section.

3.1 New Combined Text Representation Strategies

In this section, we describe two in-house developed strategies for building a combined
text representation model, namely Adding Unmapped Concepts (AUC), and using
Concepts for Terms which do not appear in the Document (CTD).

Adding Unmapped Concepts (AUC). This strategy first involves creating a “Concept-
Words Map” for the whole dataset. To achieve that, we map each concept identified in
the dataset to the corresponding word(s) that share the unique meaning provided by the
concept. By doing this, the algorithm will resolve synonyms and capture different words
which refer to the same concept in the documents of the training subset. These words
are considered as alternative labels for the concept in the “Concept-Words Map”. The
concept’s label provided by the Knowledge Base (KB) is considered as the preferred
label. In order to build a combined model to represent a given document using the AUC
strategy, the following tasks have to be performed. Firstly, a BOW vector has to be
created for the document and all words that are considered as features in the BOW model
are added to the AUC model’s vector. In this way, words which have a significant
frequency value in the BOW model and carry an important value for the classification
task are kept in the AUC model. Then, for each concept in the BOC model of the docu‐
ment, the “Concept-Words Map” is checked for alternative labels of the concept. If one
of the alternative labels appears in the text, the preferred label for the concept is added
to the AUC model. Otherwise, nothing is added regarding that concept and we move to
the next one. The difference between the AUC strategy and AC strategy is that only
concepts mapped to different alternative labels are added to the combined representation
model.
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Using Concepts for Terms not appearing in the Document (CTD). This strategy
first involves creating a “Concept-Words Map” for the whole dataset. To achieve that,
we map each concept. All previously proposed combined model strategies use both
concepts and words with their corresponding weights. As a result, the numbers of
features in resulting model are larger than the number of features in a corresponding
BOW or BOC model. The CTD strategy does not change the original dimensions of the
BOW model. It is similar to the BOW model in two ways; the size of the VSM and the
type of features that are used to represent a document, where each dimension in the VSM
corresponds to a word from the BOW dictionary. The strategy works like the BOW
model for words that appear in the document, where their corresponding dimensions in
the VSM will have the value of the words’ TFIDF weights. The only difference is related
to those words that do not appear in the document but have a corresponding concept in
the document’s BOC model. For these words, the weight of their related concepts in the
document will be used as corresponding dimensions in the VSM. Hence, the CTD works
as follows. First, a “Word-Concepts Map” is created for the whole dataset. To achieve
this, each word that has been identified as a concept(s) is mapped to its corresponding
concept(s). By doing this, the algorithm resolves synonyms and capture different words
which refer to the same concept in all the documents of the training subset. In addition,
words that have multiple meaning are mapped to different concepts. To represent a
document using the CTD strategy and build the combined model, first all words which
are considered as features in the BOW model dictionary are checked for their appearance
in the document. In the case that a given word appears in the document, the word’s
TFIDF weight in the document is used in the CTD model. If the word does not appear
in the document, the “Word-Concepts Map” is checked to see if that word has a corre‐
sponding concept. If it does, the concept is retrieved from the “Word-Concepts Map”
and checked for its existence in the document’s BOC model. If the concept exists, the
word’s corresponding dimension in the CTD model is assigned to the weight of the
concept. If the corresponding concept does not exist, the word will not be represented
in the CTD combined model.

4 Datasets and Experimental Setup

In order to provide a baseline for an objective assessment and comparison of the
performance of our Arabic ATC system and proposed text representations, we have used
three of the most frequently employed datasets in all cited similar work. The documents
in these datasets, which have been collected from on-line web sites, are all written in
Modern Standard Arabic (MSA). The datasets used are:

– Arabic 1445 dataset: this dataset was created by Mesleh et al. [21] from online Arabic
newspaper archives containing news articles from Al-Jazeera, Al-Nahar, Al-hayat,
Al-Ahram, and Al-Dostor. The dataset contains 1,445 documents that vary in length
and fall into nine categories: computer, economics, education, engineering, law,
medicine, politics, religion, and sports.

– Saudi News Papers (SNP) dataset: this dataset consists of 5,121 Arabic documents
of different length which belong to seven categories: culture, economics, general,
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information technology, politics, social, and sport. It has been collected by Al-Harbi
et al. [20] and consists of articles and news stories from Saudi newspapers.

– Al-khaleej dataset: this dataset is a collection of 5,690 Arabic news documents gath‐
ered from the archive of the online newspaper Al-khaleej by Abbas et al. [32]. It
consists of four categories: international news, local news, sport, and economy.

We conducted all the experiments using WEKA [33], which is a popular open source
toolkit for ML. We first converted the textual documents into the format required by
WEKA, i.e., ARFF format (Attribute-Relation File Format). We then used the data to
train four separate classification algorithms, namely Support Vector Machines (SVM),
Naive Bayes (NB), Decision Trees (DT), and Random Forest (RF). This was then
followed by a 10-fold cross validation to evaluate the performance of the classifiers
using the standard information retrieval measures of Precision, Recall, and F1.

5 Results and Discussion

In this section, results of our various experiments are presented and assessed, in terms
of achieved F1 classification performance of the ATC system, with regards to:

– The effect of the pre-processing component on the performance the BOW model.
– The role of the characteristics of the knowledge base used to build the BOC.
– How the different BOW-BOC combined text representation models compare.

In the first stage of our experiments and evaluation, we focused on the effect of stemming
on the overall classification accuracy. We conducted a comparison between the perform‐
ance of our ATC system when the BOW is used with no stemming (i.e., Original-BOW)
to that when stemming is applied in the pre-processing component using the LS and RE
methods. Accordingly, three different BOW model representations have been built,
BOW-LS, BOW-RE and the Original-BOW, for each dataset. Each of these BOW
representation models has been used with four classification algorithms: SVM, NB, DT
and RF. Our results here show that, in terms of classification algorithms, the SVM
achieves the highest classification accuracy, as can be seen in Tables 1, 2 and 3. In
addition, the SVM shows higher classification accuracy when used with the Original-
BOW model for the cases of the large datasets as illustrated in Tables 2 and 3. This can
be attributed to the SVM’s ability to deal successfully with high-dimensional data
[34].The DT algorithm seems to perform relatively well with the Original-BOW only
for two datasets which have a large number of categories as illustrated in Tables 1 and
2. The BOW-LS representation seems to achieve the best average classification accu‐
racy, particularly when applied to the two largest datasets, i.e., the SNP and Al-khaleej,
as illustrated in Tables 2 and 3. The BOW-RE representation model on the other hand
shows a good average performance with the Arabic 1455 dataset as can be seen in
Table 1.
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Table 1. F1 scores for the three versions of BOW model for the Arabic1445 dataset with different
classifiers.

Classifier Original-BOW BOW- based LS BOW-based RE
SVM 0.90 0.92 0.91
NB 0.82 0.85 0.88
DT 0.80 0.79 0.77
RF 0.75 0.74 0.75
Average 0.81 0.82 0.83

Table 2. F1 scores for the three versions of BOW model for the SNP dataset with different
classifiers.

Classifier Original-BOW BOW- based LS BOW-based RE
SVM 0.81 0.80 0.77
NB 0.63 0.67 0.66
DT 0.67 0.66 0.60
RF 0.60 0.59 0.57
Average 0.67 0.68 0.65

Table 3. F1 scores for the three versions of BOW model for the Al-khaleej dataset with different
classifiers.

Classifier Original-BOW BOW- based LS BOW-based RE
SVM 0.96 0.94 0.92
NB 0.80 0.82 0.84
DT 0.86 0.87 0.83
RF 0.83 0.83 0.81
Average 0.86 0.87 0.85

The second stage of our experiments and evaluation focused on investigating the use
of concepts as representation features for Arabic ATC. Two knowledge bases, namely
WordNet and Wikipedia, were used to build the BOC representations model for our
ATC system. Tables 4, 5 and 6 show achieved F1 scores when the ATC system uses a
WordNet-based BOC and a Wikipedia-based BOC with different classifiers. All clas‐
sifiers achieved higher accuracy when Wikipedia was used as a BOC knowledge base
for all the datasets, as compared to WordNet. We believe this can be attributed to the
fact that WordNet provides a BOC model with fewer concepts for representing Arabic
text. Arabic WordNet has only 9,228 concepts compared to Arabic Wikipedia which
has 273,709 concepts. Another reason for this is the ambiguity of the text as the docu‐
ments in all the datasets are written in MSA and contain no diacritics. Arabic WordNet
returns a ranked list of possible concepts for a word in the text, and the first ranked
concept is the most commonly used, whereas Wikipedia selects concepts based on the
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surrounding text. In addition, WordNet mostly provides information about individual
words rather than general conceptual knowledge [35].

Table 4. F1 scores for the BOC model for the Arabic1445 dataset using Wikipedia and WordNet
with different classifiers.

Classifier WordNet-based BOC Wikipedia-based BOC
SVM 0.87 0.89
NB 0.83 0.89
DT 0.70 0.79
RF 0.67 0.84
Average 0.76 0.85

Table 5. F1 scores for the BOC model for the SNP dataset using Wikipedia and WordNet with
different classifiers.

Classifier WordNet-based BOC Wikipedia-based BOC
SVM 0.72 0.75
NB 0.57 0.71
DT 0.56 0.65
RF 0.51 0.66
Average 0.59 0.69

Table 6. F1 scores for the BOC model for the Al-khaleej dataset using Wikipedia and WordNet
with different classifiers.

Classifier WordNet-based BOC Wikipedia-based BOC
SVM 0.89 0.92
NB 0.79 0.83
DT 0.79 0.85
RF 0.77 0.87
Average 0.81 0.87

In the final stage of evaluation, we experimented with different strategies to build
combined text representation models and compared corresponding resulting classifica‐
tion accuracy. We have evaluated the use of five different strategies, namely the AC,
RTC, ACC, AUC and CTD. For each dataset, five combined representation models were
built using Wikipedia concepts and words stemmed using the LS method. Our experi‐
mental results are presented in Tables 7, 8 and 9 in terms of obtained F1 scores.
Regarding the classification algorithms, our results show that the SVM yield highest
performance with all combined models. The NB algorithm comes next in terms of its
accuracy, followed by the DT and the RF. The results also show that the ACC combined
model achieves the best classification accuracy for two datasets as illustrated in
Tables 7 and 8. The AC strategy seems to be the second best in terms of the classification
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accuracy for two datasets, again as per Tables 7 and 8. The CTD strategy, on the other
hand, seems to yield the best performance when used in conjunction with the NB algo‐
rithm for the two largest datasets as illustrated in Tables 8 and 9.

Table 7. F1 scores for the different combined models for the Arabic1445 dataset with different
classifiers.

Classifier AC RTC ACC AUC CTD
SVM 0.920 0.912 0.918 0.917 0.919
NB 0.872 0.848 0.873 0.866 0.859
DT 0.825 0.807 0.815 0.827 0.792
RF 0.782 0.753 0.805 0.783 0.766
Average 0.850 0.830 0.852 0.848 0.834

Table 8. F1 scores for the different combined models for the SNP dataset with different classifiers.

Classifier AC RTC ACC AUC CTD
SVM 0.809 0.793 0.824 0.805 0.824
NB 0.651 0.626 0.687 0.650 0.694
DT 0.660 0.647 0.676 0.656 0.668
RF 0.598 0.564 0.614 0.581 0.593
Average 0.679 0.657 0.700 0.673 0.694

Table 9. F1 scores for the different combined models for the Al-khaleej dataset with different
classifiers.

Classifier AC RTC ACC AUC CTD
SVM 0.809 0.793 0.824 0.805 0.824
NB 0.651 0.626 0.687 0.650 0.694
DT 0.660 0.647 0.676 0.656 0.668
RF 0.598 0.564 0.614 0.581 0.593
Average 0.679 0.657 0.700 0.673 0.694

From Table 10 it can be concluded that using the LS stemming method in the pre-
processing stage provides better classification performance than employing the RE
method, which is in line with the findings of other researchers [15, 36, 37]. We believe
this is due to the fact that the RE method is harsher on words in comparison to the LS
method. Using RE, two words with different meanings could be stemmed to the same
root, which leads to misclassification. For example, the words  (global) and

 (scientific) would share the same root,  “science” if the RE stemming method
is used. Furthermore, Table 10 shows that using Wikipedia concepts to build a BOC
model for Arabic ATC yields better classification accuracy than using a BOW repre‐
sentation. One of the reasons for this, we believe, is the broad categories of the docu‐
ments of the Arabic datasets used in this work; all datasets contained documents from
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different newspapers and did not focus on specific topics. The other reason is the complex
nature of the Arabic language and the poor morphological tools available, which make
Wikipedia concepts better features for representing text compared to words.

Table 10. Average F1 scores for all text representation models and for all datasets.

Original-
BOW

BOW-
based LS

BOW-
based RE

WordNet-
based BOC

Wikipedia-
based BOC

AC RTC ACC AUC

0.786 0.791 0.776 0.723 0.802 0.804 0.786 0.812 0.800

Our results have also shown that all the combined models we experimented with
achieved higher classification accuracy than the BOW representation model, with the
best performance achieved by the ACC strategy followed by the AC and the CTD. On
the other hand, all combined models outperformed the BOC model. Finally, the results
in Tables 1, 2, 3, 4, 5, 6, 7, 8 and 9 suggest that the RF algorithm provides relatively
higher classification accuracy, compared to other classifiers, when used with the BOC
representation model for all datasets.

6 Conclusion

In this work we have built an ATC system for Arabic text and evaluated its performance
using three different datasets, with the goal of identifying key elements of text repre‐
sentation that influence the classification accuracy. The evaluation involved using a
number of different text representation models in association with different machine
learning techniques. While work reported in the literature has mainly concentrated on
the BOW based representation models, our study focuses on comparing the classification
performance of the BOW and BOC models with those of various combinations of both.
Furthermore, two knowledge bases (i.e., Wikipedia & WordNet) were examined for
building a BOC model, making our study the first of its kind to utilize Wikipedia as a
knowledge base for Arabic ATC.

In conclusion, each component in an ATC system plays an important role in the
classification accuracy, with text pre-processing and representation being key elements
as demonstrated by our experimental results. We believe the findings of this study pave
the way for venues for further research. Among those is the use of Wikipedia concepts
to represent Arabic text and its application for providing richer representation models
for automatic classification of more specialized textual datasets.
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Abstract. Reading is the most critical skill for satisfactory progress in school,
as well as being highly important for access to information throughout one’s life.
For this reason, readability is one of the main challenges when choosing aca-
demic texts for learners or for readers in general, and especially with materials
containing important information, such as newspapers and medical or legal
articles. Readability refers to the ability of a text to be understood by the reader.
Readability level prediction is an important measure in several domains, but
primarily in education. In the current paper we present our approach to read-
ability prediction for Modern Standard Arabic. This method is based on 170
features of measuring different types of text characteristics. We have used a
corpus of 230 Arabic texts, annotated with the Interagency Language Round-
table (ILR) scale, and a frequency dictionary obtained using Tashkeela corpora.
The results obtained are very encouraging and better than for previously pre-
sented work.

Keywords: Readability � Modern Standard Arabic � Machine learning
Classification � Arabic readability

1 Introduction

Reading is not a natural skill; it is a whole learning process that requires using a
suitable pedagogical program. Readers have the right to read texts that are adapted to
their ability; negotiating texts significantly above their skill level, they may lose the
overall meaning of the text when facing difficult or unknown vocabulary items or
constructions. Usually, the easier a text is to read and the clearer the ideas it contains,
the more it is likely to attract and retain the attention of the reader. It is therefore useful
to measure text readability in terms of characteristics that are linked to clarity and ease
of understanding.

Al-Khalifa and Al-Ajlan stated that “readability depends on three main factors: the
reader, the text and the situation” [1]. Readability is a measure that binds a written text
to a reader or a grade level. Readability is affected by the reader’s ability to understand
a text and is thus a crucial indicator for determining the population targeted by a given

© Springer International Publishing AG 2018
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text, having an impact on students’ education on one side and on the general public (for
example, newspaper readers) on the other. It can play an important role in many fields
besides education, for example for disseminating information about health and
legislation.

Readability depends both on the content of a text and its presentation. Readability
can be influenced by the legibility of the text, which refers to characteristics such as the
font with which the text is written, the colors that are used, the sharpness of the image,
and other such visual features. In this paper, however, we will focus on text readability
from the perspective of language-related features and ignore visual presentation
features.

Readability measurement methods can be divided into two categories: traditional
and modern methods. The traditional method consists of readability formulas, which
categorize text automatically by calculating its readability score using a mathematical
formula. There are around 200 different formulas that use language-independent fea-
tures, such as the mean number of words per sentence, the mean number of characters
per word, and so on. Tools for automatically calculating text scores do not exist for
most of the formulas1. Besides, formulas are language specific (Arabic formulas,
French formulas, etc.).

Research on readability measures for education began in the 1920s for English, and
was later extended to other European and Asian languages. Among the most popular
traditional formulas that use features independent of language-specific characteristics,
we mention two for English. The New Dale and Chall formula [2] is based on a list of
approximately 3000 words known in reading by at least 80% of children in Grade 5. It
uses the number of words in the text not belonging to the list and the number of words
per sentence. The Flesch Reading Ease formula [3], related to the “Flesch-Kincaid
Grade Level”, uses two features: average sentence length in words and average number
of syllables per word.

Modern methods for assessing readability have been based on machine learning
models. The latter classify new observations by learning the appropriate classification
from a set of data where each element is already labeled with its correct class. In this
kind of classification, we need a training set that is annotated with the class to which
each example belongs. For reading in one’s native language, class annotations can be
grade levels in school curricula or broader categories grouping more than one grade
level. Another well-known scale is the Interagency Language Roundtable (ILR) scale,
which was developed to describe abilities to communicate in a language, particularly in
the context of second language learning [4].

In the remainder of the paper we begin, in Sect. 2, by reviewing previous work on
Arabic readability, describing some of the most used formulas and presenting some
previous research using machine learning models. In Sect. 3, we present the ILR scale.
In Sect. 4, we describe our approach and give details about the data, tools and
methodology we used. In Sect. 5, we discuss and evaluate the results through a
comparative study to previous research. We conclude with some thoughts on future
work.

1 https://readable.io/text/.
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2 Related Work

There has been a great deal of research on readability in the English and other Euro-
pean—and more recently Asian—languages, but relatively little attention has been paid
to the Arabic language. This section presents some formulas for measuring readability
in Arabic texts, highlighting three recent studies that have used machine learning
approaches on a Modern Standard Arabic corpus intended for second language
learning.

2.1 Readability Formulas

Readability formulas are, in all, a process that takes as input a corpus of texts and uses
characteristics of those texts to estimate the coefficients of a mathematic formula whose
goal is to calculate a difficulty level for the text.

There exist a few formulas that are used to measure readability of Arabic, of which
we mention the Dawood and El-Heeti formulas [3] (the first formulas to have been
proposed for the Arabic language), the ARI index [5], and the newer AARI formula [6]
and OSMAN [7] formulas.

Dawood Formula. The formula uses three features to measure the ease of reading:
average word length in letters, average sentence length in words and average word
repetition.

El-Heeti. This formula uses the average word length in characters as the only feature.

ARI Formula. The Automated Readability Index (ARI) is an index designed to
measure the comprehensibility of texts. It produces an approximate representation of
the required level of study to understand the text. The formula for calculating the ARI
readability index is as below:

ARI ¼ 4:71 � C= Wþ 0:5 � WPS � 21:43 ð1Þ

where:
C = the number of characters
W = the number of words
WPS = the average sentence length in words

AARI Formula. The Automatic Arabic Readability Index is a formula that is based on
more than 1196 Arabic texts extracted from the Jordanian curriculum. Application of
the method consists of 3 basic phases. The first phase normalizes a given text, the
second one converts particular Arabic letters to ا (alif), and the last phase
extracts the features. The formula obtained is:

AARI ¼ 3:28� CHð Þ þ 1:43� ACWð Þ þ 1:24� AWSð Þ ð2Þ
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where:
CH = the number of characters
ACW = the average number of characters per word
AWS = the average number of words per sentence

OSMAN Formula. OSMAN means Open Source Metric for Measuring Arabic
Narratives. The creators of this formula used a parallel corpus for English and Arabic
composed of about 73,000 undiacriticized texts, which were collected from the United
Nations (UN) corpus. The formula calculation process used Mishkal2 to diacriticize
Arabic text. The use of diacriticized texts is problematic because Arabic texts often are
not and the process of introducing diacritics, if done automatically, can introduce error,
so this is one of the weak points of the formula.

OSMAN ¼ 200:791� 1:015 � A=Bð Þ � 24:181 � C=A þ D=A þ G=A þ H=Að Þ ð3Þ

where:
A = the total number of words
B = the total number of sentences
C = the total number of hard words (words with more than 5 letters)
D = the number of syllables per word
G = the number of complex words (words with more than 4 syllables)
H = the number of “Faseeh” words (complex words with any of the following
Arabic letters “ ” or ending with “ ”.

2.2 Machine Learning Approaches

In this section we introduce readability as a machine learning model by briefly
reviewing three recent studies. We compare their results to ours further in the paper.

Text Readability for Arabic as a Foreign Language [8]
This research studied readability of texts for learners of Arabic as a foreign language
from a machine learning perspective, using 251 Modern Standard Arabic texts of a
corpus collected from the Global Language Online Support System (GLOSS3),
annotated with the ILR scale. All the corpus files were split into sentences in order to
prepare MADAMIRA [9] input files. From the MADAMIRA output, which only
contains information that the user has explicitly requested through the configuration
settings, 35 features were extracted and then employed in the classification phase
performed using the WEKA tool [10].

Automatic Readability Detection for Modern Standard Arabic [11]
This work, like the previous, treated readability as a classification problem using the
“GLOSS” corpus, whose documents are ranked using the ILR standard levels. It
prepared all the corpus files in an MADAMIRA input file format. From the

2 https://sourceforge.net/projects/mishkal/.
3 https://gloss.dliflc.edu/.
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MADAMIRA output it extracted 162 features used in the classification phase, which
was performed using the TiMBL4 package.

Arability [1]
This research used a corpus manually collected from reading books of elementary,
intermediate, and secondary curricula of Saudi Arabian Schools. The corpus consists of
150 texts ranked manually by three readability levels: easy, medium, and difficult. After
a normalization phase, five features, previously used in readability assessment for other
languages, were extracted: average sentence length, average word length, average
number of syllables per word, word frequencies and the perplexity scores for a bigram
language model (LM) built from the same corpus.

3 Interagency Language Roundtable Scale

The ILR scale is a description of communicative abilities in a language. This scale
evaluates the language skills using a scale ranging from 0 to 5:

– ILR Level 0 - No expertise;
– ILR Level 1 - Elementary competence;
– ILR Level 2 - Limited working proficiency;
– ILR Level 3 - General occupational competence;
– ILR Level 4 - Advanced professional competence;
– ILR Level 5 - Bilingual or mother tongue speaker competence.

Levels 0+, 1+, 2+, 3+, or 4+ are used when the person’s skills significantly exceed
those of a given level, but are insufficient to reach the next level.

4 Dataset and Methodology

This section presents the data, tools and process used in the readability prediction
system. The process consists of the following steps:

• the frequency dictionary building process;
• the analysis and features extraction phase;
• the classification operation, using the results obtained in previous steps.

4.1 Data and Tools Collection

Readability Corpus
We assembled the corpus to be used in the readability measurement from the Global
Language Online Support System (GLOSS), which is a platform that offers thousands
of lessons in dozens of languages. For the current work, the chosen language was

4 https://languagemachines.github.io/timbl/.
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MSA. The corpus contains 230 texts annotated according to the ILR scale. Table 1
describes the corpus distribution over 5 classes.

Table 2 describes the corpus distribution over 4 classes, obtained by collecting the files
of level 1 and 1+ in a single class named “1_1+”.

The 3-class distribution was obtained by assembling the files of level 1 and 1+ and
assembling the files of level 2+ and 3 (Table 3).

AraNLP Tool
We used AraNLP for the text segmentation of the GLOSS corpus, used in the clas-
sification process and the Tashkeela corpus, used in building the frequency dictionary
(4.2). AraNLP is a Java library used for the processing of Arabic texts. It supports the
most important steps in the processing of natural languages, such as diacritic and
punctuation removal, tokenization, sentence segmentation, part-of-speech tagging, root
stemming and word segmentation.

Table 1. 5-class text distribution

ILR level Number of texts in the corpus

1 27
1+ 19
2 87
2+ 62
3 35

Table 2. 4-class text distribution

ILR level Number of texts in the corpus

1_1+ 46
2 87
2+ 62
3 35

Table 3. 3-class text distribution

ILR level Number of texts in the corpus

1_1+ 46
2 87
2+_3 97
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MADAMIRA Tool
We used MADAMIRA 2.1 as a Morphological Analysis and Disambiguation tool of
Arabic. It has a specific input XML file format which contains a list of sentences and
configuration options.

WEKA 3.6 Tool
Waikato Environment for Knowledge Analysis (WEKA) is an open source machine
learning software tool. It groups a set of algorithms under one entity. It can be used
directly or can be called within a Java code. WEKA contains data pre-processing,
classification, regression, clustering, association rules, and visualization tools.

4.2 The Frequency Dictionary

Since we used frequency-based features in our approach, a frequency dictionary for the
Arabic language was needed. Therefore we built a frequency dictionary using the
process outlined in Fig. 1.

To build the Arabic frequency dictionary, we used the freely available Tashkeela5

corpus [12] composed of around 70 million diacriticized Arabic words. We split each
file in this corpus into sentences using AraNLP (Step 1). We prepared the resulting file
as a MADAMIRA input file to get the analysis output. For each word in the MADA-
MIRA output file, we obtained from the most highly ranked result the lemma, the Buck
Walter transliteration, the POS and the word itself. Then we converted them into a

Fig. 1. Frequency dictionary building process

5 http://tashkeela.sourceforge.net.
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frequency dictionary entry format by calculating the frequency of the pair (lemma, POS)
and the POS frequency (that is, the number of appearances in the corpus).

The dictionary obtained contains the 5000 most frequent Arabic words, and their
information. In Table 4, we give an extract from the dictionary.

Rank is the word position in the ranked word list. We get the lemma and
transliteration in context (SVM prediction result from MADAMIRA). RawFreq means
the number of appearances of the pair (Lemma, POS).

4.3 Readability Prediction Process

We consider the prediction of readability as machine learning task, and specifically a
classification task. To automatically classify the GLOSS corpus files, we use a three
stage process, which is depicted in Fig. 2 and further detailed below.

1. Morphological Analysis: The input of this phase is a GLOSS text file, which is
segmented into sentences using the AraNLP library. We then add to the resulting
sentence list some configuration options in an XML file. The latter is the input we
give to MADAMIRA to get a result file, also in XML, containing a list of analyzed
words with information such as POS, lemma, diacritics etc.

2. Features Extraction: We extract and calculate the 170 features. For the calculation
of frequency-based features we use the frequency dictionary. In this phase we also
eliminated 5 features (Sect. 4.4) from the original list of 170. Finally, for each file in
the corpus, we obtained a features vector that we used to prepare the WEKA input
file for the classification phase.

3. Classification Phase: In this final step, using WEKA, we apply a classification
algorithm on the data using 80% of the data for training and 20% for testing. From
the results, we get the accuracy value which specifies the percentage of
well-classified text. This step is repeated six times for the six different chosen
algorithms.

Table 4. Frequency dictionary format
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The goal of the process described above is to evaluate the influence of the extracted
features on the readability prediction.

4.4 Features

We initially collected 170 features grouping them into ten categories, and, after testing
them in our corpus, we eliminated two categories (Foreign Word and Ambiguity
categories) jointly containing four features (see Table 5). As a result, we used only
eight feature categories containing 166 features in total and distributed as shown in
Table 6.

Table 5. Features eliminated from the initial set of 170

Feature Type

Ratio of foreign words to tokens Foreign word feature
Number of ambiguous lemma Ambiguity features
Ambiguous lemma to token ratio Ambiguity features
Ambiguous lemma to lemma ratio Ambiguity features

Fig. 2. Readability prediction process

128 N. Nassiri et al.



Feature categories are defined as follows:

1. POS-based Frequency features: It includes the ratio of frequent adjectives to total
number of adjectives, maximum frequency rank of adjectives tokens, minimum
frequency rank of all noun* tokens (tokens whose POS tag starts with noun, e.g.
noun_num), and the like.

2. Type-to-Token POS Ratio features: It includes adjective-to-token ratio,
adverb-to-token ratio, conjunction-to-token ratio, and the like.

3. Token & Type Frequency features: It includes maximum dispersion6 of frequent
types, frequent type-to-token ratio, mean dispersion of frequent tokens, and the like.

4. Type-to-Token features: It includes morpheme type-to-token ratio, square root of
morpheme type-to-token ratio, square root of lexeme (lemma) type-to-token ratio,
and lexeme type-to-token ratio.

5. Word Length features: It includes average character length of surface forms,
average length of voweled words, average morpheme length of words, token count,
and number of characters per document.

6. Vocabulary Load features: It includes number of distinct types (lemmas) per
document, number of frequent types (lemmas of types occurring more than once in
the document), and frequent type-token ratios (calculated using values from the
frequency dictionary).

7. Word Class features: It includes number of open-class tokens per document,
open-class-token ratio, number of closed-class tokens per document and
closed-class-token ratio.

8. Sentence Length features: It includes average sentence morpheme length, average
sentence token length, number of sentences per document and average sentence
length in characters.

This list of features was obtained from the previously mentioned approaches
(Sect. 2).

Table 6. Feature distribution into categories

Features category Number of features

POS-based frequency 96
Type-to-token POS ratio 33
Token & type frequency 17
Type-to-token 4
Word length 5
Vocabulary load 3
Word class 4
Sentence length 4

6 Dispersion = distribution over all sections of the corpus.
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5 Evaluation Results and Discussion

As shown in Table 7, using for the classification phase the 166 features mentioned
above, we achieved an accuracy value of 89.56% using five classes (see Table 1).

To improve the classification results, we then tried using four classes, combining
classes 1 and 1+ to increase the number of files in to 46 (see Table 2). We recall that
classes 1 and 1+ were the least populated with 27 and 19 documents respectively. The
results are shown in Table 8.

Finally, even if the results with 4 classes were somewhat better than with 5 classes,
the maximum accuracy achieved was the same. Hence, since there were also a limited
number of texts at ILR level 3, we tried using 3 classes by merging the two most
difficult levels of texts (see Table 3) and thereby achieved 90.43% as a maximum
accuracy value, as is illustrated in Table 9.

To evaluate our approach, we present in Figs. 3 and 4 diagrams comparing our
work with the results found by the Ibtikarat team, who used in their study only 35

Table 7. Classification results with five classes

Model Accuracy F-score Precision Recall RMSE

ZeroR 37.82% 0.208 0.143 0.378 0.3848
OneR 53.9% 0.518 0.557 0.539 0.4294
J48 83.9% 0.838 0.839 0.839 0.2248
IBk(k = 1) 89.56% 0.894 0.905 0.896 0.1457
SMO 82.17% 0.819 0.826 0.822 0.3286
Random forest 89.56% 0.895 0.897 0.896 0.1833

Table 8. Classification results with four classes

Model Accuracy F-score Precision Recall RMSE

ZeroR 37.82% 0.208 0.143 0.378 0.4246
OneR 58.26% 0.561 0.584 0.583 0.4568
J48 86.95% 0.869 0.881 0.87 0.2253
IBk(k = 1) 89.56% 0.894 0.905 0.896 0.1628
SMO 80.86% 0.806 0.814 0.809 0.3398
Random forest 89.56% 0.895 0.896 0.896 0.2021

Table 9. Classification results with three classes

Model Accuracy F-score Precision Recall RMSE

ZeroR 42.17% 0.25 0.178 0.422 0.4615
OneR 66.52% 0.665 0.678 0.665 0.4724
J48 87.39% 0.873 0.888 0.874 0.2475
IBk(k = 1) 90.43% 0.873 0.915 0.904 0.18
SMO 82.60% 0.825 0.828 0.826 0.3447
Random Forest 90.43% 0.905 0.907 0.904 0.2193
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features. They used a GLOSS corpus of 251 MSA texts, and for the tools, they were
based on the same tools that we used, namely AraNLP, MADAMIRA, and WEKA. As
shown in the figures, they achieved a classification accuracy rate of 73.31% using 5
classes and 59.76% using 3 classes.

Figure 5 shows respectively the best accuracy rates obtained by Ibtikarat (73.31%),
Arability (77.77%) and our work (90.43%).
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Fig. 3. Three-class comparative study

0%

20%

40%

60%

80%

100%

ZeroR OneR J48 IBK SMO Random
Forest

Ib karat

Our work
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Fig. 5. Accuracy rate comparison of the 3 studies
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6 Conclusion and Future Work

This paper proposes a method for predicting readability of MSA texts based on
machine learning techniques and expressing readability in terms of the ILR scale,
which is widely used for assessing second language competence. We were able to reach
a prediction accuracy of 90.43%, using 3 classes with IBK and Random Forest clas-
sification algorithms, which is noticeably better than previous work on essentially the
same corpus. Of the other algorithms that we used, some were able to achieve
honorable results, with accuracy values which vary between 42.17% and 87.39% using
3 classes and between 37.82% and 89.56% using 4 and 5 classes. These results were
obtained after examining 170 features used in readability measurement research and
eliminating four of those features.

Although our results are good in terms of accuracy, it takes 12 h to generate the
features vector, which is very time-consuming. This is due to the tools used in pro-
cessing, and especially MADAMIRA. In a context where the speed of execution
matters—such as searching for readable texts on the Web—it would be necessary to
increase the speed of execution of our process or perform the search offline making
available a collection of useful results from which to select rapidly when needed.

In our future work we aim to develop a tool for the Moroccan education system,
increasing the accuracy rate and testing it with school students. In the same vein, we
can imagine customizable readability measurements adapted to text domains such as
medical notices, juridical texts, and other similar domains where readability is very
consequential for readers.
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Abstract. Document similarity is basic for Information Retrieval. Cross Lin-
gual (CL) similarity is important for many data processing tasks such as CL
palgiarism detection and retrieval and document quality assessment. We study
CL similarity based on the Explicit Semantic Association (ESA) adapted to a
cross lingual setting with focus on Arabic. We compare the degree to which CL
similarity testing performs where one of the language is Arabic with its
monolingual counterpart for various text chunk sizes. We describe the used
infrastructure and report on some of the testing results, study the possible
sources of encountered weaknesses and point to the possible directions for
improvement.

Keywords: Cross lingual information retrieval � Document similarity
Explicit Semantic Association � CL-ESA � Arabic information retrieval

1 Introduction

The growing size and diversity of online content necessitate sophisticated tools to retrieve
needed information from the web. Search engines are some of the important tools to
access web data. The main mode of operation is to match the user information need,
generally expressed as a query, with web documents deemed similar, or related in some
way, to that need. Similarity or relatedness can be applied to words, terms, phrases, text
fragments and documents. It can take the shape of surface/lexical similarity in terms of
having common words/characters, but could go deeper to look for semantically relevant
documents by searching for terms not directly specified in the query. Similarity can be
used to offer better formulations to the query posed. Classifying a document into one of a
given set of categories can also be viewed as searching for similarity between the doc-
ument at hand and sets of documents known to belong to given categories (training set).
Document similarity is also important for plagiarism detection where one is interested in
finding equivalent documents or document fragments that are adequately similar to the
document or text fragment at hand, even when the text undergoes some editing. One can
think ofmanymore applications in IRwhere similarity may be utilized: detecting variants
of proper names [11], detecting paraphrases with possible implications for document
summarization, grading essay test answers by comparing with model answers and many
more. One can also see the need for similarity between documents in different languages:
Cross-Language (CL) document similarity [2, 6, 13]. Plagiarism can certainly cross
languages and its detection will require CL similarity assessment. Onemay need tomatch
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proper names in different languages [5, 7] and may use CL similarity to assess translation
quality, CL information retrieval and CL text classification [6] and in retrieving multi-
media elements annotated in a foreign language and related news articles [15] matching
the user need. We are mostly interested in semantic text similarity/relatedness where we
seek similarity in meaning even when the vocabularies of the texts are different.
Compared text chunks need to be assigned a metric based on the likeness of their
meanings or semantic content [3]. Unless explicitly specified, we use relatedness and
similarity interchangeably. One needs to note that the concepts are not really inter-
changeable: while similar (in meaning) expressions are related (through their meanings),
words can be related, say by frequently occurring together, but not necessarily seman-
tically similar by being in the same domain or representing features of the same concept
[12]. Examples are word pairs like (Cell, Phone), (Arab, Spring), (Press, Release),

which are related but are not strictly similar as opposed to
pairs like (Fax, Phone), (Creek, Spring), (Press, Newspaper),
which have similarity in meaning. Textual material like Wikipedia through term occur-
rence analysis tend to handle relatedness while knowledge bases like WordNet tend to
better handle semantic similarity [9, 12]. One can talk about similarity between docu-
ments and also about similarity of shorter fragments of texts and tweets, blogs, discussion
groups posts, captions of multimedia objects and headlines and mixes where similarity is
assessed between a short text and longer texts such as matching an abstract with the
corresponding document and query answering where the user query has to be matched to
web documents of arbitrary length to answer user queries or matched against previous
queries for query expansion/reformulation or for text summarization/abstracting.

Here we are mostly concerned with text similarity where Arabic is involved: sim-
ilarity between Arabic text chunks and similarity between Arabic and Non-Arabic texts.

The rest of the paper is organized as follows: in the next section, we give survey the
current state of the art in assessing text similarity. In Sect. 3, we review methods for
assessing text similarity and discuss their applicability to Arabic. In Sect. 4, we report
on our experiments on similarity assessment for Arabic and Cross Lingual. In the final
section, we draw some conclusions and point to possible directions for future work.

2 Background

Text similarity, for single language and Cross-Lingual, has been a focus of much
research lately, as a method for improved information retrieval. Work concentrated on
similarity measures and uses of similarity for various tasks. [2] compares several
approaches to text similarity between language pairs on Wikipedia. [5] offers a com-
prehensive survey of definitions, approaches, tools and evaluation methods for text
similarity. Our interest in cross lingual text similarity stems from our desire to give
users access to data in languages other than their own. We believe that the speakers of
resource poor languages (Arabic is still in this category) can benefit from having access
to data in resource rich languages (say English), even if they do not speak the foreign
language.
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2.1 Text Representation [10]

Similarity algorithms need to operate on text representations. Here we use words and
use the bag of words paradigm. We use confusion letters normalization to account for
Arabic letters that have multiple shapes and/or that are frequently misspelled

. We ignore Non-Arabic characters and numerals.

2.2 Similarity Measures

One needs to distinguish between lexical and semantic similarity. Each has its strong
and weak points. We are interested in similarity of texts not only in a single language
but also in cross lingual (CL). Our focus will be on the case when Arabic is an element
of the texts compared. We deal exclusively with MSA texts (no dialects). The main
similarity measure we employ is cosine similarity.

Lexical Similarity
The text is represented as a vector of its constituent words, possibly with term fre-
quencies (TF) and inverse document frequency (IDF) and standard metrics (e.g. cosine)
are used to measure the distance between the representations of the two text chunks as
the similarity measure. Documents are ranked according to the metric used. The size of
the vector can be as large as the number of words in the language/corpus (vocabulary),
which can be quite large. Clearly, for moderately sized texts the resulting vectors are
sparse and more so for shorter texts. One may use truncation techniques to limit the
vector size and speed up the computations.

For Cross Lingual similarity one needs to transform one of the texts into the
language of the other, say through dictionary lookup or more sophisticated translation,
and compare the resulting vectors (in the same language). Clearly, table lookup is not
adequate as it faces the problem of synonymy: multiple words with the same meaning,
and the issue of which form to include in the translated text comes up. More sophis-
ticated translation can be expensive. The best bet is probably to use machine translation
methods to transform the text from one language to the other with all its advantages and
drawbacks.

Semantic Similarity
Here one may want to exploit the meaning of the constituent tokens to assess the
similarity of text chunks. This can take the form of exploiting Web content such as the
Wikipedia and Categorized Text collections as is the case for Explicit Semantic
Association (ESA) [3] or the corpora in which associations between words are sought
as is the case for Latent Semantic Association (LSA) [14] or even the overlap of search
engine results. One may also rely on web based knowledge infrastructure such as
WordNet to estimate the similarity between words then generalize to text similarity.
Using the Least Common Subsumer (LCS) based on WordNet and its variations are
good examples of that. [17] uses Wikipedia categories of articles rather than articles
themselves to compute semantic relatedness by representing a term by a list of articles
containing the term in their title. [8] represent semantic meaning as a hierarchical
structure derived from the Wikipedia category system as opposed to the Explicit
Semantic Analysis approach which uses a flat vector representation in terms of
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Wikipedia articles. [4] use knowledge based representation of texts that is based on the
multilingual semantic network BabelNet and generate a graph to represent a document
that accounts for multilingual synsets and the relationship between synsets and com-
pare graphs to define similarity between documents. For the purposes of this paper, we
will focus on ESA and its variations with an eye on using it or its variants for Arabic
and CL similarity assessment. For CL settings, semantic similarity is the natural choice,
if one is to avoid translation.

Explicit Semantic Association (ESA) [3]
The ESA approach uses Wikipedia articles (or a sufficiently large finely categorized
text corpus) as concepts to represent the meaning of text chunks as vectors with
component values reflecting the associations of individual words with corpus concepts
(articles, topical categories).

Under the variant of ESA, we use here each vocabulary word of the corpus Wi of
language L is represented as an NL dimensional vector of concepts where N is the
number of selected concepts, say Wikipedia articles or categories, in language L. Thus
we have a matrix of |VL| rows and NL columns where |VL| is the size of the vocabulary
in L and NL is the number of selected concepts (articles/categories) for L. The value of
the jth component of the vector for the ith word wij is the tfi.df of word wi in the
Wikipedia article number j. Variations on this weighting scheme that take into account
factors like document size and category hierarchy features were discussed [6]. A word
usually belongs to more than one concept (possibly with various weights) reflecting the
different meanings of the word. One may truncate and look at the highest M concepts
for a word (M << N) and zero the rest for simpler computations. An inverted table for
the vocabulary is constructed to represent the matrix sorted by vocabulary words and
for efficient storage one may keep only non-zero entries of the sparse matrix and to
remove noise. The values for the word “bank” are likely to have larger values for
concepts/articles talking about finance and articles talking about water bodies in case of
article as concept representation and in categories dealing with water bodies and
financial institutions in the case of category as a concept representation. The same
reasoning can be applied to the Arabic word meaning class or queue.

The vector for an arbitrary sized text T is the sum of the vectors for its words
(possibly normalized to account for text length variations) and thus has the same
dimensions and structure as single word vectors; the format is independent of the text
size. So given two texts T1 and T2 in Language L, possibly of different sizes, the
similarity between these texts is the cosine similarity between the vector representa-
tions of T1 and T2. The vectors are likely to be sparse. The computational cost may be
reduced by eliminating low frequency words and retaining concepts of reasonable
quality, say of a particular length and link count: as important quality indicators.

On the surface of it, the vectors are language specific by the virtue of the concepts
being Wikipedia Language specific. The size and composition of different Wikipedias
vary a lot in terms of article numbers and quality. The number of articles needed is not
a problem since Wikipedias in most languages meet the 100 K count needed for this
technique to work for a single language. Of course, one has to worry about the quality
and coverage to make sure that the representations adequately and correctly cover the
different meanings of the language vocabulary terms.
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Cross-Lingual Explicit Semantic Association (CL-ESA) [6, 16]
For Cross Lingual similarity assessment, one may need to translate one text into the
language of the other to be able to compare the vectors representing both. However,
this is likely to involve machine translation issues that may affect the quality of the
results. A better option may be to use a common vector representation across the
languages, say by using concepts shared in the Wikipedias of both languages (say
Arabic and English) to form the vector representation. These concepts could be the
parallel articles or common categories. One possible way to do that is to work with
parallel Wikipedia portions: limit concepts to articles parallel in both languages. Each
text is still processed in its own language but the representation is in the common article
space induced by article parallelism. Basically, instead of translating the texts them-
selves we use the “translated” Wikipedia articles. To maximize dimensionality, one
may try to increase the number of parallel articles by making all language links bidi-
rectional for a pair of Wikipedias and employing transitivity through third languages
[6]. That is an Arabic article A with a Spanish parallel article S will have E as the
parallel English article when E is parallel to S [6]. Once these parallel articles are
known, the vector representations for texts in both languages become compatible and
text representations in both languages become comparable for similarity. The condition
is that an adequate number of parallel articles in the pair of languages of interest be
available with a reasonable distribution across topics to accommodate the various
meanings of words and the diverse uses of these meanings. We may be talking about
100 K parallel articles for each pair as the acceptable range.

The Wikipedia language links may not be mature enough: articles may have links
in only one direction the transitivity of such links may not work and there has been
some effort to preprocess the Wikipedias to reconstruct the missing links [6].

The availability of sufficient parallel articles in the pair of languages of interest may
be an issue. An added complication is that these parallel articles have to be of rea-
sonable quality (e.g. length and number of links), but also one needs to make sure that
they are really parallel, something that is not necessarily straightforward. It is our
observation that many of the articles declared as parallel between Arabic and English
are not really so. Good quality articles on “similar topics” may exist but being “not
parallel” neutralizes their contribution to similarity. The approach ignores the wealth of
knowledge that is not parallel but that may hold much info about word semantic
associations.

We also believe that some of the parallel links can be misleading by pointing to
empty or low quality articles, or even incompatible information. See for example the
Wikipedia articles on Ramallah in Arabic, English and Russian with major variations in
length and content. Combined with the need for a large dimensionality for the concept
vectors there is a threat that such an approach may not work properly for many
language pairs.

We have been working on an approach to CL-Similarity based on using concepts
that are language independent and express word and text semantics in terms of these
concepts. The mapping may still be done through the Wikipedia. The articles map texts
to a Wikipedia induced category structure common to all languages. So rather than
having Wikipedia articles serve as concepts, we employ select Wikipedia categories as
concepts. As before, we compute word category vectors and then text category vectors
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in all languages having the same dimensionality equal to the number of selected
categories. So we still have to compute the inverted index for our vocabulary in each
language over the selected common categories/concepts. The big advantage, in our
view, is that categories are defined across languages and may be limited even when the
Wikipedia itself continues to grow. What matters is having enough articles in a lan-
guage Wikipedia spanning a sufficient number of categories to allow the construction
of the inverted table for words in that language and the selection of categories used.
One can opt for the high quality articles in each of the languages provided we account
for size variations between languages in the vector-weighting scheme. For that, we
started with the standard: excluding articles with less than 100 words and less than 5
links.

The big question is where do we get the working categories, how large they need to
be and are they as good as concepts as the articles themselves? Our starting point is that
we use the Wikipedia category system, we try to limit ourselves to a particular class of
categories that are present in a sufficient number of reasonable quality articles and may
avoid too general categories that are most likely to span too large a chunk of articles as
non-discriminating. Our experiments, discussed later, show that more work is needed
on category selection.

3 ESA Experiments

In this section, we describe the experiments we performed to measure semantic
similarity.

3.1 ESA Through Wikipedia Articles as Concepts

Here, we did the following:

Infrastructure

• We selected a set of N Arabic Wikipedia articles (182,663 articles) and the set of
words (vocabulary, V) in these articles. For each word, say w in V, we built a vector
where dimension i is represented by the relative frequency (relfr: word
frequency/total frequency) for w in Wikipedia article i (wA vector). Thus for each
word w there will be an entry labelled by the article title (or ID) and has the relative
frequency of w in that article as the value. This is done for each word to get a matrix
MA of size |V|*N is generated.

• To compare two text chunks, we need to build an ESA vector for each text from
matrix MA. To build an ESA vector for a text chunk T we sum up the vectors of
each word occurrence in T. We could normalize by the max frequencies or T length.

• After building a vector for texts T1 and T2 the cosine similarity is calculated for
these vectors as a measure of the similarity between T1 and T2.

• We also worked with Cleaned Vectors: the text vector is cleaned by keeping only
the highest n values of components and resetting all other values to zero. We set n to
be 300. We believe that such a truncation may help us get rid of the noise in the
vectors and thus improve similarity between vectors.

Document Similarity for Arabic and Cross-Lingual Web Content 139



Evaluation
In the monolingual setting, we are interested in match between the Arabic text chunk
and its source document or in the text and the document parallel to its source for the CL
case. Therefore, our main concern was on the position of the ideal document in the
ranking resulting from similarity test. The average such ranking for all compared
chunks was taken as the assessment of the overall performance. This can easily be
converted into the standard Discounted Cumulative Gain (DCG) by taking the inverse
of the log2 of the rank. The ideal solution should give an average of 1 by matching the
test text/document with the corresponding document in the list. We also used the
number of cases where the source article was ranked from 1 to 10 as another perfor-
mance measure.

Experiments with Similarity of Arabic Text Chunks with Arabic Articles
We selected 500 Arabic Wikipedia articles with large word count (average word length
7191) and generated several (4) text packets of each article. The chunks were of size of
100, 200, 500 and 1000 words. We experimented with consecutive words from the start
of the article and with randomly selected words denoted by start and random,
respectively, in Table 1. Then we tested for similarity between each text packet and
each of the 500 articles using ESA text vectors with articles as concepts.

• The articles were ranked by similarity to the given text packet. This is done for all
packets of words sizes 100, 200, 500 and 1000 and for the two word selection
approaches (start of article and random).

• We did the same with the ESA_Cleaned vectors (vectors truncated to the highest
valued 300 dimensions).

Table 1 summarizes the results by giving the average rank of the words source
article, the number and percentage of cases when the real source article had rank 1 and
when it was ranked at most 10 for complete (Non cleaned) vectors. The same
parameters are repeated for truncated (Cleaned) vectors.

Table 1. Arabic semantic text similarity using start of article consecutive word chunks

Selected words Not cleaned vectors (based on article vectors) Cleaned vectors (based on article vectors)

Count Position
in article

Average
source article
rank

Rank 1 articles
(#, %)

Rank 1–10
articles (#, %)

Average
source article
rank

Articles at
rank 1 (#, %)

Articles with
rank 1–10 (#, %)

100 Start 30.42 218, 43.6% 366, 73.2% 26.65 224, 44.8% 376, 75.2%

Random 13.09 302, 60.4% 405, 81.0% 13.78 226, 45.2% 379, 75.8%

200 Start 23.75 279, 55.8% 410, 82.0% 20.92 272, 54.4% 399, 79.8%

Random 5.89 392, 78.4% 464, 92.8% 7.62 283, 56.6% 430, 86%

500 Start 16.98 340, 68% 430, 86.0% 15.98 332, 66.4% 425, 85%

Random 1.10 478, 95.6% 499, 99.8% 4.26 342, 68.4% 456, 91.2%

1000 Start 10.43 387, 77.4% 456, 91.2% 10.75 371, 74.25% 445, 89%

Random 1.03 488, 97.6% 500, 100% 3.48 358, 71.6% 469, 93.8%

Full
article

– 1 500, 100% 500, 100% 1 500, 100% 500, 100%
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While start of article word selection is giving reasonably good results even for 200
words, the results are much better for random word selection. One can attribute the
good results for the first words by the fact that they may reflect the article
introduction/summary. Random words seem to be giving a better picture about the
entire article. Cleaning vectors does not seem to give any returns and the results for that
case are a little worse than for the original vectors. For random word selection, 500
words seem sufficient to represent the article. This looks quite interesting given that the
average articles size is around 7000 words.

3.2 ESA Similarity Based on Wikipedia Tags (Categories) as Concepts

To use tags as concepts we did the following modifications on the ESA infrastructure:

• Instead of articles as concepts, we use Wikipedia categories with each selected
category representing a dimension. The vector for each word (wT vector) now
represents the categories of articles in which that word appears. So words in a
certain article A are processed by incrementing the value of the dimensions rep-
resenting the categories of A by times frequency of the word in that article.

• Thus, each word will have a vector of tags with length |T|, where T is the set of
selected Wikipedia tags, instead of a vector of Articles. A Matrix MT is created with
size of |V|*|T|.

• The vector for a text chunk is computed as before from word vectors as before.
Similarity is computed as before the tag vectors of text chunks.

Table 2 summarizes the testing results for Arabic articles using tag based vectors.
The results show that one could rely on tags as replacement for words within the single
language (in this case Arabic).

3.3 ESA Based Arabic Word Similarity for Articles and Tags
as Concepts

So far, we reported on similarity tests between Arabic text chunks and full articles
using ESA vectors. We employed the same approach to test similarity between Arabic
word pairs using some of the gold standards reported in the literature [1]. Again to
assess the performance we used ranking of word pair similarity. We assumed that the
gold standard similarity score induced a ranking on the pairs and we assumed that the
deviation from that ranking constitutes an aggregate measure of the success of a

Table 2. Using chunks of W random words from the selected articles based on tag-ESA

Word
count

Not cleaned vectors (based on tag vectors) Cleaned vectors (based on tag vectors)

Average source
article rank

Rank 1 articles
(#, %)

Rank 1–10
articles (#, %)

Average source
article rank

Articles at
rank 1 (#, %)

Articles with rank
1–10 (#, %)

100 33.82 169, 33.8% 316, 63.2% 34.36 169, 33.8% 309, 61.8%

200 19.50 261, 52.2% 389, 77.8% 18.95 258, 51.6% 385, 77%

500 3.49 386, 77.2% 472, 94.4% 3.59 380, 76% 472, 94.4%

1000 1.73 448, 89.6% 488, 97.6% 1.59 439, 87.8% 490, 98%
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similarity evaluation approach. We ran our experiments on two sets: one consists of 32
word pairs and another had 353, mostly translations of pairs originally developed for
English. We used both tags and articles as concepts in different test runs. We exper-
imented with various preprocessing parameters of the ESA like stemming, expansion,
tag selection, and different weighting. The results were not encouraging. The best
results of rank divergence we got for the 352 pairs was a little below 100 for both
articles and tags as concepts as opposed to the 176 one could expect from a random
placement. For the 32 word pairs we achieved about 6 in contrast to the expected 16 for
the random. Table 3 below shows a summary of our results.

We believe that the poor results of ESA for assessing similarity of word pairs are
due to the inability of ESA to distinguish the different senses of the same word and that
the word similarity for word pairs takes these senses into account, something that
cannot be achieved through ESA. ESA is more likely to work for larger text chunks
similarity providing better contexts for particular word senses. It is only that single
word similarity may not be the best domain of ESA. It may be of value to check the
performance of slightly larger, but still small, text chunks like paraphrases.

3.4 Cross Lingual ESA Similarity

Cross Lingual Similarity Infrastructure
In CL setting, we need to find similarity between text chunks in different languages. So
for article A1 in language L1 and article A2 in language L2 we need to find the
similarity between A1 and A2 based on their ESA representations. To do that we need
a common map between articles (in the case of Article-ESA) and tags (in the case of
Tag-ESA). In the case of Article-ESA we could take that to be the parallel articles of L1
and L2. So each dimension i for the Arabic word vector is an Article ID that has a
parallel article in English and thus defines the same i dimension in ESA vector for
English words. For the tags the same should apply with equivalent tags rather than
parallel articles. In the Tag-ESA both Arabic and English words have vectors with the
same dimensions. Each word vector is computed using the respective language
Wikipedia articles with no parallelism restrictions.

In article ESA each Wikipedia article used in CL-ESA has an equivalent in the other
language. The parallelism may not be close to equivalence, though. For tag-as-a-concept

Table 3. Arabic word similarity pairs based on article and tag as concept vectors

Similarity test parameters articles/tags Articles as
concepts ESA

Tags as concepts
ESA

32 pairs 353 pairs 32 pairs 353 pairs

Plain/plain 8.33 96.50 8.67 111.99
Stemmed/filtered 7.73 90.62 9.47 99.63
Expanded 6.73 113.23 8.27 111.99
New weight/new weight 8.27 NA 9.87 NA
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ESA, the picture is mixed. Tagging is a community effort so no guarantees that the tag
structure even for truly parallel articles are the same. This is the down side. The up side
is that for tags no parallelism demands are placed on participating articles. The equiv-
alences between the tags is straightforward to establish and is readily available. The
problem is in the lack of consistency of tag assignments across languages that may
reflect on the CL similarity testing results.

We completed our infrastructure by building ESA vectors for Arabic and English
words, one suing parallel articles as concepts then using common tags as concepts. For
the former we parsed only parallel articles and for the latter we placed no restriction on
the articles parsed.

Now to compare (test for similarity) text chunks TA in Arabic with chunk TE in
English we need the ESA vector of TA (sum of all words vectors TA computed from
the Arabic Wikipedia) and the ESA vector of TE (sum of all words vectors in TE
computed from the English Wikipedia) and then compute the cosine similarity. The
fact that the IDs of the concepts involved in creating the word vectors are the same
makes it possible to do a cosine similarity for vectors in different languages.

Cross Lingual Similarity Experiments
For CL-ESA testing, we performed experiments on the CL-ESA based on articles and
tags as concepts. We selected 500 articles from the Arabic Wikipedia, with at least
1500 unique Arabic words each and which have equivalent (parallel) English versions
within 500 words of the Arabic article count. So we had 500 Arabic articles and 500
parallel English Articles of comparable length. We ran each English article over the
Arabic articles and ranked the Arabic articles by similarity to the English article being
compared to find the rank (position) of the equivalent Arabic article. Again we used
plain ESA and ESA_Cleaned vectors and did the testing for both Article-as-concept
and Tags-As-Concept. Then we tried a preprocessing step involving the normalization
through down-casing (UC vs. LC) and using log vs. relative frequency in the vectors of
the English articles. The results are reported in Table 4 for Article-ESA and Tag-ESA.

Table 4. English articles similarity with Arabic articles based on article-as-concept and
tag-as-concept vectors

Similarity test
parameters
CL_ESA+

Not cleaned vectors Cleaned vectors

Average
parallel article
rank

Rank 1 parallel
articles (#, %)

Rank 1–10
parallel
articles
1–10 (#, %)

Average parallel
article ranking

Rank 1 parallel
articles (#, %)

Rank 1–10
parallel
articles
1–10 (#, %)

relfr, UC:
article tag

210.64 1, 0.2% 24, 4.8% 166.83 27, 5.4% 51, 10.2%

244.07 4, 0.8% 20, 4.0% 245.4 3, 0.6% 2, 0.4%

log, UC:
article tag

83.32 69, 13.8% 171, 34.2% 19.43 194, 29.8% 360, 72.0%

91.53 21, 4.2% 112, 22.4% 69.05 60, 12.0% 198, 39.6%

relfr, LC:
article tag

99.73 95, 19% 206, 41.2% 66.12 157, 31.4% 291, 58.2

138.64 26, 5.2% 93, 18.6% 132.58 18, 3.6% 84. 16.8%

log, LC:
article tag

113.07 16, 3.2% 49, 9.8% 6.51 249, 49.8% 445, 89%

144.40 16, 3.2% 62, 12.4% 137.87 31, 6.2% 120, 24.0%
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While Article-as-concept ESA seems to have performed well, reaching close to
90% for the 1–10 placement result, one can easily observe a major weakness in the
results for Tags-ESA. Vector cleaning seems to have improved the results for both
tests, but more so for the first case. Our explanation is that the noise introduced in the
CL_ESA processing that may vary from one language to another is removed in the
cleaning process. In the single language case one may assume that the noise is equally
present on all vectors and thus has minimal effect on the results. More importantly, the
tag-as-concept approach seems not to be good enough for the cross lingual case. We
believe that this has to do with the type of tags we used and that the tag system may not
be consistent as should be in the Arabic Wikipedia. It may be the case that more careful
tag selection will produce better results. Of course the issue is not only to get the better
results (though still below article) but the ease with which the results can be expanded
to other languages without the need to work with the scarce parallel resources. We need
only to have parallel tags, something that isn’t as demanding as parallel articles. One of
our explanations currently being tested is that the tag assignment process may not be
consistent across languages and that some sort of homogenization is needed if one is to
get reasonable results from this approach. We are continuing to investigate this issue.

4 Conclusions and Future Work

We reported on a series of experiments we performed to test for Cross Lingual simi-
larity. Our approach was based on Explicit Semantic Association (ESA) and used
Wikipedia as the underlying structure. The results were mixed based on the concepts
used and the work is still ongoing. One of our conclusions is that the tags vectors are
not working as good as the standard ESA with some preprocessing. We need further
experimentation to see if that can be improved based on more cleaning and better
category selection. The standard ESA on the other hand seems to be giving reasonable
results, though not necessarily as good as reported for other languages. The quality of
the Arabic Wikipedia may be one of the contributors to this and a possible direction of
future work is to see if a better selection of articles can help improve the results. We are
currently investigating the effect careful selection of tags on the performance of the
system. We are also investigating the effects of combining article and tag representa-
tions on the system performance. We would like also to study the possible use of deep
learning including neural nets [6] in our approach. We will also study the computa-
tional costs of the used methods and the practicality of their utilization.
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Abstract. Sentiment analysis is the Natural Language Processing
(NLP) task that aims to classify text to different classes such as pos-
itive, negative or neutral. In this paper, we focus on sentiment analysis
for Arabic language. Most of the previous works use machine learning
techniques combined with hand engineering features to do Arabic sen-
timent analysis (ASA). More recently, Deep Neural Networks (DNNs)
were widely used for this task especially for English languages. In this
work, we developed a system called CNN-ASAWR where we investi-
gate the use of Convolutional Neural Networks (CNNs) for ASA on 2
datasets: ASTD and SemEval 2017 datasets. We explore the importance
of various unsupervised word representations learned from unannotated
corpora. Experimental results showed that we were able to outperform
the previous state-of-the-art systems on the datasets without using any
kind of hand engineering features.

Keywords: Arabic language · Arabic sentiment analysis
Convolutional neural networks · Pretrained word representations

1 Introduction

Sentiment analysis [1], also known as opinion mining [2], is a Natural Language
Processing (NLP) task that receives much attention these years where the main
goal is to classify text to sentiment classes such as positive or negative, or more
fine-grained classes such as very positive, positive, neutral, etc. In the last years,
sentiment analysis plays an essential role where it helps to develop many online
applications for customer reviews and public opinion analysis [2–5]. The classical
sentiment analysis systems focus on classical opinion such as binary classification
(positive or negative), while others developed systems for multiple categories
such as six basic emotions (anger, happiness, fear, sadness, disgust, and sur-
prise) [6]. Sentiment systems can then be used to identify sentiment categories
from texts.
c© Springer International Publishing AG 2018
A. Lachkar et al. (Eds.): ICALP 2017, CCIS 782, pp. 147–158, 2018.
https://doi.org/10.1007/978-3-319-73500-9_11
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Most of the previous work on sentiment analysis developed systems for
English language because resources are publicly available for the community.
For Arabic language, there has been less progress, but in the last few years,
more resources are freely available for the Arabic language community espe-
cially after integrating the Arabic sentiment classification as one of the shared
tasks in SemEval workshop in 2016. Most of the previous work in ASA used
hand engineering features [7] or machine learning approaches such as SVM com-
bined with features such as morphological features, POS tagging, etc. [8,9]. More
recently, [10] explored different deep learning architectures to do Arabic senti-
ment classification.

In recent years, deep neural networks are widely used machine learning mod-
els. They have shown large success by achieving state-of-the-art results in various
NLP applications such as dependency parsing [11], language modeling [12], ques-
tion answering [13,14], speech recognition [15] and machine translation [16,17].
In addition, deep neural networks are widely used for sequence modeling tasks
such as Named Entities Recognition (NER), Part-of-Speech (POS) tagging,
recurrent neural networks (RNN) and obtained state-of-the-art in various lan-
guages such as English [18], German [19], Italian [20] and Arabic [21]. Various
RNN models, like Long-Short Term Memory (LSTM) [22,23] and Gated Recur-
rent Unit (GRU) [16], have shown success in modeling sequential data like speech
recognition [15] and POS tagging [24].

In this paper, we present CNN-ASAWR (Convolutional Neural Networks
for Arabic Sentiment Analysis using Word Representations), our system uses
Convolutional Neural Networks (CNN) as a deep learning model for ASA.
Originally invented by [25] for pattern recognition and rediscovered after that
by [26], convolutional neural networks are widely used mainly in various appli-
cations in computer vision where they obtained the state-of-the-art results, as
well as natural language processing. In image classification, CNN based models
(AlexNet, ZF Net, GoogLeNet, VGGNet and ResNet) won the ImageNet compe-
tition since 2012 [55]. Other computer vision applications using CNN are object
detection [27,28], image segmentation [29], image captioning [30,31] and more
recently, they are used in self driving cars [14,32].

In NLP, CNN received less attention from the NLP community compared
to computer vision. More recently, CNNs are used in many NLP applications
and have been shown to be effective in NER [18,33], sentence modelling [34],
search query retrieval [35], semantic parsing [36] and more recently in machine
translation [37] and text summarization [38].

In this paper, we present a deep learning model based on convolutional neural
network for ASA. We explored the use of different word representations trained
on unannotated corpora. We investigate three main word representations: Stan-
ford Glove vectors, Skip-gram (SG) model and Continuous bag of words (CBOW)
model. These Arabic word embeddings developed by [39] are publicly available
for the community. The final architecture of our model can be described as a
CNN trained on top of word representations. Despite little tuning of hyperpa-
rameters, our model achieves excellent results on two datasets, suggesting that
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the pretrained word representations are universal feature extractors that can be
used for various classification tasks.

Experiments on SemEval 2017 and ASTD dataset that are the two largest
available datasets for the community showed that we were able to get the state-
of-the-art results by outperforming the previous best system on ASTD dataset
that uses SVM classifier with features by a large margin. In addition, CNN-
ASAWR outperforms the winner system of the SemEval 2017 shared task on
ASA.

The rest of this paper is structured as follows. In Sect. 2, we discuss the
related work done in Arabic sentiment analysis and in Sect. 3 we present our ASA
approach which is based on CNN trained on pretrained word representations.
The experimental results will be presented in Sect. 4. Finally, we present the
conclusion with the future work in Sect. 5.

2 Related Work

In this section, we present an overview of the most dominant approaches in ASA.
In general, most of the previous Arabic sentiment analysis systems used machine
learning approaches where some systems used supervised methods while others
used unsupervised methods. Furthermore, these systems combined the previ-
ous machine learning approaches with features to perform the Arabic sentiment
classification task.

[40] built a system where they focused on conducting sentiment classifica-
tion at document level. The authors developed a method called EWGA (Entropy
Weighted Genetic Algorithm), which is a hybridized genetic algorithm that incor-
porates the information-gain heuristic for feature selection. This method allowed
the authors to improve performance and get a better assessment of key features.
They evaluate this method on a benchmark movie review dataset and U.S. and
Middle Eastern Web forum postings. The experimental results using EWGA
with SVM indicate high performance levels, with accuracies of over 91% on the
benchmark dataset as well as the U.S. and Middle Eastern forums.

[56] performed sentence-level sentiment classification for MSA. After a series
of experiments, the authors discovered that the appearance of a positive or neg-
ative adjective, based on their lexicon, is the most influential feature. [7] devel-
oped a sentiment analysis system for both Modern Standard Arabic (MSA) news
articles and dialectal Arabic microblogs from Twitter. Their model used many
features such as stemming, part-of-speech tagging and tweet specific features.
Finally, they extend the Arabic lexicon using Arabic-English phrase tables by
adopting a random graph walk approach.

[8] developed a system called SAMAR for ASA based on SVM to do classi-
fication. This system uses lots of features such as morphological features: word
forms and POS tagging, standard features such as UNIQUE (Q) feature and
Polarity Lexicon (PL), dialectal Arabic features and lastly genre specific fea-
tures (Gender, User ID, and Document ID).

[9] developed an ASA system called iLab-Edinburgh, using a hybrid approach
where the development of their system passes through two stages: the first stage
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consists of training a set of linear models on lexicon-based word-lemma unigrams.
In the second stage, they experimented with different lexica for training the LR
models. Their system attained the best performance at a Kendall score of 0.5362.
This system was the winner of the Arabic Twitter Task 7 in SemEval 2016.

More recently, [10] explored different deep learning architectures to do Ara-
bic sentiment classification. They used Deep Belief Networks and Deep Auto
Encoders combined with features based on an Arabic Sentiment Lexicon. In
addition, this system uses other standard lexicon features. To tackle the lack
of context handling in the last system, they used another deep learning model
called Recursive Auto Encoder (RAE). The experimental results showed that
RAE model outperforms all the other models by a large margin of around 9%.
RAE model takes advantage from semantic context and parsing order of words.
In addition, RAE didn’t use any no lexicon, and also no special features, but
only raw words as input.

3 Our ASA Approach

In this section, we present the main ideas behind our approach for ASA. We
begin by introducing the different word representations used in this paper. After
that, we do a quick review to the Arabic sentiment datasets used to evaluate
our model. Then, we present the main convolutional neural network architecture
used on the top of word vectors. Lastly, we show through a series of experiments
the importance of using weight normalization for training our neural network to
do ASA.

3.1 Word Representations

The research in representations of words as continuous vectors has a long his-
tory where many ideas were proposed [41,42]. More recently, [43] proposed a
model architecture based on feedforward neural networks for estimating neural
network language model. The most popular model for word representations was
developed by [44] called word2vec where they used either of two model architec-
tures to produce a distributed representation of words: continuous bag-of-words
(CBOW) model or Skip-Gram (SG) model. Another popular model for word
representations developed by [45] called “GloVe” (Global Vectors). The main
difference between this model and word2vec models is the representations of a
word in vector space: word2vec models use a window approach while GloVe uses
the global statistics of word-word co-occurrence in the corpus to be captured by
the model.

[46] used word embeddings features for English dependency parsing where
they employed flat (non-hierarchical) cluster IDs and binary strings obtained
via sign quantization of the vectors. For chunking, [47] showed that adding word
embeddings allows the English chunker to increase its F1-score. [48] showed that
adding word embeddings as features for English part-of-speech (POS) tagging
task helped the model to increase its performance. [49] argued that using word
embeddings in parsing English text improved the system performance.
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3.2 ASA Datasets

We have examined the performance of the proposed model on MSA/multi-
dialectal textual content. Experiments were conducted on two datasets manually
annotated for positive, negative or neutral polarity, they are:

• Arabic Sentiment Tweets Dataset (ASTD): A large sized-dataset of 10006
MSA/dialectal tweets collected and annotated by [50]. In our experiments, we
have considered objective tweets as neutral ones. In addition, the set adopted
for training was unbalanced.

• SemEval: Represents the Arabic dataset provided for the shared Task 4 enti-
tled “Sentiment Analysis in Twitter” in the international contest of SemEval-
2017 [51]. It is a medium-sized dataset of 3355 tweets written in MSA and
several Arabic dialects (Egyptian, Syrian, etc.).

Each dataset has been divided into a training set to train the model, a develop-
ment set to tune it and a test set for evaluation. The detailed statistics of the
polarity distribution across these sets are reviewed in Tables 1 and 2.

Table 1. The polarity distribution across positive, negative and neutral classes in
training sets

Dataset Size Positive Negative Neutral

SemEval 2684 521 1014 1149

ASTD 8005 613 1280 6112

Table 2. The polarity distribution across positive, negative and neutral classes in test
sets

Dataset Size Positive Negative Neutral

SemEval 671 222 128 321

ASTD 2001 186 404 1411

3.3 Convolutional Neural Networks Architecture

Convolutional neural networks are powerful machine learning models that shown
good performance in many NLP tasks such NER, machine translation, text sum-
marization and language modeling. In this work, we use CNN for ASA. The main
architecture of our CNN is depicted in Fig. 1 where we are classifying the Ara-
bic sentence which
means in English: An angry French customer breaks into the Apple Tech store.

In the first step, we initialize each word in the sentence with pretrained word
representations from one of the three models: Glove, Skip-Gram or CBOW.
Then, we feed these word vectors to the convolutional neural network as input
sentences which will be used in the convolutional layer and max pooling as
the next step. Finally, the sentence is classified as “Positive”, “Negative” or
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“Neutral” which can be seen in the last layer (FC with Softmax) containing
three output classes. Our CNN architecture is a variant of [33] model where
the authors used it to perform part-of-speech tagging, chunking, named entity
recognition, and semantic role labeling.

Given a tweet T with length n where we add padding whenever it is necessary
for the model, T is represented as the following:

vn1 = v1 ⊕ v2 ⊕ ... ⊕ vn (1)

where vi ∈ Rk represents the word vector of the i − th word in the sentence S
with k is the dimension of the word vector and ⊕ represents the concatenation
operator. We use successive filters w ∈ Rmk to obtain multiples feature map.
Each filter is applied to a window of m words to get a single feature map:

Fi = f(w.vi+m−1
i + b) (2)

where b is the bias and f is the non-linearity where we used ReLU (Rectified
Linear Unit). The general form of a feature map is the following:

F = [F1, F2, ..., Fn−m+1] (3)

where F ∈ Rn−m+1. In the next step, we applied a max-over-time pooling oper-
ation [33] to the feature map and take the maximum value. The results are feed
to a fully connected softmax layer to get probabilities over the tweets (Fig. 1).

Fig. 1. The system architecture. The word vectors are initialized with pretrained word
representations from one of the three models: Glove, Skip-Gram or CBOW. We feed
these word vectors to the convolutional neural network as input sentences. Here, the
sentences will be classified as “Positive”, “Negative” or “Neutral” which can be seen
in the last layer (FC with Softmax)
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We repeat the same operation to many filters to get the next convolutional layer.
To fight overfitting and prevent co-adaptation of hidden units, we use Dropout
method [52] as the main method for regularization in our model.

4 Experiments

In this section, we begin by presenting the details about the training process and
hyperparameters used by our model. After that, we give the experimental results
obtained by using our model based on convolutional neural networks, pretrained
word representations and weight normalization.

4.1 Training Details

To train our convolutional neural network, we use backpropagation algorithm to
update our model parameters on every training example using stochastic gradi-
ent descent (SGD) over mini-batches. Several methods have been proposed to
enhance the performance of SGD, such as Adadelta [53] or Adam [54]. Although
we observe faster convergence using these methods, none of them perform as
well as SGD.

For other specific CNN hyperparameters, we note that we used the SemEval
dev set to choose the best ones. We used ReLU (Rectified Linear Unit) as the
non-linearity function, which proved its efficiency. It should be noted that we
explored other non)linearity functions such Sigmoid function, Tanh function,
and others, but none of them were able to be efficient than ReLU. To overcome
the problem of model overfitting, we use a dropout rate of 0.5. For filter windows,
we set their values to 3, 4 and 5 with 100 feature maps each. We choose the size
of the mini-batches to be 50. For the ASTD dataset, it should be noted that we
randomly select 10% of the training data to be the dev set.

4.2 Results

The experiments were carried out on ASTD and SemEval 2017 datasets. We
begin by presenting the effect of using pretrained word representations compared
to the random word vectors on ASA.

Table 3 presents the results of our CNN trained on the top of different pre-
trained word representations on both ASTD and SemEval datasets. The results
are compared to the random word vectors.

From the results showed in Table 3, we conclude that the best F1-score was
obtained by using the pretrained word vectors from the CBOW model. Fur-
thermore, we observed that using pretrained word embeddings with all models
(Glove, Skip-Gram and CBOW) allowed the model to improve significantly its
performance over the model used just randomly initialized word vectors.

Firstly, we improved the F1-score by 7.68 points and 4.13 points respec-
tively on the ASTD and SemEval datasets when we used GloVe pretrained word
embeddings. Secondly, we obtained 7.87 points and 4.35 points improvement in
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Table 3. Results using three pretrained word vectors: Glove, Skip-Gram and CBOW
models and the comparison with randomly initialized word vectors.

Models F1-score

ASTD SemEval

CNN + Random word vectors 64.15% 58.54%

CNN + Glove vectors 71.83% 62.67%

CNN + Skip-Gram model 72.02% 62.89%

CNN + CBOW model 72.14% 63.00%

F1-score on respectively ASTD and SemEval datasets when use pretrained word
embeddings from Skip-Gram model. Lastly, we were able to improve the F1-score
by 7.99 points and 4.46 points on respectively ASTD and SemEval datasets by
using pretrained word embeddings from the CBOW model.

The last results are consistent with the fact that these pretrained word vectors
are universal feature extractors that shown an important results in different
NLP applications such named entity recognition and Part-of-speech tagging. To
compare our model with the previous state-of-the-art systems, we will use the
best results obtained from the combination of CNN and CBOW model.

In the next stage, we compare CNN-ASAWR with the previous best models.
We note that for SemEval 2017, until now, we were not able to see the description
of the winner system in this shared task competition about Arabic sentiment
classification. Table 4 shows the comparison between our model and the winner
system called NileTMRG. We were able to outperform their system by 0.95
points in F1-score. Table 5 presents the comparison between our model and [50]
system. Their system is based on SVM classifier. Related to the results, we were
able to outperform their system by a large margin (9.54 points in F1-score).

As far as we know, we are the first to explore the effect of pretrained word
representations on ASA. By combining the power of deep convolutional neural

Table 4. Comparison between CNN-ASAWR and NileTMRG which is the winner on
SemEval 2017.

Model F1-score

Model F1-score NileTMRG 61%

CNN-ASAWR 63%

Table 5. Comparison between CNN-ASAWR and previous best system on ASTD
dataset.

Model F1-score

Nabil et al. (2015) 62.60%

CNN-ASAWR 72.14%



Empirical Evaluation of Word Representations on Arabic Sentiment Analysis 155

networks with word representations learned from unannotated corpora, we were
able to obtain state-of-the-art on two publicly available datasets without resort-
ing to any kind of hand engineering features.

5 Conclusion and Future Work

This paper presents a deep convolutional neural network for ASA that provide
the best sentiment classification results on two Arabic sentiment datasets: ASTD
and SemEval 2017. We took advantage of using convolutional neural networks in
ASA since this model works well in computer vision applications such as image
captioning, image classification and others, where it achieved state-of-the-art
results. The model truly is end-to-end which means that it does not rely on
hand engineering features considered as time consuming.

A key aspect of our model is that it explores the power of deep convolutional
neural networks trained on the top of pretrained word representations trained
on unannotated corpora. We investigated different models of word representa-
tions (CBOW, Skip-Gram and Glove) and compare the results with randomly
initialized word vectors. Experimental results showed that the pretrained word
representations largely outperformed the random ones with a good margin. This
is consistent to the previous results on English sentiment analysis and also to
other NLP applications such NER, POS and chunking and confirm the general
idea that these pretrained word vectors are universal feature extractors.

In the future work, we will test our model on more Arabic datasets, especially
from Arabic dialects such Moroccan, Tunisian, and others, in order to show its
stability to various dialects. Furthermore, we will investigate how adding to our
model with more features such as part-of-speech tags features, morphological
analysis features, and other would influence the results. Finally, we will explore
the use of another pretrained word embeddings trained on multilingual Arabic
dialects and compare the results with the word embeddings used in this work.
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Abstract. Automatic text summarization is an important research area origi-
nating from the late 50’s but not losing its celebrity until now. Over the past half
a century, automatic text summarization has seen a great interest especially in
English language. However, in Arabic language, few works have been done in
this field. This paper intends to survey the most relevant approaches in Arabic
text summarization, giving special emphasis to extractive techniques. The lim-
itation of these approaches and the main difficulties faced when dealing with
such application are also discussed. Special attention is devoted to the pecu-
liarities of Arabic language, which have posed challenges to the task of
summarization.
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1 Introduction

Text summarization is an essential application of Natural Language Processing (NLP).
It is an imperative and timely tool for understanding text information. The objective of
automatic text summarization is abridging texts into briefer version, conserving its
overall meaning [1]. This allows the reader to decide whether a document contains
required information with minimum effort. There is no doubt about the importance of
such application. For example, it could be used as an informative tool in search engine
web pages to find the pertinent and required information [2].

According to [3], a summary is “a text produced from one or more texts, that
conveys important information of the original texts and that is no longer than half of the
original text(s) and usually significantly less than that”.

Summarization systems can be categorized according to several characteristics:
language, input, method output, generality…etc. (see Fig. 1). This enables summaries
to be characterized by various properties [4]. For example, according to the degree of
generality, a summary can be classified into generic or query driven summaries.
Generic summary attempts to represent all relevant topics in the input document while
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query driven summary depends on the user information need. We can also distinguish
between single document summarization and multi-document summarization depend-
ing on the number of input documents to be summarized. Regarding the output, a
summary can be either indicative or informative. Indicative summary is used to specify
what topics are tackled in the input document. This will allow users to get an overall
and a brief idea of the source text. Informative summary is intended to cover all topics
addressed in the source text with further details.

Furthermore, we can talk about monolingual and multilingual summarizer.
Monolingual summarization systems are designed to work with only one language and
have the input document and the output summary in the same language, unlike mul-
tilingual summarizers, which cover more than one language.

Moreover, a broad difference is made between extract and abstract depending on
the adopted approach. An extractive approach consists in selecting key sentences from
the source document based on statistical and linguistic features, and concatenating them
into a briefer form [1]. Abstractive approach differs mainly from extractive approach by
providing summaries having some degree of inference about background knowledge
not necessary presented in the original document [5]. In other words abstractive
summarization means that, a new text is generated using the lexical, syntactical,
semantic and rhetoric ingredients of the original text.

Fig. 1. Summarization taxonomy
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The goal of this paper is to survey the most salient extractive Arabic text sum-
marization approaches.

The rest of this article is organized as follows: Sect. 2 gives an overview of some
salient peculiarities of Arabic language. Section 3 focusses on summary evaluation
issues. Then, Sect. 4 resumes the main proposed approaches for extractive Arabic text
summarization. Section 5 explains the limitation of these approaches and the major
challenges faced when dealing with such application. Finally, Sect. 6 concludes this
paper.

2 Arabic Language Particularities

Arabic is the first language of more than 200 million persons through the world, and the
official language of 21 countries [6]. Arabic language possesses specific peculiarities
that make it distinctive, but at the same time, they pose several challenges to various
Arabic natural language processing (ANLP) tasks, such as automatic summarization,
sentence segmentation, and even word stemming. Some of these challenges include its
complex morphology, the ambiguity, and its inflectional and derivational nature.

Regarding morphology, Arabic language is very rich and very complicated. Indeed,
several words (sometimes more than ten) in Arabic can be formed using one single
root, some patterns and some affixes. Affixed letters are very similar to root letters,
which leads to several ambiguity. Thus, one single word could have diverse mor-
phological features, as well as different POS. For instance, the word “ مهف ” can be tagged
as a conjunction ”ف“ followed by the pronoun “ مه ” (they), or as a verb (to understand),
or as a noun “ مهف ” (understanding).

Many reasons lead to this ambiguity. One salient reason is the lack of vowels that
are only used in the holy Quran, and which are completely omitted in Modern Standard
Arabic (MSA) written texts. Taking as an example, the word ( ملع ) that can be read as
( مّلعَ /Ellama/he teaches), or as ( مَِلعَ /Elima/he knew), or as ( مْلعِ /Elm/a science) or as ( مَلعَ /
Elam/a banner)

Another possible reason is the omission of writing marks, like Hamza (ء) and dots
on letters. Therefore, dissimilar words can be written in the same way. For instance
omitting the two dots on ( ةـــ ) in the word ( ةملعم /a teacher), makes it exactly similar to
( هملعم /his teacher). Similarly, omitting Hamza in the words ( نلأ /because) makes it
identical to the verb ( نلا /it softened). This type of ambiguity causes serious problems in
many ANLP tasks including word sense disambiguation, machine translation and even
word stemming.

Furthermore, Arabic does not have capital letters [7], which affect the recognition
of named entities in the annotation process. For example, the word “ ءافو ” can be
annotated as a named entity, or as an Accusative of purpose of the verb “ ىفو ” which
means ‘to honor’.

Finally, Arabic is a highly derivational and inflectional language [8]. Arabic words
are generally composed of several morphemes. Thus, we can easily find one single
word that can be represented by a complete statement. For instance, the word ( َاهومكُمُزِلُنَأ )
represents a statement that means ‘Shall we compel you to accept it’ (see Fig. 2.)
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In fine, it is to be pointed out here, that the aforementioned challenges make
difficult ANLP tasks, which can probably explain the lack of publically available tools
and resources for Arabic language.

3 Summary Evaluation

Assessing the quality of summary is a challenging task in the field of automatic texts
summarization. Indeed, there is no sole “perfect” summary. Summaries written by
different people can be different at the content level. Writing this type of documents
requires a deep understanding of the text in order to identify ideas, style and arguments,
which each person does differently.

Another factor behind this challenging task is the fact that evaluating summary
requires a comparison with reference summaries [9]. This implies the existence of
benchmark corpora that contains documents to be summarized and their reference
summaries. Creating such benchmark corpora is an expensive and time-consuming task
[10]. Moreover, several summaries can be appropriate for the same document, and even
the same person can summarize the same document in different way over time [11].

Moreover, evaluation process itself is a great problem. Person evaluation is
time-consuming [12], and provides unsteady evaluation score. To overcome these
problems, automatic methods such as ROUGE [13] and AUTOSUMENG [14] have
been introduced.

According to [15], Evaluation methods are classified into intrinsic and extrinsic
methods.

In extrinsic methods, summaries should be evaluated based on their utility and
ability to perform certain tasks, such as classifying documents, or using summaries
instead of original documents in question/answer systems. A summary is then con-
sidered effective if it allows its reader to answer the questionnaire as well as other
readers who have read the source text. Intrinsic methods evaluate summaries based on
their properties and content. Intrinsic methods consist of comparing machine

Fig. 2. Example of Arabic inflection
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summaries with expected output data, such as one or more reference summaries, or
relevant sentences chosen by human subjects to be included in the summary.

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [13] is a prominent
measure that involves the differences between words distribution. It consists of a
package that includes various ROUGE measures, like ROUGE-L (Longest Common
Subsequence), ROUGE-N (N-gram Co-Occurrence Statistics), ROUGE-W (Weighted
Longest Common Subsequence), etc.

ROUGE is highly used by DUC (Document Understanding Conferences) ever
since 2004. This measure is considered as a standard by the community, because of its
strong correlation with manual notations.

Although, based solely on the content of summary, ROUGE suffers from numerous
drawbacks related to its dependence on the units (N-grams) used for the calculation of
the scores. The multi-word units as “United States of America” and relatively unim-
portant words such as “the”, “but”, etc. biased the number of co-occurrences. In
addition, many preprocessing steps that rely on language dependent resources are
required previously [9].

Other automatic methods are also used. AutoSummENG (Automatic Summary
Evaluation based on N-gram Graphs) [14] has been introduced as a language inde-
pendent evaluation method. The basic idea behind this method is to create at first an
n-gram graph for the candidate summary as well as for reference summaries. Then, the
average of the similarities between the candidate summary and each reference summary
is calculated in order to evaluate the system. As a variation of AutoSummENG, the
MeMoG (MergedModel Graph) [14] relies on one merged graph representing the
references summaries to calculate its similarity with the candidate summary rather than
using all graphs of reference summaries.

At the ACL 2013 Multi-Ling Workshop, NPowER (N-gram graph Powered
Evaluation via Regression) [16] was added to the automatic evaluation methods. The
authors used linear regressions to Combine AutoSummENG and MeMoG methods,
and the evaluation process is formulated as a machine-learning problem. For more
details about this method, see [16].

4 Arabic Text Summarization Approaches

This section describes the principal approaches proposed in the field of Arabic text
summarization.

4.1 Discourse Theories

Rhetorical Structure Theory. The Rhetorical Structure Theory (RST) [17] is perhaps
the most popular theory of discourse. In the RST framework, texts are represented by
labeled trees, whose leaves correspond to atomic text segments, called elementary
discourse units (EDUs), and internal nodes correspond to the rhetorical relations.
Adjacent nodes in the tree structure are linked by rhetorical relations (causal, joint,
manner, etc.) forming a discourse sub tree, which can then be subject to this linking.
For more details about this theory, one should see [17].
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The first employment of this theory on Arabic text summarization has been
addressed by [18]. The authors suggested different techniques, algorithms and design
patterns to be considered when developing Arabic summarizers based on RST.

Then, in [19] the rhetorical structure theory was also used for classifying Arabic
security documents. The authors propose a technique that parses each paragraph in the
document, build the rhetorical tree that represents its structure, and then determines the
importance of each paragraph by examining the tree root. If the importance of the
paragraph conforms to the user instruction, the classifier labels it with the required
classification.

In [20], the authors propose a two-pass algorithm. In the first pass, RST is used to
generate a primary summary. Therefore, a rhetorical analysis of a text is performed in
order to generate all possible RS trees, upon which the primary summary is generated.
In the second pass, each sentence within the primary summary is awarded a score based
on word frequency and overlap with title keyword. To produce the final summary,
sentences having the highest score are selected tacking into account the user com-
pression ratio.

Other approaches provide a hybrid model like in [21]. The proposed model com-
bines RST and vector space model (VSM). The model discovers at first the most
important paragraphs based on semantic criteria, and then uses the VSM to rank these
paragraphs based on the cosine similarity feature. Results revealed that combining
VSM with RST improves the precision of the summary over employing RST only.

Segmented Discourse Representation Theory (SDRT). The Segmented Discourse
Representation Theory (SDRT) proposed by [22] is a theory of discourse interpretation
that seeks to combine two paradigms: discourse analysis and dynamic semantics.
According to SDRT, a text is segmented into text units linked to each other via
rhetorical relations, resulting into directed graphs called SDRS graphs. Unlike RST, in
SDRT multiple discourse relations can link one discourse unit to adjacent or
non-adjacent units. That is to say, several discourse relations can simultaneously link
two text units in SDRT.

For the best of our knowledge, [23] addressed the first employment of this theory
on Arabic text summarization. The authors tackle discourse analysis of Arabic docu-
ments following the SDRT framework. They explore how discourse structure can be
exploited to produce indicative summaries. To this end, they design several algorithms
that take as input the document discourse structure and generate as output a set of
elementary discourse units, which will be used to produce the summary. To check the
effect of discourse structure on producing indicative summaries, a comparison was
made between the produced summaries and reference summaries, manually generated
from two discourse annotated corpora following RST and SDRT framework. Results
revealed that all discourse structure (graphs vs. trees) are very useful and can highly
improve the results of automatic Arabic text summarization.

4.2 Cluster Based Approach

Many Arabic text summarization systems use clustering to generate a summary. For
instance, [24] proposed an Arabic single and multi-document summarization approach
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based on automatic sentence clustering and an adapted discriminate analysis method.
Their system uses a clustering algorithm to group similar sentences into clusters. The
proposed approach takes advantage of term’s discriminate power to score sentences.

In the same context, [25] proposed a model based on document clustering and key
phrase extraction. The model used a hybrid clustering (partitioning and k-means) to
group Arabic documents into several clusters, then it extracts important key-phrases
from each cluster. The model reached good results for single and multi-document
summarization but no comparison with other systems was achieved.

Unlike the previous presented systems, [26] uses clustering to group words with the
same root in the same cluster. The number of words in that cluster determines the
weight of each word in the cluster. Then the score of each sentence is calculated based
on several features. Sentences having the highest score are selected to be included in
the final summary.

Finally, in [27], the authors investigate the use of clustering in Arabic multi-
document summarization and for redundancy elimination. To this end, the authors
conducted two experiments. In the first one, K-means algorithm is used to cluster
sentences. More precisely, a number of sentences are selected randomly as the initial
centroids, and then all sentences are assigned to the closest cluster based on their cosine
similarity measure. To produce the summary, two selection methods are used: In the
first method, the first sentence of each cluster is selected, while in the second one, all
sentences in the biggest cluster are selected. For the second experiment, sentences
selection is carried out before the clustering, and only the first sentence from each
document and the most similar sentence are selected. Then, all the subsequent steps are
similar to the first experiment. For evaluation, DUC-2002 dataset and an Arabic par-
allel translation version are used. Evaluation results are compared with the best five
systems in the DUC 2002 competition. The proposed summarizers achieved the best
scores when comparing ROUGE-1 results.

4.3 Machine Learning Based Approach

In the machine learning based approach, the summarization process is formulated as a
binary classification problem. A set of training documents and their references sum-
maries are required. Sentences are classified based on statistical features as summary or
non-summary sentences.

Several Arabic summarization systems have been adopting machine learning and
statistical techniques. For instance, in [28] the authors integrate Bayesian and genetic
programming (GP) classification methods to generate summaries, using a reduced set
of features. The system uses manually labelled corpora for training. Experiments show
that Bayesian classifier tends to have high recall unlike GP classifier, which has a high
precision. When combining both classifiers, the authors found that the recall and the
summary size are increased, but when using the intersection of the two classifiers, the
precision is increased and the summary size is decreased.

Later, in [29], the authors investigate the use of several classification methods
including: probabilistic neural network (PNN), genetic algorithm (GA), Gaussian
mixture model (GMM), feed forward neural network (FFNN), and mathematical
regression (MR) for automatic text summarization task. The authors proposed a
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trainable summarizer that use ten features such as sentence centrality, position, key-
words, sentence similarity to the title, etc. The authors investigate, at first, the contri-
bution of each feature on the summarization process. Then all features are used to train
the previously mentioned methods on a manually created corpus, in order to obtain
features weights. After that, the models are used to rank sentences in the testing corpus.
Highest-ranking sentences are selected to produce summaries. Numerous experiments
were also performed using DUC 2001 corpus. The obtained results indicated that
GMM model is the best.

In the same context, [30] use support vector machine (SVM) algorithm in their
system to produce summaries. The authors use eight statistical features among which
sentence position, title keyword, indicative expression, TF-IDF score, etc. Only 60
Arabic documents are used in their experiments. The preliminary results published are
encouraging (F-measure = 0.991). However, the authors could have extended their
evaluation on a larger corpus to prove the effectiveness of their approach.

Recently, [31] proposed a supervised approach using AdaBoost to produce Arabic
extracts. The authors use a set of statistic features such as overlap with word title,
sentence position, sentence length, etc.

After building the AdaBoost learning model, all features are extracted from each
sentence in the input document (to be summarized). Then, the features vectors are
passed to the AdaBoost classifier, which decides whether their corresponding sentences
should be included in the summary. The authors use a manually created corpus. The
performance evaluation in term of F-measure is compared to those obtained using j48
decision trees as well as multilayer perceptron (MLP). The obtained results indicate
that the proposed model outperforms multilayer perceptron and j48 decision trees.

4.4 Graph Based Approach

In the graph-based approach, the document is represented in the form of undirected
graph. For every sentence, there is a node. An edge between two nodes is drawn if there
is a relation between these two nodes. A relation can be a cosine similarity above a
threshold, sharing a common word, or any other type of relationships. After drawing a
graph, it is possible to view the sub-graphs of connected nodes as a cluster of distinct
topics covered in the document.

Recently [32] proposes a graph-based approach for Arabic document summariza-
tion. In this approach, each document is represented by a weighted directed graph,
whose nodes correspond to document sentences, and edges weights correspond to
similarity between sentences. This similarity is determined by ranking the sentences
according to some statistical features. The summary is extracted by finding the shortest
path between the first and the last nodes in the graph considering the user compression
ratio. Evaluation is done using EASC corpus, and intrinsic methods.

4.5 Textual Entailment Based Approach

Textual entailment has been introduced as a general framework for modelling semantic
variability in several NLP tasks. An entailment relation consists in determining whether
the meaning of one sentence can be inferred by another one [4]. The summary obtained
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by using entailment inferences only includes sentences that are not entailed by any of
the sentences in the previously accumulated summary.

Very little research has been done to combine Arabic text summarization and text
entailment to produce extracts. In a single case [33], the authors tackle the problem of
developing Arabic text summarization system (LCEAS), that produces extracts without
redundancy. Lexical cohesion is applied to distinguish the important sentences from the
unimportant ones in the text. As a result, poor information is removed from the text
before applying the text entailment algorithm. In the next stage, cosine directional
similarity method is applied to decide which sentences are not redundant. The text
entailment algorithm suggested in [34] is enhanced to make it suitable for Arabic
language. Performances evaluation of LCEAS are compared with previous Arabic text
summarization systems. Results indicate that LCEAS outperforms the previous Arabic
text summarization systems.

4.6 Ontology Based Approach

Arabic WordNet is a lexical database for Arabic. It clusters words into sets of syn-
onyms called synsets, together with short general definitions called gloses, and
determines the different semantic relations between these synonym sets.

Some researchers tend to use this lexical database in their systems. For instance,
[12] presented a new query based Arabic text summarization system (OSSAD) using
Arabic WordNet and an extracted knowledge base. Both Arabic WordNet and the
domain specific knowledge base are used to expand the user’s query. For summa-
rization, the authors use decision tree algorithm. When comparing OSSAD generated
summary against other Arabic summarization systems tested on the same data, the
results show that OSSAD reach the best performances.

We end this section by Table 1, which presents a summary of the surveyed studies
in chronological order.

Finally, it should be noted that, we can’t compare the results obtained by these
studies, because these systems are not evaluated using the same corpus and the same
evaluation methods. As we can see in Table 1. In the majority of the surveyed
researches, authors used their own corpus to evaluate their systems. This is due to the
lack of publically available Arabic gold-standard summaries for several years.

5 Limitations of Extractive Approaches and Main Challenges

As we over mentioned, all the summarization approaches described in this paper are
extractive. This means that sentences are selected from the input document to produce a
summary. Unless a background repository is being used, the system is limited only to
the words explicitly mentioned in the input text [5]. In machine learning based
approach such as [28–30] other limitations appear. One limitation is ignoring relevant
words that appear in abundance in the testing document but not in the training docu-
ment, so the system lacks the ability to analyze such words, and it will treat them as
unimportant words.
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Table 1. A summary of the surveyed studies in chronological order

Research
work

Year Approach Input Evaluation method Used corpus

[18] 2005 RST Single
document

Precision Author’s corpus

[28] 2006 Bayesian and Genetic
programming

Single
document

Recall, precision,
F-measure

Authors’ corpus

[29] 2009 GA, MR, FFNN,
PNN, GMM

Single
document

ROUGE-1, recall,
precision

Authors’ corpus

[19] 2009 RST Single
document

Not mentioned Authors’ corpus

[30] 2010 SVM Single
document

Precision, recall,
F-measure

Authors’ corpus

[27] 2011 K-means algorithm Multi-document ROUGE-1, recall,
precision

DUC 2002
corpus and
Arabic translated
version

[26] 2012 Clustering Single
document

Recall and Precision Authors’ corpus

[20] 2012 RST Single
document

Precision, recall,
F-measure,
All ROUGE
measures

Authors’ corpus

[21] 2013 RST and Vector
space model

Single
document

Recall, precision,
F-measure

Authors’ corpus

[12] 2013 Ontology + decision
tree algorithm (C4.5)

Single
document

ROUGE-L Authors’ corpus
and EASC
corpus

[24] 2014 Clustering + mRMR Single and
multi-
document

ROUGE-1
ROUGE-2

EASC,
TAC2011
MultiLing Pilot
corpus

[25] 2014 clustering Single and
multi-
document

ROUGE measures EASC corpus

[32] 2014 Graph Single
document

Precision, recall,
F-measure

EASC corpus

[31] 2015 AdaBoost Single
document

Precision, recall,
F-measure

Authors’ corpus

[23] 2015 SDRT Single
document

Precision, recall,
F-measure

Authors’ corpus,
Arabic Treebank
(ATB v3.2
part3)

[33] 2015 Text entailment and
Lexical cohesion

Single and
Multi-document

ROUGE-2,
ROUGE-L,
ROUGE-W,
ROUGE-S,
AutoSummEng

Authors’ corpus
and EASC
corpus
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Another limitation is the lack of detection for the implicit relationships between
words in the input document. The ability to detect such relationships requires an
external knowledge and an analysis module. Most of the Arabic text summarization
approaches are affected by a similar limitation in the detection of concepts and the
relatedness between them. We think that, this is due to the shortage of linguistic
resources for Arabic language.

For discourse theories based approach, other challenges appear. For instance,
identifying discourse units boundaries in Arabic texts is not an easy task. One possible
reason is the irregular use of punctuation marks in Arabic texts.

Furthermore, Arabic discourse connectives are highly ambiguous. Indeed, we can
easily find an Arabic discourse connective that can signal more than one discourse
relation and in some cases has no discourse usage. This leads to several problems in
discourse segmentation and even relations labeling. Taking as an example the con-
nectives .”و“ According to [35] this connective has six meaning, which can be
classified into two classes called “fasl” and “wasl”. The first class includes the states
where the connective is a good indicator to begin a segments (it has a discourse usage).
This class contains: (1) “ مسقلاواو ” that means testimony, (2) “ برو ” that means few or
someone and (3) “ فانئتسلااواو ” that simply joins two unrelated sentences. The second
class includes the different states where the connector has no discourse usage, and it has
no effect on the segmentation. This class contains: (1) “ ” that introduces a state,
(2) “ ةيعملاواو ”, which means the accompaniment and (3) “ فطعلاواو ” that relates words
or sentences.

Finally, we can say that determining the effective features that extract the main
ideas from the input document and that cover all important themes is a greater chal-
lenge in extractive text summarization especially for Arabic language.

6 Conclusion

This survey paper is focusing on extractive Arabic text summarization approaches. We
presented the most recent progresses and researches raised in this field.

At first, we described some basic notions related to automatic text summarization,
and some salient characteristics of Arabic language, and then we presented the main
approaches proposed in this field to generate Arabic extracts. Finally, we discussed the
limitations of these approaches and the major challenges faced when dealing with such
application.

As a conclusion, we can say that Arabic text summarization is still in its initial stage
compared to works done in English and other languages. This is partially, due to the
shortage of ANLP tools and the complex morphology of Arabic language.
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Abstract. In recent years, personalized search has widely been used in
Information Retrieval Systems (IRS) to provide the end user with more
sophisticated and accurate search results. A basic element that plays an
important role in personalized search is the user context which contains
several aspects such as the user preferences, navigation history, habits,
etc. A user may express his information needs in various languages. This
requires the IRS to be able to consider all the contextual information
provided in these languages. In this work, we present M-CAIRS, a Mul-
tilingual Context-aware Information Retrieval System that takes into
account multilingual user contexts to better model the user search inter-
ests. Experimental results show a strong correlation between the user’s
relevance judgment and the automatic results obtained by our system,
which proves the consistency and adequacy of our proposal.

Keywords: Information retrieval · Multilingual information retrieval
Reference ontology · Document indexing · User context · User profile
Relevance judgment

1 Introduction

In recent years, the amount of information available on the web has seen an
exponential growth. According to the Internet live stats website1, there were at
least 1.2 billion websites on the indexed web as of May 2017, and in every second,
approximately more than 60, 000 Google queries are launched. This explosion
in both the amount of data and the launched queries has made it hard for
Information Retrieval Systems (IRS) to accurately find and identify relevant
information that can address the users needs and preferences in a precise manner.

Search engines are one of the most popular tools to find information on the
web. Classical search engines return the same results to different users (one size

1 Internet live stats is a website that provides live statistics regarding the Internet
http://www.internetlivestats.com.
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fits all) even though each one of them has a distinct context and a specific goal
when searching for information. This generally ends up providing the users with
some irrelevant results that fail to address their specific information needs. The
problem of query ambiguity is also one of the main reasons for search quality
decay [1]. The query ambiguity is due to several reasons including polysemy (a
single word may have multiple meanings), and synonymy (different words may
have the same meaning). For example, a user who searches for the word “apple”
may be interested in either a fruit or a company. Therefore, in order to solve
these problems, the information retrieval community has made a huge focus on
personalization. Personalized Search aims to reduce the queries ambiguity and
return the most probable results that are more likely to be of interest to the user
based on specific user modeling techniques.

User Modeling aims to build an adequate representation that models the
user’s interests either individually [2] or as part of a community [3] that shares
similar preferences. When user modeling techniques are incorporated, the search
process is generally called Personalized Search; which has been widely used in
several domains such as Information Retrieval [2,4–7], Recommender Systems
[8–10] and many applications such as e-learning [11,12] to provide the end user
with more relevant personalized services. One of the main elements that play an
essential role in personalized search is the user context. When an IRS takes into
account the user context it is called Context-aware Information Retrieval System
(CIRS). Two factors are important in contextual information retrieval: (1) the
user’s short-term context, which includes his requests and various aspects such as
spatio-temporal information, and (2) the user’s long-term context which includes
his interests, preferences, knowledge, habits, expertise, etc. An important issue
that needs to be addressed when attempting to model the user’s context is the
problem of incorporating all the languages he uses in his queries. Indeed, if a user
queries the web in various languages, for example English, Arabic and French,
the CIRS should be able to effectively model and maintain this user’s preferences
and interests in each one of these languages.

In this work, we build M-CAIRS a complete context-aware information
retrieval framework that effectively models the user’s long term interests. Our
proposal is based on the work of Sieg et al. [13] and Gupta et al. [14] and pro-
poses improvements in profile updating and results re-ranking. Furthermore, one
of the main contributions of this work is the proposition of a method to effec-
tively incorporate multiple languages including Arabic in the ontological user
profile modeling framework.

The remainder of this paper is organized as follows: the next section presents
the background and some relevant related works that have been done in this area
and motivates our contribution. The details of our proposal are then described in
Sect. 3. In Sect. 4, we present and discuss the tests we have done and the results
we have obtained. In the last Section, we conclude our work and highlight some
possible future improvements.
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2 Background and Related Work

In this section we define some important concepts that will be used in the remain-
der of this paper, then we shed light on some of the relevant works that have
been made in this research area.

2.1 Background

The notions of context and profile may have several definitions depending on the
application at stake. Here we give our own definitions of these concepts along
with other relevant concepts that we will be using in this paper.

User Context: We define the user context as all the information about the
user that can be used to improve the personalized retrieval process. Two types
of user contexts are distinguished: (1) the short-term context, which includes
the user’s requests and various aspects such as spatio-temporal information (i.e.
geographical position, time, etc.), and (2) the user’s long-term context, widely
known as the user profile, which contains useful information about the user such
as his interests, preferences, knowledge, habits, expertise, search history, etc.

User Profile: We define the user profile as a source of knowledge that holds the
user’s long-term context. A certain structural representation is generally used to
store, maintain and update a user profile according to the changes that occur in
his interests and preferences.

The Open Directory Project (ODP)2: It is one of the largest existing
web directories, developed and maintained by a vast community of editors (over
90,000 publishers). It contains about 4 million websites distributed into a hierar-
chy of over 1 million manually created categories (concepts)3, where each concept
contains a set of manually associated websites. The first level of this hierarchy
contains generic concepts such as: Arts, Computers, Sport, etc. These concepts
become more specific as one goes deeper and deeper into the hierarchy.

The Reference Ontology [15]: It is an instance of a preexisting hierarchy
such as the ODP. This ontology is generally used to represent the user profile
as a hierarchy of concepts in which each concept is associated with an interest
score which indicates the degree to which the user is interested in this concept.
This user profile representation is very useful for personalization to keep track
of the user’s interests and update them according to the user’s daily activities.

2 http://dmoztools.net/.
3 The nodes of the ontology (hierarchy) are generally called concepts.

http://dmoztools.net/
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2.2 Related Work

The task of personalizing the search results is a very complicated process that
includes several important steps, the major steps are: collecting the users’ infor-
mation, building and updating their profiles and re-ranking the search results
according to the profiles being built. This section explain these steps and presents
some of the most relevant works which attempt to address each one of them.

The first step is to collect the user’s information which can be done either
explicitly or implicitly. The gathering of explicit user data generally asks the
users to provide their areas of interests, their preferences and/or their (posi-
tive/negative) feedbacks regarding the returned search results they are provided
with. An example of such a system is the work of Syskill and Webert [16] in
which the user is explicitly asked to rate web pages, and based on his feedback,
a software agent learns to decide which page might be of interest to a specific
user. Implicit data collection [17–20] on the other hand is done automatically,
where the user context (clicks, bookmarks, search history, desktop information,
etc.) is collected without any user intervention.

The second step is to build and maintain the user profiles. User profiles
are generally represented based on keywords also known as “Keyword profiles”
or concepts known as “Concept profiles”. Keyword profiles [21] are created by
extracting keywords from a set of documents, web pages and/or bookmarks vis-
ited by the user. They are stored as part of his browsing history. The most
important keywords on a web page are identified using some specific weighting
methods, and only the most highly weighted terms are kept. An example of such
a system is the one presented by Moukas and Alexandros [22] in which extracted
keywords were weighted using the TF–IDF measure [23] and a vector represen-
tation was used to represent both the user profile and the retrieved documents.
Concept profiles [20,21] are represented such that each concept represents an
abstract domain. These concepts are usually driven from an existing hierarchy
such as the ODP. A numerical value called “interest score” is generally associ-
ated with each concept to indicate the degree to which the user is interested
in it. In terms of concept profiles Sieg et al. [13] constructed the user profile
as an instance of a predefined ODP hierarchy. When a user interacts with the
system by selecting or viewing new documents, the scores of each concept will
be updated on the basis of its similarity with the viewed documents. A spe-
cific propagation algorithm is also used to allow activation weights to spread
throughout the entire ontological profile.

The last step is to make use of the built profile to reorder the search results
so as to better suit the user’s interests. To that end, Sieg et al. [13] presented a
re-ranking method that reorders the Search Engine results according to the user
profile interest scores. Gupta et al. [14] proposed a similar approach with the
incorporation of the original Search Engine ordering of the returned pages as a
feature along side the user profile.

The amount of focus on personalized retrieval in regard to the Arabic lan-
guage is very limited as stated in [24]. Some of the efforts in this area includes,
for instance, the work of Houssem et al. [25] in which a query enhancement
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system is proposed to extend the users’ search queries on the basis of their pro-
files and the Arabic Wordnet (AWN) [26]4, and the work of Safi et al. [24] in
which a hybrid profile construction method is introduced to incorporate both
implicit and explicit users’ information using the AWN as a reference hierarchy.
A special method is then used to update and maintain the conceptual interest
scores in the built profiles.

Even with the amount of research work done on personalized information
retrieval, no single strategy has seemed to yield ideal results, thus the continu-
ing efforts to improve them. This work aims to bring further improvements to
several aspects of this area such as multilingual retrieval, user profile building
and maintenance, as well as results re-ranking.

3 Context-Based Multilingual Personalized Search

This section presents M-CAIRS, our proposed system architecture, and describes
in depth the functioning mechanism of each of its components.

Figure 1 illustrates the different components of our proposed system, along
with the interactions between them. There are two main tasks: the first one
attempts to gather the user daily browsing activities and use them to build and
maintain his ontological user profile; the second one re-ranks the search results
corresponding to the user’s query reflecting the learned user profile.

Fig. 1. The architecture of our proposed multilingual context-aware IRS (M-CAIRS)

4 http://globalwordnet.org/arabic-wordnet/.

http://globalwordnet.org/arabic-wordnet/
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3.1 Building and Maintenance

The goal of this model is to gather the users’ daily browsing activities and use
them to build and maintain their user profiles.

First, we define the user profile as an instance of the ODP hierarchical concept
database. The depth of the ODP hierarchy can reach up to 11 levels, which makes
the concepts at the bottom very specific. We have used only the first two levels
of the ODP hierarchy, which prevents the concepts from being too specific and
keeps them relatively general. This, we believe, is more suitable for holding their
long-term interests as shown in Fig. 2. We have considered only three languages:
English, Arabic and French, which are the languages mostly used by the users
we have investigated5. Since the ODP is principally an English-based hierarchy,
all the other languages such as Arabic and French are found in the first level
under the concept “World”. We have tweaked the structure of the hierarchy to
place the three languages at the top level as shown in Fig. 2. Figure 2 shows the
reference ontology used in M-CAIRS. It includes a total of 548 concepts. We
assume that our choice will keep the profile a little general yet suitable to hold
the users long-term interests in each one of the three considered languages.

For each language, all the documents found under the same concept will be
merged together to form a single super-document. These super-documents will
then go through a preprocessing step which includes stemming, normalization
and empty words removal according to each specific language. A vector space
representation is then used to represent each concept by a vector of terms of
length n where n is the vocabulary size in the considered language. The TF–IDF
weighting [23] is then used to produce a vector of weights for each concept.

TF–IDFi,j =
TF (ti, dj)

max(TF (t, dj))
∗ log(

n

ni
) (1)

TF (ti, dj) is the frequency of the ith term in the jth document,
max(TF (t, dj)) is the highest term frequency in document j and log( n

ni
) is the

inverse document frequency of term i in the collection where n is the total num-
ber of terms and ni is the frequency of term i.

Fig. 2. The ODP reference ontology used in M-CAIRS

5 We note that other languages can be integrated exactly in the same way.
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When a user visualizes a document dj = {t1, t2, ..., tm} containing m terms,
this document will be similarly preprocessed and represented in a vector space
representation as a vector of weights w1, w2, ..., wn. Having this vector represen-
tation for both the concepts and the visualized documents allows us to easily
estimate the similarity between them, which is very useful to update the user
profile accordingly.

As mentioned above, the user profile is going to be an instance of the reference
ontology shown in Fig. 2 with the addition of a specific weight called interest
score IS(ci) which is associated to each concept ci to indicate the user’s level of
interest in it. The following Algorithm1 is proposed to update and maintain the
user’s interests scores:

Algorithm 1. Pseudo algorithm for updating the interest scores in the
ontological user profile

Input : C = c1, ..., cn; D = d1, ..., dn; T = t1, ..., tn.
Output: Returns the updated concepts C = c′

1, ..., c
′
n.

1 Function UpdateScores(C, I):
2 Initialize the priorityQueue;
3 Initialize all the activation scores;
4 foreach di ⊆ I do
5 Li = language identification of di;
6 foreach cj ⊆ C found under Li do
7 if firstLevel(cj) and sim(di, cj) > 0 then
8 cj .activation = log ti

size(di)
∗ IS(ci) ∗ sim(di, cj)

9 priorityQueue.add(cj)
10 end
11 end
12 while priorityQueue.size > 0 do
13 Sort the priorityQueue;
14 cs = priorityQueue[0];
15 priorityQueue.dequeue(cs);
16 foreach concept ck linked with cj do
17 ck.activation+ = cs.activation ∗ ck.weight;
18 priorityQueue.enqueue(ck)
19 end
20 end
21 end

Algorithm 1 is based on the spreading algorithm proposed by Sieg et al. [13]
with only some differences: we have included the time spent and the size of the
visualized documents for the estimation of interest scores as suggested by Gupta
et al. [14], and we have also extended it to take into account multiple languages.

Given a set of documents D = d1, ..., dn visualized by the user for a given
amount of time T = t1, ..., tn, the algorithm attempts to update the interest
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scores of the user concepts C = c1, ..., cn based on their similarity with the
visualized documents.

For each visualized document di, we first start by identifying its language
Li

6, then we estimate its degree of similarity with each first level concept cj
in the user profile found under language Li. Then we associate an activation
score to cj on the basis of its similarity with di along with the size and the time
spent on it. This will give an activation score to all the concepts found in the
first level (for the considered language)7. For the rest of the concepts we use the
spreading mechanism presented by Sieg et al. [13] to spread the activation from
each concept to its children, and so on. The weight of each relation wis between
a parent concept i and one of its children s determines how much activation this
parent should spread to each one of its children. This weight is calculated using
the following formula (proposed in [13]):

wis =
−→ni ∗ −→ns−→ni ∗ −→ni

(2)

where −→ni is the terms vector of concept i and −→ns is the terms vector of its child
s. This formula allow a parent to spread more weights to its children that are
similar to it.

With this algorithm we make sure that the user profile will always be up to
date as the user visualizes new documents on the browser, and expresses new
interests in different languages.

3.2 Re-ranking the Search Results

The re-ranking module is used to improve the initial order presented by the
Google Search Engine, in response to a certain user query using his built onto-
logical profile.

First, we identify the language in which the user query has been issued to
be preprocessed accordingly, then the Google Search API will be used to obtain
the corresponding results.

Algorithm 2 is similar to the re-ranking algorithm proposed by Sieg et al.
[13], the difference is that we discard the similarity between the document and
the query and we instead leave it to be handled by the search engine. We also
take account of the original Google ranking when estimating the new result order
as suggested by Gupta et al. [14].

Given that the user profile is defined as a set of concepts C = c1, ..., cn each
with its interest score, and a set of documents visualized by the user R(q) =
d1, ..., dn in response to his query q in their original order decided by the Google
Search Engine, we start by identifying for each document di its most similar
concept best concept. Then we estimate the user interest level in that document
6 We have used the Google Language Detection API [27], to identify the document

language.
7 If a certain document contain textual information in several languages, the text

identification process will chose the most dominant one among them.
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Algorithm 2. Pseudo algorithm for search results re-ranking
Input : C = c1, ..., cn, R(q) = d1, ..., dn.
Output: Returns the new order for the documents of R′(q).

1 Function Re-ranking(C, I):
2 foreach di ⊆ R(q) do
3 Li = language identification of di;
4 best concept = C[0];
5 best score = 0;
6 foreach cj ⊆ C found under Li do
7 if sim(di, cj) > best score then
8 best concept = cj
9 best score = sim(di, cj);

10 end

11 end
12 userIntrest(di) = IS(best concept) ∗ sim(q, best concept)
13 finalrank(di) = α ∗ userIntrestdi + (1 − α) ∗ Googlerank(di)

14 end

as the product of the user interest score in di with the similarity between the
query and the best concept. The final rank of each document di is then estimated
as a linear combination of the original Google rank and the user interest score
in di.

Our intuition is that including the original Google ranking will be important
since it uses the Google Page Rank (PR) algorithm [28]8 which assigns higher
ranking for more frequently referenced web pages/sites. In the same time, we
include our estimated profile-based interest scores to hopefully maintain a certain
balance between the importance of a given page and the user’s degree of interest
in it.

4 Experiments

This section presents the details of our experiments and gives an in-depth dis-
cussion of the incorporated tests.

Our experiments examine two important aspects: first, we want to make sure
that the interest scores in the user ontological profile stabilize after a finite num-
ber of updates, which implies that the long-term user interests are successfully
learned. The second aspect aims to check if our proposed framework manages
to bring an improvement to the ordering of the standard search results order
making it more relevant to the user.

We first explain the process of data collection and preparation. We then
present the evaluation metrics we have used. Finally, we address the two afore-
mentioned key experiments.
8 The page rank algorithm works by estimating the rank/quality of a web page based

on the number and the importance of the web pages that reference it.



184 M. S. Hadj Ameur et al.

4.1 Users Data

Evaluating personalized systems is a very problematic task, since it requires
direct user intervention in order to provide his judgment of relevance which
poses a huge problem of confidentiality as pointed out by Gauch et al. [15].

In most of the personalized information retrieval research projects the authors
tend to collect user data along with their relevance judgment from their own
students or team members since random web users usually don’t welcome the
idea of sharing their personal search information and it is even more problematic
to get them to provide their judgment of relevance since it will cost them a
considerable amount of time and effort [14,29].

In order to automate and facilitate the capture of users’ activities, we have
developed a browser extension that gets installed on the user’s web browser
and instantly sends his browsing activities (the URLs of the visited websites,
time spent on each web site, etc.) to our web server. We have provided this
extension to 24 users from our university and automatically gathered their daily
browsing activities for about two months period starting from March 2015. Only
the top five profiles that have the maximum number of visited URLs have been
considered in our evaluations. Table 1 shows the number of visited URLs for each
one of these five selected profiles.

Table 1. Statistics about the number of URLs visited by each one of the 5 selected
users

User profiles URLs

1 233079

2 61553

3 49704

4 36694

5 33426

4.2 Evaluation Metrics

To investigate the effectiveness of our personalized re-ranking system we incor-
porate two measures: the Top-n Recall and the Top-n Precision. First, we define
the standard recall and precision metrics then, based on these, we formulate the
Top-n Recall and the Top-n Precision.

Recall. The recall is the ratio between the set of relevant documents retrieved
by the system and the total number of relevant documents.

Recall =
relevant documents retrieved by the system

total number of relevant documents
(3)
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Precision. The precision is the ratio between the set of relevant documents
retrieved by the system and the number of retrieved documents.

Precision =
relevant documents retrieved by the system

number of documents retrieved by the system
(4)

F measure. The F-measure metric combines both precision and recall to give
a better relevance judgment. We use the F-measure defined as follows:

F measure = 2 ∗ Precision ∗ Recall

Precision + Recall
(5)

Top-n Recall [30]: The Top-n Recall is the ratio between the number of relevant
documents found by the system in the first n returned documents, and the total
number of relevant documents that exist in the first n documents.

Top n Recall

=
number of relevant documents in the first n returned documents

total number of relevant documents in the first n documents
(6)

Top-n Precision [30]: The Top-n Precision is the proportion of relevant doc-
uments found by the system in the first n returned documents.

Top n Precision

=
number of relevant documents in the first n returned documents

n
(7)

4.3 Convergence of the Users’ Profiles

To ensure that the conceptual interest scores of the user profile will stabilize
after a certain number of updates, we have investigated the average rate of their
incremental increase.

Figure 3 shows the average increase rate in the conceptual user profile over
incremental updates. We can see that initially there is a considerable change rate
of the interest scores of the user profile. This changing rate starts decreasing
with the number of processed documents, and then reaches a stability level
(convergence) when about 600 documents (updates) have been processed, which
indicates that the user profile is such that the system has managed to learn the
long-term user interests.

4.4 Re-ranking Evaluation

This evaluation aims to investigate in a practical way if the reordered search
results better suit the user. To this end we have built 5 ontological user profiles
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Fig. 3. Change in average increase rate when incrementally updating the user profile

Table 2. Manually prepared queries for re-ranking evaluation

for 5 selected users, and prepared for each one of them a set of 15 queries, 5
for each language (Arabic, English and French). These queries were manually
selected according to the profile of each user. Each user was asked to provide his
optimal results order for each one of his queries to be considered as references.

Table 2 shows five queries for each of the three languages for one of the five
investigated users. We have executed these queries using our IRS with differ-
ent α priorities (α decides the priority between Google ranking and the user-
profile-based ranking). We have tested these queries with the reordering systems
proposed by Gupta et al. [14] and Sieg et al. [13] for comparison purposes9.

The graphs presented in Fig. 4 illustrate the average Top-n Recall and Top-
n Precision concerning five users, reported for the original results returned
by Google’s Page Rank and the algorithms proposed by Sieg et al. [13] and

9 We note that we have implemented ourselves all the systems we have compared; thus
conclusions should be taken with some caution.
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Fig. 4. Comparing the average Top-n Accuracy and Top-n Recall for the different
re-ranking methodologies

Table 3. Comparing the different re-ranking methods based on the F-measure metric
for each user

User 1 User 2 User 3 User 4 User 5

Google 0,70 0,78 0,74 0,72 0,67

Sieg et al. 0,72 0,76 0,75 0,77 0,80

Gupta et al. 0,81 0,83 0,79 0,79 0,74

M-CAIRS 0.5 0,87 0,92 0,90 0,85 0,90

M-CAIRS 0.9 0,87 0,85 0,84 0,85 0,84

M-CAIRS 1.0 0,85 0,84 0,84 0,87 0,80

Gupta et al. [14], as well as our proposed re-ranking system for α = 0.5, 0.9, 1.
We can see that our proposed re-ranking approach yields more accurate results,
and that when the value of α = 0.5, the best re-ranking results are achieved.

Table 3 shows the F-measure scores for the aforementioned systems as
reported for each individual user. The results show that our re-ranking app-
roach for α = 0.5 yields an improvement between 15% and 23% compared to
those of the Google system and between 5% and 15% compared to the other re-
ranking methods. This result confirms again the effectiveness of our combined
linear re-ranking. As a matter of fact, we note that the reported F-measure of
our proposed system for α = 0.5 is always around 0.9 which is very close to the
optimal possible re-ranking provided by the users.

The results we have obtained suggest that giving the same importance to the
personalized profile-based re-ranking and the Google-based ordering produces
more relevant re-ranking results. This also confirms our original intuition that
encourages the inclusion of Google ranking of the returned pages along side the
ontological user profile interest score.
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5 Conclusion

In this work we have presented M-CAIRS, a multilingual Context-aware IRS in
which the user’s long-term interests are automatically learned and represented
using an ontological user profile. The constructed profile is then used to re-rank
the search results in a way that better fits the user’s needs and preferences.

Our system can easily be deployed on a web server and accessed using any
web browser. We believe that the contributions of this work are as follows:

– This work addresses the case of multilingual personalized retrieval with the
inclusion of the Arabic language.

– An effective re-ranking method is proposed to better meet the users’ infor-
mation needs.

– A comparative study has been done between different IR systems.

This work can be developed in various directions. These include the incor-
poration of more contextual short-term features such as the user’s geographical
position, time, etc. Also other languages beside English, Arabic and French can
be incorporated in the user profile.
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Abstract. In this paper, we conduct an investigation of automatic authorship
attribution on seven Arabic religious books, namely: the holy Quran, Hadith and
five other books, by using two fusion techniques. The Arabic dialect is the same
(i.e. Standard Arabic) for the seven books. The genre is the same and the topic of
the different books is also the same (i.e. Religion).

The authorship characterization is based on four different features: character
trigrams, character tetragrams, word unigrams and word bigrams. The task of
authorship identification is ensured by four conventional classifiers: Manhattan
distance, Multi-Layer Perceptron, Support Vector Machines and Linear Regres‐
sion. Furthermore, we propose two fusion approaches to strengthen the classifi‐
cation performances. Finally, a particular application is dedicated to the author‐
ship discrimination between the Quran and Hadith, in order to see if the two books
could have the same Author or not. Results have shown the importance of the
fusion techniques in authorship attribution and confirm that the two books (Quran
and Hadith) should belong to two different Authors, which implies that the Quran
could not be written by the Prophet.

Keywords: Computational linguistics · Fusion approach · Authorship attribution
Automatic text classification · Author discrimination · Quran authorship

1 Introduction

Stylometry or author recognition is a research field that consists in recognizing the
authentic author of a piece of text. It is evident that the recognition accuracy is not as
high as some biometric modalities that are used in security purposes, but it has been
shown that for texts with more than 2500 tokens, the recognition task becomes signifi‐
cantly accurate [1, 2].

Stylometry can be divided into several research fields: Authorship Attribution
(referred to as AA) [3], Authorship verification, Authorship discrimination, Authorship
Indexing and Plagiarism detection.

That is; determining the real author of a piece of text has raised several questions
and problems for centuries. Problem of authorship can be of interest not only to human‐
ities researchers, but also to politicians, historians and religious scholars in particular.
Thorough investigative journalism, combined with scientific analysis (e.g., chemical
analysis) of documents has traditionally given good results [4].
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Furthermore, the recent development of improved statistical techniques in conjunc‐
tion with the large availability of digital corpora, have made the automatic and objective
inference of authorship a practical and easy task. That is why, this research field has
seen an explosion of scholarship, resulting in several related works [5, 6].

Research works on authorship attribution usually appear at several types of debates
ranging from linguistics and literature through machine learning and computation, to
law and forensics. Despite this interest, the field itself is somewhat in confusion with a
certain sense of best practices and techniques [4].

As mentioned above and concerning the different existing related works, despite the
large utilization of stylometry in the occidental languages, there are not a lot of articles
(relatively) related to Arabic text categorization [7], especially for religious texts.

One can find a couple of recent works of author discrimination in Arabic [8], but
very few ones are applied on the Quran: in 2012 for instance, Sayoud presented a series
of author discrimination experiments between the holy Quran and Hadith [9]. Once, the
author used the two books in their entirety and another time, he segmented the books
into 4 segments each. In both experiments he showed that the authors of the two books
are different. Later on, he published another article showing an experiment of author
discrimination between the holy Quran and Hadith by using a hierarchical clustering
[10]. Results were interesting since they sharply showed two important clusters repre‐
senting the two corresponding authors: Quran author and Hadith author.

In this investigation, we are interested in conducting a stylometric analysis on these
two religious books in a larger textual corpus and with several authors. So, in order to
enlarge the dataset and increase the number of authors, we have decided to use 7 different
books and then 7 different authors (Quran, Hadith and 5 other religious books). These
experimental conditions are theoretically more consistent for the discrimination/attri‐
bution task.

An interesting new idea is the proposal of the Fusion approach, which we applied in
two different forms: Fusion of Classifiers (FC) and Fusion of Features (FF). In the
knowledge of the author, it is the first time that it has been applied in stylometry with
the proposed forms (i.e. FC and FF).

2 Corpus of the Seven Religious Books

As cited previously, there are seven different books written by seven different authors:
the holy Quran, Hadith and 5 other books written by 5 religious scholars. We recall that
the Arabic styles are almost the same (i.e. Standard Arabic) for the 7 books, the genre
of the books is the same and the topics are also the same (i.e. Religion). We called this
dataset: SAB-1 (Seven Arabic Books – dataset One). These books are described as
follows:

1stbook: the holy Quran, it is considered as the divine book of Islam [11]. The Quran
is considered to be written by Allah (God) and only sent down to the Prophet Muhammad
fourteen centuries ago (Fig. 1).
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2ndbook: the Hadith contains the authentic statements and speeches of the Prophet
Muhammad in different situations [12]. In this investigation we used the Bukhari Hadith.
Moreover, we removed the Quranic verses present in the Hadith to get only pure state‐
ments of the Prophet (Fig. 2).

Fig. 1. Old page of the holy Quran.

Fig. 2. Old page of the Hadith.

3rdbook: text collection of Alghazali (Author: Mohammed al-Ghazali al-Saqqa): it
contains some articles and dissertations of Alghazali. This author is a contemporary
Egyptian religious scholar, who is born in 1917 and died in 1996. Sheikh al-Ghazali
held the post of Chairman of the Academic Council of the International Institute of
Islamic Thought in Cairo.

4thbook: text collection of Alquaradawi (Author: Yusuf al-Qaradawi): it contains some
articles and dissertations of Alquaradawi. This author is a contemporary Egyptian/Qatari
religious scholar, who is born in 1926. He is the head of the European Council for Fatwa
and Research, an Islamic scholarly entity based in Ireland. He also serves as the chairman
of International Union for Muslim Scholars (IUMS).
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5thbook: text collection of Abdelkafy (Author: Omar Abdelkafy). This text collection
contains some articles and dissertations of Dr. Omar Abdelkafy, who was born in
Almenia, Egypt on May 1, 1951. He memorized the Holy Quran completely when he
was ten years old. Dr. Abdelkafy also memorized Sahih Al-Bukhary and Muslim with
full references. Abdelkafy studied Islamic Theology and Arabic Linguistics from clever
scholars and started serving the Islamic Dawah in 1972.

6thbook: text collection of Al-Qarni (Author: Aaidh ibn Abdullah al-Qarni). This text
collection contains some articles and dissertations of Shaykh Aaidh ibn Abdullah al-
Qarni, who was born in 1960. He is a Saudi religious scholar and author of a famous
book. Al-Qarni is best known for his distinguished book “La Tahzan” (in English: Don’t
Be Sad), which had a lot of success over the time.

7thbook: text collection of Amr Khaled (Author: Amr Mohamed Helmi Khaled).
Several articles and dissertations of Amr Khaled have been collected into a unique text.
This author was born in 1967 in Egypt. He is an Egyptian Muslim activist and television
preacher. He is often described as “the world’s most famous and influential Muslim
television preacher”.

Those seven books are preprocessed and segmented into different and distinct text
segments, and every segment is about 2900 tokens each.

3 Authorship Attribution Methods

Several experiments of Authorship Attribution (AA) are conducted on the 7 segmented
religious books. For a purpose of feature selection and evaluation, four types of char‐
acteristics are employed: character-trigram, character tetra-gram, word and word-
bigram. Two of these features are based on characters and the two others are typically
lexical.

Also, four different classifiers are used for the automatic authorship classification
(into ideally 7 different classes), where every class should represent one particular
author. The different classifiers are defined as follows: Manhattan centroid distance [9];
Multi Layer Perceptron NN [13]; SMO based Support Vector Machines [14, 15] and
Linear Regression [16, 17].

Furthermore, in this investigation, a Fusion approach is proposed to enhance the
attribution accuracy of the conventional classifiers/features.

In order to enhance the authorship attribution performance, we have proposed the
use of several classifiers and several features, which are combined in order to get a lower
identification error: this combination is technically called Fusion [18].

Theoretically, the fusion can be performed at different hierarchical levels and forms.
A very commonly encountered taxonomy of data fusion is given by the following tech‐
niques [19, 20, 21]:

• Feature level where the feature sets of different modalities are combined. Fusion at
this level provides the highest flexibility but classification problems may arise due
to the large dimension of the combined (concatenated) feature vectors.
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• Score (matching) level is the most common level where the fusion takes place. The
scores of the classifiers are usually normalized and then they are combined in a
consistent manner.

• Decision level where the outputs of the classifiers establish the decision via techni‐
ques such as majority voting. Fusion at the decision level is considered to be rigid
for information integration [22], but it is not complicated in implementation.

In this investigation, we propose the use of the third technique, namely the decision
level based fusion. Furthermore, two types of combinations are employed: combination
of features, called FDF or Feature-based Decision Fusion, and combination of classi‐
fiers, called CDF or Classifier-based Decision Fusion.

– Feature-based Decision Fusion (FDF): In the first proposed fusion (combination
of several features), three different features are employed: Character-tetragram;
Word and Word Bigram.

The fusion technique fuses the different corresponding scores of decision into one
decision (the final decision). The chosen classifier is Manhatan centroid because it has
shown excellent performances during the previous experiments.

The Feature-based Decision Fusion or FDF (see Fig. 3) consists in fusing the outputs
of the classifier according to a specific vote provided by the different decisions: each
decision concerns one feature Fj.

PCA reduction

PCA reduction

Feature FN

Clasifier 1 O1

Clasifier 2 O2

Clasifier Xo DN

Feature F1

Feature F2

………………

Clasifier Xo D1

Clasifier Xo D2

………………
.

Decision Df

with 

Authorship Attribution 
Decision

Fig. 3. Principle of the Feature-based Decision Fusion (FDF)
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The fused decision Df of N features is given by the following equation:

Decision = Df , with f = argmaxj(freq(Dj)) (1)

freq denotes the occurrence frequency of a specific decision and j = 1..N.

– Classifier-based Decision Fusion (CDF): In the second proposed fusion (combina‐
tion of several classifiers), three different classifiers are employed: Manhattan cent‐
roid; SMO-SVM and MLP.

As previously, the fusion technique fuses the different corresponding scores of deci‐
sion into one decision (the final decision). Concerning the choice of the features, the
word descriptor has been used because it has been shown that this type of feature
presented relatively good performances during our experiments.

The Classifier-based Decision Fusion or CDF (see Fig. 4) consists in fusing the
outputs of the different classifiers according to a specific vote provided by their different
decisions: each decision concerns one classifier Cj.

PCA reduction

PCA reduction

Feature F0

Clasifier 1 O1

Clasifier 2 O2

Clasifier XM DM

Feature F0

Feature F0

………………

Clasifier X1 D1

Clasifier X2 D2

……………….

Decision = Df

With 

Authorship Attribution 
Decision

Fig. 4. Principle of the Classifier-based Decision Fusion (CDF)

The fused decision Df of M classifiers is given by the following equation:

Decision = Df , with f = argmaxi(freq(Di)) (2)

freq denotes the occurrence frequency of a specific decision and i = 1..M.
All the results of the fusion approach are represented in Tables 1 and 2, summarizing

the corresponding AA scores of the first and second fusion techniques respectively.
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Table 1. Error of identification with and without feature-based fusion (FDF)

Table 2. Error of identification using the classifier-based fusion (CDF)
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4 Experiments of Authorship Attribution

As mentioned previously, seven Arabic religious books are investigated and analyzed
in order to make a classification of the text documents per author: the experimented
corpus is called SAB-1. We also recall that several features and several classifiers are
used in the experiments of authorship attribution.

We noticed that the best results were obtained by the Manhattan distance and the
MLP, which give an error of only 1.05%, the SVM present an identification error of
2.1%. Furthermore, in other experiments (not mentioned in this paper) the Manhattan
distance outperformed all the evaluated classifiers, showing the high performances of
this last one. The three authors: Aaid-Alkarni, Abdelkafy and Alghazali presented some
problems of authorship attribution depending on the choice of the classifier. Again, the
two first ones are often confused with other authors. We also noticed that the Quran and
Hadith books are attributed without any error of attribution (error of 0%).

We noticed that Manhatan distance, which is a relatively simple statistical classifier,
outperforms the other machine learning classifiers in many cases. However we do know
that these last ones are usually better than the distance based classifiers especially for
the SVM classifier, which is considered as the state-of-the-art classifier in many research
fields. The main possible reason is the low dimensionality of the training dataset, which
usually leads to a weak training process (note that some books are too small with only
8 or 9 text segments per book).

In order to further enhance the authorship attribution performances, two fusion tech‐
niques have been proposed and implemented: the FDF and CDF fusion techniques (as
explained in the previous section). In Tables 1 and 2 we can see the corresponding results
of those two fusion techniques respectively.

As we can see in the last line of Tables 1 and 2, the authorship attribution error is
equal to zero for every author. The total identification score is 100%, showing the supe‐
rior performances of the fusion techniques over the conventional classifiers/features as
expected in theory. This result is very interesting since it shows that a combination of
different features and/or classifiers can lead to high authorship attribution performances.

So, the first conclusion one can state is that the fusion approach is quite interesting
in multi-classifier or multi-feature authorship attribution. Furthermore, since there are
no cross-errors of attribution between the Quran and Hadith texts (each other) and more
generally, since there was not any cross-error of attribution for the Quran texts or Hadith
texts with regards to the 6 other investigated books, we can state that these 2 books are
completely different in style each other, and also different from all the other investigated
books.

5 Discussion and Conclusion

As described in this paper, several experiments of authorship attribution have been
conducted on seven Arabic religious books, namely: the holy Quran, Hadith and 5 other
books written by 5 religious scholars. We recall that the Arabic dialect is the same (i.e.
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Standard Arabic) for the 7 books, the genre of the books is the same and the topic is
also the same (i.e. Religion).

To conduct these experiments, several features have been proposed: character tri-
grams, character tetra-grams, word uni-grams and word bi-grams. On the other hand,
several classifiers have also been employed: Manhattan distance, Multi-Layer Percep‐
tron, Support Vector Machines and Linear Regression. Furthermore we have proposed
and implemented 2 fusion methods called FDF and CDF to enhance the AA perform‐
ances.

Results have shown good authorship attribution performances with an overall score
ranging from 96% to 99% of good attribution (depending on the features and classifiers
that are employed) without the use of fusion.

However, this score reaches 100% of good attribution by using the proposed fusion
techniques (FDF and CDF). This result shows that the fusion approach is interesting
and should be strongly recommended for authorship attribution methods that require
high degree of accuracy, such as in religious disputes or in criminal investigations.

Concerning the comparison between the Quran and Hadith books, the related results
(of this investigation) have shown that the Quran texts and Hadith texts are statistically
different with a discrimination score of 100% (i.e. discrimination error of 0%), with or
without using the fusion, and should probably belong to two different Authors, which
also implies that the Quran could not be written by the Prophet.
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Abstract. Language Identification is an NLP task which aims at predicting the
language of a given text. For the Arabic dialects many attempts have been done
to address this topic. In this paper, we present our approach to build a Language
Identification system in order to distinguish between Moroccan Colloquial
Arabic and Arabic languages using two different methods. The first is rule-based
and relies on stop word frequency, while the second is statically-based and uses
several machine learning classifiers. Obtained results show that the statistical
approach outperforms the rule-based approach. Furthermore, the Support Vector
Machines classifier is more accurate than other statistical classifiers. Our goal in
this paper is to pave the way toward building advanced Moroccan dialect NLP
tools such as morphological analyzer and machine translation system.

Keywords: Language identification � Arabic dialect � Corpus
Moroccan colloquial dialect � Natural language processing � Language model
Standard arabic � Machine learning � Classifier

1 Introduction

Arabic is one of the most popular languages in the world. Recent numbers put this
language at the 4th rank with more than 420 million speakers1. Arabic can be cate-
gorized to three varieties:

• The first is Classical Arabic (CLA) and can be considered as an oldest variety. It is
used in Quran and literary texts before the 9th century.

• The second is Modern Standard Arabic (MSA). It is widely used in formal situa-
tions today.

• The third is Colloquial Arabic (CA) or Arabic dialect (AD). It represents the mother
tongue of Arabic people and it is used in informal venues.

1 “World Arabic Language Day | United Nations Educational, Scientific and Cultural Organization”.
www.unesco.org.
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There are many dialects spoken around Arab countries. However, it can be divided
to two major groups: “North African or Maghrebi” spoken in the west side of the Arab
Nation and “Mashrequi” spoken in the east side. Each group displays several dialects
and differs from each other according to Arabic regions. In this paper we focus on the
Moroccan Colloquial Arabic (MCA) which is spoken in Morocco and belongs to North
African dialects group.

The recent decade experienced an important emergence of using internet in this
country. Official estimations reported that only 15% of Moroccan people had access to
internet in 2005. However, this estimation significantly increased to 66% in 20162.
Therefore, this situation increased the number of Moroccan people using Arabic in
internet, especially the colloquial variety MCA (Salia 2011). As a result, we observe
several web sites and social network pages in different domains where MCA dominates
(moustache.ma, coding-darija.com, baboubi.ma, etc.…).

Nowadays, there is a considerable need to process this dialect because of the
important amount of the digital MCA. However, MCA content is affected in various
context by code-switching phenomena (Benmamoun 2001), where it is noticed that
Moroccan people use MSA and MCA together in the same speech text. In addition,
some Moroccan users are influenced by Arabic media (especially Egyptian and
Gulf TV and music), which led them to use in some cases Arabic dialects common
expressions such as (/Yes/ هدكهويا , /I love you/ كبحبانا ). Thus, it is important to
distinguish between MCA and other closed varieties (MSA and Arabic dialects) before
engaging in MCA processing. This task can be done throughout a language identifi-
cation system.

Language Identification (LID) is a basic natural language processing (NLP) task
which consists of guessing the language of a given text. It is a needed step for pre-
processing text towards performing advanced NLP tasks such as Morphological
analysis, machine translation, sentiment analysis, etc. LID systems may rely on lin-
guistic rules, statistical methods or mixing these two techniques. In this paper we
present a comparative study on Language Identification of the Moroccan Colloquial
Arabic texts written in Arabic letters using the two different methods. The first one is
human-expertise-based that takes into consideration a list of MCA stop words. While
the second one consists of building an MCA corpus from different sources, and then
applying a statistical technique using several machine learning techniques such as
Support Vector Machines (SVM), Naïve Bayes (NB), and Logistic Regression (LR).

The remainder of the paper is organized as follows: Sect. 2 gives a brief description
of MCA. In Sect. 3, we discuss the related works done on Arabic language identifi-
cation. Then, Sect. 4 describes the building of the MCA corpus that we used in this
work as a dataset. In Sect. 5, we present our selected approach and describes the
experimental setup. The final section concludes the paper.

2 https://www.anrt.ma/sites/default/files/rapportannuel/cp-enquete-tic-2015-fr_0.pdf.
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2 Moroccan Colloquial Arabic Overview

Beside Tamazight language, MCA is the mother tongue of Moroccan people. However,
according to the official census performed in 20143, they prefer and tend to use MCA
with huge difference compared to Tamazight.

According to (Laghouat 1995) MCA can be divided mainly to four varieties
(Fig. 1):

• “Aroubia” dialect: spoken in the Middle Western side of Morocco (near the Atlantic
Ocean). This region is characterized by the highest population density in Morocco.

• “Jeblia” dialect: spoken in north of Morocco.
• “Badaouia” dialect spoken in east of Morocco.
• “Hassania” dialect: spoken in south of Morocco.

The other Moroccan regions consider new MCA varieties influenced by the pre-
vious varieties. In this work, we focus on the first variety (Aroubia) since it is used and
understood by the majority of Moroccan people.

From an historical point of view, MCA is the result of interaction between Arabic
and Tamazight when Arabs came to Morocco in spreading Islam period (before the 8th

century). From this time until the beginning of the 20th century, MCA was a mixture of
Tamazight and Arabic in different levels (lexicon, syntax, morphology and phonology).
After the establishing of the French and Spanish protectorate, the relation between

Fig. 1. MCA varieties according to regions

3 http://rgph2014.hcp.ma.
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Moroccan culture on one hand, and French and Spanish on another hand was char-
acterized by cultural cross-fertilization. Hence, this situation led MCA to borrow
several features from these languages (rueda /wheel/ ةديور , cosina /kitchen/ ةنيزوك ,
Tomobil /car/ ليبوموط ). However, instead of the influence of these languages and the
MCA evolvement through the ages, it remains strongly influenced by Arabic according
to a previous study (Tachicart et al. 2016) especially at the lexical level.

3 Related Works

Many works have attempted to build Arabic dialect LID systems. They adopt different
approaches and apply several techniques. In the following, we present and review the
most related researches to this topic.

Man and Moustafa built the LAHGA system (Man and Moustafa 2011) which can
classify three varieties of Colloquial Arabic namely: Egyptian (EGY), Levantine
(LEV) and Maghrebi dialects (MAG). They collected and pre-processed Arabic dialect
tweets in order to prepare a dataset for training and testing LAHGA. Then, they
manually extracted features by reading collected tweets. Authors trained their classifier
using three machine learning techniques: Naïve Bayes, Logistic Regression and SVM.
The testing phase was divided into manual test that reached 90% of performance, and
cross-validation test that reached only 75% of performance.

Another research study (Elfardy and Diab 2013) focused on sentence level to
distinguish between MSA and EGY. The authors adopted a supervised approach using
the Naïve Bayes classifier. They used WEKA toolkit (Smith and Frank 2016) to train
and cross-validate the classifier on a portion of an annotated dataset built in another
work (Zaidan and Callison-Burch 2011). This dataset contains comments on Egyptian
news articles and divided to 300k tokens for each class (EGY or MSA). The system
achieved an accuracy of 85%.

Efardy (Elfardy et al. 2014) proposed AIDA system which is designed to identify
code switching between MSA and EGY. Their approach relies on language modeling
and morphological analysis (hybrid system). First, they prepared an annotated dataset
with morphological tags. It is composed of web data (8000k words) and collected
tweets (120k words). The dataset was splitted to train and test set. Then, they used
SRILM toolkit (Andreas 2002) to build a language model where the goal is to find the
best sequence of tags for a given sentence. By using MADAMIRA morphological
analyzer (Pasha et al. 2014), AIDA can perform on token level and reached an accuracy
of 93,6%.

Another study (Malmasi et al. 2015) focused also on sentence-level by performing
supervised classification of Arabic dialects. They used 1k sentences of a Multidialectal
Parallel Corpus (Bouamor et al. 2014) covering six classes: MSA, EGY, Tunisian
(TUN), Syrian (SYR), Jordanian (JOR) and Palestinian (PAL). Their experiments
consist of performing multi-class classification based on linear SVM using
LIBLINEAR SVM package (Fan et al. 2008). The overall accuracy achieved 74%.

In the work of Sadat (Sadat et al. 2014), authors performed two experiments in
order to identify 18 different Arabic dialects. The first experiment relies on n-gram
language model, while the second uses the Naïve Bayes machine learning. They trained
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their system using a data set collected from Arabic dialect web pages. As a result, they
showed that the Naïve Bayes classifier based on character bi-gram performs better with
98% of accuracy.

In the work of (Alshutayri et al. 2016) authors used WEKA to develop an Arabic
dialect identification system. They used transcript text as dataset containing between
1000 and 1700 utterances for each class (MSA and Arabic dialects). On this dataset,
they trained and tested several classifiers such as: Naïve Bayes, ZeroR, J48, Jrip and
Sequential Minimal Optimization (SMO). The best result was achieved using SMO
classifier which rates to 42,85% of accuracy.

While previous studies worked on sentence and word level to identify the language,
the work of (Belinkov and Glass 2016) focused on character-level using Neural Net-
work model. The latter embeds a sequence of input characters in vector space and
generates the sequence representation (used to predict the language) via multiple layers.
The system accuracy reached almost 60% when experimenting on a dataset containing
MSA, MAG, EGY, LEV and Gulf Arabic text.

In a recent paper related to MCA (Samih and Maier 2016) which consists of
word-level language identification using Conditional Random Fields Classifier (CRF).
Authors ran an automatic process to collect MCA text from web pages and used CRF
in addition to character 5-gram language model to run several experiments. The best
system accuracy reached 91.4%.

In the last work (Adouane and Dobnik 2017), authors presented a system that
identify the language at word level. They considered six classes: Algerian Arabic
(ALG), MSA, French, English, Berber, and mixed languages. They built and annotated
(in word level) a corpus containing 215k tokens where ALG class represents 54%.
Then, they used a supervised machine learning with HMM4 and N-gram classification
tagging to test and train their system which achieved an accuracy of 93,14%.

Finally, Table 1 below Highlights basic specifications of each surveyed LID sys-
tem. By examining these specifications we can synthesize with the following
comments:

• The topic of Language Identification is recent since researches began to address this
topic recently.

• Several Arabic dialects were addressed and EGY is the most Arabic dialect
processed.

• Existing works tried several methods and achieved good accuracy in general.
• Due to time consuming of the rule-based approach, researchers tend to adopt the

statistical approach using classifiers especially the one focusing on sentence level.
However, the latter needs to ensure first necessary resources to run experiments.

• Only one work addressed MCA and reached an accuracy of 91%. However, in
addition to the unavailability of neither the system nor the data, the followed rules to
annotate MCA in the training data do not match to the MCA rules that we adopt.
For example, the verb يشمتاغ /You will go/ is annotated as word with mixed
morphology. In contrast, we consider it as an MCA word in our work since it is
originated from MSA but adapted to MCA rules.

4 Hidden Markow Model.
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As mentioned in the surveyed works above, one of the biggest practical challenges
that face the building of LID systems is ensuring enough training data. In the next
section we address this challenge related to our work.

Table 1. Arabic dialect language identification systems

LID system Approach Method Dialects Accuracy

(Man and
Moustafa
2011)
LAHGA

Statistical
classification
based on
sentence level

Naïve Bayes, Logistic
Regression and SVM
classifiers

EGY, LEV
and MAG

90%

(Elfardy
and Diab
2013)

Statistical
classification
based on
sentence level

Naïve Bayes classifier
using WEKA

MSA and
EGY

85%

(Elfardy
et al. 2014)
AIDA

Hybrid system Language model using
SRILM and morphological
analysis using
MADAMIRA

MSA and
EGY

93%

(Sadat et al.
2014)

Statistical
classification
based on
sentence level

Naïve Bayes classifier and
N-gram language model

18 Arabic
dialects

98%

(Malmasi
et al. 2015)

Statistical
classification
based on
sentence level

SVM classifier using
LIBLINEAR

MSA, EGY,
TUN, SYR,
JOR and
PAL.

74%

(Alshutayri
et al. 2016)

Statistical
classification
based on
sentence level

Naïve Bayes, ZeroR, J48,
Jrip and SMO

EGY, Gulf,
LEV, MAG
and MSA

42%

(Belinkov
and Glass
2016)

Statistical
classification
based on
character level

Neural Network classifier MSA, MAG,
EGY, LEV
and Gulf

60%

(Samih and
Maier
2016)

Statistical
classification
based on word
level

CRF classifier MSA and
MCA

91%

(Adouane
and Dobnik
2017)

Statistical
classification
based on word
level

HMM and N-gram
classifiers

MSA and
ALG

93%
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4 Dataset

In fact, we believe that the availability of an MCA corpus is necessary to our work.
However, its lack (inexistent, ongoing or not free) led us to create our own MCA
corpus. In this section, we present the MCA corpus that we built in order to serve as a
dataset to train and test our system.

4.1 MCA Corpus Creation

We have used various sources of MCA text in order to ensure a good coverage of MCA
throughout different topics. To this end, we selected three different sources of MCA
text: internet, literature and recorded conversation between Moroccan people.

Collecting MCA web text
Currently, MCA web text is very close to Moroccan daily language. For this reason, we
first scraped data text from popular Facebook Moroccan pages in different topics for
which we knew that MCA dominates either in posts or users comments. For this
purpose, we used a page data scraper5 implemented as Python 2.7 scripts. In total, we
collected about 50 documents (.csv files) containing 99k posts and 4000k comments. In
addition to Facebook platform, we automatically collected MCA pages from some
Moroccan web sites such as goud.ma. The final sub-corpus (C1) is composed of 87k
MCA sentences (Fig. 1) containing about 1100k tokens.

Collecting literature text
We used TV series text and written plays that are intended for theatrical purposes. It
consists mainly of (.txt) files containing dialogues between characters (actors). This
dataset is the second sub-corpus (C2) and was also preprocessed (as C1) and updated to
keep only Arabic text with 9k sentences (Fig. 2).

Transcript recorded conversation
Finally, we recorded some life conversations between Moroccan people in different
contexts (restaurant, traveling, phone calls, etc.…) to obtain the third sub-corpus (C3)
with 1,5k sentences. Note that since our goal is to launch the statistical learning to
quickly detect the text language among MSA and MCA, we considered only limited
constraints (sentence length, total size) in order to build this corpus. Involving spe-
cialists in linguistics will be taken in consideration in a future work.

At this stage, and till performing the above tasks, our preliminary MCA corpus is
sorted by sentences and contains 130k sentences. However, we decided to reduce its
size due to the noisy data through an automatic process. The latter was performed by
removing Non-Arabic text, punctuation, emoticons and diacritics. We checked and
reviewed the final MCA corpus since we are native speakers of MCA and kept only
34k MCA sentences with 370k tokens. This MCA corpus is freely available as TEI
format6.

5 https://github.com/minimaxir/facebook-page-post-scraper.
6 http://arabic.emi.ac.ma:8080/MCAP.
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4.2 Data Annotation

Since our goal in this work is only to distinguish betweenMCA andMSA, we considered
two classes (MCA and MSA) for the data annotation. Hence, we used the full MCA
corpus above with 34k sentences to label it with the tag ‘MCA’. In addition, we used a
portion of the MSA Watan-2004 corpus7 containing 53k sentences with 660k tokens
labeled with ‘MSA’ tag. The final dataset prepared to train and test our system consists of
100k sentences where MSA represents 66% and MCA represents 34% (statistics in
Table 2). Moreover, the average of count words composing each sentence is 11.

5 Methodology and Experiments

5.1 Method

We formulate the task as a binomial classification problem, for which MSA and MCA
are the binary classes. First we used linguistic rules (rule-based approach) to build and

Fig. 2. Samples of MCA corpus

Table 2. Statistics about annotated corpus

MSA MCA

#Sentences 66000 34000
#Words 1220000 390000

7 http://arabic-corpus.soft112.com/download.html.
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test the first classifier. Then we used a supervised approach in order to try several
statistical techniques commonly used for binary classification including Naive Bayes,
Support Vector Machines and Logistic Regression.

Rule-based classifier
The proposed approach relies on stop word lists which has been shown to be effective
for LID tasks because these words are discriminative for a given language (Peters et al.
2012).

To build the corresponding classifier, we apply an algorithm based on stop words
frequencies. Given that input text may include MSA and MCA content, we calculate
the frequencies elements of two lists: the first contains MCA stop words that we have
prepared (sample on Table 3), while the second gathers MSA ones extracted from the
work of (Namli et al. 2015). In general, the term can be either a simple stop word or the
latter combined with MCA or MSA affixes. Each list receives a score calculated by
summing the frequencies of their elements in the input text. The highest score furthers
the corresponding class and then this class is selected as the language of the input text.
In case the scores are equivalent, the highest frequency element in each list is con-
sidered. Otherwise, the text language cannot be identified.

Supervised Learning
Machine Learning is key to many interesting problems. For the LID tasks, several
Machine Learning techniques have shown great promise. For this reason, we selected
for our experiments three popular classifiers suited to binary classification namely:

Naive Bayes classifier
The Naive Bayes Classifier relies on Bayesian theorem with strong independence
assumptions between the features. Since our dataset is composed of two classes (MSA
and MCA), the first step is to transform this data to word vector in order to estimate the
parameters necessary of classification. This classifier relatively requires little data
training and usually gives good results despite its simplicity. Moreover, the classifier
model is fast to build and can be modified with new MCA or MSA data without having
to rebuild the model.

SVM classifier
The main goal of this technique is to optimally separate MCA data from MSA content
by building N-dimensional hyper plane in a multidimensional space. SVM can perform

Table 3. MCA stop words

MCA stop word Type Translation

ىلع Stop word On
شمهيلعام Combined Stop word Without blame

لايد Stop word Their
مهلايدب Combined Stop word With their

عاك Stop word All
عاكبو Combined Stop word And with all
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both regression and classification tasks. In this work we consider the second task
(classification) which is suited to LID systems.

Logistic Regression classifier
This linear method relies on the Logistic function used at the core of this classifier.
First, the function models the probability that an input (text) belongs to the default class
MSA (Y = 1) as in Eq. 1.

P textð Þ ¼ P Y ¼ 1jtextð Þ: ð1Þ

Then, it transforms the probability computed into binary values in order to dis-
tinguish between MSA and MCA input.

5.2 Experimental Setup

Rule-based
We got the idea of building a seed list (SL) including MCA stop words. SL is composed
of simple stop words in addition to their combination with MCA affixes. First, simple
stop words were extracted from MDED lexicon (Tachicart et al. 2014). Then, their
possible combinations with affixes were formulated. Finally, a linguist validated this list
and kept only 360 MCA stop words. A sample of SL is presented in Table 3 above. To
illustrate the processing of the rule based method based on this SL, let us consider the
sentence /Who told you that I am still working in the
company/. It contains 5 MCA stop words and only 3 MSA
stop words . Thus, the detected language is MCA regarding the pre-
vious rules.

Supervised Learning
To ensure our experiments following the supervised learning, we used WEKA data
analytic tool (Smith and Frank 2016) which provides several features for machine
learning classifiers. It is Java-based, available for free under GNU license and has a
general API that can be embedded in other applications.
To begin our experiments, we converted first our dataset to word vector in order to
extract words as features from dataset sentences. Then we proceeded to the training
phase.

The training was performed applying first the NB classifier which gives results
quickly, then the SMO implementation of SVM and Logistic Regression classifiers.
After building corresponding models of these classifiers, we used resampling methods
like cross validation and train-test splits to estimate the skill of these models when
making predictions on new data.

The first is using 10 cross-validation. In this process, the dataset is randomly
divided into 10 equal sized sub-datasets. Then, a single dataset is retained as the
validation data for testing the built models. On another hand, the remaining 9
sub-datasets are used as training data when repeating the validation 10 times with each
of the 10 sub-datasets used exactly once as the validation data. The 10 results from the
folds can then be averaged to produce a single estimation.
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The second is to split our dataset into training set (9/10 of the data) and test set
(1/10 of the data) in order to quickly evaluate the performance of the classifiers.

5.3 Results and Discussion

After running the two types of testing methods cited above, we realized that in general
results were promising. Table 4 gives the rule-based classifier results evaluated on the
test set (1/10 of the data). While Tables 5 and 6 show the sentence-level evaluation on
the three supervised learning algorithms using the two test methods. In addition to
common performance measures (Precision, Recall, F-Measure, etc.…), we considered
the Kappa statistic (Jean 1996) which is suitable for classification tasks. Note that our
LID system (including the rule-based and the statistical approach) is available as a
public interface8.

First point that we can discuss is that the statistical approach outperforms the
rule-based one. This is to be expected since only stop word frequency was considered
in order to build the classifier of the rule-based approach. Including advanced rules
such as morphological analyzer will extend the processing to full text instead of only
stop words, and thus increase rule-based classifier performance. Unfortunately, this tool
currently lacks for the MCA.

On one hand, and looking at supervised learning results, we got different results for
the same training dataset when evaluating different classifiers. This may be explained

Table 4. Rule-based classifier results

Kappa Precision Recall F-Measure Accuracy (%)

0,64 0,821 0,842 0,831 83.84

Table 5. Detailed accuracies of different classifiers using 10-fold cross validation

NB LR SVM

Kappa 0.69 0.90 0.91
Mean absolute error 0.15 0.04 0.04
Root mean squared error 0.36 0.20 0.16
Relative absolute error (%) 34.52 9.14 11.14
Root relative squared error (%) 77.65 42.76 34.33
Precision 0,888 0,961 0,961
Recall 0,851 0,960 0,960
F-Measure 0,855 0,960 0,960
Accuracy (%) 85.06 95.97 96.02

8 http://arabic.emi.ac.ma:8080/MCAP.
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by the fact that machine learning algorithms are stochastic and this behavior of different
performance on the same dataset is to be expected. Moreover, our best setup is reached
by the SVM classifier following the second test method with an accuracy of 96.42%.
This classifier outperforms all other classifiers in each test method.

On the other hand, and looking at Tables 7 and 8 which presents different results
according to classes, we found out that the MCA had the highest recall (0,973) and the
lowest precision (0,690). The recall of this class reached an average of 0,965 while the
precision was 0,846 on average. In fact, the Moroccan Colloquial Arabic has distinctive
features in spite of it is much influenced by Arabic. As we mentioned in Sect. 2, the

Table 6. Detailed accuracies of different classifiers using splitted test set

NB LR SVM

Kappa 0.69 0.91 0.91
Mean absolute error 0.15 0.03 0.046
Root mean squared error 0.36 0.19 0.15
Relative absolute error (%) 34.51 8.35 10.47
Root relative squared error (%) 77.64 40.87 32.22
Precision 0,888 0,964 0,965
Recall 0,851 0,963 0,964
F-Measure 0,855 0,963 0,964
Accuracy (%) 85.08 96.31 96.42

Table 7. Precision and recall of different classifiers according to classes

EVAL CLASSIFIER CLASS PRECISION RECALL

SPLITTED TEST NB MCA 0,690 0,973
MSA 0,983 0,786

SVM MCA 0,921 0,959
MSA 0,980 0,960

LR MCA 0,918 0,961
MSA 0,981 0,958

CROSS VALIDATION NB MCA 0,695 0,972
MSA 0,983 0,792

LR MCA 0,919 0,961
MSA 0,981 0,959

SVM MCA 0,923 0,959
MSA 0,979 0,961

Table 8. Average of precision and recall according to classes

PRECISION RECALL

MCA 0,846 0,965
MSA 0,981 0,903
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lexical similarities between MCA and MSA led to common features which explain the
lower precision. However, some MCA features raised by adapting lexical Arabic
features to Tamazight phonology resulting discriminative features with new mor-
phology. Hence, it was relatively easy to distinguish MCA using these features whether
for the trained classifier or the rule-based classifier. This explains the high recall.

In contrast, the MSA had the lowest recall (0,786) but the highest precision (0,983).
The precision reached an average of 0,981 and the recall was 0,903 on average. This is
due to the ambiguity existing between MSA and MCA features. This situation is
explained by the fact that MCA borrows an important amount of its lexicon from MSA.

6 Conclusion

In this work, we explored two approaches in order to build a LID system discriminating
between MCA and MSA. We followed first the rule-based approach to implement its
classifier. The latter uses two stop word lists of MCA and MSA in order to identify the
MCA text reaching an accuracy of 83,84%. In the second task, we experimented with
three machine learning techniques and showed that the SMO implementation of SVM
classifier perform quite well regarding the Naïve Bays and LR results. Future directions
of this work include improving our MCA corpus by covering new domains, increasing
its size and considering new constraints with respect to linguistic principles. Moreover,
we plan to deal with MCA written in both Latin and Arabic letters and detect
code-switching in the same text.
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Abstract. The standardization of Al-Hadith Al-Shareef can guarantee the
interoperability and interchangeability with other textual sources and takes the
processing of Al-Hadith corpus to a higher level. Still, research works on Hadith
corpora had not previously considered the standardization as real objective,
especially for some standards such as TEI (Text Encoding Initiative). In this
context, we aim at the standardization of Al-Hadith Al-Shareef on the basis of
the TEI guidelines. To achieve this objective, we elaborated a TEI model that we
customized for Hadith structure. Then we developed a prototype allowing the
encoding of Hadith text. This prototype analyses Hadith texts and automatically
generates a standardized version of the Hadith in TEI format. The evaluation of
the TEI model and the prototype is based on Hadith corpus collected from Sahih
Bukhari. The obtained results were encouraging despite some flaws related to
exceptional cases of Hadith structure.

Keywords: Hadith text � TEI model � Standardization � Prototype

1 Introduction

The processing of Al-Hadith Al-Shareef has always been a center of academic interest.
On the one hand, this interest is due to the importance of Al-Hadith Al-Shareef in
Islamic law. It is the second fundamental source, after the Quran, of Islamic legislation.
On the other hand, linguistic researches on Arabic language define Al-Hadith corpus as
one of references for classical Arabic from the pre-Islamic era. Many studies carried out
on the Al-Hadith corpus especially in linguistic analyses and information retrieval.
However, the representation of such corpora poses serious structuring and text unifi-
cation problems, which require their standardization (or normalization). This could lead
to a new presentation of the Text based upon a descriptive and detailed annotation for
each of its parts. A normalized corpus allows also the compatibility and the inter-
changeability between NLP applications. Indeed, the normalization of Al-Hadith
Al-Shareef can bring the automatic processing of such corpus to another level.

However, normalizing Al-Hadith corpus is a complex task. In fact, it requires a
specific model customized for standardizing the Hadith text. This task requires the
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selection of the standardization model that harmonizes with Arabic language in general
and Al-Hadith structure specifically. Moreover, to realize a normalized Hadith corpus,
an automatic encoding process can facilitate this task.

Our main objective is the normalization of Al-Hadith Al-Shareef. To realize this, we
start with a deep study on Hadith text structure. Furthermore, to reach the normalization
of Al-Hadith Al-Shareef, we apply the Text Encoding Initiative (TEI) (http://www.tei-c.
org/) guidelines. We elaborate a TEI customized model for encoding Hadith text. Also,
to create a normalized Hadith corpus, we make a prototype to create automatically an
encoded version of Al-Hadith text with TEI structure.

In the present paper, we begin with a state of the art on Al-Hadith Al-Shareef.
Second, we continue with an overview on TEI guidelines. Third, we present our model
for encoding Hadith text. Then, we present our prototype for constructing a normal-
ization of Hadith texts with TEI structure. This section is followed by an evaluation
step. We cloture our paper with a conclusion and some perspectives.

2 State of the Art on Al-Hadith Al-Shareef

Hadiths (or prophetic traditions) are narrations on the life and deeds of Prophet
Muhammad (peace and blessing upon him), which report what he said or did, or of his
implicit approval of something said or done and by itself define what is considered
good, by providing details to regulate all aspects of life in this world and to prepare
people for the beyond, clarifying the Qur’anic shades. The traditional Muslim schools
of jurisprudence regarding Hadith constitute an important tool for understanding
Qur’an and in all matters related to jurisprudence [1, 2].

The Hadith consists of two parts: the actual narration, which called Matn ; and
the chain of narrators who has transmitted the narration, known as Isnad . The
Isnad consists of a short or long chronological list of the narrators, each mentioning the
one from whom he heard the Hadith all the way to the prime narrator of the Matn
followed by the Matn itself [1].

Research in the Isnad is very important in the science of Hadith. Islamic scholars
have agreed that Isnad is required to prove the accuracy and the soundness of the
Hadith which means that any flaw in the chain of transmitters lead to the negation of
the Hadith. In order to know whether the Hadith is authentic or not, the Hadith scholars
follow clear steps in the judgment on the Hadith Isnad that considered as traditional
methods. Sahih Bukhary and Sahih Muslim are the recognized collection of authentic
assortment of the Sunna [1, 3–5].

Nowadays, software tools help judge the Hadith Isnad like electronic Hadith
encyclopedias and some websites. Additionally, information retrieval and search
engines that related to semantic web can used to serve in deciding the degree of the
Hadith Isnad. Scholars such as Al-Albani have agreed and encouraged using computers
and programs in serving religion and Hadith [1].

There are many projects handled with Hadith corpus. Indeed, these projects focused
on several branches of researches such as Hadith ontology, linguistic analyzing, Hadith
segmentation, authorship attribution, classification and the mining of information.
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In [5], the researchers proposed a model for the unsupervised segmentation and the
linguistic analysis of the Arabic texts of Hadith. This model is named SALAH. The
model automatically segments each text unit in a transmitter chain Isnad and text
content Matn. A tailored, augmented version of the AraMorph morphological analyzer
(RAM) analyzes and annotates lexically and morphologically the text content. A graph
with relations among transmitters and a lemmatized text corpus, both in XML format,
are the final output of the system.

In [1], the author constructed an ontology-based Isnad Judgment System (IJS) that
automatically generates a suggested judgment of Hadith Isnad. It based on the rules that
Hadith scholars follow to produce a suggested judgment. A prototype of the approach
implemented to provide a proof of concept for the requirements and to verify its accuracy.

Authors of paper [6] built a domain specific ontology (Hadith Isnad Ontology) to
support the process of authenticating Isnad. They evaluate the ontology through Hadith
example and DL-Queries.

Author of paper [7] compared the effectiveness of four different automatic learning
algorithms for classifying Hadith corpus into 8 selective books depending on Sahih
Bukhary. The automatic learning algorithms are Rocchio algorithm, K-NN algorithm
(K- Nearest Neighbor), Naïve Bayes algorithm and SVM algorithm (Support Vector
Machines).

In [2], the authors reported on a system that automatically generates the trans-
mission chains of a Hadith and graphically display it. They involve parsing and
annotating the Hadith text and identifying the narrators’ names. They use shallow
parsing along with a domain specific grammar to parse the Hadith content.

In [8], the author experimented author discrimination techniques between the
Qur’an and the Hadith. The Qur’an is taken in its entirety, whereas for the Prophet’s
statements, the researcher chose only the certified texts of Sahih Bukhari. Three series
of experiments are done and commented on. The author’s investigation sheds light on
an old enigma, which has not been solved for 14 centuries: in fact, all the results of this
investigation have shown that the two books should have two different authors.

In [9], the researchers reimplemented and evaluated the methods of artificial
intelligence using a single dataset. The result of the evaluation on the classification
method reveals that neural networks classify the Hadith with 94% accuracy. The
Hadith mining method that combines vector space model, Cosine similarity, and
enriched queries obtains the best accuracy result.

3 The Text Encoding Initiative

The Text Encoding Initiative (TEI) is an international project aiming at the development
of a set of standards for the preparation and the exchange of electronic texts. The TEI was
founded in November 1987 by a group of international text database leaders. TEI was
created officially in 1988 under the aegis of the ACH1, the ACL2 and the ALLC3 [1].

1 Association for Computers and the Humanities.
2 Association for Computational Linguistics.
3 Association for Literary and Linguistic Computing.
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The publication of the works of the various committees’ results was in the form of
“Guidelines” which have been developed and are maintained by the Text Encoding
Initiative Consortium [10]. The TEI guidelines recommend suitable ways to represent
the features of textual resources using a set of XML elements in order to elicit the text
structure and simplify its digital processing. Indeed, these guidelines present conven-
tions of usable coding in several domains and can be applied to texts in any natural
language, of any date, in any literary genre or text type [10]. Moreover, they can be
applied as well to create new information that to exchange existing information.

TEI annotation is based on a “patrimonial” transcription of the text, interested in
giving as much information as possible while allowing automatic processing for lan-
guage searches, historical data, different versions of the document and variations level
of accuracy that can be adapted to the desired searches [11]. TEI offers the possibility
of multilingual uses of the structural description. The universality of the elements
allows the compatibility of the analyzes, and the digitized sources within such
frameworks as the BVH4 and belong to all encyclopedic domains, in several ancient
and modern languages.

The rules and recommendationsmade in these guidelines are expressed in terms of the
extensibleMarkup Language (XML) so a TEI document has to complywith XML coding
rules. One of the main advantages of the XML language is that it is possible to solve by
encoding the very large typographic and textual variation of the documents: thisflexibility
should not, however, be a hindrance to the acquisition and encoding of textual corpora.

The fundamental structure of a TEI document describes the textual part of the text. In
what follows, we give overviews onto the structure and the TEI representation of doc-
uments. The basic structure of a document encoded with TEI is represented as follow:

<TEI xmlns="http://www.tei-c.org/ns/1.0"> 
<teiHeader> 
<!-- Header properties; meta-data --> 

</teiHeader> 
<text> 
<front>
<!-- front information --> 

</front> 
<body> 
<!-- main body --> 

</body> 
<back> 
<!-- back information --> 

</back> 
</text> 

</TEI> 

4 The laboratory LI-RFAI (director Jean-Yves Ramel) and the consortium Navidomass (ANR project
2007–2009).
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Any textual document encoded with TEI includes a document header, with the
<teiHeader> element, and a text part within the <text> element. TEI header contains all
the information analogous to that provided by the title page of a printed document. It
has four parts: a bibliographic description of the machine-readable text, a description of
the way it has been encoded, a text profile, and a revision history [11–13].

A TEI document can contain five textual elements: <text>, <front>, <group>,
<body> and <back>. Only <text> and <body> are the obligatory elements. The use of
the <front>, <group> and <back> is optional. The <front> element is defined to cluster
together the pieces located before the beginning of the text itself. The <back> element
is used in case the document contains an annex in the back of the text. The <group>
element is specified to include several texts in collections. The <body> is included in
the text and it contains the core text of the document [11].

Personalization is a central aspect of TEI using. There are three methods of cus-
tomization in TEI: TEI Lite, web application Roma and TEI ODD. TEI Lite was
originally designed as a demonstration of the customization mechanism. The Roma
web application was introduced to select TEI modules that manipulate the elements. As
for TEI ODD language, it essentially allows the manual specification of the TEI
models, allowing the modification or addition of new elements [10].

Encoding quotation with TEI
Quotation marks are conventionally used to indicate certain elements appearing in a
text, the most frequent case is for the quotation. However, the marking of the under-
lying logical element (for example, a quotation or a piece of direct speech) in the text is
recommended, rather than just recording quotation marks in the text [10–12]. The
following TEI elements are specified for the encoding of quotation and narration which
can be adaptable with the structure of Al-hadith Matn:

• <q> (or quoted) contains material which is distinguished from the surrounding text
using quotation marks or a similar method. It contains a citation or an apparent
citation - the representation of a speech or thought, marked out to indicate that it is a
quotation. Among the possible attributes there are:
– The @type attribute: it can be used to indicate whether the quoted passage is

pronounced or simply thought, or to characterize it more finely: possible values
are: spoken (for the representation of direct speech, usually marked by quotation
marks) and thought (for the representation of thoughts, for example, internal
monologue).

– The @who attribute: it identifies the speaker in the case of a direct speech
passage.

• <said> (speech or thought) indicates passages thought or spoken aloud, whether
explicitly indicated in the source or not, whether directly or indirectly reported,
whether by real people or fictional characters.

• <quote> (quotation) contains a phrase or passage attributed by the narrator or
author to some agency external to the text.

The <q> (http://www.tei-c.org/release/doc/tei-p5-doc/en/html/ref-q.html) element may
be used if no further distinction beyond this is judged necessary. If it is felt necessary to
distinguish such passages further, for example to indicate whether they are regarded as
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speech, writing, or thought, either the type attribute or one of the more specialized
elements discussed in this section may be used. For example, the element <quote>
(http://www.tei-c.org/release/doc/tei-p5-doc/en/html/ref-quote.html) may be used for
written passages cited from other works, or the element said for words or phrases
represented as being spoken or thought by people or characters within the current work.
If the distinction among these various reasons why a passage is offset from surrounding
text cannot be made reliably, or is not of interest, then any representation of speech,
thought, or writing may simply be marked using the q element. Quotation may be
indicated in a printed source by changes in type face, by special punctuation marks
(single or double or angled quotes, dashes, etc.) and by layout (indented paragraphs,
etc.), or it may not be explicitly represented at all.

Encoding person name with TEI
The TEI guidelines present several models for encoding a set of types of named
entities. One of these models aims to annotate person names. This can cover the
annotation of all the information related with the person name (such as first name,
family name, additional name, etc.). To conduct nominal record linkage or even to
create an alphabetically sorted list of personal names, it is important to distinguish
between a family name, a forename and an honorary title. Similarly, when confronted
with a string such as (‘Prince of the Believers Abu
Hafs Umar Ibn Al-Khattab’), the analyst will often wish to distinguish amongst the
various constituent elements present, since they provide additional information about
the status, the occupation, or the residence of the person to whom the name belongs.
The following TEI elements are provided for encoding person name and related
purposes.

• <persName> (personal name) contains a proper noun or proper-noun phrase
referring to a person, possibly including one or more of the person’s forenames,
surnames, honorifics, added names, etc.

• <surname> contains a family name, as opposed to a given, baptismal, or nick
name.

• <forename> contains a forename, given or baptismal name.
• <roleName> contains a name component which indicates that the referent has a

particular role or position in society, such as an official title or rank.
• <addName> (additional name) contains an additional name component, such as a

nickname, epithet, or alias, or any other descriptive phrase used within a personal
name.

• <nameLink> (name link) contains a connecting phrase or link used within a name
but not regarded as part of it, such as “de” or .

• <genName> (generational name component) contains a name component used to
distinguish otherwise similar names on the basis of the relative ages or generations
of the persons named.

We were inspired by TEI models for encoding quotation and person information to
build a model for Hadith text encoding. The following section illustrates this model
who was improved to encode Matn and Isnad of Hadith text.
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4 Proposed Model for Hadith Encoding with TEI

In this section, we present our proposed encoding model shaped for Hadith text and
inspired from the TEI guidelines. To realize the standardization of Hadith corpus with
TEI, we start by the selection of the necessary data categories that harmonized with
Hadith text specification. The structure of the Hadith text characterized with the
imbrication of the different part of the text: Hadith include Isnad and Matn, and each
one of them include other parts. Also, TEI allows the imbrication and the restructuring
of several models and elements.

We start with the concept of the similarity between the structure of Hadith text is
similar to the basic structure of quotations and named entities: considering theMatn text
of the Hadith as a quotation and the Isnad as an enchained list of person names. To
achieve our initial TEI model for Hadith encoding, we select the adaptable TEI elements
for Isnad and Matn from TEI model for encoding quotations and named entities [14].

Starting with the Isnad encoding, we consider that the structure of TEI model for
encoding the person name can be developed to create a TEI model conforming with the
structure of an Arabic person name. Moreover, we based on the integration and
imbrication of TEI elements to represent the chain of Al-Hadith transmitters. Returning
to the TEI coding of complex structures in general, person names are presented at least
by a single <persName> element. The <persName> element is the one that includes all
the person name information. Thus, we use this element for transmitter name
annotation.

The structure of the Matn is quite similar to the structure of quotations. In fact,
many suggestions were proposed by TEI to encode quotations or narration of the author
or transmitted quote mentioned inside the document. We used a TEI model to encode
Matn text. Figure 1 illustrates the basic elements model that we customized to adapt
Al-Hadith text structure.

Figure 1 presents our adapted model respecting the main structure of an ideal
Hadith text. The representation starts with the encoding of the header of the Hadith
proprieties in <teiHeader> element. Then the main corpus in <body> element includes
in <text> element. The body contains a <q> element to encode all the Hadith. This
quotation element comprises the Isnad encoded in a succession of <persName> ele-
ments and the Matn in a <said> element. <persName> covers all the transmitter name
information. The Matn also can include person names which will be encoded in
<persName>. The Matn may contain some direct quotations encoded in <quote>
elements.

The development of a specific TEI model for Al-Hadith texts aims to formulate a
TEI structure for the encoding of Al Hadith texts. To this first objective, we select the
necessary data categories and the adaptable TEI elements from TEI model for encoding
quotations and named entities. Our second objective was the creation of a prototype to
generate a normalized Hadith text encoded with TEI model. We present this prototype
in the next section.
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5 Elaborated Prototype for the Automatization of Hadith
Encoding in TEI

To implement the creation of the encoded Hadith corpus with our TEI model, we
proposed a prototype for encoding Hadith text. This prototype is developed to generate
automatically the encoded Hadith texts with TEI format. For the implementation, we
used some tools and programs. First, we designed our system with UML. Then, we
used Oxygen XML Editor to adapt a TEI structure for the encoded of Hadith text. After
that, we developed the prototype using JAVA language and the API JDOM Library.

The creation of a normalized Hadith with our prototype can be divided into two
steps. First, as an input file, the system requests the user to choose an external Hadith
file path with .txt extension which contains a Hadith text. Then, the prototype reads the
Hadith text and separate the Isnad from the Matn.

For the Isnad, the system identifies the narrators from the chains of transmitters in
the Isnad and encodes each narrator name in a <persName> element. To keep the
sequence of the transmitters in order, the system assigns for each <persName> element
an “xml:id” attribute which contains as value the order of the narrator in the chains of
transmitters. Furthermore, according to Hadith text, the narrator name can contain more
than one forename. To organize them in order, the system attribute for each forename a
“sort” attribute to sort them by number. This step allows the generation of the encoded
chains of transmitters.

For the Matn of the chosen Hadith, the prototype identifies his structure and
encloses it in a <said> element. To identify the prime narrator who is the first trans-
mitter of the Hadith, the <said> element get a “who” attribute which contains the

Fig. 1. Extraction from the basic TEI encoding model for Hadith text
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<!--encoding of Isnad--> 
<p>َثنَا <p/>حَدَّ
<persName xml:id="p5"> ُإسِْمَاعِيل</persName>
<p> َقاَل</p>
<p>حدثني</p>
<persName xml:id="p4"> 
<forename sort="1"> ُِمَالك</forename>
<forename sort="2" type="nasab">
<nameLink> ُبْن</nameLink>
<forename> ٍَأنَس</forename>

</forename>
</persName>
<p> ِعَ نْ عَمّه</p>
<persName xml:id="p3">
<forename sort="1" type="kunya">
<nameLink>ِأبَى</nameLink>
<forename> ِسُهيَْل</forename>

</forename>
<forename sort="2" type="nasab">
<nameLink> ِبْن</nameLink>
<forename> ٍِمَالك</forename>

</forename>
</persName>
<p> ْعَن</p>
<persName xml:id="p2"> ِأبَيِه</persName>
<p> ُأنََّه</p>
<p> َسَمِع</p>
<persName xml:id="p1">
<forename sort="1"> َطَلْحَة</forename>
<forename sort="2" type="nasab">
<nameLink> َبْن</nameLink>
<forename>الله <forename/>عُبيَْدِ 

</forename>
</persName>
<p> ُيقَوُل</p>

<!--encoding of Matn--> 
<said who="p1"> 
<p>

<?xml version="1.0" encoding="UTF-8"?>
<TEI xmlns="http://www.tei-c.org/ns/1.0">
<teiHeader>…</teiHeader>
<text>
<body>
<div xml:lang="ar">
<q>

Encoding Prototype of Al-Hadith Al-Shareef in TEI 225



reference of the prime narrator as value. In Hadith text, the Matn is characterized by
different structures, it could be narrative text with no quotations, or sort of conversa-
tions which can contain direct discourses or quotations. It can also contain other person
names that need to be identified in the encoding phase. The prototype allows the
identification of all these data information. The encoding of each part of the Matn goes
line by line: the system identifies the structure of each part and encodes it in a cor-
responding element, for example, a narrative text identified as a narration an encoded in
<p> (paragraph) element or a quotation encoded in <quote> element.

After that, the prototype generates the complete TEI encoded file and save it as an
output of the system. The following XML code present an output file from our pro-
totype covering the TEI encoding of the Hadith number 46 from the chapter of Belief
from Sahih Al-Bukhari book.

Our prototype allows as to generate encoded Hadith text with TEI format. To create
encoded Hadith corpus, we made an evaluation phase to test the consistency of our
prototype and the adaptability and the flexibility of the TEI model for Hadith text. The
evaluation phase is presented in the following section.

صَوْتهِِ، يسُْمَعُ دَوِ ُّى ْسِ، أَّرلا ثاَئرُِ  أهَْلِ نجَْدٍ، صلىّ الله عليه وسلمّ مِنْ   ِ لِىَ رَسُولِ اللهَّ إ لٌ جَاءَ رَجُ
ِ صلىّ الله عليه وسلمّ: فإَذَِا هوَُ يسَْألَُ عَنِ الإِسْلامَِ فقَاَلَ رَسُولُ اللهَّ وَلاَ يفُْقهَُ مَا يقَوُلُ حَتَّى دَناَ،
</p>
<quote>.« َِالْيوَْمِ وَاللَّيْلة صَلوََاتٍ في <quote/>«خَمْسُ 
<p>: َقاَل <p/>فقَاَلَ هلَْ عَلىََّ غَيْرُهاَ؟
<quote>.« َع إلاَِّ أنَْ تطَوََّ <quote/>«لاَ،
<p> صلىّ الله عليه وسلمّ:  ِ <p/>قاَلَ رَسُولُ اللهَّ
<quote>.«َرَمَضَان <quote/>«وَصِياَمُ
<p>:َقاَل قاَلَ هلَْ عَلىََّ غَيْرُه؟ُ </p>
<quote>.«َع تطَوََّ إلاَِّ أنَْ <quote/>«لاَ،
<p>:َكَاةَ. قاَلَ هلَْ عَلىََّ غَيْرُهاَ قاَل ِ صلىّ الله عليه وسلمّ الزَّ اللهَّ <p/>قاَلَ وَذَكَرَ لهَُ رَسُولُ
<quote>.«َع تطَوََّ أنَْ إلاَِّ <quote/>«لاَ،
<p> صلىّ الله ِ اللهَّ أنَْقصُُ. قاَلَ رَسُولُ ِ لاَ أزَِيدُ عَلىَ هذََا وَلاَ لُ وَهوَُ يقَوُلُ وَاللهَّ ُ جَّرلا قاَلَ فأَدَْبرََ
<p/>عليه وسلمّ:
<quote>.«َإنِْ صَدَق <quote/>«أفَْلحََ
</said>
</q>

</div>
</body>

</text>
</TEI>
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6 Evaluation and Discussion

To evaluate our prototype, we collected the first 1000 Arabic Hadith text from 14
chapters from Sahih Bukhari book. Consequently, the prototype generates respectively
1000 TEI files representing each Hadith encoded with TEI format. Table 1 illustrates
the obtained results.

Table 1 shows that sometimes for particular Hadith texts, we can obtain erroneous
encoding. The total number of obtained encoded Hadith texts is 982. The program
succeeded to produce 846 Hadith encoded correctly. However, we found 136 Hadith
incorrect or incomplete encoded which require some rectification on our TEI model to

Table 1. Summary table for the prototype results.

Evaluated
hadith

Hadith chapter Total
encoded

Encoded
correctly

Encoded
incorrectly

1000
Hadith

14 chapter of Sahih Bukhari 982 846 136

007 Hadith Chapter of revelation of Sahih
Bukhari

007 006 01

051 Hadith Chapter of belief of Sahih Bukhari 051 042 09
076 Hadith Chapter of knowledge of Sahih

Bukhari
075 064 11

113 Hadith Chapter of ablutions (wudu’) of
Sahih Bukhari

112 096 16

046 Hadith Chapter of bathing (ghusl) of Sahih
Bukhari

046 039 07

040 Hadith Chapter of menstrual periods of
Sahih Bukhari

038 032 06

015 Hadith Chapter of ablution with dust of
Sahih Bukhari

014 009 05

172 Hadith Chapter of prayer (salat) of Sahih
Bukhari

164 150 14

082 Hadith Chapter of time of the prayer of
Sahih Bukhari

081 066 15

273 Hadith Chapter of call to prayer of Sahih
Bukhari

270 234 36

066 Hadith Chapter of Friday prayer of Sahih
Bukhari

066 056 10

006 Hadith Chapter of fear prayer of Sahih
Bukhari

006 005 01

042 Hadith Chapter of the two festivals of
Sahih Bukhari

041 037 04

011 Hadith Chapter of the Witr prayer of Sahih
Bukhari

011 010 01
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obtains more encoding coverage for some particular part in some types of Hadith text.
This problem of incorrect or incomplete encoding is related with some exceptions and
particular Hadith forms such as irregularity in Matn and Isnad position or combination
between two or more chain of transmitters referring a same Matn. Also, the prototype
misses the encoding of some Hadith because of their exceptional forms: some Hadiths
refer directly to prefix Hadiths and came without Isnad or at least they refer to the Isnad
of their prefix Hadiths. Indeed, we estimate the quality of our work manually. Table 2
illustrates the obtained values of precision, recall and F-score.

According to the value of precision, we conclude that the value of precision is worth
0.86. Also, the recall value is 0.85. These values provide an F-measure equal to 0.85.

Consequently, we conclude that the obtained results are encouraging. Besides, we
can say that this prototype is flexible and easy to maintain because it is based on an
object-oriented programming language. However, we handled some problems. Some of
them are related with the particular Hadith forms which need to integrate more
specificity and to develop our TEI model to cover the encoding of the particular and the
complex forms of Hadith text.

7 Conclusion and Perspectives

The normalization of Al-Hadith Al-Shareef can take the automatic processing of such
corpus to another level. In this work, to attain our main objective, we based on TEI
guidelines to elaborate a TEI module customized for Hadith structure. To achieve that,
first, we started with a deep study of Hadith text structure. Second, we identified the
data categories from the TEI standard register which harmonized with the language
specification. After that, we elaborated a prototype for the automatic processing of the
encoding of Hadith text with our TEI model. Then, we tested our prototype with a 1000
Hadith text from 14 chapters from Sahih Bukhari book. The elaborated prototype
allowed us to generate normalized Hadith texts. As mentioned, the obtained values of
measures show that the results obtained from our prototype are encouraging. These
results can be used in others levels of analyses.

As perspectives, we want improve our TEI modeling of Al-Hadith Al-Shareef by
incorporating other criteria and specifications for deeper encoding of the fundamental
fragments of the Hadith. Also, we need to integrate more TEI elements in the Hadith
model to reach a deep description for the exceptional part in Hadith structure. Besides
that, we want to improve our prototype to generalize our method to cover complex
Hadith structures.

Table 2. Summary table of the precision, recall and F-score.

Hadith corpus Precision Recall F-score

1000 Hadith 0,86 0,85 0,85
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Abstract. This work aims to develop a Natural Language Processing (NLP) tool
for benchmarking and assessing Arabic syntactic parsers. This tool is integrated
within the Software Architecture For Arabic language pRocessing (SAFAR).
Indeed, SAFAR contains several ANLP tools from simple preprocessing up to
the semantic level. The benchmarking tool will take advantage of the available
basic tools in addition to the flexibility and reusability of SAFAR. The benchmark
process takes as input an evaluation corpus and one/several syntactic parsers
implementations. As a result, it outputs the most common metrics used for eval‐
uation namely: precision, recall, accuracy and F-measure. We introduced also a
new metric called Gp-score which takes into account the execution time besides
the accuracy. The execution time is very crucial for some tasks such as real-time
automatic translators or in the context of processing huge data. This bench‐
marking solution will help researchers in comparing their parsers against each
other; it will help as well other researchers in selecting the appropriate parser to
use within their high level projects. Two Arabic syntactic parsers are evaluated
to give a concrete example of this tool: The Stanford parser and the ATKS parser.

Keywords: Arabic NLP · Syntactic parsers · Evaluation · Benchmark

1 Introduction

The world of the internet has known a huge and continuous growth regarding the Arabic
content: texts, videos or images, etc. The statistics show that this content has increased
by 2501% between the year of 2000 and 2011 [1]. As a result, developing Arabic Natural
Language Processing (ANLP) tools is required to process this huge and growing content.
In fact, there are many applications that have been already developed for Arabic such
as search engines [2] and machine translation systems [3]. Many of these applications
rely on syntactic parsers in order to define the structure of the sentences and prepare it
for high level processing stages. The syntax level describes how to organize tokens in
order to build statements. It is the scientific study of sentence construction and it has
been a major area of research within computational linguistics for decades. Indeed, the
syntactic analysis represents an essential step in processing natural languages; it serves
as a tool for particular high level applications and is preliminary to further analysis, such
as semantic processing. The purpose of the syntactic analysis is to find all the syntactic
structures of a sentence. Parsers use several formalisms, such as Head-driven Phrase
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Structure Grammar (HPSG) in order to parse sentences. The accuracy of an application
is affected directly by the accuracy of the parser it uses. The more the parser is accurate,
the more the results of the application are accurate as well, and vice versa. Hence, it is
very important for researchers to search for the most suitable syntactic parser for their
research projects.

However, ANLP researchers can be confused when selecting the appropriate parser
according to their accuracies. In fact, authors usually use different custom corpora to
present the accuracy of their parsers, which may lead to different results using other
corpora. That is to say, one parser may get better results for one corpus but not for another
one. Thus, all parsers should be compared using several common corpora, or at least
using one common corpus in order to be fair in their evaluation. Hence, to help researches
making the choice of the parser to use, comparative tools should be developed in order
to present advantages and drawbacks of each parser according to the same corpus. To
our knowledge, no such comparative tools have been addressed so far for the context of
Arabic. One should note that we have previously developed similar benchmarking tools
for Arabic stemmers [4] as well as for Arabic morphological analyzers [5, 6].

Therefore, our objective in this article is to present a new automatic tool for bench‐
marking and evaluating Arabic syntactic parsers. This tool is generic, reusable and
compares the results of parsers according to an evaluation corpus. This benchmark is
designed to check the accuracy, precision, recall, F-measure of the results and also
compare the parsers with each other according to their execution time. Indeed, when
evaluating and benchmarking NLP tools, researchers usually use metrics related to the
accuracy of results only. However, it is very difficult to use syntactic parsers that do not
optimize their execution time to deal with the huge content of the Arabic language on
the internet. It is then necessary to take into consideration the execution time when
comparing and evaluating two parsers.

To provide concrete examples about the effectiveness of our solution of the bench‐
mark, we have selected two syntactic parsers that are freely available and which are
widely used within the ANLP community, namely: Stanford [7] and ATKS [8] parsers.
These two Arabic parsers are the only free ones and ready to use that we have found;
they will serve as examples to present the benchmarking process. It should be mentioned
that our benchmarking tool is not limited to these two parsers, it can be easily extended
to compare new parsers and/or to use new evaluation corpora.

The rest of this paper is organized as follows. The next section presents related works
concerning the comparison and the benchmark of syntactic parsers. In Sect. 3 we outline
some challenges that should be overcome when benchmarking parsers. Section 4
provides the steps of developing our benchmark solution and the metrics used. The
results of experiments are described and commented in Sect. 5. Finally, some conclu‐
sions are given in Sect. 6.

2 Related Works

In this section, we present algorithms and approaches that have been developed for
comparing syntactic trees and parsers. In fact, comparing parsers is based on comparing
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their output syntactic trees. One should note that we have found no works addressing
the evaluation of Arabic syntactic parsers; all the following works concern mainly the
English language.

Pawlik and Augsten presented AP-TED [9], a new memory efficient algorithm for
calculating the similarity between trees and providing the TED (Tree Edit Distance)
metric. AP-TED calculates the minimal-cost sequence of node edit operations that
transforms one tree into another. Authors claim that their solution runs at least as fast
as RTED [10] without trading in memory efficiency. Pawlik and Augsten provide the
tree edit distance implementation as a runnable Java JAR file that can be downloaded
from their official website1.

Atwell [11] presented a comparative evaluation of grammatical annotation models.
In his article, Atwell focuses mainly on the differences in parsing schemes, and discusses
how these differences should be taken into account in comparative evaluation of parsers.
He presented two solutions for this: the first one is to convert parsers outputs to a
dependency structure, and the second one consists of mapping parses onto simple
context-free constituency structure trees. Both solutions present problems and chal‐
lenges that should be taken into consideration. Atwell does not provide any tool for
comparing and evaluating parsers.

Tsarfaty et al. developed TedEval [12], which is a heuristics-free framework for
cross-experiment parse evaluation. It is used to evaluate parsing results for different
annotations schemas. TedEval calculates the parse error relative to the common gold
standard. According to its developers, TedEval can be used to evaluate both functional
trees and dependency trees by providing the TED metric. TedEval can be downloaded
via Tsarfaty’s website2.

Black et al. [13] presented the comparison of 10 parsers using constituent boundaries.
The conducted evaluation was done against a reference build from a majority vote out
of the output parses consisting of 14 sentences. Two metrics were provided for each
parser: (1) the number of crossing parenthesis and (2) the recall. The average scores
obtained were respectively of 4% crossing-brackets and 94% recall. In the literature, this
type of evaluations is usually referred to as “Parseval” [14].

Lin [15] presented a dependency-based method for evaluating broad-coverage
parsers. The author claims that his method offers several advantages over previous
methods that are based on phrase boundaries. He introduced the error count score which
is relevant to semantic interpretation. Lin also presented an algorithm to transform
constituency trees into dependency trees in order to be able to evaluate them using his
dependency-based method.

Kummerfeld et al. [16] proposed a new approach for detecting error types in parsers
outputs. Authors remarked that the F-score for constituency parsing evaluation gives a
useful measure of overall performance; however it does not provide any information
about the nature, or relative importance, of the remaining errors. To remedy this, they

1 http://tree-edit-distance.dbresearch.uni-salzburg.at/.
2 http://www.tsarfaty.com/unipar/download.html.
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proposed a new method of error classification using tree transformations. Their tool can
be downloaded via GitHub website3.

There are many other works that have been conducted for evaluating English parsers
and syntactic trees that is not possible to cite them all. Many other works have also been
accomplished for other languages such as French [17]. However, for the context of
Arabic, there are few works concerning parsers themselves; which justifies the lack of
researches for evaluating and benchmarking Arabic syntactic parsers. This situation
makes the benchmark of Arabic parsers a challenging task and poses several problems
as presented in the next section.

3 Syntactic Parsers Benchmark: Challenges and Solutions

Evaluating Arabic syntactic parsers using an evaluation corpus highlights several chal‐
lenges that can be categorized into two types: (1) The lack of Arabic parsers and eval‐
uation corpora, and (2) the lack of standards in parsers outputs and schemas.

3.1 Limited Number of Arabic Parsers

Researches on Arabic syntactic parsers have not reached an advanced stage compared
to other languages such as English in which many parsers have already been developed
[18–21]. Indeed, most of the existing Arabic tools focus mainly on the morphology rather
than the syntax. Hence, we have a very limited number of Arabic parsers that we can
rely on in order to present our benchmarking solution with several examples. We have
found only two Arabic syntactic parsers that are freely available and widely used within
the ANLP community to serve as example for our tests and experiments with the bench‐
mark solution, these parsers are:

Stanford parser [7]: is one of the most used syntactic parsers of the Arabic language
within the ANLP community, it is written in Java and can be run either through a graph‐
ical interface or using a command line.

ATKS parser [8]: is an Arabic syntactic parser developed by Microsoft in the
Advanced Technology Lab in Cairo. This parser is included within the Arabic Toolkit
Service (ATKS). It should be mentioned also that the ATKS parser is integrated into
several Microsoft products and services such as Windows, Office and Bing, and it can
be exploited only as a web service.

3.2 Limited Number of Syntactic Evaluation Corpora

In order to perform the syntactic benchmark, the results returned by a syntactic parser
must be compared to results of an annotated corpus. This corpus should contain a
maximum amount of different sentences with their possible syntactic trees. There are
several corpora for Arabic such as the Penn Arabic Treebank (PATB) [22], the Prague
Arabic Dependency Treebank (PADT) [23], the Columbia Arabic Treebank (CATiB)

3 https://github.com/jkkummerfeld/berkeley-parser-analyser.
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[24] and the Quranic Arabic Dependency Treebank (QADT) [25]. All these corpora
contain both morphological annotation of individual words, and syntactic parses of
sentences in either constituency phrase structure grammar or dependency grammar.
However, they are not available for large public. They are either not available for down‐
load or not free. This is because building these kinds of corpora is time consuming and
requires experts with linguistic knowledge in Arabic language. It has been realized
nowadays that the effort needed to build such corpora may exceed largely the effort
needed to build tools that exploit them. This justifies the lack of such free gold standards
for benchmarking Arabic syntactic parsers.

To remedy this, we used OntoNotes [26] as our syntactic evaluation gold standard.
OntoNotes is a free annotated corpus whose development was supported under the
GALE program of the Defense Advanced Research Projects Agency. OntoNotes
includes approximately 1.5 million words of English, 800 K of Chinese, and 300 K of
Arabic. The Arabic portion of OntoNotes 5.0 includes 300 K of Arabic An-Nahar news‐
wire, with Treebank, word sense, proposition, coreference, and named entity annotation
layers. The newswire data is taken from the 400 K Arabic Treebank Part 3. V3.1 (ATB
P3 V3.1). OntoNotes is the only freely available evaluation corpus for the syntax that
we have found for Arabic.

3.3 No Standards for Tagsets

The POS tags used in OntoNotes corpus and in Stanford and ATKS parsers are hetero‐
geneous and not identical. For example, OntoNotes uses the tag “ADV” for Adverb,
while Stanford and ATKS parsers use the “RB” tag. Therefore, prior developing the
syntactic benchmarking tool, it was necessary to map all tagsets used to a unified and
simpler tagset consisting only of the major POS categories listed in Table 1. This
mapping was based on the scheme suggested in [27]. All tags are converted automati‐
cally to this simplified tagset before executing the benchmarking process.

Table 1. Reduced tagset used fort the benchmark

Tag name Gloss
CC Coordinating conjunction
DT Determiner
IN Preposition
JJ Adjective
NN Noun
NNP Proper noun
NNS Plural noun
PRP Pronoun
RB Adverb
RP Particle
VBD Perfect verb
VBN Passive verb
VBP Imperfect verb
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3.4 Constituency vs Dependency Structures

There are two major varieties of syntactic annotation: a phrase structure (also known as
constituency) and a dependency representation. Parsers may output either one of these
structures or both. However, most of the parsers do not output the dependency structures
[11]. There are certainly other grammar models such as HPSG but less used compared to
dependency and constituency structure, especially when it comes to annotating corpora. The
dependency Grammar is a class of modern syntactic theories that are all based on the
dependency relation. Dependency is the notion that linguistic units, e.g. words, are
connected to each other by directed links. In a dependency tree, each word of the sentence
is a modifier of exactly one other word. On the other side, the constituency grammar
describes the structural categories and hierarchical structure of the whole sentence rather
than dealing with word-word relations. Figure 1 gives an example of dependency and
constituency structures for the sentence: “ ”.

Fig. 1. Examples of dependency and constituency structures

The heterogeneity of these two representations makes their comparison very difficult
without transforming one structure to the other. For our case, Stanford parser outputs
both types while ATKS parser outputs only the constituency representation. It goes as
well for OntoNotes which is annotated using the constituency representation only.
Therefore, we cannot evaluate these parsers according to the dependency structure. To
remedy this, we have limited the benchmark in this article to constituency representation
only until new Arabic parsers produce dependency structures that we can rely on.

4 Developing the Benchmark Solution

The main objective of this benchmark is to develop an automatic parser evaluation tool,
which assesses the Arabic output syntactic trees according to an evaluation corpus
(OntoNotes) [26] and then calculates metrics related to the accuracy and the execution
time. This section describes all steps for creating and developing this benchmarking tool.
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4.1 Using SAFAR Framework

We had two possibilities when developing our tool, either develop it as a separate program
or integrate it within a platform for ANLP. Since we have already developed similar bench‐
marking solutions for Arabic stemmers [4] and morphological analyzers [4, 5], we decided
to follow the same approach and integrate our parser benchmark solution into SAFAR
(Software Architecture For Arabic language pRocessing) [28–30]. SAFAR is a framework
dedicated to ANLP written in Java. It is cross platform, modular, extensible and flexible.
Therefore, our benchmarking solution can be easily executed within SAFAR with few lines
of code, and will benefit from its advantages of extensibility and reusability. Moreover, a
researcher will be able to integrate new parsers within SAFAR in order to be compared with
the existing ones via the same process without any modification in the benchmarking tool.
This integration can be done via code or using web services. New evaluation corpora can
be also used instead of OntoNotes. Concerning the execution time of parsers, SAFAR can
easily calculate the consumed time of each parser according to its executed code.

As specified in Fig. 2, SAFAR has several layers. The “Utilities” layer includes a
set of technical services, the “Resources” layer provides services for consulting language
resources such as lexicon, the “Basic layer” contains the three regular layers
(morphology, syntax and semantics), the “Application” layer contains high-level appli‐
cations that use the layers listed above such as “Resources” and “Utilities”. Finally, the
“Client” tier that provides users (especially, non programmer users such as linguists)
the opportunity to exploit available resources and applications from all other layers. Our
benchmark solution is integrated within the “Utilities” layer. Stanford and ATKS parsers
are integrated within the “Syntax” layer. As for OntoNotes, it is integrated within the
“Resources” layer.

Fig. 2. SAFAR framework architecture

4.2 Preprocessing the Evaluation Corpus

The OntoNotes trees and the trees generated using Stanford and ATKS parsers follow
basically the same schema rules concerning the used tags. However, there are still some
differences that should be normalized before performing the evaluation process. This
normalization consists of removing any additional labels that are used in OntoNotes but
not in any of the other parsers, such as words that are labeled with –NONE– tag. In
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addition, all detailed tags in OntoNotes are reduced to a common basic annotation. For
example, the tag “NOUN+NSUFF_FEM_SG+CASE_DEF_GEN” is reduced to
“NOUN” since the remaining part contains detailed information that is not available in
parsers outputs, therefore we cannot evaluate parsers based on that detailed part.

Moreover, we have noticed that small sentences are always parsed correctly while
long ones are not. Therefore, in order to evaluate parsers according to the length of
sentences and show how long sentences can affect the performance and results, we have
divided the OntoNotes corpus into three lists of sentences. List 1 contains all small
sentences with 10 words or less. List 2 contains all sentences with a number of words
between 10 and 20. And finally, List 3 contains all sentences with 30 words or more.
Benchmarking results is provided for each of these sentences lists.

4.3 Calculating the Evaluation Metrics

The Arabic syntactic parsers benchmark process consists of returning a list of metrics on
which researchers can rely to measure the performance of a given syntactic parser. To
measure this performance, we used the usual evaluation metrics4: the precision, recall,
accuracy and F-measure. Other metrics can also be applied such as Tree Edit Distance
(TED) and similarity; however we have initially considered the use of classical metrics
only since they give a global overview of the relevance of returned results. Calculating the
evaluation metrics is performed as follows. First, the evaluation process finds all constitu‐
ents in both OntoNotes and the parser output. For every constituent, we search for its label
and span. Figure 3 gives an example of how we get labels and spans.

Fig. 3. Example of two different syntactic trees from the Gold and a parser

4 http://en.wikipedia.org/wiki/Precision_and_recall.
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The constituents for each tree in Fig. 3 are given in Table 2 in the form label:span.

Table 2. Constituents of the Gold and the parser trees according to Fig. 3

Corpus constituents Parser constituents
N:A N:A
V:B V:B
D:E N:E
N:F VP:BE
NP:EF S:ABE
VP:BEF
S:ABEF

Once we get the constituents in the form label:span, the evaluation metrics are then
calculated for each syntactic tree using the parameters presented in Table 3:

Table 3. Parameters used to calculate the benchmark metrics

Positive (P) Negative (N)
True (T) Total of correct constituents returned

by the parser
Total of incorrect constituents identified
by the parser

False (F) Total of incorrect constituents
returned by the parser

Total of correct constituents not returned
by the parser

Using the parameters TPs, FPs, TNs and FNs, where “s” refers to “sentence”, we can
calculate our main metrics as follows:

Precision =

∑
TPs

∑
TPs +

∑
FPs

The precision of results returned by a syntactic parser expresses the total number of
correct constituents compared to the total number of all constituents returned by the
parser. The precision can be less than 100% even if the parser returns all possible correct
constituents of the sentence; this means that it returns some incorrect constituents in
addition to the correct one. Precision can also be equal to 100% even if the parser does
not return all possible correct constituents for that sentence; this means that all returned
constituents are correct.

Recall =

∑
TPs

∑
TPs +

∑
FNs

The recall of results expresses the total number of correct constituents returned by
a parser for this sentence compared to the total number of all constituents that should
be returned. In contrast to the precision, the recall may be equal to 100% even if the
parser returns additional incorrect constituents since the recall does not take into account
the FPs parameter.
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Accuracy =

∑
TPs

∑
TPs +

∑
TNs +

∑
FPs +

∑
FNs

The accuracy of results returned by a parser expresses the proportion of the constit‐
uents that are false. In contrast to the precision and recall, the accuracy is equal to 100%
only if the parser returns all possible correct constituents, and in addition to that, there
are no additional constituents that are incorrect within its results. If the accuracy is equal
to 100%, this means that the parser results are perfect.

F-measure = 2 ⋅

precision ⋅ recall

precision + recall

The F-measure combines both precision and recall in one single metric. It can be
interpreted as a weighted average of the precision and recall.

When evaluating a syntactic parser, researchers often use these usual metrics that
are related to the accuracy of results. However, Arabic data in the digital world has
become so large that it becomes impossible to neglect the execution time of parsers.
That is why we propose a new metric called Gp-score (for Global parser score) that takes
into consideration the accuracy of results as well as the execution time, it is calculated
as follows:

GP − score =

∑
Ts

Accuracy

Where Ts is the time taken by the parser to parse the sentence “s”. For calculating
the Gp-score, we have used the accuracy instead of precision or recall because these
latter do not take into consideration all the constituents returned (or that must be
returned) by the parser. In the other side, the accuracy takes into account correct constit‐
uents of the parser, its incorrect constituents and correct constituents that are not returned
by the parser. It should be noted that our Gp-score metric is considered better when its
value tends to zero and worse when it tends to a big number. Researchers can rely on
this new metric to measure the performance of a parser when the execution time is a
crucial parameter for their projects.

4.4 Summary of All Steps

All steps of the execution of our benchmarking tool are summarized in Fig. 4:
In step 0, the program converts all textual trees in the evaluation corpus into memory

trees objects according to SAFAR API5. Indeed, using memory objects leads to fast
evaluation. In step 1, each parser processes all sentences of the evaluation corpus. The
results of each parser are then retrieved as memory trees in step 2. In step 3, the program
compares the resulting trees of each parser with those of the evaluation corpus and
calculates the evaluation metrics.

5 http://arabic.emi.ac.ma/safar/javadoc.
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5 Experiments and Results

Tables 4 and 5 show the results of our experiments. We have calculated all metrics for
each list of sentences based on their lengths (see Sect. 4.2). Table 4 concerns Stanford
parser while Table 5 concerns ATKS parser results. These experiments were performed
on a computer having the following characteristics: CPU = Core i7 @2.4 GHz,
RAM = 8 GO, Operating System = Win 10, 64 bits.

Table 4. Results of evaluating Stanford parser according to the three categories of sentences

Metrics List 1 List 2 List 3
Precision 71.48 49.54 32.42
Accuracy 58.48 46.28 31.15
Recall 76.28 87.54 88.85
F-measure 73.8 63.27 47.51
Execution time 2.13 12.50 49.68
Gp-score 0.036 0.270 1.594

Fig. 4. Steps for executing the parsers benchmark solution
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Table 5. Results of evaluating ATKS parser according to the three categories of sentences

Metrics List 1 List 2 List 3
Precision 68.93 48.35 32.42
Accuracy 62.35 47.33 32.1
Recall 86.72 95.75 97.07
F-measure 76.81 64.25 48.61
Execution time 18.54 42.72 88.74
Gp-score 0.297 0.902 2.76

As it is shown in Tables 4 and 5, the precision, accuracy, recall and F-measure vary
from roughly 31% to 97% and are in all cases rather close for both parsers. However,
the experiments show clearly that Stanford parser processes the sentences in less time
than the ATKS parser, which may be due to the remote calls of web services of ATKS.
Indeed, ATKS needs to call its server each time the syntactic parsing is executed. Gp-
score varies from 0.04 to 2.8. Stanford parser gets highest scores of Gp-score due to its
execution time.

Results show also that both parsers get the highest scores when parsing small
sentences (List 1) and get the worst scores with longer sentences (List 3). The more
sentences are long, the more parsers performances are affected on both accuracy and
execution time. This is because the sentences become more complex and therefore lead
to more errors in the parsing process.

6 Conclusion

In this paper, we presented a new automatic tool for benchmarking Arabic syntactic
parsers. We outlined some challenges to take into consideration when developing a
system for comparing Arabic parsers. Then we presented our reusable solution to solve
this problem. This solution is integrated within the Software Architecture For Arabic
language pRocessing (SAFAR) framework. Indeed, SAFAR represents for us a way to
standardize the various aspects shared by Arabic processing tools in order to promote
interoperability and flexibility. We selected two freely available Arabic syntactic parsers
(Stanford and ATKS) in order to compare their results and give an example of use of
this solution. We used OntoNotes as evaluation corpus to perform the benchmark of
parsers. This corpus includes 300 K of Arabic An-Nahar newswire, with Treebank, word
sense, proposition, coreference, and named entity annotation layers. The newswire data
is taken from Treebank Part 3. V3.1. We have divided this corpus into three sub lists of
sentences according to their lengths in order to study the impact of long sentences on
the parsing process.

Our benchmark process consists of returning a list of metrics on which researchers
can rely to measure the performance of a given syntactic parser. We used the usual
evaluation metrics namely: the precision, recall, accuracy and F-measure. In addition,
we introduced a new evaluation metric called Gp-score (for Global parser score) that
combines the accuracy of parsers as well as their execution time. Indeed, the execution
time is an important element for many researchers; it may affect the decision of using a
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tool in their projects or not. Experiments show that results of accuracy are close for both
parsers. However, Stanford parser is faster than ATKS parser in parsing sentences.
Experiments show also that the accuracy of parsers is affected by the lengths of
sentences. Shortest sentences get highest accuracies and longest sentences get lowest
accuracies.

As future work, we plan to create a specific corpus containing sentences by catego‐
ries: verbal, nominal, etc. This classification will be more suitable to evaluate the parser
performance according to the syntactic phenomena, not only to the sentence length. We
also plan to standardize all the used tags either by parsers or by evaluation corpora
according to ISO 126206 guidelines.
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Abstract. Natural Language Processing (NLP) applications such as machine
translation, question answering, knowledge extraction, and information retrieval
require parsing process as an essential step. In this paper, we present a parser to
analyze simple Arabic nominal sentences using the NooJ platform. Hence, we
propose a well-classified NooJ dictionary that includes most syntactic, and
semantic features. We also present the rule describing the Arabic sentence.
Then, we implement the parser that recognizes, and annotates all possible
grammatical structures of simple Arabic nominal sentence. We implement a set
of transducers modeling Arabic lexical, and syntactic constraints, these con-
straints reduce parsing ambiguity. Our parser is tested on many sentences
extracted from real texts. These experimental results show the effectiveness of
the proposed parser for analyzing simple Arabic nominal sentences.

Keywords: Natural Language Processing � Arabic language parser
Syntactic analysis � NooJ linguistic platform

1 Introduction

Natural Language is the language spoken by humans. Any language is based on a
vocabulary which consists of a set of words. This group of words must match a set of
grammatical rules. A sequence of words, from the vocabulary, form a text, and the set
of all possible texts defines the language. NLP is a subfield of Artificial Intelligence and
linguistic, devoted to make computers understand statements written in natural lan-
guage [7, 13]. In fact, NLP employs computational techniques for the purpose of
learning, understanding, and producing natural language content. Actually the natural
language processing requires relevant information about the language at different
levels. Therefore, we may be able to use four knowledge levels about the language:
morpho-lexical, syntactic, semantic, and pragmatic. These levels overlay each other.
Each level only focuses on a given issue related to that level.

In the NooJ linguistic platform, syntactic grammars are very useful to describe the
words sequence which has a meaning [14]. Hence we can use them in order to focus on
various kinds of simple nominal sentences. NooJ guarantees high integration of all
levels of description thanks to compatible notations and a unified representation for all
linguistic analysis results, enabling different analyzers at different linguistic levels to
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communicate with one another [13, 16]. The aim of our work is to develop a syntactic
parser of simple Arabic nominal sentences. This parser is based on a set of structural
grammars. These grammars are implemented in the NooJ platform. In general, Arabic
texts are not diacritized. So these texts become ambiguous. That is why the disam-
biguation of the sentence components is also expected in this work.

The rest of this paper is organized as follows: Sect. 2 is dedicated to related work,
Sect. 3 describes our contribution; we have three subsections in this part: the lexicon
classification, the disambiguation, and mapping between the lexicon classes and the
nominal sentence components. In Sect. 4, we present the main NooJ platform func-
tionalities. Section 5 explains the implementation of our Simple Arabic nominal sen-
tence syntactic parser. Section 6 is devoted to the running and the test of our parser on
different sentences. Finally, the last part will present the conclusion and the future
work.

2 Related Work

In literature, many approaches were applied to design and implement a syntactic
analyzer for parsing Arabic sentences [1, 6, 9, 10]. Actually there are three main
approaches: linguistic, statistical, and hybrid. The linguistic methods are based on
lexicon and grammars. This approach lacks of resources, for instance, the Arabic
grammars do not cover all sentences’ types. It is often said that linguistic methods are
costly to implement because they require the construction of dictionaries and gram-
mars. However, statistical methods also require a great deal of work to manually
construct their reference corpora. The hybrid approach incorporates linguistic rules and
corpora-based statistics. So the strengths of both linguistic and statistical approaches to
NLP can be combined in a single framework. The other shortcoming of statistical
methods is that it relies on reference corpora. So, if the reference corpora contain so
many errors, we cannot expect reliable results. Regarding the Arabic language, most of
syntactic analyzer developed are based on statistical approach.

3 Methodology and Contribution

This section is devoted to our contribution. The aim of our work is to develop a
syntactic parser for simple Arabic nominal sentences. As described in Fig. 1, our
methodology is completely based on a linguistic approach. Therefore, we apply three
main steps: lexicon classification, disambiguation, and grammar modeling regarding
the simple Arabic nominal sentence structure. We have already defined a dictionary [4].
But these entries are not accurately classified. That is why we carry on a new lexicon
classification. This classification is very helpful in the last step. In a previous work [8],
we also implemented morpho-syntactic rules for processing agglutination using the
NooJ platform. The morphological analysis result leads to multiple annotations for the
same word. Hence, the disambiguation is required. Finally, from the simple Arabic
nominal sentence structure, we map the sentence classes with the nominal sentence
components. All these steps are described below:

Syntactic Parsing of Simple Arabic Nominal Sentence 245



3.1 Lexicon Classification

The Arabic language words are divided into three main classes: nouns, verbs, and
particles [2, 3, 11, 12, 17, 20–22]. We can eventually add an extra class named “others”
or “residuals”. This class includes “borrowed words”, “numbers”, etc. Each class is in
turn divided into sub-classes. For example, “complete noun” ( , al-’ism al-ttām)
and “incomplete noun” ( , al-’ism al-nnāqiṣ) are two sub-classes for the noun.

A noun in Arabic language is defined as a word which has a meaning without being
connected with the notion of time. This class includes pronouns. It also contains
“adjectives”, “verbal nouns”, “noun of place”, “proper nouns”, etc. as sub-classes. The
sub-class “adjectives” has also sub-classes: “resembling adjective” ( , al-
ṣṣifah al-mušabbahah), “active participles” ( ,’ism al-fā‘il), “passive partici-
ples” ( ,’ism al-maf‘ūl), etc.

A verb in Arabic language is a word with two features: action and time. When it is
used in a specific context, the verb, prefixed by some particles such as futurity and
interrogation particles, get more information about tense, form and meaning. In fact,
the “verbs” class is divided into two main sub-classes: “complete verbs” ( ,
al-fi‘l al-ttām) and “incomplete verbs” ( , al-fi‘l al-nnāqiṣ). These features are

Input Sentence

Morphemes with
all possible features

Correct
morphemes

Parse Tree(s)
with annotated sentence

morphemes
with features

morphemes
Morphological

Analyzer

NooJ Parser

Classified NooJ
Dictionary

Arabic GrammarDisambiguation
(NooJ Local Grammar)

Fig. 1. Analysis steps of Arabic sentence.
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related to the flexion of the verb. We can also classify verbs regarding many features.
One of them could be syntactic feature which involves deeming important property
“verb transitivity”. Hence a verb could be either “transitive” or “intransitive”. The
transitive verbs in Arabic handle from one to three accusative forms. Besides the
syntactic classification, we can classify verbs regarding semantic features.

Unlike nouns and verbs, particles do not have a meaning regardless of nouns, verbs
or particles. The particle can assume the role of a linker between sentences, a linker
between words (verbs and nouns), a prefix or suffix, or a sentence modify. They can
modify the sentence tense or the sentence meaning. Arabic grammarians divide the
“particle” class into three sub-classes: those which are related to the verb ( , sawfa,
will), “prepositions” are related to the noun, and those which are related to both of them
such as “conjunctions” [18, 19]. We can also classify these sub-classes. The
sub-sub-classes highlight the grammatical function of the particle.

3.2 Disambiguation

As result of the morphological analysis, a word can have many annotations. For
example, in the sentence: silver and money are in the case ( , fiḍḍatun
wa mālun fī al-haqībati). As the sentence is not diacritized, the third word could be
annotated as the name money ( , māl) or as the verb tilt ( , māla). The disam-
biguation here is obvious because silver ( , fiḍḍah) is a name and the preposition
“and” ( , wa) cannot link a name with a verb. In addition, the word placed after
prepositions must be a noun. And the word placed after particles affecting verbs must
be a verb. In the sentence: , the first word can be either the name man ( ,
raǧul) or the name feet ( , riǧlun). Regarding the attributive and predicative adjec-
tives agreement, the predicative adjective “strong” ( , qawiyaah) is feminine. So
must be feet ( , riǧl) that is also feminine. The syntactic rules enable us to do
automatic disambiguation [5, 15].

Our disambiguation approach is based on cooperation between the morphological
analyzer and the parser. The morphological analyzer produces all possible interpreta-
tions of the textual Arabic word. Disambiguation would be resolved by applying
certain types of constraints that are defined with the grammar rules (See Fig. 2). These
constraints lead to a correct parse, it could resolve the ambiguity.

Fig. 2. Disambiguation schema.
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3.3 Mapping Between the Lexicon Classes and the Nominal Sentence
Components

All natural languages share the same structure which mainly consists of a nuclear
predication with eventually extra elements (complement). The nuclear predication is
mandatory. In Arabic, the attribution ( , al-’isnād) is the predication relation which
holds between two syntagms in a sentence. The Arabic sentence is comprised of two
required components: the predicate and the subject ( , al-musnad wa
al-musnad-’ilayh), which affect the sentence meaning [2, 3, 20, 21]. The predicate may
precede or follow the subject whether in the nominal or the verbal sentence.
Pre-position ( , a-ttaqdīm) and post-position ( , a-tta’ḫīr) are restricted by some
conditions ( , aḥkām al-ttaqdīm wa al-tta’ḫīr). In the case of a nominal
sentence, the predicate is the comment ( , al-ḫabar) and the subject is the topic ( ,
al-mubtada’). When the subject follows the predicate, we have to do with a pre-posed
comment ( , ḫabar muqaddam) and post-posed topic ( , mubtada’
mu’aḫḫar). Some modifiers may come before them regardless of their position, and
consequently affect their diacritization. As example, let us consider the following
sentence: the boy is assiduous ( , al-waladu muǧtahidun). If we begin the
sentence with the particle ( ,’inna, indeed), it changes the topic to accusative form. But
if we replace the particle ( ,’inna, indeed) with the particle ( , kāna, was) in the same
sentence, it changes the comment to accusative form [7].

The Arabic grammarians have established the following rule describing the general
structure of a sentence:

ð1Þ

The sentence, al-ǧumlah = [the head, al-ṣṣadr] (the predicate, al-musnad and,
wa the subject, al-musnad’ilayh) [the complement, al-faḏlah]

Both of the predicate and the subject are mandatory in the Arabic sentence. In the
other hand, the complement and the head are optional. In the context of simple Arabic
Nominal sentence and regarding the lexicon classification, the head could be an
incomplete verb, an interrogation particle, etc. The predicate could be an adjective, a
prepositional phrase, etc. The subject is always a noun phrase. The complement is
usually an incomplete noun or a prepositional/locative phrase. Therefore, a simple
nominal sentence cover six kind of simple Arabic nominal sentence: when the com-
ment could be either resembling adjective, derivative adjective ( , al-ṣṣefah
al-mušttaqah(, verbal noun ( , al-maṣdar), indefinite noun, prepositional phrase, or
locative phrase (See Fig. 7). The Fig. 3 presents an example of simple Arabic nominal
sentence.
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4 The NooJ Linguistic Platform

NooJ is a development environment used to construct large-coverage formalized
descriptions of natural languages, and apply them to large corpora, in real time [13, 16].
The descriptions of natural languages are formalized as electronic dictionaries, as
grammars represented by organized sets of graphs. NooJ supplies tools to describe
inflectional and derivational morphology, terminological and spelling variations,
vocabulary (simple words, multi-word units and frozen expressions), semi-frozen
phenomena (local grammars), syntax (grammars for phrases and full sentences) and
semantics (named entity recognition, transformational analysis). In fact, NooJ allows
linguists to combine in one unified framework Finite-State descriptions such as in
XFST, Context-Free grammars such as in GPSG, Context-Sensitive grammars such as
in LFG and unrestricted grammars such as the ones developed in HPSG.

NooJ is also used as a corpora processing system: it allows users to process sets of
(thousands of) text files. Typical operations include indexing morpho-syntactic pat-
terns, frozen or semi-frozen expressions (e.g. technical expressions), lemmatized
concordances and performing various statistical studies of the results. NooJ is a free-
ware, linguistic engineering development environment used to formalize various types
of textual phenomena (orthography, lexical and productive morphology, local, struc-
tural and transformational syntax) using a large gamut of computational devices (from
Finite-State Automata to Augmented Recursive Transition Networks). NooJ includes
tools to construct, test, debug, maintain and accumulate large sets linguistic resources,
and can apply them to large texts [16].

Fig. 3. Example of simple sentence structure.
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5 Implementation

In a previous work, we have already implemented an Arabic dictionary in the NooJ
platform. It is based on root and pattern properties. This dictionary consists of 160.000
lexical entries which are also obtained from flexional and derivational models [4].
However, this dictionary lacks a fine-grained classification allowing a correct syntactic
analysis. Therefore, before the implementation in the NooJ platform, we must add new
syntactic and semantic properties allowing a successful Arabic sentence parsing.
Table 1 summarizes new defined properties holding the lexicon classification discussed
in Sect. 3.1.

After that, we implement some disambiguation rules that include three constraint
types: lexical constraints, syntactic constraints, and agreement constraints. Theses
constraints are implements as local grammars using the NooJ platform. Each analyzed
sentence is matched with these grammars in a sequential mode in order to overcome

Table 1. Lexicon classification.
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meaningless tags. The following local grammars (Figs. 4, 5 and 6) respectively sum-
marize lexical, syntactic, and agreement constraints.

The final step in our contribution is the implementation of the simple Arabic
nominal sentence structure. All in all, thirty structural grammar graphs, with seven
levels of nesting, were implemented. All of them cover six kind of simple Arabic
nominal sentence: Nominal sentence when the comment could be resembling and
derivative adjective, a verbal noun, an indefinite noun, a prepositional phrase, or a
locative phrase. Some of these grammar graphs are presented in Figs. 7 and 8.

In the NooJ linguistic platform, we implement a set of syntactic rules. These rules
are based on the formula (1) describing the simple Arabic sentence structure.

Fig. 4. Lexical constraint.

Fig. 5. Syntactic constraint.

Fig. 6. Agreement constraint.
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Our implementation takes advantage of the lexicon classification presented above.
Figure 8 shows the first level of our grammar.

The graph shown in Fig. 8 handle and annotate the main components of the input
sentence, and produce as output annotated parse tree(s) (see Sect. 3.3). our grammar is
able to parse any nominal sentence regardless of the order of its components.

Fig. 7. Simple Arabic nominal sentence predicate values.

Fig. 8. First level of our grammar.
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Table 2 presents the list of abbreviations used in the sentence annotations produced by
the first level of our grammar.

6 Results

To test the parser and the disambiguation local grammar on corpora, we have to
segment corpora text into sentences. This task requires a particular processing which is
not the aim of this work. So our test is applied on a text containing one hundred and

Table 2. Sentence components annotations

Abbreviation Full form

COMP Complement
INC. VERB Incomplete verb
NLSENT Nominal sentence
PRED Predicate
SUBJ Subject

Fig. 9. Sentence annotations before disambiguation
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twenty nominal sentences having various structures. The rate of disambiguation is
around eighty-six percent. This can be explained because some constraints are not yet
implemented. However, we still have ambiguity in some sentences due to ambiguity
feature of Arabic language. This issue could be solved once we implement a semantic
analyzer beside the syntactic analyzer. Regarding the parsing task, the success rate of
our analyzer is around ninety-five percent. This is obvious since some grammars are
not yet implemented. Figure 9 presents the tagging of a sentence just before the dis-
ambiguation step. Figure 10 presents the tagging of the same sentence just after the
disambiguation step and before the parsing step. Figures 11 and 12 contain the syn-
tactic analysis result for the same sentence. We notice the success of the analysis
even though the words order is not the same in each of them.

Fig. 10. Sentence annotations after disambiguation.
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The NooJ Linguistic engine analyzes all possible interpretations for a not dia-
critized word, and add all possible morphological annotations in the NooJ
Table Annotation Structure (TAS). Figure 9 shows an ambiguous NooJ TAS, result of
the NooJ linguistic analysis, before applying our disambiguation local grammar.

After applying disambiguation local grammar, all impossible morphological
annotations are filtered out from the NooJ TAS. Figure 10 presents a disambiguated
NooJ TAS, which can be used for an efficient syntactic parsing and generation.

After the disambiguation step, we obtain a disambiguated sentence which is the
input of our parser. The parser has to match parse tree(s) to the input sentence.
Figures 11 and 12 show the NooJ TAS after the parsing step applied on two sentences.
These sentences are similar but the order of their components is different. The parser
returns the same syntactic annotations of the sentence components in the two proposed
cases.

Fig. 11. Sentence annotations after the parsing step (1).
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7 Conclusion and Perspectives

In this paper we presented our methodology of simple Arabic sentence parsing. This
methodology consists in classifying the entries of an Arabic electronic dictionary
regarding the category, implementing disambiguation rules, and creating syntactic
grammars. The implementation is performed using the NooJ platform. If the platform
NooJ allows to process all the stages of analysis (morphological, syntactic and
semantic), our work is focused on the stage of syntactic analysis, with a preliminary
stage of disambiguation.

Thus, we have implemented many transducers modeling a set of lexical and syn-
tactic constraints in Arabic language. These transducers are applied sequentially. After
that, with our structural grammars, we have analyzed several simple Arabic nominal
sentences, disambiguated it automatically and generate their syntactic trees. These
graphs add syntactic annotations.

Our method will not be limited to the simple nominal sentence, we will extend it to
other types of Arabic sentence. So we will be able to syntactically analyze different text
and corpora thereafter.

Once the Arabic analyzer is done, many issues could be solved such as automatic
diacritics, Arabic sentences correction, and accurate translation. Also, other disam-
biguation rules could be implemented when the semantic analysis can be used.

Fig. 12. Sentence annotations after the parsing step (2).
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