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Preface

We are delighted to introduce the proceedings of the second edition of the 2017
European Alliance for Innovation (EAI) International Conference on Machine Learning
and Intelligent Communications (MLICOM). This conference brought together
researchers, developers, and practitioners from around the world who are leveraging
and developing machine learning and intelligent communications.

The technical program of MLICOM 2017 consisted of 141 full papers in oral
presentation sessions at the main conference tracks. The conference tracks were: Main
Track, Machine Learning; Track 1, Intelligent Positioning and Navigation; Track 2,
Intelligent Multimedia Processing and Security; Track 3, Intelligent Wireless Mobile
Network and Security; Track 4, Cognitive Radio and Intelligent Networking; Track 5,
Intelligent Internet of Things; Track 6, Intelligent Satellite Communications and Net-
working; Track 7, Intelligent Remote Sensing, Visual Computing and
Three-Dimensional Modeling; Track 8, Green Communication and Intelligent Net-
working; Track 9, Intelligent Ad-Hoc and Sensor Networks; Track 10, Intelligent
Resource Allocation in Wireless and Cloud Networks; Track 11, Intelligent Signal
Processing in Wireless and Optical Communications; Track 12, Intelligent Radar
Signal Processing; Track 13, Intelligent Cooperative Communications and Networking.
Aside from the high-quality technical paper presentations, the technical program also
featured three keynote speeches. The three keynote speeches were by Prof. Haijun
Zhang from the University of Science and Technology Beijing, China, Prof. Yong
Wang from Harbin Institute of Technology, China, and Mr. Lifan Liu from National
Instruments China.

Coordination with the steering chairs, Imrich Chlamtac, Xuemai Gu, and Gongliang
Liu, was essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee who worked hard to organize and support the con-
ference, and in particular, the Technical Program Committee, led by our TPC co-chairs,
Prof. Xin Liu and Prof. Mingjian Sun, who completed the peer-review process of
technical papers and created a high-quality technical program. We are also grateful to
the conference manager, Katarina Antalova, for her support and to all the authors who
submitted their papers to MLICOM 2017.

We strongly believe that the MLICOM conference provides a good forum for
researchers, developers, and practitioners to discuss all the science and technology
aspects that are relevant to machine learning and intelligent communications. We also
hope that future MLICOM conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

December 2017 Xuemai Gu
Gongliang Liu

Bo Li
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The Application of Equivalent Mean Square
Error Method in Scalable Video Perceptual
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Abstract. Scalable video is a stream video over heterogeneous networks to
different clients. To provide the better quality of service (QoS) or quality of
experience (QoE) to customer, we propose an Equivalent Mean Square Error
(Eq-MSE) method which is developed based on spatial and temporal frequency
analysis of input video content. Eq-MSE is used to calculate minimal frame rate
(MinFR) for different videos to guarantee motion without jitter. The proposed
scheme in this paper can provide better perceptual video quality than without
considering the video content impact.

Keywords: SVC � Eq-MSE � MinFR � Perceptual quality

1 Introduction

With the advances of semi-conductor and access network technologies, real-time video
streaming becomes more and more popular in our daily life. We can enjoy the videos
service at famous website through different networks using heterogeneous devices.
How to provide the high quality of service (QoS) or quality of experience (QoE) to
different users over heterogeneous networks is a crucial problem for the success of
video streaming application. Scalable video coding (SVC) [1, 2] is a full resolution
scalable video stream which can be truncated to adapt different requirements imposed
by the subscribed users and underlying access networks.

SVC includes temporal, spatial, SNR and combined scalabilities. Temporal scala-
bility is realized by the hierarchical-B prediction [3]. Spatial scalability is achieved by
encoding each supported spatial resolution into one layer. SNR scalability includes
coarse grain scalability (CGS) and medium grain scalability (MGS) [4]. To achieve the
SNR refinement, we usually use different quantization steps at different SNR layers. In
this paper, we study the temporal and SNR joint scalability, and the spatial scalability is
not mentioned.

Video content have a significant impact on the perceptual quality. For example, a
motion intensive video need a larger frame rate to maintain the continuity of the object
movement and avoid jitter and guarantee the motion smoothness, while for stationary
video, a relatively lower frame rate is enough to provide the decent video quality. For
motion-intensive content, bit stream extracted at higher frame rate is favored. On the
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other hand, if there are larger high-frequency components (i.e., rich texture) in a single
frame of the video, a finer quantization to reach better spatial quality is typically
preferred. To solve the problem, we study the spatial and temporal frequency of the
input video content, and propose an Equivalent Mean Square Error (Eq-MSE) scheme
to derive the minimal frame rate (MinFR) for different video sources to guarantee the
motion smoothness and excellent QoE of the decoded video.

This paper is organized as follows. Section 2 introduces the temporal frequency in
a video sequence (i.e., motion). In Sect. 3 we introduce the Eq-MSE method to derive
the minimal frame rate without jitter for different input video sources. Subjective test
evaluation and experimental results are shown in Sect. 4. Section 5 concludes the paper
and discusses the future directions.

2 Temporal Frequency

The concept of spatial frequency is introduced in [5].
We can use the function [6, 7]:

W fx; fy; ft
� �

¼
ZZZ

w x; y; tð Þ exp �j2p fxxþ fyyþ ftt
� �� �

dxdydt

¼
ZZ

w0 x� vxt; y� vyt
� � � exp �j2p fx x� vxtð Þþ fy y� vyt

� �� �� �
dxdy

�
Z

exp �j2p ft þ fxvx þ fyvy
� �

t
� �

dt

¼ W0 fx; fy
� � Z

exp �j2p ft þ fxvx þ fyvy
� �

t
� �

dt

¼ W0 fx; fy
� �

d ft þ fxvx þ fyvy
� �

ð1Þ

where W0 fx; fy
� �

indicates the 2D CSFT of w0 x; yð Þ. This function means that a spatial
pattern characterized by fx; fy

� �
in the object will lead to a temporal frequency, i.e.,

ft ¼ �fxvx � fyvy ð2Þ

For a video signal, the temporal frequency is 2D position dependent. For a fixed 2D
position (x, y), its temporal frequency is defined as the number of cycles per second
usually denoted by Hertz (Hz).

From (2) we can draw a conclusion that the temporal frequency depends on not
only the motion, but also the spatial frequency [6] of the object.

3 Equivalent Mean Square Error (Eq-MSE)

We propose an Eq-MSE method to calculate the SF of general objects in a picture and
find the appropriate frame rate [6, 7].
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Figure 1 illustrates that the size of black column is w� h and picture size isW � H.
We use ftB to represent the induced frame rate by the object, which is defined as:

ftB ¼ �MSEf h
H ; 0
� �

MSEf 1; 0ð Þ � vx �
MSEf 0; wW

� �
MSEf 0; 1ð Þ � vy ð3Þ

where MSEf fx; 0ð Þ is MSE x; yð Þ when the picture SF is fx; 0ð Þ, and MSEf 0; fy
� �

is
MSE x; yð Þ when the picture SF is 0; fy

� �
. vx and vy are velocities in horizontal and

vertical directions.
We regard the SF of a general picture is:

fx; fy
� � ¼ MSEf h

H ; 0
� �

MSEf 1; 0ð Þ ;
MSEf 0; wW

� �
MSEf 0; 1ð Þ

� �
¼ h

H
;
w
W

� �
ð4Þ

The objects in a picture that induce the frame rate from moving from arbitrary
directions are:

ft ¼
X

ftB ¼
X

�MSEf h
H ; 0
� �

MSEf 1; 0ð Þ vx �
MSEf 0; wW

� �
MSEf 0; 1ð Þ vy

� �
¼ P � h

H vx � w
W vy

� � ð5Þ

where
P

is all the MBs in the picture. vx and vy are velocities in horizontal and vertical
directions of corresponding MB. We get the mode and number of MB in a picture, and
then choose the other picture within the same GOP to get MVs according to every MB.
The ratio between MVs number in MB and the time interval between two frames are vx
and vy. For example, the

P h
H vx and

P w
W vy of sequence Mobile are 12.2, 9.4,

respectively. Its MinFR is 12.2 + 9.4 = 21.6. Note that with a real signal, the CSFT is
symmetric, so that for every frequency component at fx; fy

� �
, there is also a component

at �fx;�fy
� �

with the same magnitude. The corresponding temporal frequency caused
by this other component is fxvx þ fyvy [5].

Equation (5) is the function of minimal frame rate (MinFR) that makes the video
motion smoothness without jitter.

Fig. 1. Illustrative figure for object in general picture.
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4 Experimental Results

We invite 15 experimenters to give the decoded video subjective ratings for evaluate
the subjective quality. Sub0 is the default scalable video adaptation without considering
the video content impact, while sub1 is scalable adaptation with dependent video
content. We use 11 ranks (i.e., 0–10) for the subjective tests ranging. The worst is 0 and
the best is 10. The subjective assessment follows [8]. The results show in Table 1.

Table 1 depicts the subjective test results of four sequences. It is obviously that
“City”, “Mobile” and “Football” have better perceptual rating for sub1 session, while
“Akiyo” is quite similar between sub1 and sub0. We can draw a conclusion that the
Eq-MSE method is providing better-decoded video quality at a given bit rate.

5 Conclusions

In this paper, we propose the Eq-MSE scheme, which is developed based on the spatial
and temporal frequency analysis of the video content. This scheme is used to derive the
MinFR for different videos and in consequence, so as to guarantee the motion
smoothness for decent decoded video quality. Compared with the default scalable
video adaptation without considering the video content impact, our proposed scheme
can provide better perceptual video quality at the same bit rate according to the sub-
jective quality assessments.
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Abstract. In this paper, a graph coloring-based spectrum allocation
algorithm in cognitive radio networks combined with analytic hierarchy
process is proposed. By analyzing several key factors that affect the qual-
ity of the leased spectrum, the algorithm combines the graph algorithm
and analytic hierarchy process to assign the optimal spectrum to cogni-
tive users orderly. Simulation results show that the proposed algorithm
can effectively improve the network efficiency compared with original
algorithms and arose inconspicuous loss to the whole network’s fairness.
The proposal not only improves the efficiency of spectrum allocation, but
also balances the requirements of the overall fairness of cognitive radio
networks.

Keywords: Cognitive radio · Graph coloring · Spectrum allocation
Analytic hierarchy process

1 Introduction

Spectrum sharing is the key technology in cognitive radio which attracts the
increasing interest [1–3]. Graph theory, as a classical optimization theory, has
been introduced to solve the difficulty of spectrum allocation in cognitive radio.
[4] proposed a list-coloring algorithm based on the graph coloring theory, which
includes distributed greedy algorithm and distributed fairness algorithm. In [5],
as the list coloring algorithm can allocate only one spectrum once, the authors
proposed a spectrum allocation algorithm to assign channels to multiple users
at the same time without incurring interference. Based on [5], authors in [6]
proposed an improved graph coloring algorithm for spectrum allocation with
regards to the maximum weighted independent set to improve the spectrum
utilization by combining the power control technology.
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Spectrum Allocation in Cognitive Radio Networks by Hybrid AHP 9

In this paper, we apply analytic hierarchy process (AHP), one of the multi-
objective decision method to proceed spectrum decision and provide a reasonable
spectrum access strategy according to the heterogeneous idle spectrum. The
improved proposal takes into account diverse spectral characteristics to meet the
actual needs of the spectrum allocation in cognitive radio networks. In addition,
by combining the advantages of the methods of AHP and coloring theory, the
proposal not only improves the efficiency of spectrum allocation, but also satisfies
the requirements of the overall benefits of cognitive radio networks.

2 Spectrum Allocation

2.1 Spectrum Selection Based on AHP

In spectrum selection, secondary users always want to switch to the spectrum
with high bandwidth, low delay, low jitter and packet loss rate, etc. Therefore,
this paper selects four indexes of bandwidth, delay, jitter and packet loss rate
as the judgment criterion of spectrum selection. During the course, secondary
users should also take their own preferences into account. When the number of
considering factors become increasing, secondary users will struggle to make a
rational choice by qualitative analysis. We thus introduce the method of AHP
to analyze this problem. The selection problem can decomposed into three levels
as shown in Fig. 1. In more complex environment, more evaluation criteria can
be introduced to make it closer to realize.

Fig. 1. Hierarchical graph of optimal spectrum decision based on AHP algorithm

To compare the impacts of factors C1, C2, · · · , Cn of one layer on a factor
Si of another layer, such as the importance of different choice criterions on final
channel selection, it is essential to make a comparison between only two factors
rather than multiple factors at the same time. Selecting two factors Ci and Cj

each time, we use aij to denote the impact ratio of Ci and Cj on Si, all the
comparison results can be expressed in matrix as following



10 J. Shi et al.

A = (aij)n×n, aij > 0, aij =
1

aji
. (1)

We can rewrite (1) as

A =

⎛
⎜⎜⎜⎝

ω1/ω1 ω1/ω2 · · · ω1/ωn

ω2/ω1 ω2/ω2 · · · ω2/ωn

...
...

. . .
...

ωn/ω1 ωn/ω2 · · · ωn/ωn

⎞
⎟⎟⎟⎠ , (2)

where ω = (ω1, ω2, · · · )T is the weighted coefficient vector satisfying
n∑

i=1

ωi = 1.

Thus, as mentioned above, proper selection of the weighted coefficients in the
secondary user’s utility function is significant. In subsequent simulation tests,
we will provide numerical results to testify the effects of different parameter
selection in spectrum trading.

2.2 Single Hierarchical Arrangement and Consistency Check

Single hierarchical arrangement refers to the same level of the corresponding
factors for the relative importance of the upper level of a factor ranking weight,
it can be obtained by normalizing the eigenvector (weighted vector) W of the
largest eigenvalue λmax of judgment matrix A. So the essence is to calculate the
weight vector. The calculation of the weight vector has the characteristic root
method, the sum method, the root method, the power method and so on. In this
paper, we use the sum method. The steps of the sun method are as follows:

1. Normalize each column vector of A : W̃ij = aij/
n∑

i=1

aij .

2. Make summation for each row of A : W̃ij = ai/
n∑

j=1

W̃i,j .

3. Normalize above matrix vector W = W̃i/W̃ij = ai/
n∑

i=1

W̃i, then obtain W =

(W1,W2, · · · ,Wn)T as weight vector.
4. Calculate AW .
5. Calculate λmax = 1

n

n∑
i=1

(AW )i
Wi

, this is the approximate value of the largest

eigenvalue.

The procedure for the consistency check is as follows:
Step 1: Calculate the consistency index (CI).

CI =
λmax − n

n − 1
. (3)

Step 2: Seek table to determine the corresponding random index (RI).
According to the different order of the judgment matrix, we get the average
random index RI.



Spectrum Allocation in Cognitive Radio Networks by Hybrid AHP 11

Table 1. Random index RI

Matrix order 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.40

Step 3: Calculate the consistency ratio (CR) and make judgments.

CR =
CI

RI
. (4)

Fig. 2. Diagram of greedy spectrum allocation algorithm combined with AHP

When CR < 0.1, the consistency of the judgment matrix is acceptable, when
CR > 0.1, it is considered that the judgment matrix does not meet the
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consistency requirement, the judgment matrix should be revised again. To test
the consistency. We take matrix A as an example. First, we use (3) to calcu-
late the consistency index CI = 0.0083, and then obtain RI = 0.9 via Table 1.
Finally, due to the fact that CR = 0.0092 < 0.1, we can conclude that A is
verified to pass consistency check.

2.3 Improved Spectrum Allocation Algorithm Model

According to the analysis above-mentioned, by selecting the optimal spectrum
and then using the graph algorithm to allocate idle spectrum, we can make full
use of spectrum resources, enhance the spectrum utilization and improve the
overall efficiency.

Combining the distributed greedy algorithm and the method of AHP, the
spectrum decision diagram is shown in Fig. 2.

The improved spectrum allocation algorithm can be described as follows:
After initializing the system and updating the node information, according to
the measured values of bandwidth, delay, jitter and packet loss rate of each
spectrum, the hierarchical structure is established by using AHP; Set up the
corresponding comparison matrix, and obtain the spectrum efficiency; Finally,
the selected optimal spectrum is allocated using the coloring algorithm.

3 Numerical Results

In the simulation process, we suppose that there are six primary users in given
region of 1000m × 1000m, and the initial number of idle channels is 10. In this
simulation environment, the total network benefits and user fairness of the two
algorithms and their improved algorithms are analyzed and compared. Using
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Fig. 3. Network utility curves of the three algorithms in greed mode
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U(R) to measure the network efficiency, with the variance to measure the fair-
ness between users. In the simulation, randomly generate the network topology
diagram. Furthermore, we randomly set the values in available spectrum matrix
L, interference matrix C and utility matrix B within [0, 1].

The parameters including bandwidth, delay, jitter and packet loss rate meet
the data transmission standard of wireless networks proposed by ITU-T [7]. From
Figs. 3 and 4, our proposed method using AHP and distributed greed algorithm
(AHP-DGA) is compared with the results obtained by original distributed greedy
algorithm (DGA) and weighted distributed greedy algorithm (WDGA). It can
be concluded that AHP-DGA can receive high network efficiency and decent
network fairness.
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Abstract. During secondary user’s dynamic access to authorized spec-
trum, a key issue is how to ascertain an appropriate spectrum price so
as to maximize primary system’s benefit and satisfy secondary user’s
diverse spectrum demands. In this paper, a scheme of pricing-based
dynamic spectrum access is proposed. According to the diverse qualities
of idle spectrum, the proposal applies Hotelling game model to describe
the spectrum pricing problem. Firstly, establish a model of spectrum
leasing, among which the idle spectrum with different qualities forms a
spectrum pool. Then, divide the idle spectrum into equivalent width of
leased channels, which will be uniformly sold in order. Secondary users
can choose proper channels to purchase in the spectrum pool according
to their spectrum usage preferences which are subject to normal distri-
bution and affected by the spectrum quality and market estimation. This
paper analyzes the effect of spectrum pricing according to the primary
system’s different tendencies to spectrum usage and economic income.

Keywords: Spectrum pricing · Cognitive radio · User preference
Spectrum quality

1 Introduction

With the rapid development of wireless communication technology and the estab-
lishment of next-generation 5g communication standard, high-quality idle spec-
trum is more scarce which has become one of the bottlenecks restricting the
development of wireless communication technology [1]. Cognitive radio which is
based on dynamic spectrum access has attracted more and more attention of
academe and engineering recent years [2]. Various kinds of emerging network
technology have begun to adopt dynamic spectrum detection and dynamic spec-
trum access to improve the efficiency of spectrum utilization. In the process
of dynamic spectrum access, primary users owning licensed spectrum can lease
the idle channels to secondary user to gain incomes. For primary users, how
to identify an optimal channel pricing to maximize its own profit has become
a significant issue. In this paper, we directly price the idle spectrum of autho-
rized users according to the secondary user’s diverse preferences. The spectrum
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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pricing scheme has a prior estimate to the spectrum market. Compared with the
spectrum auction, it doesn’t need many overheads and improves the convenience
of the spectrum access.

Spectrum trading provides an efficient way for secondary users to dynamically
access licensed bands while the financial gains can encourage primary users to
lease unused spectrum temporarily. Generally, the participants can perform the
deal by auction-based method or pricing-based method. The spectrum auction
mechanism can be divided into many kinds according to different application
circumstances, such as trust-based auction which relaxes the credit limit appro-
priately in return for a higher economic efficiency to balance the honesty and
the efficiency [3,4]. On the other hand, to lower the overhead and time cost
for spectrum pricing, pricing-based spectrum trading has also been widespread
concerned either [5,6].

In this paper, we investigate how to price the spectrum when heterogeneous
spectrum and stochastic secondary user’s preference are under consideration.
A concept of spectrum pool is introduced to facilitate the following spectrum
deal. A secondary spectrum customer will pick a high-quality channel for usage
when its capital is ample or wide band is required to support essential service.
We adopt Hotelling model which is proper to describe the product pricing issue
in heterogeneous market. By analyzing the secondary user’s preference param-
eter, an iterative algorithm for spectrum pricing is obtained by fixing the Nash
equilibrium. Numerical results are further provided to evaluate how the pricing
parameters affect the primary system’s profits.

2 System Model

Suppose the idle spectrum leased by the primary system consists a spectrum
sharing pool, where the spectrum can be divided into many uniform channels for
selling. Besides, the qualities of these channels are not homogeneous. For high-
quality channels, the secondary users suffers lower channel fading or adjacent
channel interference. Thus, secondary users choose these channels according to
their diverse preferences. The preference parameter is determined by the channel
quality and channel price.

2.1 Utility Functions

In this paper, we consider the spectrum trading is performed without auction
activities. During the course, primary systems have no prior knowledge of the
secondary customer’s spectrum preference. In spectrum trading, the utility func-
tion of a secondary user can be expressed as

U = θs − p, (1)

where θ denotes the secondary user’s preference, s denotes the channel quality
and p denotes the channel price. In the spectrum sharing pool, it is assumed that
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two kinds of channels with diverse qualities can be chosen by secondary users as
shown in Fig. 1. We use s1 to denote the channel quality of high-quality channel
and s2 the low-quality channel. Then, we have s1 > s2 > 0. Here, different chan-
nel qualities means various transmission capacities. Furthermore, we suppose
the secondary user’s preference parameter θ is subject to normal distribution
expressed as g(θ). θ locates in the region of [θL, θH ], and ρ is the corresponding
probability distribution function denoted as ρ = G(θ). We adopt θ0 to express
the non-preference parameter of a cognitive user which means no demand differ-
ence existing between the high-quality channel and low-quality channel. Then,
it can be calculated as θ0 = p1−p2

s1−s2
, where p1 and p2 represent the two kinds

of channels’ prices. When a secondary user’s spectrum preference θi is higher
than θ0, the user prefers to choose the high-quality channel. Otherwise, it would
rather to choose the low-quality channel to lease.

Fig. 1. Spectrum pool

2.2 Spectrum Pricing

Secondary user’s preference parameter is considered to be non-uniform and obey
normal distribution in practical application. Figure 2 shows the density curve of
the standard normal distribution. The probability density can be given as

ϕ(x) =
1√

2πe− x2
2

(2)

Then, the distribution function is

f(x) =
∫

ϕ(x) =
1
2π

∫ a

−a

e− t2
2 . (3)

According to [7], f(a) can be simplified as

f(a) =
√

1 − e
−a2

1.6058 . (4)
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Thus, the probability can be approximately calculated in given region [−a, a].
The conclusion can also be applied to the case of general normal distribution

as shown in Fig. 3. When the distribution mean is μ, the probability calculated
approximately in [a, 2μ − a] is obtained as

f(a) =
√

1 − e− (u−a)2
1.6058 . (5)

Furthermore, as shown in Fig. 4, the secondary customer whose preference
parameters θ locates in [θL, θ0], will purchase low-quality channels. The user
with preference parameters θ ∈ [θ0, θH ] chooses a high-quality channel.

Then, in order to obtain the specific solution, divide the red shadow part in
Fig. 4 into two parts, where we have θ′

0 = θ0 + μ and θH − θ′
H = μ.

According to the various regions of high-quality and low-quality channels in
Fig. 4, we achieve the following equations

pH =
1
2

× (
√

1 − e− (μ−θ0)2

1.6058 +
√

1 − e− (θH−μ)2

1.6058 ), (6)
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pH =
1
2

× (
√

1 − e− (μ−θL)2

1.6058 +
√

1 − e− (μ−θ0)2

1.6058 ). (7)

Assume the marginal cost of the primary user is related to the quality of the
channel which can be expressed as ci = αsi(i = 1, 2), where α is the marginal cost
factor. Formulating the problem by Berland game model, the profit functions of
system H and L can be given as

πH(p1, p2) = N(p1 − αs1) × 1
2

×

= (
√

1 − e− (μ−θ0)2

1.6058 +
√

1 − e− (θH−μ)2

1.6058 ),

(8)

πL(p1, p2) = N(p2 − αs2) × 1
2

×

= (
√

1 − e− (μ−θL)2

1.6058 +
√

1 − e− (μ−θ0)2

1.6058 ),

(9)
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where N is the number of secondary users. The non-preference parameter θ0 is
not fixed and changing in [θL, θH ]. Besides, whether θ0 > μ will affect the deduc-
tions. The profits obtained above is under the situation when θ0 locates at the
left side of μ. Similarly, when θ0 locates at the right side of μ, the corresponding
profit functions can be deduced as

πH(p1, p2) = N(p1 − αs1) × 1
2

×

= (
√

1 − e− (θH−μ)2

1.6058 +
√

1 − e− (θ0−μ)2

1.6058 ),

(10)

πL(p1, p2) = N(p2 − αs2) × 1
2

×

= (
√

1 − e− (μ−θL)2

1.6058 +
√

1 − e− (θ0−μ)2

1.6058 ).

(11)

Based on the marginal utility function, we can achieve the optimal channel
pricing as

p
(t+1)
1 = p1 + β × N × 1

2
×

= (
√

1 − e− (μ−θ0)2

1.6058 +
√

1 − e− (θH−μ)2

1.6058 )+

β × N × e− (μ−θ0)2

1.6058 × (2α − p
(t)
1 ) × 2μ − 2p

(t)
1 − 2p

(t)
2

6.4232
√

1 − e− (μ−θ0)2

1.6058

,

(12)

p
(t+1)
2 = p2 + β × N × 1

2
×

= (
√

1 − e− (μ−θL)2

1.6058 +
√

1 − e− (μ−θ0)2

1.6058 )+

β × N × e− (μ−θ0)2

1.6058 × 1
6.4232

× (2p
(t)
2 − 2p

(t)
1 + 2μ)

(13)

Similarly, we can obtain the optimal channel pricing when θ0 > μ.

3 Numerical Results

In this section, numerical results are provided to testify the effects of the pro-
posed pricing method. In the dynamic access networks, we suppose the idle
spectrum is controlled by the licensed users and we ignore the internet interfer-
ence caused by adjacent cells. The secondary users who are eager to access the
spectrum must participant in the spectrum trading and pay for the cost to the
primary systems. As the proposed pricing solution is an iterative algorithm, we
thus give the initial spectrum pricing for two kinds qualities of channels to be
s1 = 2, s2 = 1, N = 100, α = 1, μ = 2.2, β ∈ (0, 0.028). The cognitive user’s
preference locates at [1, 3] which means θL = 1, θH = 3. Furthermore, since the
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proposed pricing method is an iterative algorithm, we set the initial spectrum
pricing for two kinds qualities of channels as p

(0)
i = 0.01. Then, we give the

performances of the channel prices and system profits of the proposed method
in the following tests.

In Fig. 6, we present the performances of the channel prices obtained in this
paper with different marginal factors α. We can achieve from the figure that the
optimal price of high-quality channel is much higher than that of low-quality
channel. Furthermore, the channel pricing rises with increasing marginal factor
α since higher marginal cost needs to be compensated for the primary system. We
also can get the iterative algorithm converges very fast which will attain a stable
value within 15 iterations. In the counterpart, Fig. 7 gives the performances of
the system profits in optimal pricing with different marginal factors. We can
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obtain from Fig. 7 that the system profits decrease with increasing marginal
factor α which means the close relationship between spectrum cost and system
profit. Besides, it is obvious that the profit received on the high-quality channel
overcomes that on the low-quality channel. It can be understandable that the
primary system expects to reap more profits by its more excellent products.

4 Conclusion

In this paper, we investigate how to price the differential spectrum in respond
to secondary users’ stochastic selection preferences. The main contribution of
this paper lies in that we introduce the Hotelling game model to formulate
and address the differential spectrum pricing. In the paper, we assume the idle
spectrum is collected and leased to potential secondary users centrally, then a
centralized spectrum pricing by the primary system can be proceeded. Two kinds
of spectrum is considered in the system model where it is foreseen the high-
quality channels can incur more profits for the primary system. A preference
factor is introduced to describe the secondary user’s selection tendency on the
spectrum leased.
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Abstract. For D2D Communications in Multi-services scenario, fast resource
allocation optimization is a crucial issue. In this paper, a resource allocation
optimization method based on the multi-population genetic algorithm for D2D
communications in Multi-services scenario is proposed. Due to the interference
between the cellular user equipment (CUE) and D2D user equipment
(DUE) which share the same frequency, the complexity of resource allocation
increases. Firstly, the interference model of D2D communications is analyzed.
Then the resource allocation problem is formulated and discussed. Next, a
resource allocation scheme based on Multi-population genetic algorithm is
presented. Finally, the analysis and simulation results show the Multi-population
genetic algorithm can converge faster compared with standard genetic algo-
rithm. Therefore, the Multi-population genetic algorithm is more suitable to the
Multi-services scenario where the data rate demand varies quickly and
frequently.

Keywords: D2D communications � Cellular network
Multi-population genetic algorithm � Resource allocation

1 Introduction

With the rapid development of modern communication technology, the demand for
wireless data is increasing rapidly. The wireless spectrum becomes a scarce resource
[1]. Device to Device (D2D) communications can effectively improve spectrum effi-
ciency by licensed frequency sharing between the cellular user equipments (CUEs) and
D2D user equipments (DUEs) [2]. D2D communication using the licensed band can
guarantee the quality of communication [3]. The establishment of D2D communication
link is divided into two modes: One is centralized mode, with the intervention of base
station (BS). The BS can control the interference between the links by power control,
resource allocation and other ways to achieve reasonable optimization. The other one is
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distributed mode. DUE pairs may bypass the BS and establish the link directly, but this
approach requires more complex D2D devices to achieve the discovery and connection
between the D2D pairs.

Recently, most researches mainly focus on resource allocation [4], interference
coordination [8], power control [11] and so on. In paper [4], the authors propose a new
resource allocation scheme to obtain higher throughput and save significant amount of
energy. In order to maximize the sum rate of the cellular system while meeting the rate
requirements of all users, an alternating optimization method is proposed in paper [5].
In paper [6, 7], the authors make full use of the spectrum resources through optimal
power allocation to improve the system performance. Considering the capacity and
power saving, the authors propose an incentive mechanism encouraging terminals to
organize themselves into an optimal number of clusters and achieve a significant gain
in terms of costs while increasing the capacity of the whole cell in [6]. The authors
propose an algorithm which converges quickly, have low overhead, and maximizes
network throughput, while maintaining the quality of CUEs in [7]. In order to improve
the spectrum efficiency and the energy efficiency of the D2D-aided networks, a proper
interference coordination scheme is proposed in [8]. In paper [9], the authors introduce
the non-negligible distance of the interference between D2D pairs and the non-reusable
distance of CUE, and propose a method which allocated the resource based on graph
theory, and improve the total system capacity. In paper [10], the authors optimize the
resource allocation of DUE and CUE one-to-one by genetic algorithm, and increase the
total system throughput. The authors also use the genetic algorithm to reduce the
transmission power and the energy consumption in [11]. Based on the genetic algo-
rithm, the wireless frequency hopping technology with a reasonable resource allocation
of DUE is adopted to reduce the interference between the same sub-channel in paper
[12]. In paper [13], the authors define the interference limited region and control the
D2D transmission power so as to improve the channel capacity. The authors formulate
the joint power control and mode selection problem for D2D communications in
LTE-A network to minimize the aggregate transmit power of users subject to a min-
imum target throughput for each cellular and D2D user in paper [14]. In paper [15], a
two-stages relay selection and resource allocation joint method for relay-assisted D2D
communication is proposed to maximize the total throughput of cellular uplink
(UL) and D2D link. It can guarantee the quality of service (QoS) of the two links
simultaneously [16–20].

However, few papers and works had been contributed to resource allocation
optimization based on intelligent algorithm for D2D communications in multi-services
scenario. To guarantee the QoS of all UEs, we need to allocate the applicable channel
resources for UEs. In multi-services scenario, the service type of the UEs maybe transit
from low data rate service to high data rate service. Then the resource allocation
scheme needs to be adjusted frequently and rapidly. Therefore, a quick convergence
algorithm needs to be presented. Based on above, a resource optimization scheme
based on multi-population genetic algorithm for D2D communication in multi-services
scenario is proposed. The proposed algorithm can rapidly allocate the channel
resources for multi-services. And the performance of the algorithm is evaluated.

The structure of this paper is as follows. In Sect. 2, the system model is presented.
Based on the system model, a resource optimization scheme based on multi-population
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genetic algorithm for D2D communication in multi-services scenario is proposed in
Sect. 3. The simulation results are analyzed in Sect. 4. Finally, we summarize this
work in Sect. 5.

2 System Model

In cellular networks, there are two types of mobile terminals: conventional cellular
network mobile terminal CUEs and D2D mobile terminal DUEs. DUEs are in pairs,
and a pair of DUEs includes a D2D transmitting mobile terminal DTUE and a D2D
receiving mobile terminal DRUE. In a FDD network, each CUE is assigned a separate
and mutually orthogonal sub-channel, and multiple DUE pairs can simultaneously
share a sub-channel resource. This paper assumes that N CUEs and M DUEs share all
channel resources. Figure 1 shows the application scenario that a D2D communication
system in which N CUEs and M DTUEs are randomly distributed in a cell with the
radius of R. DRUE uniformly locates in the circle with center at the DTUE and radius
equal to L (the allowed maximum communication distance for D2D communications).
The same colors in the figure represent that the users’ spectral resources are the same.

Due to the complexity that power control scheme is applied to the D2D commu-
nications, we only consider that the power control scheme is applied to CUEs and the
fixed transmission power is applied to DUEs. In other words, the transmitting powers
for all DTUEs are the same and denoted as PT . Next, we assume that the UE links
follow a median path loss model with the form of Pr/Pt = 1/ra. Here Pr is the received
power at the UE or BS. The transmitting power of UE denoted as Pt. r is the distance
between the transmitter and receiver. a is path loss exponent.

Fig. 1. D2D communications system model in multi-services scenario
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In D2D communications, the SINR of CUE i can be written as

SINRci ¼
Pi=raiP

k2<i

PT=dak;i þN0
ð1Þ

Here, Pi is the transmission power of CUE i, ri is the distance between CUE i and
the BS, dk;i is the distance between DTUE k and the BS, <i is ith package which
includes the DTUEs using the same frequency with CUE i.

Similarly, the SINR of DRUE j can be written as

SINRdj ¼
PT=laj

Pm=dam;j þ
P

k2<m

PT=dak;j þN0
ð2Þ

Here, lj is the distance between the DTUE j and DRUE j, Pm is the transmission
power of CUE m, dm;j is the distance between CUE m and DRUE j, dk;j is the distance
between DTUE k and DRUE j.

Next, we can get capacity of CUE i

Rci ¼ log2ð1 + SINRciÞ ð3Þ

In the same way, the capacity of DUE j can be calculated

Rdj ¼ log2ð1 + SINRdjÞ ð4Þ

Therefore, the fitness function is denoted as

CðUxÞ ¼
XN

i¼1

Rci þ
XM

j¼1

Rdj ð5Þ

Here, Ux represents some chromosome.

3 Resource Allocation Optimization Based on
Multi-population Genetic Algorithm

In Multi-services Scenario, to satisfy the demand for varying transmission rate of UEs,
we need to adjust the resource allocation schemes rapidly. As shown in Fig. 1, when
the CUE4 requires a higher date rate, the DUE pair 7 which reuses the spectrum
resources of CUE4 may be kicked out. DTUE7 sends a request to BS, and BS real-
locates the other sub-channel resources to DTUE7. So we need a quick and effective
resource optimization algorithm to reallocate channel resources. Then a resource
optimization scheme based on multi-population genetic algorithm for D2D commu-
nication in multi-services scenario is proposed. The proposed algorithm can rapidly
allocate the channel resources for multi-services.
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Because a sub-channel can only be assigned to one CUE, and multiple DUEs can
share a sub-channel, N CUEs and M DUEs need at least N sub-channels. We denote the
set of sub-channels as <i(i = 1, 2… N). For CUEs, CUE i is allocated to ith
sub-channel (package i). For DUE pair j, the gene-bit is the sequence number of the
assigned package for DUE pair j. Then every chromosome is coded as aM dimensional
row vector like G ¼ ðg1; � � � ; gj; � � � ; gMÞ gj 2 ð1; 2; � � � ;NÞ. For example N = 4 and
M = 8, chromosome (1,2,1,3,2,3,4,3) means that DUE pairs 1 and 3 share sub-channel
1 with CUE1, DUE pairs 2 and 5 share sub-channel 2 with CUE2, DUE pairs 4, 6 and 8
share sub-channel 3 with CUE3, DUE pair 7 share sub-channel 4 with CUE 4, as
illustrated in Fig. 2.

In multi-services scenario, the service type of the UEs is likely to change from low
data rate service to high data rate service. Then we need to frequently and rapidly adjust
resource allocation scheme. For example, DUE 2 needs higher data rate, and it maybe
forces DUE 5 to change sub-channel from 2 to 4, as shown in Fig. 3.

CUE1 DUE1 DUE3

CUE2

CUE3

DUE2 DUE5

DUE4 DUE6 DUE8

Channel 1(Package1)

Channel 2(Package2)

Channel 3(Package3)

DUE7CUE4 Channel4(package4)

Fig. 2. Original channel resource allocation scheme

CUE1 DUE1 DUE3

CUE2

CUE3

DUE2

DUE4 DUE6 DUE8

Channel 1(Package1)

Channel 2(Package2)

Channel 3(Package3)

CUE4 Channel4(package4)
DUE7 DUE5

Fig. 3. Channel re-allocation scheme
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The resource optimization scheme based on multi-population genetic algorithm can
be divided into five main steps:

1. Parameter Initialization

We initialize system parameters including the radius of the cell, the threshold of SINR,
the maximum power of CUE and DUEs, the number of UEs, and the positions of UEs.

2. Population Initialization

We initiate the number of populations as 10. Every population includes 30 chromo-
somes. For every chromosome, the element is a discrete random variable which takes
value between 1 and N based on the equal probability.

3. Breeding Process

The population of multi-population genetic algorithm improves the system perfor-
mance by the breeding process, which consists of five steps: selection, crossover and
mutation, immigration, amendment and elite strategy.

(1) Selection

Generally, the rotation gambling method is selected as selection algorithm [10]. But the
competitiveness of individual is not strong. Based on this, a new sorting and selection
algorithm is proposed as follows:

(2) Crossover and Mutation

We set the crossover probability as Pc, which is different depending on the different
populations. The value of crossover probability and mutation probability determines
the ability of global search and local search. Multi-population genetic algorithm
co-evolves through multiple populations with different parameters, so it can get the
optimal value faster.

We denote the probability of mutation as Pm. If the gene bit is x, then the mutated
value is randomly selected from the set �x (The universal set is S ¼ 1 � � �N).
(3) Immigration

Immigration operator is adopted in the multi-population genetic algorithm. It intro-
duces the optimal individual of each population in the evolution process into other
populations periodically to realize the information exchange among the populations.

Algorithm 1 Selection algorithm
Begin

{Sorting the chromosomes in the population according to their fitness function 
value from largest to smallest, denoting the values as set A(i) (i = 1…30)}
i = 1; j = 1;
While j <= 30 do
{B( j) = B( j+1)=A(i); j = j + 2; i = i + 1}
Based on classical roulette wheel selection scheme, selecting the chromosome.

End
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The multi-population genetic algorithm can achieve fast convergence by the intro-
duction of immigration operator.

(4) Amendment

If we can’t guarantee the QoS of UEs whose SINR must be greater than SINR
threshold, we should repeat the process as mentioned above.

(5) Elite Strategy

The elite strategy is introduced into Multi-population genetic algorithm. In each gen-
eration of evolution, the best individuals of every population are selected and stored in
the elite set. The individuals in elite set don’t participate in crossover and mutation to
ensure that the optimal individuals will not be affected by the following changes such
as damage or loss.

4. Iteration Termination Condition

We set a minimum generation value C for optimal individual. The iterative process is
terminated if optimal individual doesn’t change in C iterations. Compared with stan-
dard genetic algorithm in which a fixed maximum generation value is set,
Multi-population genetic algorithm has faster convergence ability.

4 Simulation and Discussion

In our simulations, we assume that there are four CUEs and thirty DUEs which follow a
uniform distribution in the cell with the radius of R and DTUEs uniformly located in
the circle with center at the corresponding DRUE and radius equal to L. Simulation
parameters are as shown in Table 1.

Figure 4 shows the convergent speed comparison between standard genetic algo-
rithm and Multi-population genetic algorithm. The Multi-population genetic algorithm
can converge faster compared with standard genetic algorithm. This is because that
migration and elite strategy are introduced into the Multi-population genetic algorithm.

Table 1. Simulation parameters

Parameter Value

Cell radius (R) 600 m
The number of CUEs 4
Path loss factor (a) 4
SINR threshold (b) 6 dB
N0 −105 dBm
L 20 m
The number of D2D pairs 30
The maximum transmission power of CUE 0.02 W
The transmission power of DTUE 0.001 W

Allocation Optimization Based on Multi-population Genetic Algorithm 29



Migration ameliorates the diversity of populations, and elite strategy maintains the
optimality of populations. Therefore, the Multi-population genetic algorithm is more
suitable to the Multi-services scenario where the data rata demand varies quickly and
frequently.

At the same time, Fig. 5 shows the capacity based on the two algorithms. We can
get a slightly better capacity based on Multi-population genetic algorithm compared
with that based on standard genetic algorithm. This is because that the introduction of
elite strategy can maintain the better individual in population. Meanwhile, Multi-
population genetic algorithm also has faster convergence ability.
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5 Conclusion

In this paper, the resource allocation problem for D2D Communications in Multi-
services scenario is described and analyzed. Based on the analysis of interference model
of D2D communications, the resource allocation problem in Multi-services scenario is
formulated and analyzed. Then a resource allocation scheme based on Multi-population
genetic algorithm is proposed. Finally, the analysis and simulation results show the
Multi-population genetic algorithm has faster convergence ability compared with
standard genetic algorithm. So, it is more suitable to the Multi-services scenario where
the data rate demand varies quickly and frequently. This result can be applied for design
and optimization of D2D communications in Multi-services scenario.
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Abstract. Detection of crop disease and growth state have always been the key
to ensure the yield and quality of agricultural products. The algorithms, which
are in the field of pattern recognition or image recognition, have been using to
crop-disease detection and growth-state detection, these algorithms undoubtedly
have great significance, and with the development of IoT technology in recent
years, the Internet of things technology combining with the existing technology
will be the future direction of intelligent agriculture. This paper proposed an
agricultural system, which based on the image processing technology and cloud
platform of the Internet of things technology. The system can complete image
recognition process real-time detection and recording of crop growth status and
alarm crop disease in time based on the mutual connection with the cloud
platform, and truly realize the unmanned detection in the field of intelligent
agricultural system.

Keywords: IoT technology � Cloud platform � Pattern recognition

1 Introduction

China is one of the biggest country of agricultural production, the quality of these
production is always people’s focus. How to have an effectively detect about the
disease and status of crops is the key to producing high quality crops. The disease
status of crops can lead to visible changes in the leaves of the crop, and the identifi-
cation of the crops’ surface features can play a role in the detection and prevention of
the disease.

The automatic detection of crop growth and disease status can be achieved through
a long time real time image recognition process. Therefore, this paper proposes a
system based on the cloud platform of the IoT technology and image recognition
technology. The system can upload the crop state for a long time and display the crops’
status after the process of image recognition to the cloud platform. In this way, we can
detect the status of crops remotely through the telephone and websites. In addition, if
the system detect the disease about the crops, the cloud platform can send an alarm
about it to you immediately. Meanwhile, the system allows you to reverse control some
equipments (such as lights, water sprayer, fertilizer application) to improve the envi-
ronment of the crops in the field (Fig. 1).

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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2 Basic Process of the System

The system collect the data through the temperature and humidity sensor and the
camera that are connected to the self-designed microchip circuit board. About the
collected images, we need to use the image processing and get the result of the disease
recognition. After that, we transfer the data about the sensors and the recognition
results to the cloud platform through the MCU serial. Connect the output of the MCU
and the input of the module of WIFI to transfer the data from the MCU to the WIFI
module, and then send the data to the cloud platform through RF antenna, along with
the connection about the antenna and the wireless router. After the operations about
combine the cloud ID with the WeChat or Twitter, we can check the data remotely
through the telephone. Moreover, the cloud can periodic send email, text-message and
twitter message to the users. During the process of the data transfer, by changing the
code about the MCU, we can realize send the sensor-data to the WIFI module suc-
cessfully and periodic send data to the cloud platform to make sure the users can figure
out the real-time situation about the crops and the field.

Then, switch the TCP short connection that we used during send data to the cloud
to TCP long connection. In the way of holding the connection about the cloud platform
and the MCU and refuse to disconnect it, we can make the cloud to give the orders to
communicate with the MCU. So that, we can make the real-time reversal control to
come true, to control the equipment in the field as we need.

Get the images and 
sensor data 

 Upload the result of 
recognition

 Set the limit value 
to the alarm system

 Set the limit value 
to the alarm system

 Upload the sensor 
data to the cloud 

platform

 Pre-processing the 
images and image 

recognition

Fig. 1. The working flowchart of the system
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2.1 The Acquisition of Images and Sensors

The collection of images based on the high-definition cameras, and then transfer the
RGB images to HIS images. This color model, which is more close to the color-pattern
in human eyes, can make the images more sensitive about the differences between
colors and make the recognition more precisely.

About the sensor data, we get it through the temperature and humidity sensors
among the field (also we can add any kinds of sensors as we need), this system use the
DHT11 sensor to get two different variables, temperature and humidity. The sensor can
change the variables to the data that can be upload to the cloud platform; you can just
power it to make it work, and no need for other connections to make it more portable.

2.2 Upload Data of Sensors to the Cloud Platform

The design choose STM8 MCU and ESP8266 WIFI module to realize the data
transformation. After the register about the cloud platform, we need to set the WIFI
module to make sure the module and the cloud are connected. Then, by changing the
code of the MCU to initialize the MCU modules and make it to get the sensor data
periodically. Every 40 s to make the code into the interrupt routine and send the sensor
to the cloud platform.

We have to consider the problems of timer, system clock, and baud rate; so need to
set the timer of the MCU to make the system clock into 16 MHz and 128-frequency
divider, the baud rate into 115200, enable the timer to make sure it can update the
interrupt routine every 40 s.

The DTH11 temperature and humidity sensor used to get the environment data; we
should initialize the IO port. To send the sensor data, have to receive the sensor data
periodic and put it into the send-buffer. Lastly, recode the interrupt routine to make the
MCU send the sensor to the cloud in the format, which the platform needed every 40 s.

2.3 Image Processing, Upload, Reverse Control

2.3.1 Image Processing
The accuracy of image recognition most depends on the pre-operation of the images
and the feature extraction. To get a high precision, we used the mixed feature
extraction, using color information, texture information, and morphological informa-
tion to get a mixed feature information. Afterwards, using the SVM to recognize the
images, in this way, we can detect the disease crop image.

Because most of the leaves of diseased plants’ color will change, so color infor-
mation is an essential part of the process of crop disease recognition, we can use color
information as a part of the feature information. This design uses the color information
features as the HSI color mode, that is, we need to converse the images the camera
captured. Many cloud platforms have the corresponding image sensors, if the users
need; they can save them to the platform. For a given RGB format image, each pixel
corresponds to the H (hue) component can be obtained by the following equation, but
the component is also needed to be divided by 360° normalized into [0,1] interval.
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H ¼ h ðB\GÞ
360� h ðB�GÞ

�
ð1Þ

h ¼ arccos
1=2½ðR� GÞþ ðR� BÞ�

ðR� GÞ2 þðR� GÞðG� BÞ1=2
(

ð2Þ

S (saturation) and I (intensity) components are expressed as follows, these two
components have already been in the [0,1] interval between, so do not need
normalization:

S ¼ 1� 3
RþGþBð Þ MIN R;G;Bð Þ½ � ð3Þ

I ¼ 1
3

RþGþBð Þ ð4Þ

Crop image via HSI conversion results as shown in Fig. 2; we can see that in the
case of yellow diseased leaves area after transformation will appear darker effect, thus
the conversion mode for effective detection.

If we only do the image recognition with color feature information, the recognize
result will cause remarkable error. We figure that the crop disease occurs mostly the
short plant and the spots on the leaves, so the texture information and morphological
characteristics will also be the significant feature information. To mix these three kinds
of information can get a higher accuracy.

All the feature information are getting from the gray level images, and need to
process these images to make the information more efficient. In this paper, we use the
Laplacian algorithm to sharpen the image, and then, using the Gauss filter to reduce the
noise. Lastly, the histogram equalization make the needed information more significant.

The Laplacian operator is used to sharpen the image detail information of the crops,
and the detail information of the disease is strengthened, after that, the effectiveness of
the identification be improved. In the process of image acquisition and conversion,

Fig. 2. Images before and after the HIS transformation
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noise is inevitable. Because the main information of image recognition exists in the low
frequency part, we can use the Gaussian filter to reduce the noise, which is almost in
the high frequency part, and protect the low frequency part. This method will reduce
the effect for the recognize process from the noise. Finally, the image texture features
are well distributed by histogram equalization, and the texture image is clearer. The
processed gray images were as shown in Fig. 3, and the images show that the pro-
cessed imaged are obvious more effective than the untreated images in details, effec-
tiveness, and display of gray images.

Image texture feature obtained by gray level co-occurrence matrix, and save the
texture feature vector as the corresponding matrix variables. The acquisition of simple
morphological feature vectors are got by simple region descriptors. After obtaining the
texture features of the image, the local binary pattern (LBP) is used to reduce the
dimension of the texture feature firstly, which can produce the non-one order statistical
features of the image structure information. The LBP algorithm is chosen for its
superior texture ability, high classification ability and computational efficiency. The

Fig. 3. The images after Laplacian algorithm sharpen the image process, the Gaussian filter
process, and the histogram equalization process
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results show that the dimension reduction effect is obvious and the overall trend has not
changed greatly, so the algorithm can play an important role in improving the uti-
lization rate of resources, as shown in Fig. 4.

The three feature vectors are combined to make the recognition process more than
just one element, the combination prevent the error caused by the color, shape and
other individual phenomena. In the second step of dimensionality reduction, the color
feature information, the refined texture information and the morphological feature
information will combine with each other and reproduce the new feature information
matrix. Because of the high dimensionality of the feature vector and the relative invalid
feature, the computing resources are wasted. In this process, we use the PCA algorithm
to reduce the dimension of the combined matrix. This is the way to make the result
more precisely and the computation more efficient.

After the refined step, which is the reducing dimension part, we use the SVM to
train and test the images. The SVM technology based on the principle of structural risk
minimization, give consideration to the training error and test error. This algorithm
achieve the best classification results by selecting different kernel functions, and using
parameter search tools to get the best parameters that we need to used. Also, it is also
possible to avoid the over-training phenomenon that the artificial neural network
technology has been happened, the SVM makes the classifier after full training has a
higher classification effect. Through the acquisition of the image recognition, detection
of the current gives the type of disease within the scope, to grasp the disease status of
field crops.

2.3.2 Upload the Result of Recognition and Reverse Control
The identified category information is converted to ASCII code and send to the WIFI
module through the serial port, WIFI module connected to the cloud platform can send
data to it. Because image processing takes a relatively long time, to avoid the

Fig. 4. The results of the dimensionality reduction, the left image shows that the result of 14*13
partition LBP histogram, and the right image shows that the result of 5*4 partition LBP
histogram. The left one has more details and the right one has more efficiency.
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connection between the cloud and the WIFI module to released, the MCU can send
some initialize value to fill the time. When identifying the disease category, send the
designed number to present the disease, in the paper the designed number is 99. When
the received number is bigger than the limit value we set on the cloud, the cloud will
send the users an alarm to make the users to solve the disease problems.

The reverse control function also need to be realized by the TCP link. Make a
connection about the cloud platform and the WIFI module to succeed the send/receive
message with the STM8 MCU chip, and get the data at the specific location of a fixed
format to control the pin into a low or high level to switch the status about the
equipment in the field. In this method, the users can realize change the switch status to
control the medicine, fertilize, water. In addition, the cloud not only turn the switch
from on to off, but also can control the number controller from 0 to 255.

First, we need to send messages to the cloud platform through MCU chips, so the
TCP connection about the cloud and the MCU will be created. After the connection has
been created successfully, the MCU will send the register message to the cloud plat-
form, the specific data can change along with the data the users used during the register
ID process. Afterwards, the MCU can be coded to waiting the messages, which the
cloud send back to the MCU chip. In this way, we can link the cloud ID to the MCU
chip, and then, we have to send initialize information to the controller in the cloud
when the MCU received the feedback message. In this paper, we decided to set the
switch controller to on and the number controller to the number 1. After the operations
above, we can set the initial state of the controllers, and then, when we click the
controllers in the cloud through websites, the MCU will get different values with the
fixed format. If we let the MCU to get data at the specific location, we can get the
situation the equipment in the field need to be.

Take the switch controller as an example, if the switch controller were set the
controller status to be off, the MCU will get the data 0 from the cloud, we should get
the data 0 at the fixed location of the feedback message, and turn the pin PD4 (which
we used to control the power of the equipment) to a low-level output to let the power of
the equipment in the field to be off. When the data interaction between the cloud and
the MCU be stopped for 40 s, the TCP link will released, if need to reverse control after
that, should to reconnect it again.

3 Debugging the System

To test if the designed IoT system can truly realize the real-time collection about the
crops’ situations and complete the reversal control, we need to debug the system.
During this experiment, we choose the DHT11 sensor to feel the difference about
temperature and humidity. Then, we create the temperature/humidity sensor in the
cloud platform; the platform will give your sensor an ID number when you finish the
created. The ID number about our DHT11 sensor is 38416, and the data that we upload
to the cloud platform are as follows:
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POST /v1.0/device/21775/sensor/38416/datapoints 
HTTP/1.1 
Accept: */* 
Host: api.yeelink.net 
U-ApiKey:6ac5806f65203ce63a7bf39d604ae206 
Content-Length: 14 
Content-Type: application/json;cahrset=utf-8 
  
{“value”:59} 

The platform can detect the data of the specified location to find out the temperature
or humidity; this is because the format of the sending message is stationary.

When the sensor of cloud platform receive a number which is bigger than the
designed limit value, the cloud can send an alarm to the user to make the situation of
the crops can be improved. The sensors are not only about the temperature but also can
use to send alarms when the crops were detected to be illness. When we need to upload
the status of the crops, the created sensors in the cloud platform need to be generic
sensors, which we can design the key word to display the status and the value. We
designed the code of crops’ disease to be 99, and then when the cloud platform
received the value of 99, the users will get an alarm about the disease. In this way, the
users can be more clearly to figure out the situation about the crops and the field. The
data that the generic sensor will upload are as follows:

POST /v1.0/device/1/sensor/5/datapoints HTTP/1.1
Accept: */*
Host: api.yeelink.net
U-ApiKey:78195d42-df52-45ca-af5f-70a4c6777ef9
Content-Length: 97
Content-Type: application/json;cahrset=utf-8

{“key”:”shibeiqingkuang”,“value”:{99}}

When we need to control the equipment, which is in the field through the cloud
platform, we will receive the data the platform send to are as follows:

GET /v1.0/device/1/sensor/3/datapoints HTTP/1.1
Host: api.yeelink.net
U-ApiKey:78195d42-df52-45ca-af5f-70a4c6777ef9
Content-Length: 0
Connection: close

The realization about the system as show in the figures, you can complete the data
upload, check the real-time situation through the App in your phone, periodic send the
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sensor-data to the platform and use the platform to reverse control. Figure 5 is rep-
resenting check the uploaded data through website, the WeChat and the website of
telephones; and Fig. 6 shows that the website when you want to reverse control the
power of the equipments in the field (the red means the switch is off, and when you
click it you can change the switch to on).

Through the operations of the designed system, we can see that the system can
realize the real-time monitor, the reverse control; the data uploaded and display the
curve of the changing sensor-data.

Fig. 5. Display of debugging the IoT system, which is about checking the sensor data in
real-time.

Fig. 6. Display of debugging the IoT system, which is about reversing control the equipment in
the field
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4 Conclusion

To satisfy the needs about producing high-quality crops, we need to find out what
status the crops are and how to fix the problematic situation in time. The system which
the paper purposed realize the real-time control of crop growth environment, real time
recognize disease image for the collected crop images and send an alarm about it. Make
people can remotely through the mobile client, WeChat, micro-blog to get a full range
of real-time understanding check on the growth state and disease situation of the crops.
Moreover, can real-time reverse control based on different conditions of the environ-
ment that the crops are, so that crops grow more intelligent and flexible.
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Abstract. Based on the sensitivity of the chaotic system to the initial value and
the characteristics of the noise immunity, this paper presents a method to detect
the FSK signal of closed carrier frequency under the low signal-to-noise ratio
based on the Duffing oscillator, and then give the principle of FSK signal and its
modulation. Furthermore, a method to solve the problem that frequency over-
lapping occurred between two closed frequencies FSK signal is proposed. Based
on the theoretical analysis, the simulation model is established by using
MATLAB and Simulink. The simulation results show that the model can solve
the frequency overlapping of the FSK signal effectively; meanwhile, it has good
detection precision and anti-noise performance.

Keywords: Duffing oscillator � Chaos system � Frequency overlapping
Weak signal detection � FSK

1 Introduction

Signal detection plays an important role in the communication system, in which the
identification and extraction of signal characteristics is particularly important. When the
transmission signal is weak, the effect of the traditional signal detection method is not
ideal. Chaotic systems are widely used to detect the weak signal of the noise back-
ground. The effect of the noise in the detection is often ignored because of the char-
acteristics of sensitive to certain signals and inert to noise. The sensitivity of the chaos
theory to the initial value and the immunity to the noise are gradually applied to the
weak signal detection and the result is much better [1].

In the conventional detection method, the linear detection method [2] mainly
including three aspects, such as the detection in time domain, the detection in frequency
domain and the detection in time-frequency domain. These methods mainly including
correlation method, sampling integral and time domain averaging method, which are
widely used in the detection of periodic signals, however, they have shortage appar-
ently, for example, the lower detection efficiency and higher detection threshold [3]. As
the rapidly development of nonlinear theory in recent years, in which the duffing
oscillator in chaos theory transforms the presence or absence of weak signal into
obvious state change of the system, that is to say, the chaotic state changes to
large-scale periodic state, in that way can detect weak signal accurately [4].
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The traditional detection method of FSK signal is to improve the signal to noise
ratio of the input signal by filtering, then detect FSK signal by conventional method.
Indeed, that way can reduce the noise in the weak FSK signal. Meanwhile, the useful
signal in noise can also be affect in the process by filtering the noise, thereby the
detection accuracy is affected [5]. On the contrary, chaos system detects the weak
signal directly by utilizing the sensitivity of weak signal of the system without filter out
the noise, in this way, it can be used in a lower signal to noise ratio [6, 7] situation. In
the practical application, due to the characteristics of the communication channel, it
will cause a higher bit error rate phenomenon at the receiving terminal as result of the
delay of transmission signal.

In this paper, we present a new system aim at solve the phenomenon of frequency
overlapping, in which is general in FSK signal detection. The proposed approach can
identify the frequency overlapping phenomenon of FSK signal, then has good per-
formance in distinguish the code overlapping, thereby reducing the bit error rate in the
communication system, which is successfully shown in this paper through Simulink
simulation.

2 Duffing Oscillator System Model

As the most classic oscillator in all kinds of chaotic systems, Duffing oscillator is often
used by researchers to detect weak signal.

Now, the mature Duffing-Holmes equation as follow:

€xðtÞþ k _xðtÞ � xðtÞþ x3ðtÞ ¼ F cosðxtÞ ð1Þ

Where �xðtÞþ x3ðtÞ is non-linear restoring force; k is damp ratio; F cosðxtÞ is
main sinusoidal driving force; F is amplitude of driving force.

When k is fixed, the system state enters the monoclinic orbit state, the periodic
bifurcation state, the chaotic state and the large state periodic with the increase of F.

Let t ¼ xs, then xðtÞ ¼ xðxsÞ,

_xðtÞ ¼ dxðtÞ
dt

¼ dxðxsÞ
dðxsÞ ¼ dxðxsÞ

dðsÞ � ds
dðxsÞ ¼

1
x
dxðxsÞ
ds

ð2Þ

€xðtÞ ¼ d _xðtÞ
dt

¼ d _xðxsÞ
dðxsÞ ¼ 1

x
� dxðxsÞ

ds
� ds
dðxsÞ ¼ 1

x2

dxðxsÞ
ds

ð3Þ

We can get:

1
x2

€xðxsÞþ k
x
_xðxsÞ � xðxsÞþ x3ðxsÞ ¼ F cosðxsÞ ð4Þ

Let _xs ¼ xy, then the equation became as follow:
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1
x
_yþ ky� xþ x3 ¼ F cosðxsÞ ð5Þ

The Duffing equations is:

_xs ¼ xy
_ys ¼ xð�kyþ x� x3 þF cosðxsÞÞ

�
ð6Þ

Now, we make a research on the chaotic characteristics of Duffing system by
building the Duffing system model through the Matlab/Simulink tool. The fourth-order
Runge-Kutta method is used to simulate the Duffing oscillator, as shown in Fig. 1.

Where SineWave is the sinusoidal driving force, Fcn is the nonlinear restoring
force, the integrator model integrator 1 and integrator 2 are used for closed-loop
calculation of the first and second order, the multiplier Gain 1 adjust the coefficients of
the integrator output in the Duffing oscillator, Gain 2 also represents the damp ratio, the
multiplier Gain 3 adjusts the integrator coefficient when drawing the phase diagram.
After the simulation runs, the oscilloscope Scope displays the time-domain waveform
of the oscillator. The XY Graph shows the phase diagram of the oscillator, which is
used to analyze and compare the properties of the vibrator in different environments
and different parameters.

The value of the k is set to 0.5, and the amplitude F of the Duffing system cycle is
gradually increased from a certain value. When running the Simulink module, we can
find that the Duffing system will go through three system states, namely chaotic state,
critical state (chaotic state transition to large-scale periodic state) and large-scale
periodic state. After simulation experiments, the output state of the system can be seen
equivalently from the x output waveform of the system. The specific system output
state phase diagram and the time domain waveform of x are shown in Figs. 2, 3 and 4.

Fig. 1. Duffing oscillator Simulink model in Matlab
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(a) Phase diagram (b) Time domain waveform

Fig. 2. Phase diagram and time domain waveform in chaos state ðF ¼ 0:7Þ

(a) Phase diagram (b) Time domain waveform

Fig. 3. Phase diagram and time domain waveform in critical state ðF ¼ 0:8260Þ

(a) Phase diagram (b) Time domain waveform

Fig. 4. Phase diagram and time domain waveform in large scale period state ðF ¼ 0:83Þ

46 D. Chen et al.



In summary, the signal detection method utilizing Duffing oscillator is make the
system stay at the critical state, when the weak signal input to the right side of the
Duffing equation, the amplitude of driving force will increases to higher than the
critical value, the oscillator will enter the large-scale periodic state; If there is no signal
input, the amplitude of the driving force is still at the critical value, the oscillator state
remains as it is, so that it can distinguish whether there is a weak signal whose
frequency similar to the oscillator frequency or not, then detect the weak signal.

3 Spectrum Overlapping Signal Detection Through System

Frequency shift keying (FSK) is use the variation of carrier frequency to transfer digital
information, the carrier frequency changed between the binary baseband signal fre-
quency points, the expression of 2FSK signal is as follow:

e2FSKðtÞ ¼ ½
X
n

angðt � nTsÞ� cosx1t þ ½
X
n

�angðt � nTsÞ� cosx2t ð7Þ

Where, x1 ¼ 2pf1, x2 ¼ 2pf2, an is the reverse code of an, gðtÞ is single rectan-
gular pulse. The detection of the 2FSK signal utilizing Duffing oscillator is based on the
sensitivity of the chaotic system to the specific frequency weak signal. The phase
change of the system output can be used as a standard for the existence of the special
signal that to be detected, then output the code. But in the actual transmission process,
it can’t be avoided to exist the error code under the influence of communication
channel. In the communication system, there are two main factors of error code, one is
the channel additive noise, the other one is inter-symbol interference. Using the chaotic
system as the signal detection tool, the additive noise of the channel does not affect the
system discrimination, it is only changed the trajectory of the chaotic state, the oscil-
lator is still in the chaotic state; however, the inter-symbol interference became the core
reason that affects whether the receiver can get the correct information directly.

The 2FSK signal with inter-symbol interference is detected by using an array of two
Duffing oscillators. When the carrier frequency is the same as the frequency of the
system, the corresponding Duffing oscillator will be changed from the initial chaotic
state to the large-scale periodic state, and the Duffing oscillator with different fre-
quencies will still be in the chaotic state. Thus, it is judged whether or not the received
symbol signal is “1” or “0” based on the state of the system in each symbol period. Due
to the other factors such as communication channel, the number n code transmits delay,
when the number nþ 1 symbol arrives at the receiver, it contains information of the
both frequency f1 and f2, so at this moment, the oscillator 1 and oscillator 2 will both be
changed the chaotic state to large-scale periodic state. Further, the number n code can
be obtained according to the time at which the oscillator state changes, thereby solving
the problem of inter-symbol interference. The flow chart of the principle as shown in
Fig. 5.
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4 Simulation

According to the flow chart of the previous section, we can know that the step of
detecting the spectrum overlapping 2FSK signal based on Duffing oscillator is:

Step 1: Set the 2FSK signal as shown in Fig. 6.

 2FSK Signal

Duffing oscillator1 Duffing oscillator2

Phase change 
Discrimination

Phase change 
Discrimination

Spectrum
overlapping

Phase Change Time Judgement

Integration

Output symbol

N
Y

 Frequency of 
driving force f1

 Frequency of 
Driving force f2

Fig. 5. The flow chart of the principle of 2FSK detection utilizing Duffing oscillator array

Fig. 6. The waveform of 2FSK signal
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The binary symbol of 2FSK signal to be transmitted is [1,0,1,1,0,1,1,1,0,0], where
x1 ¼ 2pf1, x2 ¼ 2pf2, f2 ¼ 10f1, f1 represents signal “1” and f2 represents “0”.

Step 2: Set the frequency of driving force in oscillator 1 and the oscillator 2 is f1 and f2,
meanwhile, set its amplitude is the amplitude of critical state. Then input 2FSK signal
to the duffing oscillator system. When the 2FSK signal input to the oscillator 1 and
oscillator 2, the corresponding signal waveform and time domain waveform of output
are shown in Figs. 7 and 8.

Fig. 7. (a) The waveform of transmission code of f1 and (b) the time domain waveform of
duffing oscillator1

Fig. 8. (a) The waveform of transmission code of f2 and (b) the time domain waveform of
duffing oscillator2
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When the frequency of 2FSK signal is the same as the frequency of the oscillator,
in this symbol period, the amplitude of the oscillator becomes larger than the critical
state, the oscillator enters the large-scale periodic state, however, the oscillator whose
frequency is different form the oscillator frequency is still in chaotic state.

Step 3: Due to the delay caused by the communication channel, the two adjacent
signals in the transmission process are overlapped. There are two cases in the spectrum
overlapping in 2FSK signal transmission. One is that the adjacent symbols of spectrum
overlapping code are same, at this point the integration signal is not continuous,
moreover the state of oscillator changed only one. The other one is that the adjacent
symbols of spectrum overlapping code are not same, at this time, although the receive
signal not continuous, but the two oscillators both changed.

[1]. For example, the 2FSK binary symbol is [1,0,1,1,0,1,1,1,0,0], when the third
symbol “1” and the fourth symbol “1” generate inter-symbol interference, the
received signal is discontinuous. As shown in Fig. 9.

The oscillator state of the third symbol period of oscillator 1 is still in chaotic state.
The received signal and its time-domain waveforms of f1 and f2 are shown in Figs. 10
and 11. It can be seen that the system state of two oscillators are not changed during the
third symbol period, while only one oscillator changed during the fourth symbol
period. It can be concluded that the third symbol is the same as the fourth symbol, and
the two symbols of spectrum overlapping occurs.

[2]. If the adjacent symbols of spectrum overlapping code are not same, when the
second symbol “0” and the third symbol “1” generate inter-symbol interference,
the received signal is not continuous. The output time domain waveforms of the
oscillator 1 and the oscillator 2 are shown in Fig. 12.

It can be seen that the two oscillators are not changed during the second symbol
period and both are changed during the third symbol period. It can be concluded that
the second symbol is not the same as the third symbol, and the two symbols of
spectrum overlapping occurs.

Fig. 9. The waveform of 2FSK signal with inter-symbol interference
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Step 4: According to the time point at which the oscillator changed, the exact value of
the two symbols can be discriminated, and the signal detection is completed.

Fig. 10. (a) The waveform of received signal code of f1 and (b) the time domain waveform of
duffing oscillator1

Fig. 11. (a) The waveform of received signal code of f2 and (b) the time domain waveform of
duffing oscillator2
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5 Conclusions

Compared with the traditional 2FSK signal detection method, the method proposed in
this paper can solve the spectrum overlapping phenomenon of adjacent symbols in
2FSK caused by delay effectively. Through the research and simulation of this phe-
nomenon, we improve the duffing oscillator accurate detection of the modulation
signal. At the same time, it is proposed to determine the symbol when spectrum
overlapping occurs according to the time point of the state change of the chaotic
system, so as to determine the 2FSK signal further accurately.
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Abstract. In order to use the spatial characteristic parameter of frequency
hopping (FH) signal to realize FH sorting, an efficient FH signal DOA esti-
mation algorithm is proposed in this paper. Firstly, the effective hop of signal is
extracted from time and frequency domain and the spatial-time-frequency dis-
tribution matrix of this hop is established; then the SCMUSIC spatial spectrum
is constructed using descending dimension method of noise sub-space based on
MUSIC algorithm; finally we realize fast DOA estimation through half-
spectrum searching so that FH sorting can be achieved using DOA information.
Theoretical analysis and simulation results show that this algorithm has good
effectiveness and estimation performance.

Keywords: Frequency-hopping (FH) � SCMUSIC spatial spectrum
Direction of arrival (DOA) � Morphological filtering � Network sorting

1 Introduction

Frequency-hopping signals have been widely used in military communication because
of their characteristics of good security, strong anti-interference ability, low probability
of interception and strong networking capability [1]. How to realize the correct network
sorting for multiple frequency hopping signals with different frequency hopping
parameters without prior knowledge is the essential issue of frequency hopping signal
reconnaissance and countermeasure.

Signal direction of arrival (DOA) plays an important role in the separation of
frequency hopping signals. In [2, 3], a novel space-time approach is developed for
estimating the DOA of FH signals. However, it is only applicable to over-determined
conditions; Electromagnetic vector antenna is used to estimate the DOA of frequency
hopping signal in [4], but this approach can only deal with a limited number of
frequency hopping signals; The concept of spatial-time-frequency was first proposed
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by Belouchrani in [5, 6], and then it was used in linear frequency modulation signal
estimation and blind source signal separation; Chen [7] introduces the space-time-
frequency analytical method into the FH signals by constructing the spatial-time-
frequency distribution matrix of each hop and using the MUSIC algorithm, however
this approach is very complicated; In [8, 9], root-music approach is proposed in order
to replace the MUSIC algorithm, which reduced the complexity of the MUSIC algo-
rithm, but the algorithm has high demand for the array and is not suitable for engi-
neering applications; A spatial-polarimetric-time-frequency distributions and ESPRIT
algorithm was proposed in [10, 11], to estimate DOA and polarization of FH signals,
however the ESPRIT algorithm needs parameter matching, which increases the com-
plexity of the algorithm.

Based on the above issues, the STFD&SCMUSIC algorithm is proposed in this
paper to estimate DOA of multiple FH signals. Firstly, the effective hop of signal from
time and frequency domain is extracted and the spatial-time-frequency distribution
matrix of this hop is established; Then we introduce a conjugate noise subspace to
construct the spatial spectral function of SCMUSIC algorithm based on the idea of
noise subspace reduction, and realize the estimation of multi-frequency hopping signal;
Finally, achieve FH signal network sorting according to the estimated DOA informa-
tion using clustering algorithm; At the same time, the time-frequency map is amended
via morphological filtering method in order to enhance performance of low SNR
algorithm. The proposed method can not only adapt to different network information,
but also can greatly reduce the complexity of the original algorithm.

2 Snapshots Model of FH Signal

Suppose that the hopping period of FH signal snðtÞ is Tn , there are K hops within time
of Dt in total. xnk and unk represent the carrier frequency and initial phase of K-th hop
respectively and the time of initial hop is Dt0n. Then the snðtÞ can be defined as:

snðtÞ ¼ tnðtÞ
XK�1

k¼0

exp½jðxnkt0 þunkÞ�rect
t
0

Tn

� �
ð1Þ

Where t
0 ¼ t � ðk � 1ÞTn � Dt0n, tn stands for the complex envelope of base band

of signal snðtÞ, rect is the unit rectangle pulse.
Assume that N FH signals impinge instantaneously onto an M-element array, the

FH signal is not correlated with the noise between the array, the bandwidth of the
receiver B ¼ fmax � fmin, and the elements spacing d\c=2fmax (c denotes the speed of
light), fmax and fmin denote the upper and lower limits of the receiver bandwidth
respectively. Let the azimuth angle of the FH incident wave is h and the wavelength is
k, then the steering vector of the array can be expressed as:

aðhÞ ¼ ½1; e�j2pd sinh=k; � � � ; e�j2pðM�1Þd sin h=k�T ð2Þ
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The array flow pattern matrix can be formulated as:

A ¼ ½a1; a2; � � � ; aN � ð3Þ

Assume the data vector is XðtÞ ¼ ½x1ðtÞ; x2ðtÞ; � � � ; xMðtÞ�T , noise vector is
NðtÞ ¼ ½n1ðtÞ; n2ðtÞ; � � � nMðtÞ�T , and FH source data vector is SðtÞ ¼ ½s1ðtÞ; s2ðtÞ; � � �
sNðtÞ�T , so snapshot vector model for array can be defined as:

XðtÞ ¼ YðtÞþNðtÞ ¼ ASðtÞþNðtÞ ð4Þ

3 Construction of Space-Time-Frequency Matrix of FH
Signal

The FH signal is a wide-band signal, and the carrier frequency of each hop jumps
randomly, so the steering vector and manifold matrix of array jump with the carrier
frequency, but it can be simplified as a narrow-band signal when studying one hop. So
we establish the spatial-time-frequency distribution matrix of one effective hop of
signal.

Cohen discrete time frequency distribution of signal xiðtÞ is expressed as:

Dxixiðt; f Þ ¼
X1
s¼�1

X1
l¼�1

uðl; sÞxiðtþ lþ sÞx�
i
ðtþ l� sÞe�j4pf s ð5Þ

Where uðl; sÞ denotes kernel function. So the discrete cross-time-frequency dis-
tribution of signal xiðtÞ and xjðtÞ can be defined as:

Dxixjðt; f Þ ¼
X1
s¼�1

X1
l¼�1

uðl; sÞxiðtþ lþ sÞx�
j
ðtþ l� sÞe�j4pf s ð6Þ

So the spatial-time-frequency distribution of signal xðtÞ can be defined as:

DXXðt; f Þ ¼
X1
s¼�1

X1
l¼�1

uðl; sÞXðtþ lþ sÞXHðtþ l� sÞe�j4pf s ð7Þ

Where ½DXXðt; f Þ�ij ¼ Dxixjðt; f Þ ði; j ¼ 1; 2; � � � ;MÞ denotes the time frequency
distribution between the output signals of each array. According to (4) and (7), the
covariance matrix of time frequency domain can be written as:

E½DXXðt; f Þ� ¼ ADSSðt; f ÞAH þE½DNNðt; f Þ� ð8Þ
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4 DOA Estimation and Network Sorting

4.1 Construction of SCMUSIC Spatial Spectrum

Suppose that the number of sources for each hop is L. According to eigenvalue
decomposition of array covariance matrix, we can obtain the signal subspace US whose
dimensional is L, and noise subspace UN whose dimensional is M � L. The spatial
spectral function PMUSICðhÞ of MUSIC algorithm can be expressed as:

PMUSICðhÞ ¼ 1
aHðhÞUNUH

NaðhÞ
ð9Þ

According to PMUSICðhÞ, seek the spectrum peak in h domain, and the extreme
value h of PMUSICðhÞ is the desired DOA, however, the MUSIC algorithm needs to seek
the spectrum peak in the whole field, which makes the algorithm too complex to be
realized. We can get (10) from the orthogonal subspace principle, i.e.

aHðhÞUN ¼ O ð10Þ

According to the conjugate principle, (2) can be rewritten as:

a�ðhÞ ¼ ½1; ej2pd sin h=k; � � � ; ej2pðM�1Þd sin h=k�T ¼ að�hÞ ð11Þ

According to the relationship in formula (11), (13) can be rewritten as:

½aHðhÞUN �� ¼ aTðhÞU�
N ¼ aHð�hÞU�

N ¼ O ð12Þ

Where U�
N denotes the conjugate of noise subspace UN . Suppose that the DOA of

the signal source S is hs, from (12) we can see that there is a mirror source S0 in the
time-frequency domain whose DOA is �hs, its steering vector is conjugated to steering
vector of source S and orthogonal to U�

N . Therefore, U
�
N is introduced into the spatial

spectrum of MUSIC algorithm, and the spatial spectrum function PSCMUSICðhÞ of
SCMUSIC can be defined as:

PSCMUSICðhÞ ¼ 1
aHðhÞUNUH

NU
�
NU

T
NaðhÞ

ð13Þ

From (13), PSCMUSICð�hÞ can be defined as:

PSCMUSICð�hÞ ¼ 1
aHð�hÞUNUH

NU
�
NU

T
Nað�hÞ ¼ PSCMUSICðhÞ ð14Þ

We can see from (14) that PSCMUSICðhÞ is an even function. If the noise subspace is
UN ¼ ½UN1 ;UN2 ; � � � ;UNM�L �, we can obtain
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UH
NU

�
N ¼

U�
N1

U�
N2

..

.

U�
NM�L

2
6664

3
7775½U�

N1
;U�

N2
; � � � ;U�

NM�L
�

¼

U�
N1
U�

N1
U�

N1
U�

N2
� � � U�

N1
U�

NM�L

U�
N2
U�

N1
U�

N2
U�

N2
� � � U�

N2
U�

NM�L

..

. ..
. . .

. ..
.

U�
NM�L

U�
N1

U�
NM�L

U�
N2

� � � U�
NM�L

U�
NM�L

2
6664

3
7775 ð15Þ

Substitute (15) into (13), we have:

P�1
SCMUSICðhÞ ¼ ½aHðhÞUN �ðUH

NU
�
NÞ½UT

NaðhÞ�

¼ aHðhÞUN1
aHðhÞUN2

� � � aHðhÞUNM�L

� �
UH

N1
U�

N1
UH

N1
U�

N2
� � � UH

N1
U�

NM�L

UH
N2
U�

N1
UH

N2
U�

N2
� � � UH

N2
U�

NM�L

..

. ..
. . .

. ..
.

UH
NM�L

U�
N1

UH
NM�L

U�
N2

� � � UH
NM�L

U�
NM�L

2
666664

3
777775

UT
N1
aðhÞ

UT
N2
aðhÞ
..
.

UT
NM�L

aðhÞ

2
666664

3
777775
¼

XM�L

i¼1

XM�L

j¼1

aHðhÞUNi

h i
ðUH

Ni
U�

Nj
Þ UT

Nj
aðhÞ

h i

ð16Þ

From (10), (11) and (12), we can obtain:

aHðhsÞUNi ¼ O
UT

Nj
aHð�hsÞ ¼ ½aHðhsÞUNi �T ¼ O

�
ð17Þ

Substitute (16) into (17), we have:

P�1
SCMUSICð�hsÞ ¼ 0 ðs ¼ 1; 2; � � � LÞ ð18Þ

Therefore, the spatial spectrum function PSCMUSICðhÞ of the SCMUSIC algorithm
takes the extremum at �hs, so PSCMUSICðhÞ is the symmetric spatial spectrum.

4.2 DOA Estimation and Network Sorting Based on SCMUSIC

When constructing the spatial spectral function PSCMUSICðhÞ, the noise subspace
decreases with the L dimension, and the signal subspace increases with L dimension.
Suppose that the new noise subspace is U0

N , and new signal subspace is U0
S. So U0

N is
the intersection of the noise subspace UN with its conjugate U�

N , and U0
S is the union of

the signal subspace US with its conjugate U�
S.

Let R ¼ I � UNUH
NU

�
NU

T
N , the zero space of R is R

�
, (i.e. R

� ¼ xjRx ¼ O;f
x 2 CMg), the new noise subspace U0

N is the same as the zero space R
�
[12], i.e.

U0
N ¼ R

�
.
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We can obtain the Singular value decomposition for R:

R ¼ UKVH ð19Þ

Where K ¼ diagðr1; r2; � � � ;rMÞ is a diagonal matrix, and V ¼ ½V2L ~VM�2L�, V2L

is composed of 2L nonzero singular value of V, ~VM�2L is composed of M � 2L zero
singular value of V. We can see that ~VM�2L is the standard orthogonal basis of R

�
, the

spatial spectrum function PSCMUSICðhÞ can be rewritten as:

PSCMUSICðhÞ ¼ 1
aHðhÞUNUH

NU
�
NU

T
NaðhÞ

¼ 1

aHðhÞ~VM�2L ~VH
M�2LaðhÞ

ð20Þ

According to (20), the half-spectral peak search is carried out in the h domain to
obtain the �hs, which makes the extremum of PSCMUSICðhÞ. If aHðhsÞUNk k � 0, then
hs is the required DOA, otherwise �hs is the required DOA. Therefore, the complexity
of the full spectrum peak search in the MUSIC algorithm is reduced to half of that,
which greatly reduces the complexity of the algorithm. Through the clustering analysis
of the obtained DOA, the network sorting of multi-FH signal can be achieved.

5 Simulation and Analysis

There are three frequency hopping signal FH1, FH2, FH3 in the space, the incident
angle is h1 ¼ 20�, h2 ¼ 40�, h3 ¼ 60� respectively, the hopping period is 10 ls, the
carrier frequency jumps between 0–0.5, the sampling rate is 100 MHz, the number of
receiving array is 4 and the number of snapshots is 3000.

100 Monte Carlo experiments were performed, the root mean square error of DOA,
and estimated success rate were used as the performance criterion. The root mean
square error (RMSE) of DOA is defined as:

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
L

XL
i¼1

ð~hi � hÞ2
vuut ð21Þ

Where L denotes the source number, ~h and h denote the estimated and true values
of the DOA respectively. The estimated success rate g is defined as:

g ¼ N1=N ð22Þ

Where N1 denotes the number of successful experiments with DOA estimated
deviations less than 2�, and N denotes the total number of experiments.
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5.1 Experiment 1

Figure 1 shows the performance comparison of DOA estimation in proposed algorithm
and MUSIC algorithm when SNR increase from −10 dB to 30 dB.

It can be seen from Fig. 1(a) that with the increase of SNR, the g of the proposed
algorithm and the MUSIC algorithm are gradually increased; the RMSE are both grad-
ually decreased; when SNR is greater than −2 dB, the g of the proposed algorithm is
larger than theMUSIC algorithm, and when the SNR reaches 8 dB, the g of the proposed
algorithm is close to 100% while the MUSIC algorithm needs to reach about 12 dB.

It can be seen from Fig. 1(b) that with the increase of SNR, the RMSE of the
proposed algorithm and the MUSIC algorithm are gradually decreased; the RMSE of
the proposed algorithm is slightly larger than MUSIC algorithm in general; When the
SNR is greater than 15 dB, the RMSE of the proposed algorithm is close to the MUSIC
algorithm.

5.2 Experiment 2

The time required for the DOA estimation of the two algorithms SNR increase from
−8 dB to 20 dB is shown in Table 1.

It can be seen from Table 1 that the time required for the DOA estimation of the
proposed algorithm is about 6.43 s, while the MUSIC needs 12.85 s. Therefore, the
complexity of the MUSIC algorithm can be reduced to half of that.

(a) (b)

Fig. 1. Performance comparison of DOA estimation. (a) The success rate of experiment 1,
(b) the RMSE of experiment 1

Table 1. Comparison of two algorithms for DOA estimation time required (s)

Algorithm type −8 dB −4 dB 0 dB 4 dB 8 dB 12 dB 16 dB 20 dB

Proposed algorithm 6.413 6.214 6.804 6.384 6.501 6.320 6.449 6.423
MUSIC algorithm 12.908 12.840 12.857 12.807 12.856 12.874 12.783 13.196
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6 Conclusion

The DOA information of the frequency hopping signals can be effectively used to
complete multi-FH signal network sorting. The STFD&SCMUSIC algorithm is
deduced and explained in this paper to estimate the DOA information of multiple FH
signals, and the networking sorting is achieved through the clustering of the estimated
DOA. Theoretical analysis and simulation results show that the proposed algorithm can
reduce the computational complexity of the traditional MUSIC algorithm by 50% while
the RMSE is equivalent to it and the estimated success rate is higher than it.
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Abstract. Complementary codes (CCs) are a kind of two-dimensional
spreading codes with ideal correlation properties to resolve the
interference-limited problem of traditional CDMA systems. This paper
proves the ideal correlation properties of CCs with non-integral chip
delay under the definition of aperiodic correlation functions. The com-
parisons of CCs with traditional spreading codes on auto- and cross-
correlation properties under different definitions of correlation functions
will also present to verify the correctness of the proof work and to show
that a CC-CDMA system is able to achieve MPI- and MAI-free commu-
nication owning to the proved ideal aperiodic correlation properties.

Keywords: Complementary codes · CDMA · Correlation properties
Multiple access interference · Multi-path interference

1 Introduction

Owning to better anti-interference ability, higher frequency efficiency, higher
security and lower radiation, Code Division Multiple Access (CDMA) with
spread spectrum technique has been widely applied in wireless communication
systems in the last 50 years, since its origins in the military field and naviga-
tion systems. Till now, CDMA is still the preferred multiple access technique
in satellite communications, although it has lost competitiveness compared with
Frequency Division Multiple Access (FDMA) in cellular systems [1,2].

Now, we are interested in exploring reasons for the decline and walk-off of
CDMA from a technical perspective. It is well known that all existing CDMA-
based 2-3G standards are interference-limited, particularly in the presence of
multiple access interference (MAI) and multi-path interference (MPI). It has
to be admitted that the immediate cause is the unsatisfactory properties of
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the spreading sequences, while the primary cause is the uncoupled design of
spreading codes with the systems and environment of communication.

The study on spreading codes for CDMA applications is a traditional research
topic and many candidate codes have been found in the literature, however, they
were generated and applied to the systems only based on the knowledge of seemly
acceptable properties in their periodic auto- and cross-correlation functions. Due
to the poor properties of spreading codes, a great deal of auxiliary sub-systems
or techniques should be added to CDMA systems, such as the power control
and multiuser detection, to mitigate the problems associated with the spreading
codes, such as near-far effect, MAI and MPI, etc.

In order to bring CDMA back on track and to speed up the evolution of
CDMA technologies, a possible solution has been proposed with the help of
a new spreading technique based on complementary codes (CCs)[3]. Different
from all traditional spreading sequences, the orthogonality of CCs is established
based on a “flock” of element sequences jointly. As a result, ideal auto- and cross-
correlation properties are realizable at the same time, while it never happens for
any traditional spread sequences as proved by the Welch bound [4] and Sarwate
bound [5].

In the work [6], we have present a survey on the history of CCs. However,
a deeply studies on the correlation properties of CCs, especially with realistic
communication environment has not been presented. Taking complete CCs [3]
as a classic example, this paper proves the ideal correlation properties of CCs
with non-integral chip delay under the definition of aperiodic correlation func-
tions. Comparisons of CCs and traditional spreading codes on auto- and cross
correlation properties are also presented in this paper to verify correctness of
the proof work. Finally, an analysis on the detecting process of a complementary
coded CDMA (CC-CDMA) system is presented with the design constraints of
CC-CDMA systems concluded at the end of this paper.

2 Definitions and Code Construction

2.1 Definitions of CCs

Different from all traditional spreading sequences, the orthogonality of CCs is
established based on a “flock” of element sequences jointly. A family of CCs,
denoting as C(K,M,N), contents K CCs each with M element sequences. Due
to its two-dimensional feature, let C(k) = {c(k)m }M

m=1 be a CC with M element
sequences c(k)m = [c(k)m,1, c

(k)
m,2, · · · , c

(k)
m,N ]. M is called flock size (which determines

the number of element sequences used by the same user), and N is the code
length. In this way, MN is the “congregated length” of a CC, and it determines
the processing gain of the corresponding CC-CDMA system. For the CDMA
application, K CCs are needed as signature codes for K users.
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2.2 Construction of Complete Complementary Codes

Complete Complementary Codes (CCCs) [3] is one of the most popular CCs and
this section gives the construction method of CCCs to facilitate the following
proof and simulation work.

Let A = [ai,j ], B = [bi,j ], D = [di,j ] be three N ×N orthogonal matrices with
|ai,j | = |bi,j | = |di,j | = 1, where i, j ∈ {1, 2, · · · , N}. ai = [ai,1, ai,2, · · · , ai,N ]
denotes i-th row of A.
Step 1. Construct N sequences with length N2, as

E(k) = [bk,1a1, bk,2a2, · · · , bk,NaN , ] = [e(k)1 , e
(k)
2 , · · · , e

(k)
N2 ], k = 1, 2, · · · , N

(1)

Step 2. Construct m-th element sequence of k-th CCs in a family of CCCs using
the above N sequences with matrix D, as

c(k)m =
[
dm,1e

(k)
1 , dm,2e

(k)
2 , · · · , dm,Ne

(k)
N , dm,1e

(k)
N+1, dm,2e

(k)
N+2, · · · , dm,Ne

(k)
2N ,

· · · dm,1e
(k)
N2−N+1, dm,2e

(k)
N2−N+2, · · · , dm,Ne

(k)
N2 ]

= [c(k)m,1, c
(k)
m,2, · · · , c

(k)
m,N2

]
, k,m = 1, 2, · · · , N (2)

The above construction method of a family CCCs C(N,N,N2) can be visually
described in Fig. 1.

Fig. 1. The construction method of complete complementary codes.

3 Proof of Ideal Correlation Properties

3.1 Definitions of Complementary Correlation

Correlation properties of spreading codes are the key feature to effect the system
performance of CDMA systems. Correlation function is usually used to describe
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Fig. 2. Even periodic, odd periodic and aperiodic correlation functions and their rela-
tionships.

the correlation properties and three familiar definitions of correlation functions,
even periodic, odd periodic and aperiodic correlation functions and their rela-
tionships, are visually described in Fig. 2.

When a and b is the same sequence, it is called auto-correlation function
which is desired to be a delta function for a CDMA system to eliminate MPI,
otherwise, it is called cross-correlation function which is desired to be a zero
function for a CDMA system to eliminate MAI.

As can be seen from Fig. 2, the even periodic correlation function only
describes the correlation properties when the adjacent bits have the same phase,
while the odd periodic correlation function only describes the correlation proper-
ties when the adjacent bits have the positive phase. In fact, the phase of adjacent
bits is random. Therefore, neither of them two is able to guarantee a MPI-free or
MAI-free CDMA system, even though auto-correlation is a delta function and
cross-correlation function is a zero function under the definitions of even or odd
correlation functions. However, it can be easily proved that ideal aperiodic cor-
relation properties are sufficient and necessary condition for both ideal even and
odd correlation properties. Although it is more difficult to achieve ideal aperi-
odic correlation properties, but it is able to guarantee both MAI- and MPI-free
in a CDMA system with any combination of adjacent bits.

Therefore, in this paper, the correlation properties of CCs are characterized
by the complementary aperiodic correlation function which is calculated as the
sum of the aperiodic correlation functions of all element sequences with the same
delay δ, or

ρ(C(k1),C(k2); δ) =
M∑

m=1

φ(c(k1)
m , c(k2)

m ; δ) =

{
MN, δ = 0, k1 = k2

0, elsewhere
(3)

where C(k1),C(k2) ∈ C(K,M,N), k1, k2 ∈ {1, 2, · · · ,K}, and φ
(
c(k1)

m , c(k2)
m ; δ

)
is

the aperiodic correlation function of c(k1)
m and c(k2)

m . The ideal aperiodic corre-
lation properties are described behind the second equal sign in (3).
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3.2 Ideal Aperiodic Correlation Properties

The ideal aperiodic correlation properties of CCCs, as defined and constructed
in the above sections, will be proved as followed.

As the construction method of CCCs, n-th chip of m-th element sequence of
k-th CC can be expressed as

c(k)m,n = ax,ybk,xdm,y, k,m ∈ {1, 2, · · · , N}, n ∈ {1, 2, · · · , N2} (4)

where, x = � n
N �,y =< n >N +Nδ(< n >N ). The operator < · >x means to

calculate x-mod,�x� denotes the ceil of x and δ(t) denotes a delta function.
According to (3), when δ ≥ 0, the complementary aperiodic correlation func-

tion of any two CCs in a family CCCs can be expressed as:

ρ(C(k),C(g); δ) =
M∑

m=1

N2−δ∑

n=1

c(k)m,nc
(g)
m,n+δ =

M∑

m=1

N2−δ∑

n=1

ax,ybk,xdm,yax′,y′bk,x′dm,y′

(5)

where k, g ∈ {1, 2, · · · , N}, x′ = �n+δ
N �y′ =< n + δ >N +Nδ(< n + δ >N ).

It is easy to prove that when i �= i′,
∑N

j=1 ai,jai′,j =
∑N

j=1 bi,jbi′,j =
∑N

j=1 di,jdi′,j = 0.
Now we prove the ideal aperiodic correlation properties of CCCs in three

cases:
(1) when δ �= qN and δ �= 0, q ∈ Z+, y �= y′, we get

ρ(C(k),C(g); δ) =
N2−δ∑

n=1

ax,yax′,y′bk,xbg,x′

M∑

m=1

dm,ydm,y′ = 0 (6)

(2) when δ = qN , y = y′ and x′ = x + q, we get

ρ(C(k),C(g); δ) =
N2−δ∑

n=1

ax,yax′,ybk,xbg,x′

M∑

m=1

dm,ydm,y

= N

N−q∑

x=1

N∑

y=1

ax,yax+q,ybk,xbg,x′

= N

N−q∑

x=1

bk,xbg,x+q

N∑

y=1

ax,yax+q,y

= 0 (7)

(3) when δ = 0, y = y′ and x′ = x, we get

ρ(C(k),C(g); δ) =
N2
∑

n=1

ax,yax,ybk,xbg,x

M∑

m=1

dm,ydm,y

= N

N∑

x=1

bk,xbg,x

N∑

y=1

ax,yax,y
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= N2
N∑

x=1

bk,xbg,x

=

{
N3 k = g

0 k �= g
(8)

When δ < 0, it is easy to prove that above conclusion is tenable. In conclu-
sion, the CCCs constructed in Sect. 2.2 satisfies the ideal aperiodic correlation
properties, as

ρ(C(k),C(g); δ) =

{
N3 k = g, δ = 0
0 elsewhere

(9)

3.3 Ideal Correlation Properties with Non-integral Chip Delay

In practical CDMA systems, there exists non-integral chip delay between signals
from multiple users or multiple paths. In this section, we will prove that the
ideal aperiodic correlation properties of CCs still guarantee the interference-free
communication even with non-integer chip-shift, taking the situation in Fig. 3 as
an example.

Fig. 3. The process of correlation with non-integral chip delay.

As shown in Fig. 3 the signal sa(t) and sb(t) are spread by the sequences
a = [a1, a2, a3, a4] and b = [b1, b2, b3, b4] respectively. There exists chip delay
τ between sa(t) and sb(t) due to multiple path transmission or asynchronous
multi-user communication. When τ �= qTc, q ∈ Z+, Tc is the chip interval, we
get ∫ 4Tc

0

sa(t)sb(t)dt = (Tc − τ)(a1b2 + a2b3 + a3b4 + a4b1)

+ τ(a1b3 + a2b4 + a3b1 + a4b2)
= (Tc − τ)φEP (a,b; 1) + τφEP (a,b; 2)
= (Tc − τ)[φ(a,b; 1) + φ(b,a; 3)] + τ [φ(a,b; 2) + φ(b,a; 2)] (10)

As shown in Fig. 3 and (10), correlation function with any non-integral chip
delay equals to two correlation functions with integral chip delay. Therefore, the
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correlation properties of CCs with non-integral chip delay is still ideal owning
to its ideal correlation properties with any integral chip delay.

4 Comparison on Correlation Properties
with of Traditional Spreading Codes

In this section, taking a family of CCCs C(4, 4, 16) as an example, the simulated
correlation properties of CCs are shown to verify correctness of the proof work.
The congregated length of C(4, 4, 16) is 64, therefore, the correlation properties of
Gold sequences with length 63 and Walsh codes with length 64 are also simulated.

Fig. 4. Even periodic auto-correlation properties of different spreading codes.

Fig. 5. Even periodic cross-correlation properties of different spreading codes.

The auto- and cross-correlation properties of the three spread codes under
different definition of correlation functions: even periodic, odd periodic and aperi-
odic correlation functions are shown in Figs. 4, 5, 6, 7, 8 and 9 respectively. As can
be seen from the simulated results, CCs are able to achieve ideal correlation prop-
erties (the auto-correlation is a delta function and the cross-correlation is a zero
function) under all the three definitions. Gold code just achieves approximate
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Fig. 6. Odd periodic auto-correlation properties of different spreading codes.

Fig. 7. Odd periodic cross-correlation properties of different spreading codes.

Fig. 8. Aperiodic auto-correlation properties of different spreading codes.

ideal auto-correlation property with even periodic correlation definition and
Walsh code just achieves approximate ideal cross-correlation property with even
periodic correlation definition. Therefore, a CDMA system with Gold code as
its spreading sequence performs better under MPI, while it with Walsh code
performs better under MPI. However, opposite phase between adjacent bits is
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Fig. 9. Aperiodic cross-correlation properties of different spreading codes.

usual. In this situation, the non-zero sidelobe in odd periodic auto-correlation
property of Gold, as shown in Fig. 6(a), will result in MPI, while the non-zero
sidelobe in odd periodic cross-correlation property of Gold, as shown in Fig. 7(b),
will result in MAI.

5 Conclusions and Discussions

This paper proves the ideal correlation properties of CCs with non-integral chip
delay under the definition of aperiodic correlation functions. The above com-
parisons of CCs with traditional spreading codes on auto- and cross-correlation
properties under different definitions of correlation functions verify the correct-
ness of the proof work and show that a CC-CDMA system is able to achieve MPI-
and MAI-free communication owning to the proved ideal aperiodic correlation
properties.

However, due to the two-dimensional nature of CCs, the implementation
of CC-CDMA system is a challenging work. In a direct sequence (DS) CC-
CDMA system, each user will be allocated a particular CC from a code set as its
signature code, and a user should spread its data with M element sequences of
CC, respectively. In order to realize the spreading and de-spreading processes as
definition of aperiodic correlation function, a CC-CDMA system must satisfies
the following four conditions:

(1) M streams of spread signals of one user are required to be transmitted
in M independent subchannels and separated at a receiver;

(2) each stream of spread signal should be de-spread using the right element
sequence of the CC allocated to the user at a receiver;

(3) each stream of spread signal should be synchronized and therefore they
have the same chip-delay;

(4) the de-spread signals with M element sequences should combined with
equal gains.

Therefore, it’s challenging to design and implement a CC-CDMA system. The
work [7] has present a comprehensive survey of existing literature in the area
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of CC-CDMA system and it divided the existing CC-CDMA solutions into two
categories: time division multiplex and frequency division multiplex CC-CDMA
systems, according to the kinds of independent sub-channels. However, both
of the two CC-CDMA system architecture have its problem on implementation
complexity or spread and spectrum efficiency. Therefore, as for the future works,
we will pursue to optimize the system deign of CC-CDMA systems.
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Abstract. This paper studies a novel structure digital receiver to demodulate
signal with large frequency offset. When the carrier frequency offset is large, the
matched filter will filter out part of the in-band signal, resulting in decrease of
SNR and deterioration of BER. Different from traditional receiver structure, the
novel receiver put a coarse frequency correction module before the matched
filter, which will reduce the negative influence of matched filter under large
frequency offset. Simulation results show that the new structure displays similar
performance to the traditional structure under small frequency offset and great
performance improvement when the frequency offset is large.

Keywords: Frequency offset � Matched filter

1 Introduction

The commonly used digital receiver structure is shown in Fig. 1. The baseband signal
obtained after the digital down conversion and sampling rate conversion will pass
through the matched filter, the timing module, the frequency synchronization module,
phase synchronization module and the decoding module. After decoding we can get the
bit stream [1]. Sometimes the received signal comes from different transmitters, so the
feedback structure in reference [1, 2] can’t be used. The structure shown in Fig. 1 has
broader applicability.

Matched filtering operation has two roles, the first is to ensure that the timing data
has no inter symbol interference (ISI). The second is to make the SNR at the timing
point has the largest value.

Sampling rate 
conversion Matched filter Frame 

synchronization
Digital down 
conversion 

Decoding Carrier 
tracking

Frequency and 
Phase offset 
correction

Timing 
synchronization

A/D
input

Bit stream
output

Fig. 1. The commonly used digital receiver structure
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The signal transmitter and receiver’s crystal instability and other factors will cause
the existence of the carrier frequency offset and phase offset. The purpose of the
frequency offset correction module and the phase correction module is to estimate the
frequency offset and phase offset on the signal and then compensate it respectively.
Based on whether the pilot sequence is used, frequency offset estimation algorithm can
be divided into DA (data aided) and NDA (non-data aided) estimation algorithm, which
is the same in phase offset estimation.

For DA algorithm, The KAY algorithm [3], LR algorithm [4], Fitz algorithm [5] are
commonly used. The KAY algorithm has larger frequency offset estimation range but
lower accuracy compared to the LR algorithm. Therefore, in practical applications, we
could first use the KAY algorithm to do a coarse frequency offset correction, and then
use the LR algorithm to do a fine frequency offset correction. The signal after these two
frequency corrections will only have a small residual frequency offset [6].

ML algorithm is commonly used in phase correction, after the phase compensation,
there will be a small residual phase offset on the signal.

Usually a carrier tracking is performed to further reduce the residual frequency
offset and residual phase offset, and tracking the carrier frequency and phase’s changes,
the PLL (phase-locked loop) is commonly used for tracking, the output of the PLL is
the data symbols.

After decoding, the data symbols are transformed to bit stream.
With the increase of the carrier frequency offset, the receiver’s performance will

drop. To solve this problem, they use a feedback structure for more accurate digital
down conversion in DVB-S2 [1], but if the received signal comes from different
transmitters, this method can’t be used. In this paper, a novel structure is proposed to
solve the problem.

2 Performance Degradation Due to Frequency Offset

In this part, we discuss why the receiver’s bit error rate increase significantly due to the
large frequency offset.

Through the investigation of the receiver modules, it’s found that when the carrier
frequency offset is large, the matched filter will cause a great deterioration of the SNR.

This phenomenon can be visually observed in the frequency domain, as shown in
Fig. 2, when the signal has no carrier frequency offset, all the signals filtered out by
matched filter are out band noise, but when carrier frequency offset exists, part of the
signal spectrum will appear outside the band of the matched filter, the filtering oper-
ation will filter out this part of signal spectrum, which will cause a significant deteri-
oration of the SNR.

The Fig. 3 further demonstrates the phenomenon.
The ES=N0 value is fixed to 18 dB before match filtering. The SNR of the matched

filter’s output decreases gradually as the increase of normalized frequency offset, which
will cause the rising of the system’s BER.

We can also explain the problem through another perspective, for the sake of
simplicity, we choose ideal low pass filter to be pulse-shaping filter and matched filter
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(In practical applications we use root-raised cosine filter). If the total transfer function
of baseband system satisfies the Nyquist first criterion:

X
i

Hðwþ 2p
Ts

Þ ¼ Ts wj j � p
TS

; ð1Þ

the optimum sampling points have no ISI (inter symbol interfere). When there is no
frequency offset, the transfer function is:

Fig. 2. Frequency domain of signal and matched filter. The red part represents the matched
filter, the black part represents the signal. (Color figure online)
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Fig. 3. The SNR of the match filter’s output
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HðwÞ ¼ TS wj j � p
TS

0 otherwise

�
; ð2Þ

which satisfies Nyquist first criterion. However, when carrier frequency exists, the
transfer function is:

HðwÞ ¼ TS � p
Tp

\w\ p
TS

Tp [Ts

0 otherwise

�
; ð3Þ

Nyquist first criterion can’t be satisfied anymore, thus producing the ISI and
degrading the performance.

3 New Digital Receiver Structure

In order to solve the problem described above, this paper presents a new digital receiver
structure. The core idea of this structure is to eliminate the SNR deterioration caused by
the matched filter. For this purpose, we will compensate the carrier frequency offset as
much as possible before match filtering, then match filter the compensated signal.

The digital receiver structure is shown in Fig. 4:

The baseband signal after digital down conversion and sample rate conversion will
pass through a low pass filter (LPF), whose bandwidth is sufficiently larger than the
signal bandwidth to ensure that the signal with frequency offset can still lie in the pass
band of the low pass filter, which ensures that the spectrum of the signal will not be
filtered by the low-pass filter and out-of-band noise is filtered as much as possible.
Commonly, the passband bandwidth can be set as the sum of the signal bandwidth and
the maximal frequency offset.

The KAY algorithm is used to calculate the carrier frequency offset first due to its
large estimates range. Before the frequency offset estimation, we use the OM timing
algorithm to get the optimum sample point which is needed by the KAY algorithm.
Since we use a LPF instead of matched filter, the best sample point is less accurate and
has more noise, but it is enough for coarse frequency offset estimation.

We use the frequency offset calculated by the KAY algorithm to compensate the
output signal of the low-pass filter. This operation aims to move the spectral center of
the signal to zero frequency as much as possible. And then we use the compensated

Fig. 4. The new digital receiver structure
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signal to do the match filtering, which will not filter out the spectrum of the signal
anymore, thus further enhancing the SNR.

After match filtering, we do timing operation and carrier recovery with higher
precision to get the data symbols. We use the OM timing algorithm to do the timing
operation, the LR algorithm to do the frequency offset compensation with higher
accuracy and ML algorithm to compensate the phase offset. Finally we get the bit
stream.

The Fig. 5 shows the SNR curve of the match filter’s output.

The ES=N0 value of the system’s input is fixed to 18 dB and the normalized carrier
frequency offset changes. In this figure the ordinary line represents the SNR in the old
structure receiver and the line with diamond marks represents the SNR in the new
structure receiver. Compared with the old structure, we can see the SNR in the new
structure has been greatly improved, and the receiver with new structure can work
under a larger carrier frequency offset. Thus the performance of the new structure
digital receiver can be significantly improved.

4 Simulation Results

The simulation results compare the performance of the two different structures of
digital receiver. Test signal is 16QAM. Each frame contains the unique word portion
and the data portion. The channel is an additive white Gaussian noise channel.

When the normalized frequency offset between the transceivers is fixed to 0.07 [7],
ES=N0 is set to 18 dB, the output constellation of the two kinds of digital receivers is
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Fig. 5. The SNR of the match filter’s output
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shown in Fig. 6. It can be seen in the case of relatively small frequency offset, con-
stellation quality improves slightly.

The Fig. 7 shows the bit error rate curve of the two receivers. For convenience, we
use the hard decision method [8] to demodulate the constellation. The ordinary line
indicates the bit error rate curve of the old structure receiver, and the line with diamond
marks represents the bit error rate curve of the new structure receiver. It can be seen
that the performance of the two receivers is almost the same when the normalized
frequency offset is small.

When the normalized frequency offset between the transceivers is increased to 0.15
while ES=N0 is still 18 dB, the constellation of the two receivers is shown in Fig. 8. It
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Fig. 6. The constellation of the two receivers.
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can be seen that in the case of large frequency offset, the traditional structure receiver
can’t work normally, but the new structure receiver still shows perfect performance.

The Fig. 9 shows the bit error rate curves of these two different receivers. The
ordinary line represents the bit error rate curve of the old structure receiver, and the line
with diamond marks represents the bit error rate curve of the new structure receiver.
We can see that when the frequency offset is relatively large, the new structure
receiver’s bit error rate has been significantly improved.
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5 Conclusion

The new structure receiver shows similar performance to the old one when the fre-
quency offset is small enough. But when the frequency offset increases, the match
filtering operation will cause the damage to the signal spectrum and reduce the SNR, so
that the bit error rate will increase. In this paper, a new structure of digital receiver is
proposed. The front end uses a low-pass filter and a frequency compensation module to
reduce the frequency offset, and then uses match filtering to improve the SNR, followed
by carrier synchronization with higher accuracy. This new structure digital receiver can
work normally under large frequency offset. When the normalized frequency offset is
larger than 0.07, the performance will be better compared to the traditional digital
receiver, while the cost is very little. The new structure receiver has a high value of
engineering use.
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Abstract. Passive intermodulation can lead to a decrease in the performance of
frame synchronization for the orthogonal-frequency-division multiplexing
(OFDM) systems. In this paper, the Schmidl&Cox algorithm of frame syn-
chronization is simplified by difference calculation to avoid overly complicated
analysis. The statistical properties of time metric function in the presence of
passive intermodulation interference are obtained by Gaussian distribution fit-
ting. The closed form of false and missing detection probabilities are derived to
evaluate the frame synchronization performance. Finally, simulations are con-
ducted to demonstrate the validity of the analysis results.

Keywords: Passive intermodulation � Frame synchronization
Orthogonal-frequency-division multiplexing (OFDM) � Statistical properties

1 Introduction

As the demand of propagation rate rises, multicarrier modulation has been used in
wireless communication systems. The orthogonal-frequency-division multiplexing
(OFDM) system is one of the most successful implementations of multicarrier mod-
ulation. But when the system transmits the multiple carriers, the carriers which pass
through the passive device can generate the combination products of the multi-
frequencies due to nonlinearity [1]. Thus the passive intermodulation (PIM) products
are formed. PIM has become a threat for these multicarrier systems, especially for the
OFDM system with high transmitting power [2, 3].

PIM can lead to a degradation of the sensitive receivers when falling into the
receiving band. The degradation in the performance of the communication systems can
be quantified by bit error rate (BER) and synchronization probabilities. The PIM effects
on the BER of M-PSK modulations were investigated in [4]. However, there is no
complete model to characterize the PIM effect on synchronization. The OFDM frame
synchronization is to find the start position of every frame in OFDM systems. The
classical Schmidl&Cox synchronization algorithm was proposed for OFDM system by
Schmidl and Cox in 1997 [5]. Based on the Schmidl&Cox algorithm, the influence of
narrowband interference on timing synchronization was investigated by Marey and
Steendam [6]. However, the broadband characteristic of PIM interference brings dif-
ficulty to the analysis on frame synchronization [7, 8].
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Motivated by the above observations, the frame synchronization performance in the
presence of PIM using the simplified Schmidl&Cox method was investigated in this
paper. To avoid complicated calculation of analysis, the Schmidl&Cox algorithm is
simplified by the difference calculation at first. Among various models of PIM, the
non-analytic behavioral model proposed by Jacques Sombrin is used for its simple and
effective property [9]. The statistical properties of the time metric function falling into
or outside the cyclic prefix (CP) are analyzed in presence of PIM. According to the
predefined decision threshold, the false and missing detection probabilities analysis of
OFDM systems interfered by PIM are obtained. Simulation results demonstrate the
validity of the approximations with the analysis.

This paper is organized as follows. In Sect. 2, we describe the simplified Sch-
midl&Cox algorithm. In Sect. 3, the statistical properties of the time metric function
are analyzed under the influence of PIM. We discuss the false and missing detection
probabilities of OFDM systems in presence of PIM in Sect. 4. Finally conclusions are
given in Sect. 5.

2 Frame Synchronization Algorithm of OFDM Systems

Here we adopt the typical frame structure of the OFDM system from the Schmidl&Cox
algorithm, which uses two training sequences as the frame header [5]. It is shown in
Fig. 1. Due to the fact that the first training symbol is used for frame synchronization at
the receiver [5], we only focus on the first training symbol in this paper.

The first training symbol can transmit sequence PN1 on the even frequency, and
transmit “0” on the odd frequency. Through IFFT, we can obtain the training symbols
with two same parts in the time domain.

Since the characteristics of the training symbol in time domain basically remain
unchanged at the receiver, we adopt difference method to find the start position of the
frame based on the accordance of the two parts of the training symbol.

Define the time metric function as

MðdÞ ¼ 1
N

XN=2�1

m¼0

rðdþmÞ � rðdþmþN=2Þ½ �2 ð1Þ

Fig. 1. The typical frame structure of OFDM in Schmidl&Cox algorithm
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where r(d) is the demodulated signal sample, N is the length of training symbol, d is the
time indication of the first sample in the N-sample window. The window slides in the
time domain to search for the first training symbol.

The iteration of the time metric function is

Mðdþ 1Þ ¼ MðdÞþ 1
N

rðdþN=2Þ � rðdþNÞ½ �2� 1
N

rðdÞ � rðdþN=2Þ½ �2 ð2Þ

When M(d) is minimum, the start position d is correctly acquired. Therefore, the
start position of the signal is estimated as

d̂ ¼ argminMðdÞ: ð3Þ

3 Statistical Properties of Time Metric in the Presence
of Passive Intermodulation

The statistical properties of the time metric function in presence of PIM are the basis for
analyzing the false or missing probability of the OFDM system. If the locating start
position of the signal is behind the actual start position, it will inevitably introduce
intersymbol interference (ISI). On the contrary, if the locating position falls into CP, the
data can also be correctly received after amendment [10]. Therefore, it is generally
considered that the frame can be correctly grabbed when falling into CP. Motivated by
the above observations, we will elaborate the statistical properties of time metric
function in two cases, i.e., falling into and not falling into CP.

If sm is the sampled useful signal with the variance r2s , and zm is the PIM inter-
ference with the variance r2z , the signal at the receiver can be expressed as rm =
sm + zm. The signal-to-interference power ratio SIR at the receiver is r2s=r

2
z .

For convenience, we define (rd+m − rd+m+N/2)
2 as Pm.

3.1 Statistical Analysis of Time Metric Function Falling into Cyclic Prefix

When falling into the CP, Pm is denoted as Pm_in, and it only contains PIM interference
zm, then the time metric function M (din) can be expressed as

MðdinÞ ¼ 1
N

XN=2�1

m¼0

Pm in ¼ 1
N

XN=2�1

m¼0

zdþm � zdþmþN=2
� �2 ð4Þ

According to the CLT, when N is larger, the time metric function M (din) follows
the Gaussian distribution. Assuming that each sampling point is independent of each
other and the mean value is 0, the mean of Pm_in is 2r2z and the variance is
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varðPm inÞ ¼ E½P2
m in� � E2½Pm in� ¼ E½ðzdinþm � zdinþmþN=2Þ4� � 4r4z

¼ 2E½z4m� þ 6E2½z2m� � 2r2z ¼ 2E½z4m� þ 2r4z
ð5Þ

We consider the PIM interference model by non-analytic model as zm ¼ axm xmj j0:6
[9], where xm is the input signal of passive device. In OFDM system, xm can be verified
by simulation to approximately follow the Laplace distribution. Considering
E½z2m� ¼ r2z , we have E½z4m� ¼ E½a4x4mjxmj2:4� � 20r4z through high order moment of
Laplace distribution. Then the variance of Pm_in is about 42 r4z . By the CLT, M (din)
follows the Gaussian distribution with the mean r2z and the variance 21r4z=N.

Therefore, the probability density function (PDF) of MðdinÞ can be given by

fMd inðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42pr2z=N

p exp �Nðx� r2z Þ
42r4z

� �
ð6Þ

When N = 1024 and r2z ¼ 1, the theoretical and simulated PDFs are shown in
Fig. 2.

Figure 2 reflects that the PDF of M (din) is approximately consistent with the
Gaussian distribution when falling into the CP. In general, the simulation and theo-
retical curves are both Gaussian distributions with mean value r2z , but the variances
exist little difference, which is caused by the approximation when solving M (din).

3.2 Statistical Analysis of Time Metric Functions Outside Cyclic Prefix

When the time metric function is outside the CP, Pm does not only contain the PIM
interference zm, but also includes the useful signal sm. Replace Pm with Pmout, the time
metric function M (dout) can be written as

0 0.5 1 1.5 2 2.5 3
0

0.5

1

1.5

2

2.5

3

3.5

P
D

F

M(din)

Theoretical PDF
Simulation PDF

Fig. 2. Simulation and theoretical PDFs of M (d) falling into the cyclic prefix
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MðdoutÞ ¼ 1
N

XN=2�1

m¼0

Pout ¼ 1
N

XN=2�1

m¼0

ðsdþm þ zdþmÞ � ðsdþmþN=2 þ zdþmþN=2Þ
� �2 ð7Þ

Similar to Sect. 3.1, the time metric function M (dout) follows Gaussian distribution
when N is larger by CLT. Here we assume that each sampling point is independent of
each other, the useful signal and PIM interference are independent of each other, and
both the mean values of zm and sm are 0. Then the mean of Pmout is 2r2s þ 2r2z .

Based on the fact that E½s2m� ¼ r2s , and sm approximately follows Gaussian distri-
bution, which has been verified by the simulation, the variance of Pmout can be given by

varðPmoutÞ ¼ E½P2
mout� � E2½Pmout� ¼ 2E½r4m� þ 6ðr2s þ r2z Þ2 � ð2r2s þ 2r2z Þ

� 8r4s þ 16r2sr
2
z þ 42r4z

ð8Þ

M (dout) follows the Gaussian distribution by CLT, and its mean is r2s þ r2z and
variance is ð4r4s þ 8r2sr

2
z þ 21r2z Þ=N. Then the PDF of M (dout) is

fMdoutðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p=N � ð4r4s þ 8r2sr2z þ 21r4z Þ

p exp � N½x� ðr2s þ r2z Þ�2
8r4s þ 16r2sr2z þ 42r4z

 !
ð9Þ

When N = 1024, r2s ¼ 1, and r2z ¼ 1 (that is, the SIR is 0 dB), the theoretical and
simulated PDF are shown in Fig. 3.

From Fig. 3, when M (d) is outside the CP, the PDF is consistent with Gaussian
distribution with the mean value rs þ rz, the variance is also approximately equal.
Therefore, we can conclude that the statistical property model for M (d) is reasonable.
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Fig. 3. Simulated and theoretical PDFs of M (d) outside cyclic prefix
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4 Probability of Missing/False Detection in Presence
of Passive Intermodulation

During the process of frame capture, we predefined a threshold k. When the time metric
functionM(d) is larger than k, we judge that the correct start position is not reached and
the capture is not completed. Otherwise, we conclude that the correct start position has
been found and the process of capture is completed.

From Eqs. (6) (9), the time metric functions M (din) and M (dout) both follow the
Gaussian distribution. When M (d) is no more than the predefined threshold k, but
M (d) does not fall into the CP, it causes a false detection [10]. The false probability can
be expressed as

Pfalse ¼
Zk
�1

fMoutðmÞdm ¼
Zk
�1

1ffiffiffiffiffiffi
2p

p
rout

exp �ðm� uoutÞ2
2r2out

" #
dm ¼ 1

2
þ 1

2
erf

k� uoutffiffiffi
2

p
rout

� �
ð10Þ

When M (d) falls into the CP, but M (d) is greater than the predefined threshold k, a
missing detection occurs [10]. The missing probability can be expressed as

Pmiss ¼
Z1
k

fM inðmÞdm ¼
Z1
k

1ffiffiffiffiffiffi
2p

p
rin

exp �ðm� uinÞ2
2r2in

" #
dm ¼ erfc

k� uinffiffiffi
2

p
rin

� �
ð11Þ

Since M (din) and M (dout) both follow the Gaussian distribution, the decision
threshold k is constructed by the variance ratio of the two Gaussian distributions.

k ¼ r2z 1þ SIR

1þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið8SIR2 þ 16SIRþ 42Þ=42p
" #

ð12Þ

For the sake of brevity, we normalize the power of PIM as 1. Therefore, the false
detection probability is

Pfalse ¼ 1
2
þ 1

2
erf

k� 1� SIRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið8SIR2 þ 16SIRþ 42Þ=1024p
 !

ð13Þ

The missing detection probability is

Pmiss ¼ 1
2
erfc

k� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
42=1024

p
 !

ð14Þ

In the case of the influence of PIM, based on the synchronization method in Sect. 2
and the threshold k predefined above, the false and missing detection probabilities are
respectively shown in Figs. 4 and 5.
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In Figs. 4 and 5, the theoretical analysis is consistent with the simulation. And for
the same false or missing detection probability, there is a less than 2 dB SIR gap
between the theoretical and the simulation curves, which illustrates the rationality of
the analysis model.

5 Conclusion

In this paper, we have analyzed the effects of PIM on the performance of OFDM frame
synchronization. Based on the Schmidl&Cox algorithm, difference calculation method
has been used to simplify analysis computation. The probabilities of both missing and
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Fig. 4. The theoretical and simulated curves of false detection probability
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false detections of a training sequence are derived by the statistical properties of time
metric function. As the results shown, the theoretical analysis model of frame syn-
chronization performance in the presence of PIM approximates the simulation result
within 2 dB bias, which can provide useful guidance for the design of OFDM systems.
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Abstract. In this paper, we propose a variable tap-length multiuser detector
(VT-MUD) for multiuser underwater acoustic communications. The proposed
scheme adopts interleave-division multiple access (IDMA) and dynamically
adjusts tap-length based on the accumulated squared error (ASE) to achieve a
good balance between performance and complexity. Simulation results
demonstrate that the proposed scheme can converge to the optimum tap-length
and achieve better bit error rate (BER) performance than traditional fixed
tap-length multiuser detector (FT-MUD).

Keywords: Underwater acoustic communications
Interleave-division multiple access � Multiuser detector � Variable tap-length

1 Introduction

Underwater acoustic communication has become an important research hotspot for
commercial and military applications. However, with the characteristics of limited
bandwidth, enormous propagation delays and serious multipath effect, the underwater
acoustic channel (UAC) brings great difficulties and challenges to reliable communi-
cations [1–3]. Furthermore, multiple-access interference (MAI) will exist in real
underwater acoustic communication network because multiple users are present
simultaneously in both time and frequency. To mitigate these effects, effective mul-
tiuser detection (MUD) scheme must be employed.

Interleave-division multiple access (IDMA) is considered as a special case of
code-division multiple access (CDMA), which inherits many advantages from CDMA
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and further improves performance and spectral efficiency with low computational
complexity [4–6]. With the above characteristics, MUD schemes based on IDMA for
underwater acoustic networks become the focus of studies in recent years. Two types’
iterative receivers, employing adaptive decision feedback equalization (DFE) and con-
ventional soft Rake for downlink multi-user underwater communications have been
studied in [7]. It proved that theMUD strategy usingDFE has performance improvements
compared with Rake IDMA receiver. In order to remove MAI and ISI, two chip-level
DFE-IDMAandDFE-CDMA receivers that utilize chip-level adaptiveDFE are proposed
in [8]. In [9], adaptive, chip-level, centralized decision feedback equalizer has been used
to remove MAI and inter-symbol interference (ISI) for uplink IDMA shallow-water
acoustic channels. The studies in [7–9] all employ fixed tap-length multiuser detection
(FT-MUD). Unfortunately, the performance and computational complexity of the system
are highly influenced by the tap-length of the filter. With too few taps, the systemmay not
achieve well performance; in contrast, using too many taps, besides wasting computa-
tions, may increase the steady-state MSE [10]. There are no rules which can predict the
optimal tap-length to obtain optimal performance of system for a specific UAC. Fur-
thermore, for UAC, the optimum tap-length is likely to change with time. Hence, the
existing FT-MUD strategies cannot accommodate to complicated UAC.

According to the above observations, a variable tap-length multiuser detector
(VT-MUD) for underwater acoustic communication is presented based on IDMA in this
paper. The proposed detector employs tap-length update algorithm that adaptively adjusts
the number of taps for both complexity reduction and performance improvement.

2 System Model

Consider a typical multiuser underwater acoustic communication system with K
simultaneous users, as shown in Fig. 1. Assume that IDMA is adopted. Spreader
(repetition encoder) is same for all users and user-specific interleavers are used to
distinguish users. The information bits bk ¼ bk 1ð Þ; bk 2ð Þ; � � � ; bk Nbð Þ½ �T of the kth user
are generated randomly, where Nb is the information bits frame length. The user’s bits
are spread by a simple repetitive scrambling sequence generating ck ¼ ck 1ð Þ;½
ck 2ð Þ; � � � ; ck Nð Þ�T , where N ¼ NbLs is total number of chips, Ls represents the length

S KI BPSK
Kc KxKb

Transmitter for user K

S 1I BPSK
1c 1x1b

Transmitter for user 1

UACs

Fig. 1. Transmission system
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of spreading sequence. Then the output of spreader is permuted by user-specific
interleaver Ik �½ �. Finally, the output of Ik �½ � is mapped to binary phase shift keying
(BPSK) symbol

xk ¼ ½xk 1ð Þ; xk 2ð Þ; � � � ; xk Nð Þ�T ð1Þ

The received signal after transmission on the underwater acoustic channels (UACs),
can be written as

r nð Þ ¼
XK
k¼1

ffiffiffiffiffi
Pk

p
hk nð Þ � xk nð Þþ v nð Þ ð2Þ

where Pk is transmitted signal power of the kth user, hk nð Þ is underwater acoustic
channel impulse response from the kth user to destination, which can be obtained by
BELLHOP model [11]. v nð Þ represents sample of the additive white Gaussian noise
with zero mean and variance r2.

3 Variable Tap-Length Multiuser Detector

The proposed VT-MUD receiver after the acquisition stage is depicted in Fig. 2. MAI
and ISI have been mitigated by jointly employing variable tap-length adaptive equal-
ization and multiuser detection.

The VT-MUD scheme estimates the optimal tap-length by tap-length update algo-
rithm and generates the estimation ŷ nð Þ of the received signal. The key thought of
tap-length adjustment is employing segmented equalization. Assuming that aM taps FIR
filter is divided into L concatenated subfilters of P taps each (M ¼ LP). Each part of the
segmented equalization generates an estimate ŷm nð Þ(1�m� L) of the received data as

ŷm nð Þ ¼ wm nð Þu nð Þ ð3Þ

( )ks n

ESE

DEC

DEC

( )1ESEe x n⎡ ⎤⎣ ⎦

( )1DECe x n⎡ ⎤⎣ ⎦

( )ESE Ke x n⎡ ⎤⎣ ⎦

( )DEC Ke x n⎡ ⎤⎣ ⎦

( )1ESEe c n⎡ ⎤⎣ ⎦
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( )ESE Ke c n⎡ ⎤⎣ ⎦
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( )1̂b i
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( )ŷ n
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( )nw

Tap-length
adjustment

Fig. 2. The structure of VT-MUD
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where wm nð Þ is the tap-weight vectors of the filter, which is determined iteratively
employing normalized least mean square (NLMS) algorithm [12] as

wm nþ 1ð Þ ¼ wm nð Þþ l
dþ uT nð Þu nð Þ em nð Þu nð Þ ð4Þ

where l (0\l\2) is the step size factor, d is a small correcting value to avoid
numerical instabilities. u nð Þ is the observation vector

u nð Þ ¼ rðnÞ; rðn� 1Þ; � � � rðn� lþ 1Þ½ � ð5Þ

where l is the tap-length of current moment. The corresponding error signal em nð Þ for
each segment is

em nð Þ ¼ sk nð Þ � ŷm nð Þj j ð6Þ

where sk nð Þ is known training sequence. em nð Þ can be used to compute mean square
error (MSE) as

MSEm nð Þ ¼ E sk nð Þ � ŷm nð Þj j2
h i

¼
Pn
i¼1

em ið Þ2

n
ð7Þ

In order to simplify the calculation, the accumulated squared error (ASE) is used to
evaluate the performance of different segments. The ASE can be computed as

Am nð Þ ¼
Xn
i¼1

sk ið Þ � ŷm ið Þj j2¼
Xn
i¼1

e2m ið Þ ð8Þ

The tap-length update algorithm mainly contains two steps. Assume that there are F
active segments. Firstly, we compute the ASE of present and previous segment. Then, we
compare the ASE level of present segment AF nð Þ with previous one AF�1 nð Þ. If AF nð Þ is
much smaller than AF�1 nð Þ, extra P taps will be added to improve the equalization effect.
In contrast, if AF nð Þ is insignificantly smaller (or even larger) than AF�1 nð Þ, P taps will be
removed. The adaptive tap-length update algorithm can be modeled as follows

Step (i): Estimation of ASE for present and previous segment

AF nð Þ ¼
Xn
i¼1

cn�i sk ið Þ � ŷF ið Þj j2 ð9Þ

AF�1 nð Þ ¼
Xn
i¼1

cn�i sk ið Þ � ŷF�1 ið Þj j2 ð10Þ
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Step (ii): Adjustment of tap-length

if AF nð Þ� aupAF�1 nð Þ; addP taps ð11Þ
if AF nð Þ� adownAF�1 nð Þ; removeP taps ð12Þ

where c is a forgetting factor (c� 1), aup and adown need to satisfy 0\aup; adown � 1;
aup � adown. The length of equalizer will change frequently if aup is close to adown.

The received signals r nð Þ go through the variable tap-length adaptive equalizer,
hence, achieving estimated signal ŷ nð Þ, we can express the equalized output signal as

ŷ nð Þ ¼ xk nð Þþ gk nð Þ ð13Þ

where gk nð Þ is residual distortion, consists of residual MAI and the noise signal vr nð Þ.
The equalized signal is further processed by using Elementary Signal Estimation
(ESE) and a posteriori probability (APP) decoders (DECs) to recover user’s data bits.

The ESE generates logarithmic likelihood ratio (LLR) which can be expressed as in
[8] as

eESE xk nð Þ½ � ¼ 2 ŷ nð Þ � E ŷ nð Þ½ � þE xk nð Þ½ �f g
Var ŷ nð Þ½ � � Var xk nð Þ½ � 8k; n ð14Þ

where E �½ � and Var �½ � are the mean and variance functions, respectively. The mean and
the variance of ŷ nð Þ and xk nð Þ in (14) can be computed as

E ŷ nð Þ½ � ¼
XK
k¼1

E xk nð Þ½ �; 8n ð15Þ

Var ŷ nð Þ½ � ¼
XK
k¼1

Var xk nð Þ½ � þ r2v ; 8n ð16Þ

E xk nð Þ½ � ¼ tanh eDEC xk nð Þ½ �=2f g; 8k; n ð17Þ

Var xk nð Þ½ � ¼ 1� E xk nð Þ½ �f g2; 8k; n ð18Þ

where eDEC xk nð Þ½ � which is generated by DEC is extrinsic LLR of xk nð Þ. Because the
noise vr nð Þ is not available, r2v can be estimated as

r̂2v ¼ r2e ¼ E sk nð Þ � ŷ nð Þj j2
h i

ð19Þ

The output of ESE eESE xk nð Þ½ � is then de-interleaving to achieve the a priori
information of the DEC, which can be given as

eESE ck nð Þ½ � ¼ Dk eESE xk nð Þ½ �½ � ð20Þ
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where Dk �½ � represents de-interleaving function. Using the eESE ck nð Þ½ � as input, the
DEC adopts standard a posteriori probability (APP) decoding [13] to generate the a
posteriori LLRs LLR dAPP. After that the DEC generates the extrinsic LLR as

eDEC xk nð Þ½ � ¼ Ik eDEC ck nð Þ½ �½ �
¼ Ik s nð Þ � LLR dAPP � eESE ck nð Þ½ �½ � ð21Þ

where sðnÞ is spreading sequence. eDEC xk nð Þ½ � is used as a priori information in ESE
for the next iteration. After several iterations, the output of DEC is hard decision to
construct the user’s data bits b̂k ið Þ.

4 Simulation Results

In this section, the feasibility of proposed VT-MUD scheme is confirmed and analyzed
by simulation results, meanwhile, the performance in terms of BER and MSE is
evaluated. The Bellhop model is utilized to simulate UAC. Signal carrier frequency is
12 kHz. Two active users have been considered. The distances between transmitter and
receiver are 500 m and 700 m, respectively. And they are placed in the position of
water depth 10 m. The wave height is set to 0.5 m. The information bits frame length is
set to 1024. Each frame contains 768 bits as the training sequence. Random interleavers
[4] are adopted to separate users. The same spreading sequence þ 1;�1; þ 1;f
�1; þ 1;�1; þ 1;�1g is adopted as repetition code for all users as in [8]. The iteration
times of MUD is set as 10. The initial length of variable tap-length method is 15. The
tap-length increment P is 15.

Firstly, we verify the effect of tap-length on system performance and obtain the
optimal tap-length for a specific channel profile through simulation. In Figs. 3 and 4,
200 data packets are transmitted. Figure 3 shows the effects of tap-length on signal-to-
interference-and-noise ratio (SINR) where signal-to-noise ratio (SNR) is fixed at
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Fig. 3. The effects of tap-length on SINR at SNR = 15 dB
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15 dB. The output SINR is calculated according to [8]. As seen from the figure, the
system cannot realize its full potential with few tap-length. In contrast, with too much
tap-length, the SINR begins to deteriorate. It can be determined that the tap-length has
significantly influence on the performance of the system. In this paper, considering the
complexity, the optimal tap-length is defined as the minimum tap-length, which can let
the system approximate the optimal SINR performance. It can be seen that the SINR is
close to maximum when tap-length is set between 100 and 205. According to the
definition of the optimum tap-length, we can identify the optimal tap-length in Fig. 3 is
100.

Then, we verify the feasibility of tap-length adjustment of the proposed detector.
Figure 4 shows the automatic adjustment curve of tap-length in training mode. In (4), l
is set to 0.5, d is set to 0.6. In (9) and (10), c is set to 0.999. In (11) and (12), aup is set
to 0.998, adown is set to 0.999. The channel in Fig. 4 is same as in Fig. 3. It is clear that
the tap-length can eventually converge to the optimum value as in Fig. 3 as we expect.

Finally, we compare the BER performance and convergence performance of dif-
ferent schemes. A Monte-Carlo simulation is set up and 400 data packets are trans-
mitted. Figure 5 shows the BER performance comparison between the proposed
VT-MUD and existing FT-MUD scheme. As seen from the figure, VT-MUD can
achieve better BER performance than existing FT-MUD scheme. At about BER =
10−3, the proposed detector can achieve about 5 dB better than the FT-MUD. This is
because there are no rules for FT-MUD to predict the optimal tap-length, while
VT-MUD can converge to optimum tap-length. Convergence curves of two schemes
has presented in Fig. 6. It is clear that the convergence rate of VT-MUD is close to
FT-MUD, but VT-MUD can obtain lower MSE than FT-MUD. This is because
tap-length is an important parameter on MSE performance, the tap-length can be
adaptively adjusted by the VT-MUD.
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5 Conclusion

In this paper, considering multiuser communication in UACs, we proposed a VT-MUD
scheme. The proposed scheme utilizes adaptive tap-length update algorithm to con-
verge to optimum tap-length with low computational complexity. The feasibility of
proposed scheme has been confirmed and analyzed; meanwhile, the performances of
the proposed VT-MUD and existing FT-MUD schemes have been compared. The
results suggest remarkable performance improvements on VT-MUD as compared to
FT-MUD.
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Abstract. FBMC has been taken as a candidate waveform for the next
enhanced 5th generation (5G). To further improve its advantages over OFDM as
well as to promote its application in burst transmission, a two-phase method is
applied to design its prototype filter, i.e. a square-root Nyquist filter. In this
method, the autocorrelation-based technique and a spectral factorization aimed
at minimum stopband energy are successively exploited to acquire the final
prototype filter. Through the relaxation of Nyquist condition and benefited from
the nonlinear-phase, the frequency selectivity of our designed filters can be
greatly improved. Furthermore, the performances of the proposed prototype
filter brings a better BER in simulations, which demonstrates the effectiveness of
our square-root Nyquist filter design for FBMC systems.

Keywords: FBMC � Prototype filter � Square-root Nyquist
Spectral factorization

1 Introduction

The evolution toward 5G includes an enhancement of the current cellular network,
because the celebrated OFDM suffers from inefficiency for its tight synchronization and
the use of cyclic prefix (CP) [1]. Besides, its large out-of-band (OOB) radiation makes
it unattractive for flexible access to fragmented spectrum, which is crucial for efficient
opportunistic communications in Internet of Things (IoT) [2].

To tackle above issues, a filter bank based multicarrier (FBMC) modulation is
proposed as a promising candidate. Although FBMC was first investigated in the 1960s
[3], it is experiencing renewed interest and has gained high attention in the recent years.
In contrast to OFDM, this non-orthogonal waveform employs high quality filters on
every subcarrier to produce better time-frequency localization and very low OOB
radiation, and the offset quadrature amplitude modulation (OQAM) is usually
employed to further reduce the inter-carrier interference [4]. Moreover, in the appli-
cation of cognitive radios (CR), FBMC can simultaneously be used for data trans-
mission as well as spectrum sensing [5]. However, the subcarrier-based shaping results
in a prototype filter with long impulse response [6].
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The prototype filter for subcarrier shaping definitely determined the characteristics
of the FBMC, and the nearly perfect reconstruction (NPR) is preferred in the design of
prototype filter in discrete-time, such as the square-root raised-cosine (SRRC) filters
[7]. There had been two typical design methods in [8, 9]. The frequency sampling
technique was applied in the first method, and the obtained prototype filters had exact
stopband zeros at the frequencies that were integer multiples of the sub-channel
spacing. Nevertheless, the poor tradeoff between Nyquist condition and stopband
performance made it inflexible. By contrast, in the second method, the filter could be
designed through the minimization of a cost function that suitably struck a balance
between stopband attenuation and residual inter-symbol interference (ISI).

Similar to above second method, we will design the square-root (SR) Nyquist filter
as prototype filters in FBMC systems, where we straightly do tradeoff between stop-
band attenuation and residual ISI by constraining both the Nyquist condition and the
stopband energy. Moreover, to address the nonconvex problem due to the convolution
in transceivers, the autocorrelation-based technique [10] is employed in the construc-
tion of linear programming model, leading to linear inequations for ISI control.
Besides, the original object and constraints in the stopband must be transformed to the
ones about autocorrelation coefficients, i.e., the impulse coefficients of a Nyquist filter.
Subsequently, to retrieve the SR Nyquist filter, from the optimized autocorrelation
coefficients, a spectral factorization should be applied. Different from conventional
minimum phase factorization [11] or the best stopband attenuation factorization [12],
the minimum stopband energy is proposed here as the criteria. Such factorization
would almost maintain the performances acquired in previous linear programming, and
the obtained SR Nyquist filter is a nonlinear-phase one. Compared with the
widely-used PHYDYAS filter [4], this resulted nonlinear-phase feature can benefit both
the stopband attenuation and group-delay, or reduce the filter length. Thereby, the
problems in realization complexity as well as low latency transmission might be
alleviated. In our computer simulations, both the filter performances and the BER tests
demonstrate a superiority of our designed prototype filters over the PHYDYAS filter.

2 Preliminaries

In the OQAM-FBMC system, the length of a prototype filter satisfies Np ¼ KMþ 1,
where M and K denote the subcarrier number and the overlapping factor. Thus, a FIR
prototype filter can be presented by the real-valued impulse response coefficients hðnÞ,
0� n�Np � 1, or its frequency response

Hðx; hÞ ¼
XNp�1

n¼0

hðnÞe�jxn ð1Þ

where h ¼ ½hð0Þ; hð1Þ; � � � ; hðNp � 1Þ�. The frequency response (1) is a general
expression for either linear-phase or nonlinear-phase filter.
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To design a NPR filter for the FBMC system, both the frequency selectivity and
Nyquist condition should be taken into account. For the first purpose, the basic opti-
mization model could be established as

min
h

f ðhÞ

s:t:
Hðx; hÞj j � 1þ dmp ; x 2 ½0;xp�
� Hðx; hÞj j � � 1þ dmp ; x 2 ½0;xp�
Hðx; hÞj j � dms ; x 2 ½xs; p�

8<
:

ð2Þ

where the amplitude ripples in both passband and stopband are constrained, and the
choice of object function f ðhÞ could be the minimax cost or the least-square cost. In
previous design [12], the minimax cost, i.e., the stopband attenuation is chosen, while
our study chooses the least-square cost (the stopband energy) as the cost for improved
OOB radiation reduction. To solve such an optimization problem (2), a number of
algorithms [10, 11] could be exploited.

In practice, the interferences caused by relaxed Nyquist condition are small enough
compared to the residual interferences due to transmission channel [13]. Therefore, a
constraint for the control of Nyquist condition should be added into the basic model
(2), but difficulty appears because of the convolution relation between the Nyquist filter
gðnÞ and its square-root Nyquist filter hðnÞ, i.e. hðnÞ � hð�nÞ. This convolution makes
the time-domain Nyquist constraints are nonconvex about hðnÞ

X
kM 6¼ðN�1Þ=2

gðkMÞj j2 �/t ð3Þ

where /t represents the pre-specified threshold for relaxed Nyquist condition and
N ¼ 2Np � 1 denotes the filter length of gðnÞ. In above constraints, M is an integer
usually called the over-sampling factor, and it is exactly equal to the number of sub-
carrier number.

In order to solve the above nonconvex issue of hðnÞ, we will design gðnÞ first and
then factorize it into hðnÞ’s, which is analogous to previous study [12]. However, our
study employs the least-squares stopband ripples instead of the minimax in [12].
Moreover, the Nyquist condition in our study is established in frequency-domain based
on the power-complementary property.

3 The Prototype Filter Design

The proposed method for prototype filter (SR Nyquist filter) design includes two steps.
Firstly, the mathematical model is established and the optimization can be conducted
with different constraint thresholds. In this step, the controllable inequation for Nyquist
condition in the frequency-domain is expressed as a linear one, meanwhile the
requirement for frequency selectivity is transformed to constrain the autocorrelation
coefficient gðnÞ. In the second step, a spectral factorization is applied to the NYQ filter
obtained in the previous step, resulting in the square-root Nyquist filter or the prototype
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filter (hðnÞ) equivalently. Note that the factorization also aims at the minimum stopband
energy as we have done in the optimization step.

3.1 The NYQ Filter Design and Factorization

For Nyquist condition, we have the property of power complementary in the
frequency-domain [9].

XM�1

k¼0

Gðejðxþ 2p
MkÞÞ

��� ��� ¼ 1; 0�x� p=M ð4Þ

where GðejxÞ is the frequency response of the Nyquist filter gðnÞ. Due to its linear
phase, GðejxÞ can be simplified to its zero-phase response Aðx; gÞ by abandoning the
linear-phase term e�jxðN�1Þ=2, which can be represented by using g ¼ ½gð0Þ; gð1Þ; � � � ;
gððN � 1Þ=2Þ�T , i.e.,

Aðx; gÞ ¼ cTðxÞg ð5Þ

with cðxÞ ¼ 2 cosðx N�1
2 Þ; 2 cosðx N�3

2 Þ; � � � ; 2 cosðxÞ; 1� �T
According to the Nyquist condition in time-domain, a measurement to evaluate

fitler’s robustness against ISI was established in [12]. The better the Nyquist condition
is satisfied, the smaller will this measurement be. Analogously, based on above power
complementary, the measurement in frequency-domain is defined as the formula about
Aðx; gÞ, i.e.,

ISIp ¼
Z p

M

0

XM�1

k¼0

Aðxþ 2p
M

k; gÞ � 1

�����
�����
p

; p� 1 ð6Þ

For convenience, let

ASðx; gÞ ¼
XM�1

k¼0

Aðxþ 2p
M

k; gÞ ð7Þ

And in our design, let p ! 1, thus the formula (6) turns to

ISI ¼ ASðx; gÞ � 1j jmax; 0�x� p=M ð8Þ

Then, it allows us to establish the frequency domain constraint by the simple forms

ASðx; gÞ � 1�/f ; 0�x� p=M
�ASðx; gÞþ 1�/f ; 0�x� p=M

�
ð9Þ

where /f is the pre-specified threshold for Nyquist control. As it is relaxed, better
frequency selectivity would be traded for even the reduced filter length.
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To keep consistency in the variable to be optimized, former model (2) must be
transformed. First, the choice of object function should be done by representing it as

f ðhÞ ¼
Z p

xs

Hðx; hÞj j2dx ð10Þ

It means that the energy in stopband will be minimized in the design for prototype
filter. The reason for this choice is that it has a similar effect as the minimization of
OOB radiation, and the stopband attenuation is gradually promoted as the frequency far
from the transition band. Besides, in following spectral factorization, this cost choice
could produce a particularity that can reduce the complexity of finding the best SR
Nyquist filter. Thanks to the relation between Aðx; gÞ and Hðx; hÞ, i.e.,
Aðx; gÞ ¼ Hðx;hÞj j2, the object function can be readily transformed to the one aiming
at gðnÞ

f ðgÞ ¼
Z p

xs

Aðx; gÞdx ¼ sTðxÞg ð11Þ

with the definition

sðxÞ ¼ �4
sinðxs � N�1

2 Þ
N � 1

;�4
sinðxs � N�3

2 Þ
N � 3

; � � � ;�4
sinðxsÞ

2
; p� xs

� �

Correspondingly, the constraint inequations for amplitude ripples are also modified,
but just like many cases, in our final optimization model, only the stopband part is
considered in constraints, and the ripples in passband is inherently shaped. Thus, the
inequation for passband ripples is avoided, and the design problem could be expressed
as to

min
g

f ðgÞ ¼ sTðxÞg

s:t:

ASðx; gÞ � 1�/f ; x 2 0; pM
� �

�ASðx; gÞþ 1�/f ; x 2 0; pM
� �

cTðxÞg� dms
� 	2

; x 2 xs; p½ �
cTðxÞg� 0; x 2 0; p½ Þ

8>><
>>:

ð12Þ

Among these constraint inequations, the third is the constraint for stopband
attenuation, and the last one represents the condition for gðnÞ to be the corresponding
autocorrelation of hðnÞ. Consequently, this optimization problem can be easily solved
by linear programming. Note that, though the design problem is with respect to gðnÞ, it
is definitely optimized for the prototype filter as long as it could be retrieved by spectral
factorization.

After getting the autocorrelation coefficients gðnÞ, the spectral factorization for
minimum stopband energy is carried out to retrieve the prototype filter hðnÞ. which is
analogous to those in [12]. An example with M ¼ 8 and several different values of /f

can be found in Fig. 1. In these figures, the nearly superposed zero pairs on the unit
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circle are partitioned into two different zero groups, which determine the frequency
response of stopband. Meanwhile, the other reciprocal pairs are uniformly separated,
which would limit the passband ripples. The final zero groups ‘○’ and ‘*’ explicitly
make up the obtained subfilter subfilters ‘h1’ and ‘h2’.

3.2 Filter Design Examples

First, we define the typical performance indicators include the passband ripples (Rp),
the stopband attenuation (As), the stopband energy (Es), the deviation of Nyquist in
time-domain (ISIt) [9] and in frequency-domain (ISIf ), viz.,

Rp ¼ �20 lgð1� dpÞ ; dp ¼ max
x2½0;xp�

FðxÞj j � 1j j ð13Þ
As ¼ �20 lgðdsÞ ; ds ¼ max

x2½xs;p�
FðxÞj j

Es ¼ sTðxÞg or Es ¼
R p
xs

Hðx; hÞj j2dx

ISIt ¼
PK
d¼1

g N�1
2 þ dMð Þj jþ g N�1

2 �dMð Þj j
g N�1

2ð Þj j ; ISIf ¼ max
x2½0;pM�

PM�1

k¼0
Aðxþ 2p

M k; gÞ � 1

����
����

8>>>>>>>><
>>>>>>>>:

Referring to the FBMC setting in [13], we set M ¼ 8 and K ¼ 4, which leads to
Np ¼ 33 for the prototype filter and N ¼ 65 for the Nyquist filter. Due to the OQAM
modulation, the roll-off factor is typically chosen as a ¼ 1:0, i.e., the same choice of
PHYDYAS filter [13], which results in fxc ¼ p=M;xs ¼ 2p=Mg. Meanwhile, the
pre-specified threshold /f for Nyquist condition are relaxed to some different extent
0:6; 1; 4 : 4 : 12f g � 10�3 for better frequency selectivity. The numerical results are

listed in Table 1. Note that FðxÞ in above formula should be chosen as Aðx; gÞ or
Hðx; hÞ for gðnÞ or hðnÞ.

From Table 1, we can clearly see the effectiveness of the Nyquist constraint in
frequency-domain, where the resulted ISIt and ISIf are nearly the same. Moreover, a
larger /f brings improvements both on As and Es, which is beneficial for FBMC
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Fig. 1. The spectral factorization results for M ¼ 8 and different /f ’s.
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prototype filter requiring better stopband suppression in FBMC. Such kind of tradeoff
is exactly what the PHYDYAS does not achieve. Besides, we also show the spectral
factorization results in Table 2, where the obtained As and Rp is nearly half of those in
Table 1. Additionally, the resulted ISIt and ISIf in Table 2 are nearly the same as those
before spectral factorization. All of those demonstrate that the two-phase method
including constrained optimization and spectral factorization is effective for NPR
prototype filter design.

4 Simulation and Analysis

In this section, the prototype filter designed by the proposed two-phase method is
compared with the PHYDYAS filter promoted by 5GNOW in terms of both the filter
performance and the bit-error-ratio (BER).

4.1 The Comparison with the PHYDYAS Filter

In the first comparison of performances, only the retrieved subfilters ‘h1’ are adopted
with the constraint thresholds /f ¼ 0:6; 4; 12f g � 10�3, since subfilters ‘h2’ produces
the same performances. The comparison results are presented in Table 3, and for
convenience the PHYDYAS is abbreviated to PHY.

Explicitly, the proposed prototype filters outperform the PHYDYAS filter for the
same K. Meanwhile, the Es gaps of two kinds of filters could be up to two orders of

Table 1. The performances of the Nyquist filter by optimization model (12) ðM ¼ 8Þ.
/f RpðdBÞ AsðdBÞ Es ISIt ISIf

0:6 � 10�3 6.0258 105.1592 1:6808 � 10�7 6:10 � 10�4 6:00 � 10�4

1:0 � 10�3 6.0293 105.3603 1:6283 � 10�7 1:00 � 10�3 1:00 � 10�3

4:0 � 10�3 6.0554 106.9512 1:2334 � 10�7 4:00 � 10�3 4:00 � 10�3

8:0 � 10�3 6.0904 109.6685 7:0680 � 10�8 8:00 � 10�3 8:00 � 10�3

1:20 � 10�2 6.1255 116.8648 3:3380 � 10�8 1:20 � 10�2 1:20 � 10�2

Table 2. The performances of the subfilters after proposed spectral factorization ðM ¼ 8Þ.
/f 0:6 � 10�3 1:0 � 10�3 4:0 � 10�3 8:0 � 10�3

RpðdBÞ h1 3.0009 3.0071 3.0313 3.0595
h2 3.0301 3.0308 3.0588 3.1000

AsðdBÞ h1 52.2281 52.3485 53.1431 54.4826
h2 52.9361 53.0204 53.8427 55.2551

Es h1 1:6957 � 10�7 1:6394 � 10�7 1:2434 � 10�7 7:2396 � 10�8

h2 1:6717 � 10�7 1:6206 � 10�7 1:2193 � 10�7 6:8386 � 10�8

ISIt 6:10 � 10�4 1:00 � 10�3 4:00 � 10�3 8:00 � 10�3

ISIf 5:94 � 10�4 0:99 � 10�3 4:00 � 10�3 7:90 � 10�3
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magnitudes. Due to the nearly equivalent relation between Es and OOB radiation, the
improved Es must be beneficial in many applications such as CR network. On the other
hand, thanks to the flexible tradeoff in our method, it might be possible to reduce the
filter length by replacing smaller value of K. In Table 3, it can be seen that the filter
performances are sacrificed in our filter of K ¼ 3, but it still produces comparable or
even better performance than the PHYDYAS filter of K ¼ 4.

4.2 The BER Test

The simulation parameters are set according to Table 4.1.6 of [14]. In simulations, two
interference factors are taken into account.

(1) The carrier frequency offset (CFO) being set to 0.2 or a random number uniformly
distributed in −0.2–0.2.

(2) In simulated CR-like scenarios, two users occupy half of the subchannels and
posses power ratio 1:1 or 1:5. In the later case, the BER of the user with small
power will be calculated.

Figures 2 and 3 show the BER simulations under different CFO effects and user
power setup. In the case of power ratio 1:5, either ‘CFO = 0.2’ or random CFO will

Table 3. The comparison between the prototype filters in our design and the PHY filters.

M ¼ 8 Np RpðdBÞ AsðdBÞ Es ISIt ISIf
PHYA, K ¼ 4 33 3.0103 39.8582 1:0759 � 10�5 0:82 � 10�3 0:63 � 10�3

PHYB, K ¼ 3 25 2.9946 32.5643 8:0357 � 10�5 4:10 � 10�3 3:80 � 10�3

h1A, K ¼ 4, /f ¼ 0:6 � 10�3 33 3.0009 52.2281 1:6957 � 10�7 0:61 � 10�3 0:59 � 10�3

h1B, K ¼ 4, /f ¼ 4:0 � 10�3 33 3.0313 53.1431 1:2434 � 10�7 4:00 � 10�3 4:00 � 10�3

h1C , K ¼ 4, /f ¼ 1:2 � 10�2 33 3.0947 58.1638 3:3758 � 10�8 1:20 � 10�2 1:19 � 10�2

h1D, K ¼ 3, /f ¼ 0:6 � 10�3 25 2.9870 38.8187 4:6365 � 10�6 0:77 � 10�3 0:72 � 10�3

h1E , K ¼ 3, /f ¼ 4:0 � 10�3 25 2.9871 38.9423 4:4688 � 10�6 4:20 � 10�3 4:10 � 10�3

h1F , K ¼ 3, /f ¼ 1:2 � 10�2 25 2.9874 39.2507 4:0704 � 10�6 1:21 � 10�2 1:23 � 10�2
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Fig. 2. The BER comparison for the filters in Tab.III: the case for power ratio 1:1.
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cause severe interference and degrade the BER performance, yet the proposed filters
show some superiority to the PHYDYAS filters. While in the case of power ratio 1:1, it
is clear to see the BER difference between our prototype filter and the PHYDYAS
filter. Moreover, we can find that the frequency selectivity is more important than the
Nyquist condition, since the interferences caused by relaxed Nyquist condition are
smaller than the residual interferences by CFO. As a conclusion, the h1C is the best one
and the h1F provides a suitable tradeoff with reduced filter length.

5 Conclusions

Combining the NYQ filter optimization and the spectral factorization aimed at mini-
mum stopband energy, this paper provides a flexible design for prototype filter in
FBMC systems. From the examples and BER simulations, it is evident that the resulted
nonlinear-phase SR Nyquist filter with relaxed Nyquist condition are superior to the
widely-employed PHYDYAS filters. These filters have a flexible tradeoff for better
frequency selectivity, a strengthened robustness against ICI, and the ability to reduce
the filter length, which may benefit FBMC practical application in such as CR networks
and burst transmission.

Acknowledgement. This paper was sponsored by the National NSF of China under grant
No. 61471322.
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Abstract. When 32-ary amplitude phase shift keying (32APSK) modulation is
used in the communication system, carrier recovery is one of the most important
technology. The decision-directed (DD) phase locked loop (PLL) is widely used
for carrier recovery. Based on the decision-directed (DD) phase locked loop
(PLL) algorithm, the paper proposes a new fine carrier phase recovery method,
which is based on the constellation classification and different nonlinear oper-
ation. Simulation results show that the performance of the proposed method is
much better than the traditional one.

Keywords: Carrier recovery � 32APSK � Constellation classification
PLL

1 Introduction

With the vigorous development of aerospace industry, broadband satellite communi-
cations have found wide applications. To settle the scarce problems of available
spectrum resources, multi-level modulated signals are utilized to transmit over satellite
channels for the improved spectral efficiency. The satellite channel is typically a
nonlinear channel, mainly caused by amplifier imperfections. Since the envelopes of
the traditional quadrature amplitude modulation (QAM) are not constant, they are very
sensitive to channel nonlinearity due to amplitude levels. In contrast to quadrature
amplitude modulation (QAM), the amplitude phase shift keying (APSK) is less vul-
nerable to nonlinear distortions, which is chosen for satellite communications. For
example, in the new digital video broadcasting (DVB) standard for satellite commu-
nications [3], frequently denoted by DVB-S2, 32-ary amplitude-phase shift keying
(32APSK) is recommended as a modulation scheme. However, 32APSK [2] signal is
greatly influenced by the frequency offset, which makes the carrier recovery algorithm
more complicated.

In digital communication [1], the frequency offset and phase offset are common
problems. So the frequency offset and phase offset become key problems in carrier
recovery. The frequency offset and phase offset often lead to degradation of commu-
nication system performance especially when higher order 32APSK modulation is
applied. In order to compensate these two offsets, we have to use the carrier recovery
technique. Two methods are often used for carrier recovery. The first method is to
directly estimate the carrier information from the received signal. The second method
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needs to insert a pilot into the symbol. The carrier information is estimated by the pilot,
which is more accurate. The method needs to use frequency estimation algorithm and
phase estimation algorithm to eliminate most of the frequency offset and phase offset.
In [6–8], the frequency estimation algorithm is introduced in detail. In [9], the phase
estimation algorithm is introduced in detail. After the frequency estimation and phase
estimation, the PLL is used for carrier recovery. In [3], a hybrid NDA/DD solution has
been proposed. This solution performs same nonlinear operation for all the constella-
tion symbols, then seeks the phase error estimation value, which is not accurate. In [4],
all the constellation symbols are used. It performs different nonlinear operations on
different rings to seek phase error estimation value. Therefore, the phase error esti-
mation value is more accurate. Due to the characteristic of multiple amplitude, the
phase error estimation value is affected by the amplitude of symbol, which will cause
performance degradation.

To overcome these shortcomings, for the 32APSK fine carrier phase synchro-
nization, we propose a new method. The new method will execute the constellation
partitioning for 32APSK constellation firstly, then execute different nonlinear operation
for different rings. After these operations, we will use the decision-directed (DD) al-
gorithm to obtain the phase error estimation value which is not affected by the mag-
nitude of the constellation points. For the 32APSK, if the points locate in the innermost
ring, they have the smaller radii, and thus their signal-to-additive-plus-adaptation-noise
ratio is smaller than the other points [10]. The phase error estimation value will be set
to zero.

2 Signal Model and System Structure

Decision-directed PLL (DD-PLL) is a technique used for fine carrier phase synchro-
nization widely. The Fig. 1 shows its structure. It is composed of phase detector, loop
filter and NCO (Numerically Controlled Oscillator).

As shown in Fig. 1, it is assumed that the channel is an additive white Gaussian
noise (AWGN) channel and the input signal qðnÞ has been subjected to automatic gain
control, timing synchronization [5], coarse frequency phase synchronization [6, 7]. The

NCO

⊗

NCO

Loop filter

( )q n ( ) ( ) ( )r n I n jQ n= +
Phase detector

( )j ne θ
∧

−

( )p n

Fig. 1. Structure of carrier recovery loop
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signal rðnÞ is generated by using the signal qðnÞ to multiply the NCO output. Assuming
the signal rðnÞ is written as

rðnÞ ¼ IðnÞþ jQðnÞ ð1Þ

The received signal qðnÞ can be expressed as

qðnÞ ¼ AðnÞe�jhðnÞ þ vðnÞ ð2Þ

where AðnÞ is the n-th transmitted complex data symbol, vðnÞ is white Gaussian noise,
hðnÞ is the carrier phase, and it can be written as

hðnÞ ¼ Dhþ 2pDfnT ð3Þ

where hðnÞ is the carrier phase offset, Df is the carrier frequency offset, and T is the
symbol period. The received signal qðnÞ is multiplied by the output of NCO to produce
the phase compensated signal rðnÞ, so the signal rðnÞ can be written as

rðnÞ ¼ AðnÞe�jðhðnÞ�ĥðnÞÞ þ vðnÞe�jĥðnÞ ð4Þ

where ĥðnÞ is the estimated carrier phase caused. The phase error is hðnÞ � ĥðnÞ, which
is obtained by phase detector. The performance of the DD PLL can be improved by
solving the output of the phase detector. In general DD PLL algorithm, the phase
detector is designed as

pðnÞ ¼ Im½rðnÞ
r̂ðnÞ� ¼ Im½IðnÞþ jQðnÞ

ÎðnÞþ jQ̂ðnÞ� ð5Þ

where r̂ðnÞ is the decision symbol of rðnÞ, IðnÞ is the real part of the rðnÞ, QðnÞ is the
imaginary part of the rðnÞ, bIðnÞ is the real part of the r̂ðnÞ, Q̂ðnÞ is the imaginary part of
the r̂ðnÞ. But the phase error estimate pðnÞ is affected by energy of signal. To solve this
problem, the phase error estimate pðnÞ can be written as

pðnÞ ¼ angleðrðnÞÞ � angleðr̂ðnÞÞ ð6Þ

where angleðxÞ represents the angle of the complex vector x.
For the QPSK signal, the r̂ðnÞ can be written as

r̂ðnÞ ¼ ÎðnÞþ jQ̂ðnÞ ¼ sgnðIðnÞÞþ jsgnðQðnÞÞ ð7Þ

where sgnðxÞ ¼ �1 when x\0 and sgnðxÞ ¼ 1 when x� 0.
And the phase error estimate pðnÞ is computed as

pðnÞ ¼ tan�1ðIðnÞ � signðQðnÞÞ � QðnÞ � signðIðnÞÞ
IðnÞ � signðIðnÞÞþQðnÞ � signðQðnÞÞÞ ð8Þ
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3 Carrier Recovery Algorithm

The algorithm proposed in this paper is described below. Figure 2 illustrates the normal
constellation of 32APSK modulation. According to the figure, we can find that
32APSK constellation has three rings. We assume that r1 represents the distance
between the constellations of the innermost ring to the origin, r2 represents the distance
between the constellations of the middle ring to the origin, r3 represents the distance
between the constellations of the outermost ring to the origin.

The coordinates for the point of innermost ring can be expressed as

r1 � expðj p2 kþ
p
4
Þðk ¼ 0; 1; 2; 3Þ ð9Þ

The coordinates for the point of middle ring can be expressed as

r2 � expðj p6 kþ
p
12

Þðk ¼ 0; 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11Þ ð10Þ

The coordinates for the point of outermost ring can be expressed as

r3 � expðj p8 kÞðk ¼ 0; 1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15Þ ð11Þ

As shown in Fig. 3, assuming the signal rðnÞ is written as

Fig. 2. The constellation of 32APSK modulation
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rðnÞ ¼ IðnÞþ jQðnÞ ð12Þ

When the signal enters the phase-locked loop, firstly it is necessary to decide the
position of signal. If the signal is located in the outermost ring, we first use four order
operation for the signal and then rotate it with an angle of p

4, so the transformed signal
can be written as

r0ðnÞ ¼ ðrðnÞÞ4 � expðj p
4
Þ ð13Þ

After the transformation, the constellation on the outermost ring is similar to the
QPSK constellation. If the signal is located in the middle ring, we will use three order
operation for the signal, so the transformed signal can be written as

r0ðnÞ ¼ ðrðnÞÞ3 ð14Þ

After the transformation, the constellation on the middle ring is similar to the QPSK
constellation. If the signal is located in the innermost ring, we will not process the
signal. So that the 32APSK constellation is approximately converted into QPSK
constellation whose amplitudes are different. Based on the above results, we can ref-
erence the QPSK signal to obtain the phase error estimation value.

In the following, we will reference Fig. 3 to introduce the process of obtaining the
phase error estimate pðnÞ. After the nonlinear operation for 32APSK constellation. All
the rings have become similar to the QPSK constellation. Because the 32APSK
modulation is a high order modulation, using the point on the innermost ring to
calculate phase error estimate pðnÞ will increase the phase-locked loop jitter. That will
influence the performance of the PLL. So if the point locates in the innermost ring, the
phase error estimate pðnÞ will be set to zero.

⊗

NCO

Loop   filter

( )q n ( )r n
Nonlinear  Opera on

Amplitude  Detector

Tracking
& HoldPhase detector

( )z n'( )r n

( )j ne θ
∧

−

( )p n

Fig. 3. Carrier recovery loop for 32APSK
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3.1 The Amplitude Detector and the Nonlinear Operation

The amplitude detector is used to calculate the amplitude of signal rðnÞ. The amplitude
of signal rðnÞ can be written as rðnÞj j. Then the signal amplitude jrðnÞj is compared to
two threshold values s1 and s2. According to the size of the jrðnÞj, we will perform
different nonlinear operation for signal rðnÞ. The r0ðnÞ can be calculated as

r0ðnÞ ¼
ðrðnÞÞ4 � expðj p4Þ if jrðnÞj[ s1
ðrðnÞÞ3 if s1 [ jrðnÞj[ s2
rðnÞ if jrðnÞj\s2

8<
: ð15Þ

3.2 Phase Detector and Tracking and Hold

After the nonlinear operation, the signal will be processed by the phase detector (PD).
Assuming the signal r0ðnÞ can be written as

r0ðnÞ ¼ I 0ðnÞþ jQ0ðnÞ ð16Þ

The signal pðnÞ can be written as

pðnÞ ¼
tan�1ð I 0ðnÞ�signðQ0ðnÞÞ�Q0ðnÞ�signðI 0ðnÞÞ

I 0ðnÞ�signðI 0ðnÞÞþQ0ðnÞ�signðQ0ðnÞÞÞ=4 if jrðnÞj[ s1

tan�1ð I 0ðnÞ�signðQ0ðnÞÞ�Q0ðnÞ�signðI 0ðnÞÞ
I 0ðnÞ�signðI 0ðnÞÞþQ0ðnÞ�signðQ0ðnÞÞÞ=3 if s1 [ jrðnÞj[ s2

0 if jrðnÞj\s2

8><
>: ð17Þ

The Tracking & Hold output zðnÞ is defined as

zðnÞ ¼ pðnÞ if jpðnÞj\a
0 otherwise

�
ð18Þ

4 Performance Analysis

The performance of the algorithm is verified by simulations. In the simulations, we use
32APSK signal, the symbol rate is 1 Mbps. Because the proposed algorithm is used for
fine carrier phase synchronization, a frequency estimation algorithm and phase esti-
mation algorithm are adopted to eliminate most of the frequency offset and part of the
phase offset. The normalized residue frequency offset is 0.0004. Figure 4 shows the
signal constellation diagram before the phase-locked loop. It can be observed signal
constellation points are evenly distributed over three rings. However, Fig. 5 displays
the signal constellation diagram after the phase-locked loop, discrete signal constel-
lation points can be seen clearly. The bit error rate performance is illustrated in Fig. 6
for comparing with the other two methods. It can be seen that the proposed method has
a lower bit error rate in the low SNR region.
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5 Conclusion

In this paper, an improved decision-directed (DD) algorithm based on the phase-locked
loop is proposed, which has a better performance in terms of bit error rate. This
performance is especially good in the low SNR region. Compared to the traditional
methods for 32APSK signal, the proposed method has better performance. The pro-
posed method can be easily implemented and has a good practical significance.
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Abstract. The detection and recognition of small space debris is an important
task for space security. This paper proposed an interferometric-processing based
imaging method for small space debris. First, based on L-shaped three antennas
system, the signal model for interferometric imaging is established. Then aiming
at the fact that the size of some space debris is smaller than range resolution,
time-frequency analysis is adopted to separate echoes of different scatterers. The
mechanism of time-frequency analysis for echo from three antennas is deduced
in detail. It is proved that the phase for interferometric processing is reserved in
the process of time-frequency analysis. Finally through interferometric pro-
cessing, the positions and image of scatterers can be reconstructed. Simulations
verify the validity of the proposed method.

Keywords: Radar imaging � Interferometric processing � Space debris
Time-frequency analysis � Sinusoidal frequency modulation

1 Introduction

The space debris is a big menace of space craft, satellite, and space stations with more
and more explorations in aerospace [1]. If a collision between them, the surface
properties of spacecraft may be changed and great damages will be brought about. Thus
it is an important task to implement space surveillance for the safety of spacecraft. For
space debris smaller than 1 cm, it is possible to protect spacecraft through an appro-
priately designed protector. For debris whose sizes are larger than 10 cm, the U.S.
Space Command has employed the space surveillance networks which are situated all
over the world to monitor them [2]. Thus an important target of space surveillance is
space debris whose size is 1–10 cm.

High-resolution imaging needs wide bandwidth. In order to overcome the restric-
tion of bandwidth, Ref. [3] firstly proposes a single-range Doppler interferometry
(SRDI) imaging method for spinning space debris. The improved single-range
matching filtering (SRMF) method is put up based on Ref. [3] to improve the range
resolution and computation complexity [4]. Reference [5] proposed a single-range
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imaging (SRTI) method, which takes advantage of the phase trace to realize imaging of
space debris. However, these methods can reconstruct the shape of target instead of the
real position and size, since the angle between target spinning axis and radar LOS is
hard to obtain.

This paper proposes an interferometric-processing based imaging method for space
debris. Through time-frequency analysis, the echo of different scatterers can be sepa-
rated which are inseparable in range profile for resolution restriction. Then based on
three-antenna imaging system, echo of each scatter from three antennas is conducted
interferometric processing on time-frequency plane. The phase information is then
transformed into target position. Thus the real position and size of the target are
obtained. The simulation results verify the validity of the proposed method.

2 Signal Model

L-shaped interferometric imaging system and 3-D spinning targets is given in Fig. 1.
Antenna A transmits signal and antenna A, B and C receive signal. They are located in
the radar coordinate system XYZ at (0, 0, 0), (L, 0, 0) and (0, 0, L), respectively.
Establish the target coordinate system xyz which is originated at point O whose position
is (Xc, Yc, Zc) in the radar coordinate system. Space debris usually rotates around its
axis. A scatterer P of the target, located at (xp, yp, zp), rotates with angular rotation
velocity (xx;xy;xz) when undergoing a translation. Radar transmits linear modulation
frequency (LFM) pulse, which is represented as

s bt; tm� � ¼ rect
bt
Tp

� �
� exp j2p fctþ 1

2
l̂t2

� �� �
: ð1Þ

where rect t
^

Tp

� �
¼ 1; �Tp=2�bt � Tp=2

0; else

�
, fc is carrying frequency, Tp is pulse

duration, l is modulation rate, t̂ = t − tm denotes fast time and tm ¼ mT ; m = 0, 1,
2, …M − 1 denotes slow time, in which T is pulse repetition period and M is pulse

X

Z

Y
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C

B
L

L

P
O x

y

z

Fig. 1. Diagram of three-antenna interferometric imaging system and 3-D spinning targets.
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number. After dechirp with reference range RAO and Fourier transformation, the range
profile of point P from antenna can be obtained as

SA f ; tmð Þ ¼ rpTpsinc Tp f þ 2l
c
RDAPðtmÞ

� �� �
�

exp �j
4p
c
fcRDAPðtmÞ

� �
:

ð2Þ

where rP represents scattering coefficient and RDAP tmð Þ represents the range from P to
antenna A. Suppose that the translation motion has been compensated. Since the size of
target is small, the echo of target should be concentrated in one range cell, that is

SA tmð Þ ¼ rpTp exp �j
4p
c
fcRDAPðtmÞ

� �
¼ rA exp �jUA tmð Þð Þ:

ð3Þ

where rA is a constant. Similarly, the echoes of antenna B and antenna C are

SB tmð Þ ¼ rpTp exp �j
2p
c
fcðRDAPðtmÞþRDBPðtmÞÞ

� �
¼ rB expð�jUB tmð ÞÞ:

ð4Þ

SC tmð Þ ¼ rpTp exp �j
2p
c
fcðRDAPðtmÞþRDCPðtmÞÞ

� �
¼ rC expðUC tmð ÞÞ:

ð5Þ

where rB and rC are constants. Through interferometric processing, the phase differ-
ence of the range profiles between echoes from three antennas can be abstracted.

angle sA tmð Þ�sB tmð Þð Þ ¼ UB tmð Þ � UA tmð Þ
¼ DUAB tmð Þ
¼ 2p

k
RDAP tmð Þ � RDBPðtmÞð Þ:

ð6Þ

angle sA tmð Þ�sC tmð Þð Þ ¼ UC tmð Þ � UA tmð Þ
¼ DUAC tmð Þ
¼ 2p

k
RDAP tmð Þ � RDCP tmð Þð Þ:

ð7Þ

where “angle” is abstracting-phase operation and k is wave length.
Moreover, combined with the geometrical relationship in Fig. 1, the x-axis posi-

tions and z-axis positions are obtained as
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xðtmÞ ¼ DUAB tmð Þk � RAO

2pL
þ L

2
� Xc: ð8Þ

zðtmÞ ¼ DUAC tmð Þk � RAO

2pL
þ L

2
� Zc: ð9Þ

3 Interferometric Processing on the Time-Frequency Plane

When there is one more scatterer in the target, all of the range profiles are stacked
together in one range cell due to low range resolution. The echo of all these scatterers
cannot be separated. Thus the phases of them overlay each other, in which case,
interferometric processing cannot be conducted since phase term is the key for inter-
ferometric imaging. Here time-frequency analysis is adopted to separate the echoes of
different scatterers, meanwhile the phase term must be reserved. Short time Fourier
transform (STFT) is chosen to conduct time-frequency analysis. The definition of STFT
is

STFT t; fð Þ ¼
Z þ1

�1
s sð Þg� s� tð Þe�j2p f sds: ð10Þ

where g(t) is window function. Since the target undergoes spinning motion, RDAP(tm)
should be a sinusoidal modulation, that is, echo of space debris as (3)–(5) is in the form
of sinusoidal frequency modulation (SFM). A SFM signal can be written as

x tð Þ ¼
X1

m¼�1
Jm mf
� �

A exp j2p fc þmfmð Þt½ �	 

; fm 6¼ 0 : ð11Þ

where m is an integer and Jm �ð Þ is the first-order Bessel function. In STFT, when a
window with a relative short time width is added to SFM signal, the captured signal can
be approximated as a form of LFM. For (3), the phase is

UA sð Þ ¼ 2p fc
2RDAP sð Þ

c
¼ 2p fA tmð Þsþ 1

2
lA tmð Þs2

� �
; s 2 tm; tm þ TW½ �: ð12Þ

where fA(tm) represents the initial frequency, lA(tm) represents the modulation rate and
TW is time width of the window. The STFT result of (3) is

SAstft tm; fð Þ ¼
Z þ1

�1
rA exp jUA sð Þð Þg� s� tmð Þe�j2p f sds

¼
Z þ1

�1
rA exp j2p fA tmð Þsþ 1

2
lA tmð Þs2

� �� �
g� s� tmð Þe�j2p f sds:

ð13Þ

where rA is a constant. According to principle of stationary phase, the approximate
result of (13) is
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SAstft tm; fð Þ ¼ rAg
� f � fA tmð Þ

lA tmð Þ � tm

� �
exp �j

p f � fA tmð Þð Þ2
lA tmð Þ

 !
: ð14Þ

Similarly, the STFT result of echo from antenna B denoted as SBstft(tm, f) and from
antenna C denoted as SCstft(tm, f) can be obtained. It can be seen from (12) that the
frequency of echo from antenna A is fA ¼ fA tmð Þþ lA tmð Þ � tm. Similarly the frequency
of echo from antenna B is fB ¼ fB tmð Þþ lB tmð Þ � tm. Thus it yields

angle SAstft tm; fAð Þ�SBstft tm; fBð Þ� �	 
� ¼ p lB tmð Þ � lA tmð Þð Þt2m
¼ UB tmð Þ � UA tmð Þð Þ � 2p fB tmð Þ � fA tmð Þð Þtm:

ð15Þ

The length of baseline is rather small compared with the range from target to radar,
thus the time-frequency analysis result of echo from antenna A and that from antenna
B are almost unanimous. Accordingly, for the same window section tm; tm þ TW½ �, it
yields fA tmð Þ � fB tmð Þ. In this case, (15) can be rewritten as

angle SAstft tm; fAð Þ�SBstft tm; fBð Þ� �	 
�� UB tmð Þ � UA tmð Þ: ð16Þ

Similarly, for antenna A and antenna C, it yields

angle SAstft tm; fAð Þ�SCstft tm; fCð Þ� �	 
�� UC tmð Þ � UA tmð Þ: ð17Þ

It can be seen from (16) and (17) that the interferometric phase term is still reserved
after STFT analysis. And it can be abstracted directly from time-frequency plane.

4 Simulations and Analysis

Suppose that the length of baseline is L = 100 m. The carrier frequency is fc ¼ 1GHz.
Bandwidth is B ¼ 300M and range resolution is 0.5 m. The imaging time is 1 s and
pulse repetition frequency (PRF) is 800 Hz. The center of target is at 0; 500; 0ð Þ km.
There are two scatterers rotate with angular rotation velocity of x ¼ p; 2p; pð ÞTrad=s.
The spinning period is T ¼ 2p= xk k ¼ 0:2041 s. The range profile of the target scat-
terers is shown in Fig. 2(a). It can be seen that range profiles of the two scatterers are
concentrated in the same range cell. The STFT result is shown in Fig. 2(b).

Abstracting the phase information in STFT plane to conduct interferometric pro-
cessing, the x-positions and z-positions can be reconstructed as shown in Fig. 3. It is
shown in Fig. 3 that the reconstructed positions are not continuous and contain many
break points. It is because that the frequency of scatterers overlaps at some seconds as
shown in Fig. 2(b). At these seconds, the phase terms of different scatterers cannot be
separated thus resulting failure in interferometric processing. The false reconstructed
positions at these seconds are deleted. The theoretical positions are shown in Fig. 4.
Compared reconstructed positions with theoretical ones, it shows that the reconstructed

Interferometric-Processing Based Small Space Debris Imaging 121



Slow time/s

R
an

ge
/m

0 0.2 0.4 0.6 0.8

-100

-50

0

50

100

150

Slow time/s

Fr
eq

ue
nc

y/
H

z

0 0.2 0.4 0.6 0.8

-20

-10

0

10

20

(a) the range profile                    (b) the result of STFT 

Fig. 2. Echo processing results
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result is with good accuracy. Figure 5 is the two-dimensional motion trajectory of the
target scatter. Through the motion trajectory, size and shape of the target can be scaled.

5 Conclusions

An interferometric-processing based imaging method for small space debris is offered in
this paper. Through time-frequency analysis, echoes trajectories of all scatterers are
segregated, which overcomes the difficulty of target size smaller than range resolution.
What’s more, time-frequency analysis does not destroy phase information for interfer-
ometric. Thus interferometric processing is successfully conducted to obtain the target
position. The simulations verify the validity of the proposed imaging method. By com-
parisonwith existing ones, the proposedmethod shows the advantage that can get the real
position and size of target. However, the phase information of echo is easily affected by
noise. Although the space environment is in a low noise level, it is still an important task
to abstract phase information in noise, which is also our next research direction.
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Abstract. Sparse representation (SR)-based SAR imaging has shown its
superior capability in high-resolution image formation. For SR-based SAR
imaging task, a key challenge is how to choose a proper dictionary that can
effectively represent the magnitude of the complex-valued scattering field. In
this paper, we present a combined dictionary that simultaneously enhances
multiple types of scattering mechanism. Trained by different kinds of SAR
image patches with either strong point scatterers or smooth regions, the dic-
tionary can represent both point-scattering and spatially distributed scenes
sparsely. Finally, the SAR image is obtained by solving a joint optimization
problem over the combined representation of the magnitude and phase of the
observed scene.

Keywords: SAR imaging � Sparse representation � Dictionary learning
Combined dictionary

1 Introduction

Due to its day/night, all weather capabilities, synthetic aperture radar (SAR) has
become one of the most promising remote sensing tools in military and civilian fields.
Recently, compressive sensing (CS)-based SAR imaging has shown its superior
capability in reducing sampling rate and improving image resolution compared to
traditional Matched filtering (MF)-based imaging method. Baraniuk and Steeghs first
demonstrated the CS theory in radar imaging in [1]. Later, Patel et al. introduced
compressed SAR in [2]. Since then, CS-based SAR imaging has become a hot spot in
SAR imaging community.

According to the CS theory, if the observed scene is sparse or can be sparsely
represented in some space, then one can use limited radar measurements to reconstruct
a high-resolution SAR image [3]. To sparsely represent the complex scene, the theory
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of sparse signal reconstruction was introduced to CS-based SAR imaging. For instance,
Samadi and Cetin proposed sparse representation (SR)-based SAR imaging method in
[4], where the complex-valued signals were separated into real and imaginary parts to
apply real-valued sparse representation methods directly to SAR imaging tasks.

In SR based SAR imaging, a key challenge is proper dictionary selection. In [4], the
SR framework only focused on one type of scattering mechanism, and used common
dictionaries such as discrete cosine transform (DCT) and wavelet transform coeffi-
cients. However, these dictionaries lack adaptivity in characterizing various scattering
mechanisms for complex scenes.

Motivated by [5], we propose an SR-based SAR imaging method using a combined
dictionary, which considers two types of most common scattering features in SAR
images, i.e. strong point scatterers of man-made targets, and smooth regions of terrain
or distributed natural regions. Firstly, two sub-dictionaries are trained using two types
of SAR images separately. Then, we generate the third sub-dictionary by low-pass
filtering for the enhancement of smooth regions. Finally, the combined-dictionary is
obtained by concatenating the three sub-dictionaries, and therefore the new dictionary
can represent all types of SAR scattering sparsely.

The reminder of this paper is organized as follows. Section 2 presents the frame-
work of the proposed SAR imaging method. Section 3 shows the simulation results to
verify the effectiveness of the proposed method. Section 4 provides the conclusion.

2 Framework of the Proposed SAR Imaging Method

This section describes the mathematical formulation of SR-based SAR imaging using
the combined dictionary. We first introduce the observation model of SAR system and
give a brief review of SR-based SAR imaging method. Then we propose our combined
dictionary learning strategy. Finally, a joint iterative optimization method is presented.

2.1 SAR Observation Model

The observation geometry for spotlight SAR is shown in Fig. 1. The radar move along
the straight path at constant speed v, and steers the antenna beam to the observation
scene of interest. During imaging, the SAR system transmits pulses from a set of
directions denoted by hk(k ¼ 1; 2; . . .;K, and K is the total number of aspect angles in
the azimuth dimension). The spotlight SAR transmits linear-frequency-modulated
(LFM) signals s tð Þ ¼ exp jx0tþ jlt2ð Þ for tj j � Tp=2, where Tp is the pulse repetition
interval, x0 is the carrier frequency and 2l is the chirp rate. Assuming that the distance
from radar to the scene center is much greater than the radius of ground patch, then the
SAR echo skðtÞ at hk can be described as:

sk tð Þ ¼
ZZ

x;yð Þ2D

f ðx; yÞ � exp - jX tð Þ x cos hk þ y sin hkð Þ½ �dxdy ð1Þ
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where D is the ground patch, ðx; yÞ is the coordinates of scatterers in D, f ðx; yÞ is the
complex-valued back-scattering coefficient at ðx; yÞ,X tð Þ ¼ 2=c x0 þ 2l t � 2Rk=cð Þð Þð Þ
is the radial spatial frequency, and c is the speed of light.

The imaging process can be described in a matrix form [13, 14], and the discrete
observation model (1) is expressed as

s ¼ Hf þ n0 ð2Þ

where s is the sampled echoes, f is the vectorized observation scene, n0 is noise, and H
is the SAR projection matrix containing the phase histories. For SAR imaging, the
purpose is to reconstruct the unknown reflectivity f from s.

2.2 SR Based SAR Imaging

The recently emerged SR theory provides a feasible way for high-resolution SAR
imaging. In an SR-based SAR imaging approach, an under-sampling strategy is carried
on to the range and azimuth dimensions, and then the echo s is compressed by a
sampling matrix H, so (2) can be written as:

y ¼ H Hf þ n0ð Þ ¼ HHf þ n0 ð3Þ

where y is the under-sampled measurements, and n0 ¼ Hn0 is the additive measurement
noise. Our goal is to obtain the unknown observation scene f from the under-sampled
measurements y. This ill-posed problem can be solved by a sparse signal reconstruction
method. It is noticed that although f is complex-valued, we only care about its mag-
nitude [6], thus the proposed SR-based imaging method only represents the magnitude
of the complex-valued scene sparsely. In this case, we consider that:

y ¼ HHf þ n0 ¼ HHP fj j þ n0

S:t fj j ¼ Ua
ð4Þ

where the complex-valued scene is separated into the magnitude fj j and phase matrix
P ¼ diag exp j/ið Þð Þ.U is a dictionary that sparsely represents the magnitude fj j. Given

v
Observation

 sceneR

k
D

Fig. 1. SAR imaging geometry.
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P, the scene f can be exactly recovered if we find a sparse coefficient a by solving the
L1-norm regularization problem, i.e.

â ¼ argmin
a

y�HPUak kp þ k ak k1
n o

ð5Þ

where �k kp is the Lp norm, and k is the regularization parameter. In this way, the
SR-based SAR imaging problem is converted to a joint optimization problem, which
solves both the coefficient a and the phase matrix P. The joint optimization approach is
as follows:

(1) Using conventional MF-based SAR imaging approach to get an initial estimate of
f.

(2) Given f, obtain an initial estimate of P using the method in [4].
(3) Solve the optimization problem in (5) and get the estimate of fj j though

fj j ¼ Ua.
(4) Update P using the new estimate of fj j.

Since fj j is real-valued, we can use the state-of-art sparse representation methods
for a estimation.

This made the selection of dictionary U a key step of SR-based SAR imaging
method. The dictionary should depend on the application and the type of objects or
features of interest in our observation scene.

2.3 Combined Dictionary Learning

The selection of a proper dictionary U is a key challenge in SR-based SAR imaging.
There are many useful dictionaries that can sparsely represent fj j. Common dic-
tionaries generated by scaling and translation of various basis, such as Gabor and
wavelet, are appropriate for wide applications. Specialized dictionaries, intended to be
used with a particular class of signals, can be learned from a large dataset. For SAR
imaging task, the best way to get the sparsest result is to construct an overcomplete
dictionary that includes all possible scattering features. However, such dictionary may
lead to severe computation problems for large area imaging. To get sufficient sparse
result with limited dictionary size, we present a combined dictionary learning method
using 2D wavelet image decomposing and online dictionary learning strategy.

Instead of using a general dictionary constructed by a set of basis vectors (Fourier,
curvelets, etc.) or an overcomplete dictionary generated by simple shapes (points, lines
and squares, etc.) [6], we consider two types of scattering features in this paper: strong
point scatterers of man-made targets; and smooth regions of terrain or distributed natural
regions. Such features are most common in SAR images and of particular interest in
SAR imaging task. In dictionary designing, we wish to combine these two features
together so that the new dictionary can represent both strong scattering points and nature
smooth scenes. Since the scene to be observed is unknown, we can select a set of SAR
images having the similar scattering property as a training set based on prior knowledge,
and such strategy has already been proved through transfer learning [7, 8]. Then, the
dictionary U can be constructed by two sub-dictionaries. The first sub-dictionary Up is
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trained by image patches with point-scattering features, such as tanks, vehicles and
ships, etc., and the other sub-dictionary Ur is trained by image patches with smooth
region features, such as cropland, mountain ridge and sea surface, etc.

To reduce the dictionary size, we use 2D discrete wavelet transform (DWT) to
decompose the training SAR images into multi-resolutions. Figure 2 shows the results
of DWT multi-resolution decomposition of two SAR images. Figure 2(b) shows the
decomposition results after 2-level DWT using Haar wavelet, and Fig. 2(c) shows the
zoomed out result of subband LL3 (the small image in the top left corner of Fig. 2(b)).
It can be seen that almost all the magnitude information remains in subband LL3 while
other subbands contain noise and a few ignorable high-frequency components.
Meanwhile, the size of subband LL3 is only a quarter of the original SAR image.
Therefore, we use subband LL3 as a training sample. By this means, we reduce the
dictionary size while keep the effectiveness of the dictionary. To make the dictionary
more overcomplete, we also select a small part of the high-frequency components as
atoms of the sub-dictionary.

In dictionary learning, we apply the well-known recursive least squares dictionary
learning algorithm (RLS-DLA). The training dataset is used iteratively to gradually
improve the dictionary. Detailed information of RLS-DLA can be found in [9]. After
the generation of Up and Ur, we add another sub-dictionary Uf , which contains several
local spatial smooth filters. Particularly, each column of Uf have the same number of
elements as Up and Ur, with all elements set to zeroes except for a local, vectorized
region around a specific pixel. Uf can enhance the smooth regions because each atom
in Uf takes the shape of the impulse response of a low pass filter. In the proposed
method, we use a set of low-pass Gaussian filters as spatial smoothing filters.

(a)            (b)             (c)

(d)                    (e)                      (f)

Fig. 2. 2D separable wavelet transform for SAR images. (a) original SAR images, (b) subbands
after 2 level of Haar wavelet decomposition, (c) the zoom out image of subband LL3 (the small
image in the top left corner of (b)), (d)–(f) results of another SAR image.
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In summary, the entire dictionary is given by:

U ¼ Up;Ur;Uf
� � ð6Þ

3 Experiments

In this section, we demonstrate the validity of the proposed method. We first test the
effectiveness of the proposed combined dictionary. Figure 3 visualizes the three
sub-dictionaries. It can be seen that Ur extracts shape features such as edges and
corners, and Up extracts point features.

Figure 4 shows the reconstruction error using different dictionaries. It can be seen
that the proposed combined dictionary has achieved the lowest reconstruction error
among other dictionaries. This is because the proposed combined dictionary can well
represent all kinds of SAR images with different scattering mechanisms while other
dictionaries lack completeness.

(a) (b)                   (c)

Fig. 3. Dictionary visualization. (a) Dictionary generated from randomly sampling raw training
images, (b) learned sub-dictionary Ur, (c) learned sub-dictionary Up.
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Next, we test the validity of the proposed method using synthetic SAR scenes
containing different kinds of scattering features. The radar parameters are shown in
Table 1. We use a DCT dictionary for comparison. Figure 5 shows the final recon-
structed results

Compared with the general dictionary like DCT, we see that using the proposed
combined dictionary, the SR-based imaging method can suppress clutter more effec-
tively and obtain better reconstruction result. We also use signal-to-noise ratio
(SNR) and entropy of the full image (ENT) [10] for performance comparison. As is
evident from Table 2, the proposed combined dictionary surpasses DCT in both SNR
and ENT.

Table 1. Parameters of simulated SAR system.

Carrier frequency 10 GHz

Slant range of radar center 14.14 km
Carrier frequency 10 GHz
Bandwidth 150 MHz
Pulse repetition frequency 500 Hz
Pulse repetition interval 10 us
Platform velocity 100 m/s

(a)                  (b)                  (c)

Fig. 5. Reconstruction of a SAR scene. (a) Observed scene, (b) reconstructed results using DCT
dictionary, (c) reconstructed results using proposed combined dictionary.

Table 2. SNR and ENT of the scene reconstructed by DCT dictionary and the proposed
combined dictionary.

DCT dictionary Proposed combined dictionary

PSNR (dB) 28.44 31.53
ENT (dB) 0.733 0.405
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4 Conclusion

In this paper, we have proposed a new approach for sparse representation based SAR
imaging. Instead of using general dictionaries or single feature-based overcomplete
dictionaries, we trained a combined dictionary that can enhance both strong point
scattering and smooth region features. Compare to conventional dictionaries, the
proposed combined dictionary can better represent the magnitude of the complex-
valued scattering field. Finally, experimental results have demonstrated the validity of
the proposed approach.

In the future, we intend to perform more detailed performance evaluation of our
dictionary using simulated and experimental datasets.
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Abstract. The micro-Doppler effect (m-D effect) provides unique signatures
for target discrimination and recognition. In this paper, we consider a solution to
the m-D parameter estimation. This method mainly consists of two procedures,
with the first being the radar returns decomposition to extract the m-D com-
ponents in Bessel domain. Then the parameter estimation issue is transformed as
a parametric sparse recovery solution. A parametric sparse dictionary, which
depends on m-D frequencies, is constructed according to the inherent property
of the m-D returns. Considering that the m-D frequency is unknown, the dis-
cretizing m-D frequency range for the parametric dictionary matrix is calculated
by the sinusoidal frequency modulated Fourier transform (SFMFT). In this
manner, the finer m-D frequency, initial phases, maximum Doppler amplitudes
and scattering coefficients are obtained by solving the sparse solution of the m-D
returns. The simulation results verify the effectiveness.

Keywords: Compressive Sensing (CS) � micro-Doppler effect (m-D effect)
Parametric sparse representation
Sinusoidal Frequency Modulated Fourier Transform (SFMFT)
K-resolution Fourier-Bessel (k-FB) series � Parameter estimation

1 Introduction

Micro-Doppler effects (m-D effects) depict targets’ refined movement features, and
provide the important information for target recognition and discrimination [1]. The
rotation, vibration of a target induces the time-varying Doppler modulation on the
received signals, which are most sinusoidal frequency-modulated (SFM) signals [2].
Hence, the parameters of the returned signals, including the scattering coefficients,
modulation amplitudes, modulation frequencies and initial phases, suggest significant
targets’ m-D features.
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Time-frequency analysis (TF analysis) provides locations of such non-stationary
signals in the TF plane, which has been widely utilized in m-D parameter estimation.
However, most classic TF analyses either suffer from cross-term interferences, or are
hardly to obtain the high resolution of time and frequency simultaneously [3]. Recently,
some parametric methods which decompose signals into some different domain, such as
the Bessel domain, are proposed and verified effective for the signal estimation and
separation [4, 5]. Moreover, the sinusoidal frequency modulated Fourier transform
(SFMFT) decomposes the phase term of a signal in the sinusoidal domain, so that the
modulation frequency can be estimated by its projections on different sinusoids [6].

However, based on the Shannon-Nyquist theory, the received signals suffer from
aliasing when the sampling frequency is less than twice of the maximum Doppler
frequency shift, which makes it fail to estimate the motion features. In recent years, the
compressive sensing (CS) technique is introduced to characterize the TF domain for
m-D signatures extraction, and it is proved to be a promising tool with high-resolution
[7–10]. CS theory supposes the sparsity of a signal in some transform domain, and the
signal will be recovered from the limited samples. As the received signals induced by
m-D are a sum of frequency modulated signals, they are sparse in TF domain [11]. As
the approach proposed in [12], m-D signals can be first demodulated into some sinu-
soids, and then be reconstructed by exploiting their sparse solution in the Fourier
domain. In [13], to extract accurate parameters, the demodulation procedure is con-
ducted on the basis of a CS reconstruction process, but the initial phase cannot be
obtained. In [14], the problem of m-D parameter estimation is transformed as a para-
metric sparse solution. It takes different m-D frequencies as the variables of the
parametric dictionary matrix, and the sparse signal is solved by the pruned orthogonal
matching pursuit (POMP) algorithm. Similarly, m-D signatures are extracted by
parametric sparse recovery and OMP algorithm in passive radar systems [15]. In these
methods, the m-D frequency is first being discretized as a frequency series. However,
the estimation results are very sensitive to the m-D frequency, and meanwhile, the prior
knowledge of the m-D frequency is unknown. In this case, the inaccurate division of
m-D frequency series will lead to wrong estimation results. On the other hand, the
wrong entries of the m-D frequency series are meaningless for estimation, which will
lead to large computation amount. Additionally, some translational components
induced by the bulk of non-rigid target or the scatters on the rotation axis, will make the
traditional sparse recovery-based methods invalid for m-D parameter estimation.

To solve these problems, an approach based on the SFMFT in conjunction with the
parametric sparse recovery and the k-resolution Fourier-Bessel (k-FB) series expansion
is proposed. The received signal is first decomposed into different orders of k-FB series
to extract the m-D signals of interest, and meanwhile, the phase shift ambiguity of the
extracted m-D signals is revised. Considering the m-D frequency is unknown, it is first
estimated coarsely by the SFMFT to provide a probable discretized frequency range for
the parametric matrix. In this manner, the m-D frequency, as well as the initial phases
and the modulation amplitudes are all discretized into series. The sparse representation
model is solved by the OMP algorithm, and the finer modulation frequency, initial
phases, modulation amplitudes and the scattering coefficients are obtained.
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The following parts of the paper are organized as follows. In Sect. 2, the back-
ground of m-D signals and some basic theory is introduced. In Sect. 3 the proposed
approach is described in details, while in Sect. 4 the simulation experimental results are
analyzed. Section 5 draws the conclusion.

2 Background

In this section, some background including the m-D signal model and the basic theory
of CS are briefly reviewed.

2.1 M-D Signal Model

The m-D effect is known as the time-varying Doppler modulations induced by the
micro-motion of a target or its parts. The basic mathematical description of the m-D
effect induced by rotation is discussed in this subsection.

The radar return of a target can be modeled as the signal reflected by a set of point
scatters on the target. In this case, we suppose that there exist K point scatters on the
target. Suppose that the target rotates with the angular frequency x. The modulations
induced by a rotation target consist of two parts: the m-D modulation induced by
scatters rotating around the rotation axis; and the Doppler modulation induced by
scatters on the rotation axis or the bulk of a non-rigid target. The received signal
induced by rotation after the translation compensation is presented as

s tð Þ ¼
XK
i¼1

ai exp j
4p
k

fDtþ di sin xtþ hið Þ½ �
� �

; t ¼ t1; � � � ; tM ð1Þ

where M denotes the signal sequence length, k is the radar wavelength and fD is the
Doppler modulation frequency. di is the distance between the rotation axis and the
scatter i in the LOS direction. ui and ai are the initial phase and the scattering coef-
ficient of scatter i, respectively. The Doppler frequency of scatter i can be given
according to the derivative of the phase term in [1] as:

fi tð Þ ¼ 2
k
fD þ dix sin xtþ hið Þ½ � ð2Þ

Note the fact that the rotation frequencies of all the scatters on one target are the
same, with the rotation radius, initial phases and scattering coefficients are different.
From (2) we can see that the translational component is different from that of the m-D
component. The Doppler frequency of the translational component is constant, while
the frequency of the m-D component is sinusoidal.

2.2 The CS Theory

The CS theory utilizes a signal’s sparsity, so that the discrete sampling can be obtained
under the sampling rate much less than the Nyquist sampling condition. In accordance
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with the CS theory, a signal can be recovered from the limited samples if it is sparse in
some domain. The classic CS theory is described as

s ¼ Wg ð3Þ

where s is an M � 1 observation vector, W is an M � N matrix, and g is an N � 1
sparse solution to be solved. The observation model in (3) can be solved under the
constraint conditions, and thus, the sparse signal can be recovered from the observation
vector by the following solution

ĝ ¼ argmin
g

gk k0 s:t: s�Wgk k22 \ e ð4Þ

where �k k0 and �k k2 denote the L0 norm and the L2 norm, respectively, and e is the
permitted error.

3 Parameter Estimation Method

As the modulation form of the translational component is different from that of the m-D
component, the translational component will destroy the inherent property of the m-D
signals, so that makes the sparse recovery based methods invalid. Hence, it requires an
approach for the extraction of the m-D components from the received signals. Then the
SFMFT and the parametric sparse recovery solution are adopted. The proposed
parameter estimation method is introduced in the following subsections in detail.

3.1 Extraction of M-D Components

The discrete form s nð Þ of the received signal in (1) with N samples is presented as

s nð Þ ¼
XK
i¼1

ai exp j pha nð Þ½ �; n ¼ 1; � � � ;N ð5Þ

where pha nð Þ ¼ 4p
k fDnþ di cos xnþ hið Þ½ � denotes the phase term.

As the discrete signals are mainly subjected to the problem of the phase shift
ambiguity [16], the phase shift ambiguity should be revised for the received signal.
Since the phase measurements are only possible in �p; pð Þ, the phase shift ambiguity
occurs when the total phase shift is more than 2p when sampling, which can be revised
by comparison of adjacent samples.

pharðnÞ ¼
phaðnÞ � 2p; phaðnÞ � phaðn� 1Þ[ p
phaðnÞþ 2p; pharðn� 1Þ � pharðnÞ[ p
phaðnÞ; pharðnÞ � pharðn� 1Þj j\p

8<
: ð6Þ

where i[ 1 and phar nð Þ denotes the difference of the real phase shift and the phase
shift measurement.
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After the phase shift ambiguity is revised, the m-D returns are extracted on the basis
of the Fourier-Bessel transform (FBT) and its related theories. A signal can be
decomposed into a weighted sum of Bessel functions by FBT [4]. Similar to the Fourier
transform and the Fourier series, FBT presents as the FB series within a finite interval.
For a better resolution, a resolution metric k is introduced into the traditional FB series
recently, which is called the k-FB series [5]. As the k-FB series has a one-to-one
relationship between the order of the series and the frequency of a signal, it is effective
for different signals separation overlapped in the TF domain.

Since the received signal s nð Þ is in the neighborhood of zero-frequency after the
translation compensation, the first several orders of the series correspond to the
translational component. Expanded the signal by k-FB series and eliminate the first
several orders of the series, the m-D signals sm�D nð Þ extracted from the radar returns
can be reconstructed as follows

sm�D nð Þ ¼
XM
m¼m0

XN
n¼1

CmJ0
km
kN

n

� �
ð7Þ

where J0 �ð Þ is the Bessel function of the zero order, km is the m th positive root of the
function J0 tð Þ ¼ 0, m0 is the maximum order of k-FB series corresponding to the
translational component, and M is the order corresponding to the pulse repetition
frequency (PRF). The series of order m in (7) can be calculated as

Cm ¼ 2PRF2

NJ1 kmð Þ½ �2
XN
n¼1

ns nð ÞJ0 km
kN

n

� �
ð8Þ

3.2 Parameter Estimation

Considering that the parameters of the extracted m-D signals are x; a; d; hf g, discretize
the candidates d; hf g in a certain range as d 2 d1; d2; � � � ; dPf g and
h2 h1; h2; � � � ; hQ

� �
, respectively. Then the received m-D signal can be presented as

s ¼ W xð Þg xð Þ ð9Þ

where s ¼ s 1ð Þ; s 2ð Þ; � � � ; s Nð Þ½ �T, g x̂ð Þ ¼ g 1ð Þ; g 2ð Þ; � � � ; g PQð Þ½ �T and W xð Þ is a
M � PQ dictionary matrix. Then the sparse solution g xð Þ can be obtained by

g xð Þ ¼ argmin
g x̂ð Þ

g xð Þk k0 s:t: s�W xð Þg xð Þk k22 � e ð10Þ

W xð Þ is constructed by the m-D signal’s intrinsic property

W xð Þ ¼ u 1;xð Þ; � � � ;u n;xð Þ; � � � ;u N;xð Þ½ �T ð11Þ
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where

u n;xð Þ ¼ u0 n;x; d1; h1ð Þ; � � � ;u0 n;x; d1; hPð Þ;u0 n;x; d2; h1ð Þ; � � � ;u0 n;x; dQ; hPð Þ½ �
ð12Þ

and

u0 n;x; dp; hq
� 	 ¼ exp j

4p
k
dp cos xnþ hq

� 	
 �
ð13Þ

As the error of the sparse recovery solution is more sensitive to x than d; hf g in (9),
serious recovery errors will be resulted in inaccurate or wrong x [14]. However,
without the prior knowledge of x, the discrete values of x will not be fine enough, so
that inaccurate even wrong estimation results will be obtained. Meanwhile, to avoid the
unnecessary computation amount of wrong x in the sparse recovery process, the
SFMFT is first utilized to obtain a coarse estimation of x, which provides the candidate
x for a correct division range. In this manner, more accurate results of x; a; d; hf g by
the sparse recovery technique will be obtained.

SFMFT decomposes the modulation frequency x on different sinusoidal basis, and
the spectrum is obtained by the projections, referred to as the coefficient ei on the
different sinusoidal basis. The discrete SFMFT [6] of the signal sm�D nð Þ is presented as

sm�D nð Þ ¼
XN�1

i¼0
ei �h i exp j exp jx0nið Þ½ �

D E
ð14Þ

where the coefficient ei indicates the modulation spectrum of the signal, and x0 ¼
2p=N is the modulation frequency unit. Coefficient ei can be calculated as

ei ¼ sm�D nð Þ; exp j exp jx0nið Þ½ �h ih i ¼ 1
N

XN�1

n¼0

ln x nð Þf g � �j exp �jx0nið Þ½ � ð15Þ

The frequency estimation of x is obtained by ei of the maximum value. Suppose
that the maximum coefficient ei locates at i ¼ i0. Then the estimation of the rotation
angular frequency is i0x0, and the discrete range of the candidate x is set as
i0 � 1ð Þx0; i0 þ 1ð Þx0½ �.
One of the solutions of (10) is the OMP algorithm [17]. It makes the dictionary

matrix orthogonal by the Schmidt orthogonalization method. And then the process of
the signal decomposition is iterated on the over-complete orthogonal basis. In each
round of iteration, the most matched atom is found as the sparse approximation of the
signal. The OMP algorithm is widely used in sparse signal processing because of its
advances in the decomposition efficiency. The OMP algorithm is selected to solve (10).
For clarity, the m-D parameter estimation algorithm is stated as follows.
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4 Simulation Experiments

Suppose that the PRF of the radar is 1024 Hz, and with 1024 samples being collected.
Considering that a target rotates with the angular velocity x ¼ 38:96 rad/s with three
scatters on it. One scatter locates at the rotation axis and thus induces a translational
component. The rotation radiuses of other two scatters are 4 mm and 44 mm, the initial
phases are 2.09 rad and 4.18 rad, and the scattering coefficients are 0.7 and 1,
respectively. The received signal of the target under SNR = 12 dB is presented in
Fig. 1(a).
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From Fig. 1(a) we can see that the scatter with small rotation radius is almost
contaminated by the translational component. The TF analysis of extracted the m-D
signal is shown in Fig. 1(b), where the two m-D components can be both recognized.
The m-D signals are extracted when the order is selected as m0 ¼ 10 and k ¼ 2 in (7).
After the m-D component extraction, the spectrum of the m-D frequency calculated by
SFMFT is shown in Fig. 2.

It is shown in Fig. 2 that the extracted m-D components only contain a single
modulation frequency at around 37:7 rad=s. The candidate x is divided into the series
of 40 entries between 31:42; 43:98½ �, and the candidates d; hf g of the dictionary matrix
are divided into 25� 30. After the iteration, the estimation results of d; hf g and a are
shown in Fig. 3.
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Fig. 1. TF analysis of the received signals. (a) The original received signal, (b) The extracted
m-D signal.
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Fig. 2. The SFMFT spectrum of the m-D frequency.
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As denoted in Fig. 3(a), the results of the two groups of the estimated parameters
are d1; h1f g ¼ 4 mm; 2:094 radf g and d2; h2f g ¼ 44 mm; 4:189 radf g. The estimated
scattering coefficients are a1; a2f g ¼ 0:7049; 1:006f g, which reflect on the magnitude
of the pinnacles. The estimated m-D angular frequency is 38:96 rad=s. The estimation
results all agree well with the true values. On contrast, in Fig. 3(b), there are some
interference pinnacles in the estimation results of the original received signal. The
interference pinnacles are most in the location where the modulation amplitude
approaches to zero. It agrees with (1) that the scatter on the rotation axis whose rotation
radius is d ¼ 0.

5 Conclusion

A novel approach of the m-D parameter estimation is proposed. We consider the m-D
received signals containing both the m-D components and the translational compo-
nents, which are invalid for the traditional sparse recovery based methods. The m-D
components are first extracted in the procedure of signal decomposition and recon-
struction by the k-FB series expansion. Then for finer estimation results, the SFMFT is
adopted to provide the discretized modulation frequency range for parametric sparse
recovery. By these means, interference pinnacles exist in traditional sparse recovery
based methods are eliminated, and the accurate estimation results are obtained
simultaneously.
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Abstract. Some of traditional analytical processes with non-linear character-
istics are difficult to manage. For example, many issues of radar detection
effectiveness estimation relying on human experience are hardly to suggest by
using the traditional analytical methods. Therefore, some explored researches
aimed at this problem are carried out. The main purpose of the paper is some
reasonable ways are tried to designed to replace the analytical process, so as to
complete the radar detection effectiveness evaluation. As well known, Deep
Learning which is the typical models of deep neural network has a very good
capability for expressing non-linear contents. Hence, it could be brought into
studying the issue of the radar detection effectiveness evaluation, and this new
idea and relative new method are proposed in the paper. Furthermore, the CNN
as one of the typical network models or algorithms of the Deep Learning would
be employed to execute relative researches. In the proposed method, the input
sample data set which CNN needs can be constructed through designing the
spatial distribution images composed of the radar radiation domain and the
target location. And the labels for present or absent missing alarm can be
obtained according to some rules. Then, the CNN model with five hidden layers
is established to complete the non-linear mapping from input sample set to
output labels, in order to achieve the estimated results. Simulation results prove
the validity of the proposed method.

Keywords: Radar detection effectiveness estimation � Deep Learning
Convolution Neural Network � Missing alarm � Non-linear

1 Introduction

Radar as a tool to detect, identifying and tracking the targets, has played an increas-
ingly important role in military and other fields. Radar detection effectiveness is a
comprehensive evaluation of discovery probability, target recognition rate, information
refresh rate of radar and so on. Through the valid evaluation of radar detection
effectiveness, the shortcoming of the using of radar can be detected in time, adjustment
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and deployment being carried out timely. It can be seen that radar detection effec-
tiveness evaluation is an important prerequisite for commander’s command decision,
which is essential for guiding victory of battle [1].

For the evaluation of radar detection effectiveness, the non-linear analysis via the
reasonable expression or calculation is usually used [2–4]. some analytical process is
relatively simple, but with the continuous development of information technology,
radar work mode more and more complex, The effectiveness of the play also becomes
more difficult to grasp, which makes some difficult to analyze the expression, and even
use the current analytical methods cannot be completed, such as many rely on human
experience and intuitive assessment. In fact, the researches on the issues of radar
detection effectiveness evaluation must be considered as the typical and explored
studies for complex system. Therefore, the explored breakthroughs with new assess-
ment methods which are from another new angle around the analytical process are
necessary, in order to complete the assessment, especially some estimations are hardly
to carried out by using the traditional analysis processes.

Deep Learning is a new field in artificial intelligence technology research in 2006
[5, 6], which originated in a typical technique of machine learning within artificial
neural network, which is a process of simulating the study of human brain analysis, and
has the deep network model. Based on this network model, the Deep Learning can
complete the comprehensive study of a large number of samples by synthetically using
multiple combinations, underlying information learning, finding correlation, layering,
and so on, so as to discover the essential features of data, which is conducive to the
extraction and classification of the deep features of things. At present, Deep Learning
has been known as the closest to the human brain intelligent learning methods. It has a
wide range of applications in many areas (including: classification, identification,
assessment, etc.) [7, 8].

Some explored introduction of Deep Learning into the radar detection effectiveness
evaluation study is given in the paper. Compared with the traditional effectiveness
evaluation technology, the new ideas and ways are brought into executing relative
researches. In the proposed method, the rich internal information within the complex
system can be better described, mainly due to the good non-linear expression of Deep
Learning. Therefore, the new ideas and ways can be provided from another new angle
for assessing radar detection effectiveness which is difficult to express by the traditional
nonlinear analytical process.

Convolution Neural Network (CNN) is an important and typical model in Deep
Learning [9]. It has the advantages of powerful image processing and image infor-
mation extraction. Therefore, CNN is used to construct the evaluation model of
examining radar detection effectiveness. The new approach and the new idea of radar
detection effectiveness evaluation based on Deep Learning are explored and studied in
the paper. Finally, the validity of the proposed method can be verified by the simulation
results.

A New Radar Detection Effectiveness Estimation Method Based on Deep Learning 143



2 Design of Radar Detection Effectiveness Evaluation Sample
Set for CNN

2.1 Design of Radar Detection Effectiveness Data Set for CNN

Considering that the main advantages of CNN are to extract the image feature infor-
mation, we intend to construct a matrix that characterizes the image as the input data
set. And the image contains a lot of pixels, and these pixels can constitute the whole
image matrix. According to the spatial distribution of the radar and its detection ability,
the radar detection model is equivalent to the image matrix SA�B. The matrix shows the
geographical distribution of the radar detection effectiveness in the north-south LM
km-wide and east-west LN km wide range on a high-altitude plane. SA�B has A� B
elements total. Each element is the image of the pixels, the value of the integer value
within 0; 255½ �, A is the number of pixels in the direction of the latitude, B is the number
of pixels in the longitude direction, we can see

LA ¼ A � DA ð1Þ

LB ¼ B � DB ð2Þ

where DA km, DB km are the latitude and longitude resolutions, respectively.
Thus, we assume that there are N radars in the figure, the coordinates of each radar

latitude and longitude is Latn; Lonnð Þ, the actual radiation radius of Rn km,
n ¼ 1; 2; � � � ;N. Assuming that there are I targets in the figure, each target latitude and
longitude coordinates is Lati; Lonið Þ, i ¼ 1; 2; � � � ; I, respectively. The radar position
and the radiation radius are all fixed, and the target position is randomly generated. The
area where the actual radiation of the radar can be covered is filled with a pixel value
P1, each target is marked with another pixel value P2, and the other pixel values are all
P3. Thus the sample set is assigned to generate.

2.2 Preprocessing the Input Dataset

We need to normalize the sample dataset in order to fit the unit dimension of the Deep
Learning network training. The concrete details as follows.

For all elements of image matrix SA�B, i.e., xi, i ¼ 1; 2; � � � ;A� B, the normalized
processing can be expressed as follows.

~xi ¼ xi � xmin

xmax � xmin
ð3Þ

where

xmin ¼ min x1; x2; � � � xA�Bf g ð4Þ

xmax ¼ max x1; x2; � � � xA�Bf g ð5Þ
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~xi is the result of normalized processing for xi. From these results, we can see that the
normalized method can be used to map different data into 0; 1½ � space to unify the unit
dimensions of different data, so as to construct the input sample set suitable for the
Deep Learning network.

2.3 Design of Radar Detection Effectiveness Evaluation Label
(i.e., Evaluation Criterion) for CNN

Taking into account the assessment of radar detection effectiveness is an important
factor is the missing alarm situation, we have built the whether there is the missing
alarm as an evaluation criterion of the radar detection effectiveness [10], assuming that
the radar should be able to detect for reaching everywhere in the image SA�B, whether
there is the missing alarm can be described as follows.

C ¼ 1; 8 target is out of real detection domain of radar
0; all targets are in real detection domain of radar

�
ð6Þ

where the situation that the target is beyond the actual detection domain is occurred,
i.e., 9i; n, i ¼ 1; 2; � � � ; I, n ¼ 1; 2; � � � ;N, s.t.,

Rin �Rn ð7Þ

where

Rin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Latn � Latið Þ2 þ Lonn � Lonið Þ2

q
ð8Þ

the situation that all targets are within the actual detection domain is shown, i.e., 8i; n,
i ¼ 1; 2; � � � ; I, n ¼ 1; 2; � � � ;N, s.t.,

Rin [Rn ð9Þ

According to these principles, the label of each image, i.e., the input sample set for
CNN, can be achieved.

3 CNN Model

CNN is a multi-layer neural network. In CNN, each layer consists of multiple
two-dimensional planes, and each plane consists of multiple independent neurons.
Usually, the net structure of CNN contains the feature extraction layer, the down
sampling layer and the full connection layer and so on. The feature extraction layer and
the down sampling layer emerge alternately in the net structure, and the full connection
layer is constructed in the end of the CNN to obtain the output results. The neurons of
the feature extraction layer can extract the key features by the convolution operation
aimed at the previous layer. And the adjacent pixels of the feature results obtained by
the upper layer are averaged in the down sampling layer to obtain the new feature
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map. Furthermore, the above steps are repeated a number of times and then the resulted
pixel values are rasterized and connected to become an input vector which can be
brought into the conventional neural network to run and obtain the output results.

Based on this principle, we construct the radar detection effectiveness evaluation
CNN model, as shown in Fig. 1.

4 Simulation Results

For the sake of validating the availability of the method proposed in the paper, the
following simulation experiments are executed. Assuming that the rated detection
radius of the X-band radar is 98 km, the actual detection radius is 65 km, and the
resolution of the image matrix SA�B is 5 km. Assuming that the 5 radars networking
work to detect 10 targets, P1 ¼ 200, P2 ¼ 100, P3 ¼ 0, thus the sample images can be
generated, as shown in Fig. 2. Figure 2(a) and (b) represent the radar detection situ-
ation and the input sample image, respectively, when there is the missing alarm, i.e.,

Image matrix sample set of 
radar detection situation 

CNN input data sample set

Normalized preprocessing

CNN convolution result

Convolution
processing

CNN pooling result

Pooling processing

Multiple
operations

Ordered arrangement

Vector representation

Fully-connected

Softmax

Label correction

Error back 
propagation

Output radar detection 
effectiveness evaluation 
results

Fig. 1. Evaluation model of radar detection effectiveness based on CNN
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when some target is not detected, and the corresponding label is 1. Figure 2(b) and
(c) represent the radar detection situation and the input sample image, where there is no
missing alarm, that is, all targets are detected, and the corresponding label is 0.

Thus, we constructed 70000 input sample data for CNN, as shown in Table 1.

And next, the 5 layers of CNN, including two convolutions, two pooled layers and
one full connected sensing layer is constructed. The sample number in each training
group is 50, and the whole number for training is 1 to 5. The training termination error
changing curve and the correct recognition rate corresponding to the label changing
curve are shown in Figs. 3 and 4, respectively. From Figs. 3 and 4, we can see that on

(a) Radar detection situation (b) Input sample image

(c) Radar detection situation (d) Input sample image

Fig. 2. Sample image, where (a) and (b) represent there is the missing alarm, and (c) and
(d) represent there is no missing alarm

Table 1. Input sample set for radar detection effectiveness evaluation with CNN

Number of train sample Number of test sample Total

Label is 1 32998 5431 38429
Label is 0 27002 4569 31571
Total 60000 10000 70000
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condition of the change of iteration number from little to large, the training termination
error is gradually reduced and the correct recognition rate corresponding to the label is
gradually increased. When the number of iterations reaches 5, the correct recognition
rate corresponding to the label reaches 78%. At this time, the assessment for radar
detection situation whether there is the missing alarm based on CNN model can be
consider as being valid. Therefore, the simulation results show the validity of the
proposed method.

5 Analysis and Discussion

According to the comprehensive analysis, compared with the traditional analytical
method, the proposed method is another new solution. In fact, the method uses CNN to
form a nonlinear mapping process by convolution, pooling, and all connections. This
process can replace and even improve the traditional analytic process to achieve the
more effective results beyond the traditional analytic process. This principle can be
described and suggested in Fig. 5.

Fig. 5. Describing chart of principle within proposed method

Fig. 3. Change of training termination error
with increasing of iterative times

Fig. 4. Change of correct recognition rate with
increasing of iterative times
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6 Conclusions

This paper focuses on the current actual military needs, and puts forward a new method
and new idea of radar detection effectiveness estimation which are engaged with Deep
Learning. In the proposed method, the processes of convolution, pooling and full
connection within CNN are used to complete the analysis process within the traditional
evaluation, so as to realize the radar detection effectiveness evaluation. And even the
proposed method has some important potential for improving and enriching the tra-
ditional assessment methods based on analytical processes. The simulation results show
that the proposed method can achieve the correct recognition rate more than 78% at
least aimed at the missing alarm labels. It also proves that the proposed method is valid
to complete radar detection effectiveness estimations in certain extent. The research
work of this paper can provide the new ideas and methods for the research on the
relative issues of radar detection effectiveness evaluation, and it is also useful for
studying and solving other evaluation problems. At the same time, it opens up some
new spaces for the applications of Deep Learning.

Acknowledgement. This work is supported by the National Natural Science Foundation of
China (No. 61374179, 61631019 and U1435218) and the China Postdoctoral Science Foundation
(No. 2016M602996).

References

1. Wang, Z.-h., Li, X., Zhou, Q.-m., Zhou, J.-w.: Method to optimize cooperation deployment
of GSR and AEW system. Mod. Radar 30(4), 10–13 (2008)

2. Tong, L., Li, H.: Evaluation of combat capability for ground early warning detection system.
Ship Electron. Eng. 35(3), 24–27 (2015)

3. Feng, S., Yin, K., Yang, Z.: Research on modeling of early warning system based on
complex system theory. J. Air Force Early Warn. Acad. 30(12), 431–434 (2016)

4. Cai, W.-y., Li, X., Wan, F.-b., Wan, S.-h: Research on modeling and simulation for radar
early warning detection system. J. Syst. Simul. 21(3), 862–867 (2009)

5. Hinton, G.E., Deng, L., Dong, Yu., et al.: Deep neural networks for acoustic modeling in
speech recognition. IEEE Sig. Process. Mag. 29(6), 82–97 (2012)

6. Silver, D., Huang, A., Maddison, C.J., Guez, A., Sifre, L., van den Driessche, G., et al.:
Mastering the game of go with deep neural networks and tree search. Nature 529, 484–489
(2016)

7. Wei, O., Liu, S., Guo, S., He, X.: Study on the battlefield situation assessment model of
simulation entity based on stacked auto-encoder network. In: 2016 International Simulation
Multi-conference (Part II), 8–11 October 2016, Beijing, China, pp. 532–543 (2016)

8. Hui, G.: Auto target recognition technology based on deep learning. In: 4th Command and
Control Conference, Beijing, 4 July 2016, pp. 319–324 (2016)

9. Huilin, G.: Military image classification based on convolutional neural network. Comput.
Appl. Res. 34(11), 3518–3520 (2017)

10. Si, G., Gao, X., Liu, Y., Wu, L.: Method for building effectiveness evaluation index system
based on big simulation data. Big Data 42(1), 57–68 (2016)

A New Radar Detection Effectiveness Estimation Method Based on Deep Learning 149



A Novel Parameter Determination Method
for Lq Regularization Based Sparse SAR

Imaging

Jia-cheng Ni1(&), Qun Zhang1,2, Li Sun1, and Xian-jiao Liang3

1 Information and Navigation College, Air Force Engineering University,
Xi’an 710077, China

littlenjc@sina.com
2 Collaborative Innovation Center of Information Sensing and Understanding,

Xi’an 710077, China
3 Unit 95100 of PLA, Guangzhou 510405, China

Abstract. Sparse SAR imaging based on Lq(0 < q < 1) regularization has
become a hot issue in SAR imaging. However, it can be difficult to determine a
suitable value of the regularization parameter. In this paper, we developed a
novel adaptive regularization parameter determination method for Lq regular-
ization based SAR imaging. On the basis that the noise type in SAR system is
mostly additive Gaussian white noise, we present a method for determining the
regularization parameter through evaluating the statistics of noise. The param-
eter is updated through validating the statistical properties of the reconstruction
error residuals in a suitable Noise Confidence Region (NCR). The experiment
results illustrate the validity of the proposed method.

Keywords: SAR imaging � Lq(0 < q < 1) regularization
Regularization parameter determination

1 Introduction

SAR imaging can be seen as an ill-posed inverse scattering problem whereby a spatial
map of reflectivity is reconstructed from measurements of scattered fields [1]. In
conventional SAR imaging, the data must be acquired at the Nyquist rate. The recently
emerging of compressed sensing (CS) suggests that it is possible to recover a sparse
signal from only a small number of random measurements, which permits signals to be
sampled at the sub-Nyquist rate. More recently, another type of reconstruction algo-
rithms called Lq norm regularization, have been utilized for radar imaging. Specially,
when q� 1, many advantages over conventional radar imaging were demonstrated
including enhanced features, increased resolution and reduced sidelobes. The L1 reg-
ularization is used in radar imaging in [2] as an alternative method for L0 regularization
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in CS [3, 4]. Since L1 regularization is a convex problem, it can be very efficiently
solved. In [5], Lq 0\q\1ð Þ regularization was introduced as a further improvement
upon L1 regularization, it proves that Lq 0\q\1ð Þ regularization can assuredly
generate much sparser solutions than L1 regularization. Because of this, the Lq
0\q\1ð Þ regularization has been accepted as a useful tool for solving the sparse SAR
imaging problems.

In Lq regularization based SAR imaging approaches, the regularization parameter k
has a substantial impact on the imaging result. Inappropriate choice of these parameters
can either trap the algorithm in local minima and/or lead to a lower convergence rate.
Specifically, in SAR imaging task, if k is too small, sidelobes are only partially reduced
and there will still exist some noise. If k is too large, the reconstruction image will be
over-smoothed [6]. Usually, k is set to be a fixed constant (greater than 0). However,
the original setting of k doesn’t always apply to all imaging situations. There are also
some methods been proposed to iteratively update the regularization parameters, such
as use of the discrepancy principle [7] that seeks for the noise-only residual, and
L-curve, which is based on the plot of the norm of the regularized solution versus the
norm of the corresponding residual [8]. However, this type of methods suffers a
time-consuming iterative process and may decreases the convergence of Lq recon-
struction algorithms, which seriously limits the wide use of these methods.

In this paper, we present a regularization parameter determination method based on
the properties of the additive noise. By assuming that the radar system noise and other
additive noise follow the white Gaussian distribution, we define a probabilistic region
of confidence for the noise coefficients. We update k at the end of each iteration so that
the statistical properties of the error residuals can fall into the noise confidence region.
The updating algorithm stops when the residual has a Gaussian like structure. This
method can avoid the over-smoothing without lowering the convergence speed.

The reminder of this paper is organized as follows. Section 2 presents the
Sparse SAR imaging approach based on Lq regularization framework. Section 3 pre-
sents the regularization parameter determination method. Section 4 shows some sim-
ulation results to verify the effectiveness of the proposed approach. Section 5 provides
the conclusion.

2 Sparse SAR Imaging Based on Lq Regularization

2.1 SAR Observation Model

The geometry of the SAR imaging system and the observation scene is shown in
Fig. 1. Supposing the velocity of the platform is v. The transmitted signal of SAR
imaging system is the linear-frequency-modulated (LFM) signals, which can be
modeled by

s t̂; tmð Þ ¼ rect
t̂
Tp

� �
� exp j2pf0tþ jpĉt2

� � ð1Þ
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where t̂ is the fast time, t ¼ t̂þ tm is the full time, tm is the slow time; rect t̂
�
Tp

� �
is the

rectangular window with a width of Tp, Tp is the pulse repetition interval; f0 is the
carrier frequency and c is the chirp rate. The received two dimensional SAR data can be
written as:

s t̂; tmð Þ ¼
ZZ

D
rðx; yÞ � rect t̂ � sðx; yÞ

Tp

� �
� exp jpc t̂ � sðx; yÞð Þ2 � j2pf0sðx; yÞ

h i
dxdy

ð2Þ

where D is the imaging area, ðx; yÞ is the coordinates of scatteres in D and rðx; yÞ
denotes the scattering reflectivity coefficient at ðx; yÞ. sðx; yÞ ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y2 þðx� umÞ2

q 

c

is the delay of the echo signal, um ¼ v � tm is the platform position and c is the speed of
light. Now assume that the imaging scene is discrete into a point-scattering model,
which includesM � N scatterers with the scattering coefficients rðx; yÞ, x ¼ 1; 2; . . .;M
and y ¼ 1; 2; . . .;N. Therefore, (2) can be expressed as:

s t̂; tmð Þ ¼
XM
x¼1

XN
y¼1

rðx; yÞ � rect t̂ � sðx; yÞ
Tp

� �
� exp jpc t̂ � sðx; yÞð Þ2 � j2pf0sðx; yÞ

h i
ð3Þ

Due to the sampling process, the radar fast and slow times are also discrete, so (3)
can change into expression as:

s t̂p; tm;q
� � ¼XM

x¼1

XN
y¼1

rðx; yÞ�rect t̂p � sðx; yÞq
Tp

 !
� exp jpc t̂p � sðx; yÞq

� �2
� j2pf0sðx; yÞq

 �

p ¼ 1; 2; . . .;P; q ¼ 1; 2; . . .;Q;

ð4Þ

v

x

y

z

D

Fig. 1. SAR imaging geometry.
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where P is the samples of fast time and Q is the samples of slow time. sðx; yÞq is the
echo delay of scatterer ðx; yÞ at slow time tm;q.

2.2 Lq Regularization Based SAR Imaging

After the data discretization in (4), we put all the scattering coefficients rðx; yÞ into a
column vector and change (4) into a more general matrix form as:

s ¼ Hgþ n0 ð5Þ

where s 2 C
PQ�1 is the column vector of radar echo, H 2 C

PQ�MN is the observation
matrix, g 2 C

MN�1 is the column vector of scattering coefficients and n0 2 C
PQ�1 is the

system noise. In (5) we have:

s ¼ sð̂t1; tm;1Þ; . . .; sð̂t1; tm;QÞ; sð̂t2; tm;1Þ. . .; sð̂t2; tm;QÞ; . . .; sð̂tP; tm;1Þ; . . .; sð̂tP; tm;QÞ
� �T

g ¼ rð1; 1Þ; . . .; rðM; 1Þ; . . .;rð1;NÞ; . . .rðM;NÞ½ �T
ð6Þ

The observation matrix H can be expressed as:

H ¼ hð̂t1; tm;1Þ; . . .; hð̂t1; tm;QÞ; hð̂t2; tm;1Þ. . .; hð̂t2; tm;QÞ; . . .; hð̂tP; tm;1Þ; . . .; hð̂tP; tm;QÞ
� �T

ð7Þ

where hð̂tp; tm;qÞ contains the radar phase terms and rectangular window terms in (4),
which can be written as:

hð̂tp; tm;qÞ ¼ hð̂tp; tm;q; 1Þ; hð̂tp; tm;q; 2Þ; . . .; hð̂tp; tm;q;MNÞ� �T
hð̂tp; tm;q; iÞ ¼ rect

t̂p � sðx; y; iÞq
Tp

 !
� exp jpc t̂p � sðx; y; iÞq

� �2
� j2pf0sðx; y; iÞq

 �

i ¼ 1; 2; . . .;MN

ð8Þ

From (8) we get the projection relationship between imaging scene g and radar
echo s. In CS-based SAR imaging, s is compressed with a sampling matrix
H 2 Cr�PQ; r � MN, so (5) can be change into:

ss ¼ HHgþ ns ð9Þ

When g is a sparse scene, say, most of the scatters in g are zeros, the theory of CS
tells when and how it can be recovered from the above ill-posed linear system. If the
sensing matrix A ¼ HH satisfies conditions like RIP [3], g can be exactly recovered
using the Lq (quasi-norm) (0� q� 1) regularization optimization:
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ĝ ¼ argmin
g

ss � Agk k22 þ k gk kqq
n o

ð10Þ

where k[ 0 is the regularization parameter.
The first term in objective function (10) is called a data fitting term, which cor-

responds to model (9), and represents the observation geometry. The second term is
called the regularization term regarding the behavior of the scene g. Regularization
parameter k controls the trade-off between data-fidelity and reconstruction sparsity,
which plays a crucial role in the regularization optimization.

3 Regularization Parameter Determination Method

In this section we present a regularization parameter determination method using the
statistics of noise. We first introduce the concept of Noise Confidence Region
(NCR) and derive the upper boundary and lower boundary of NCR. We then present
our regularization parameter updating method by control the reconstruction error
residuals to obey a certain Gaussian distribution.

3.1 Noise Confidence Region Estimation

Note that the L2-norm term in (10) is under the assumption that the additive noise ns is
zero mean white Gaussian [9]. If ĝi denotes the reconstruction result at ith iteration,
then the reconstruction error residual Dr ¼ ss � Aĝ at the end of ith iteration, ideally,
should obey a white Gaussian distribution. Assume we choose an inappropriate k that
make the reconstruction result remove not only the noise but also parts of noiseless
radar signal, then Dr will contain information that make its samples lager than white
Gaussian noise. Based on this idea, we use a quantitative measure that verifies the
similarity between the distribution of Dr and that of the noise.

Consider an additive noise random variable n with zero mean and finite variance r.
For any scalar value z, define a signature function g z; nð Þ:

g z; nð Þ ¼ 1
m

Xm
j¼1

g z; nj
� �

; g z; nj
� � ¼ 1 nj

�� ��� z

0 nj
�� ��[ z

(
ð11Þ

where m is the length of noise n. g z; nð Þ is equivalent to sorting the absolute value of
the noise elements nj. In this case, the mean and variance of g z; nð Þ can be expressed as:

E g z; nj
� �� � ¼ F zð Þ

Var g z; nj
� �� � ¼ 1

m
F zð Þ 1� F zð Þð Þ

ð12Þ

where F zð Þ ¼ 2/ z=rð Þ � 1 is the cumulative distribution function (CDF) of absolute
value of n, / :ð Þ represents the CDF of Gaussian distribution. The NCR is a proper
confidence region around the noise signature. Due to the noise signature structure, the

154 J. Ni et al.



region is smaller than the corresponding confidence regions of the distribution of the
additive noise itself. Since the additive noise ns in radar system is zero mean white
Gaussian noise, for each z and a high confidence probability p, the upper boundary
H zð Þ and lower boundary L zð Þ of NCR can be derived using the Central Limit
Theorem [10]:

H zð Þ ¼ F zð Þþ d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m
F zð Þ 1� F zð Þð Þ

r

L zð Þ ¼ F zð Þ � d

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
m
F zð Þ 1� F zð Þð Þ

r ð13Þ

where d is a positive number that makes the probability p close to 1. In this case, if
g z; nj
� �

is between the upper and lower boundary, it means that nj has a Gaussian like
structure.

3.2 Regularization Parameter Updating

Figure 2 shows the NCR of residual Dr, under confidence probability p = 0.999 and
noise variance r ¼ 0:9409 (we add white Gaussian noise so that the SNR of radar
system is 0 dB). It can be seen that the upper boundary and lower boundary have
divided the z; g z; nð Þð Þ space into three regions where the NCR in the middle. At the
end of each iteration, we calculated g z;Drj

� �
and see whether g z;Drj

� �
falls into NCR.

If g z;Drj
� �

falls into the region below NCR, it means that k is too big that the
regularization term in (10) has removed not only the noise but also parts of noiseless

Fig. 2. NSR of the residual Dr, the upper bound and the lower bound are under confidence
probability p = 0.999 with noise variance r ¼ 0:9409.
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radar signal. If g z;Drj
� �

falls into the region upon NCR, it means that k is too small that
only a part of noises are removed.

Here we proposed a simple regularization parameter updating method that force k
to moves toward NCR. We set a positive number a[ 1 and define kjþ 1 as the
regularization parameter in the next iteration:

kjþ 1 ¼
a � kj g z;Drj

� � 2 region upon NCR

kj=a g z;Drj
� � 2 region below NCR

(
ð14Þ

If g z;Drj
� �

falls into NCR, it means that the residual has a Gaussian like structure
and the updating algorithm stops.

4 Experiments

In this section, we demonstrate the validity of the proposed method. We first conduct a
simulation using single point scatterer to compare the reconstruction result. Table 1
lists the primary SAR parameters. Figure 3 shows the reconstruction results using Lq
(q = 1/2) regularization optimization under different regularization parameters. These
parameters are automatically chosen by our proposed method, start with k ¼ 0:001 and
end with k ¼ 0:1438. We calculate the peak-to-sidelobe ratio (PSR) of different
reconstruction results. It can be seen that the PSR increases monotonically with the
update of k, and the update stops when PSR is inf. The reconstruction result using the
updated k shows the absence of sidelobes as well as higher resolution than the result
using initial k. Figure 4 shows the reconstruction results using Lq (q = 2/3) regular-
ization optimization, which get the same results.

Next we test the validity of the proposed method on real SAR data from
RADARSAT-1 in the fine mode-2 about Vancouver region. We applied our method to
reconstruct the region of English Bay, where 6 vessels are sparsely distributed. The
main radar parameters are shown in Table 1. Figure 5 shows the reconstruction results,

Table 1. Parameters of SAR system and geometry.

Parameter Simulation RADARSAT-1

Slant range of radar center 50 km 1016.7 km
Radar center frequency 5000 MHz 5300 MHz
Platform velocity 110 m/s 7062 m/s
Pulse repetition frequency 175 Hz 1256.98 Hz
Pulse duration 2 ls 41.75 ls
Sampling rate 100 MHz 32.317 MHz
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where the traditional SAR imaging result via Range Doppler Algorithm (RDA) under
full sampling rate is shown in Fig. 5(a). Figure 5(b) shows the reconstructed result
using L(1/2) regularization under k ¼ 0:0038 with 12.5% sampling rate than the
Nyquist rate. Figure 5(c) shows the reconstructed result using L(1/2) regularization
under the updated k ¼ 0:01438 with 12.5% sampling rate using the proposed method.
Figure 6 shows the zoom in results of two vessels (in red boxes) in Fig. 5. It can be
seen from Figs. 5 and 6 that the proposed method reconstructs higher quality images
with reduced sidelobes at much lower sampling rate than traditional SAR imaging
method and Lq regularization optimization method with fixed parameter.
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Fig. 3. Reconstruction results of a single point scatterer using Lq (q = 1/2) regularization
optimization with different regularization parameters. (a) Imaging result with k ¼ 0:0011,
PSR ¼ 10:65 dB; (b) imaging result with k ¼ 0:0038, PSR ¼ 11:55 dB; (c) imaging result with
k ¼ 0:0127, PSR ¼ 14:55 dB; (d) imaging result with k ¼ 0:1438, PSR ¼ inf dB;
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Fig. 4. Reconstruction results of a single point scatterer using Lq (q = 2/3) regularization
optimization with different regularization parameters. (a) Imaging result with k ¼ 0:0011,
PSR ¼ 9:74 dB; (b) imaging result with k ¼ 0:0011, PSR ¼ 10:32 dB; (c) imaging result with
k ¼ 0:0428, PSR ¼ 15:52 dB; (d) imaging result with k ¼ 0:4833, PSR ¼ inf dB;
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Fig. 5. Reconstructed results of RADARSAT-1 data. (a) The traditional radar image under the
full sampling data, (b) reconstructed result using L(1/2) regularization under k ¼ 0:0038,
(c) reconstructed result using L(1/2) regularization under k ¼ 0:1438. (Color figure online)
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5 Conclusion

In this paper, we present a regularization parameter determination method based on the
properties of the additive noise. The proposed method is denoted by the noise confi-
dence region (NCR), and validates the statistical properties of the error residuals. At the
end of each iteration, the method categorizes the reconstruction result as well denoised,
partially denoised, and over-smoothed. The method then updates the parameters so that
the result falls into the well denoised region. The experiment results verify the validity
of the new method.
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Abstract. In this paper, a three-dimensional imaging method for sparse multiple
input multiple output (MIMO) synthetic aperture radar (SAR) is proposed. Due
to the limitation of the antenna array length in DLSLA 3-D SAR, the cross-track
resolution is poor than the resolution in high and along-track direction. To obtain
high resolution in cross-track domain, the multiple signal classification (MUSIC)
algorithm is introduced into the imaging problem. However, the MUSIC invalid
under the condition of less snapshot numbers and presence of coherent sources,
which may be caused by data missing or sparse sampling in practice. To over-
come these limitations, after the preprocessing such as the range and along-track
imaging with ordinary Nyquist based methods, the motion compensation and the
quadratic phase compensation, this paper transform the process of cross-track
direction into a multiple measurement vectors (MMV) model and applies com-
pressive multiple signal classification (CS-MUSIC) algorithm rather than the
conventional method or MUSIC algorithm. Based on CS-MUSIC algorithm,
imaging result of high resolution with less snapshot numbers. Compared with the
CS-based method, the proposed approach can obtain a better performance of
anti-noise. The simulated results confirm the effect of the method and show that it
can improve the imaging quality.
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1 Introduction

Downward-looking sparse linear array three-dimensional synthetic aperture radar
(DLSLA 3-D SAR) obtains range resolution by pulse compression, azimuth resolution
by virtual aperture synthesis with platform movement, and cross-track resolution by a
linear array antenna [1]. Given the 3-D imaging capacity and downward-looking
geometry, the problems in the conventional two-dimensional SAR can be solved by
DLSLA 3-D SAR [2] ,which has attracted an increasing interest in recent years.
Since ONERA [3] and ARTINO [4], as the real systems of MIMO-SAR, had been
developed, a number of traditional 2D SAR imaging algorithms were extended into this
3D imaging mode such as chirp scaling algorithm [5], range migration algorithm [6]
and polar format algorithm [7], which are based on matched filter (MF).

Due to the limitation of the space and capacity, the main problem of DLSLA 3-D
SAR is that the resolution of cross-track direction is lower than the along-track and
range direction. In addition, limited by the length of data, the resolution obtained by
traditional MF method will be restricted because of Rayleigh limit To solve this
problem, there are mainly two types super-resolution imaging methods, the methods
respectively based on compressive sensing (CS) [8–10] and spatial spectrum estimation
[11, 12], have been proposed for DLSLA 3-D imaging. However, the CS-based
methods requires the sparsity of the target in observation scene and the resolution
performance is noise sensitive, which limit the applications of DLSLA SAR. Besides,
MUSIC invalids because of the coherence of scatterers in a realistic SAR imaging case,
which can be solved by the spatial smoothing method with the reduction of real
aperture and the dramatically decreased resolution [11, 12]. In addition, the data
missing or sparse sampling resulted in the problem of less snapshot numbers and
above-mentioned MUSIC-based method invalids in this case. To obtain the advantages
of CS and MUSIC, CS-MUSIC [13] method have been proposed. The method has
estimation accuracy under the condition of different snapshots and is robust to noise.

To solve these aforementioned problems of CS and MUSIC in DLSLA SAR, a
novel imaging algorithm based on CS-MUSIC is proposed in this paper. The
cross-track process is transformed into a Multiple Measurement Vectors
(MMV) model, which will enhance the computational efficiency and elevate the per-
formance of anti-noise compared with Single Measurement Vectors (SMV) model [14].
The cross-track location of the target is obtained by CS-MUSIC with constructing a
new orthogonal space and searching peaks. The scattering intensity is recovered by the
fast Fourier transform (FFT), which can also reduce the range of searching peaks. The
super-resolution imaging result under the noise scenarios can be reconstructed by
sparse sampling. Finally, we validate our theory by extensive numerical experiments.

2 Geometry and Signal Model

The geometry of DLSLA 3D SAR is shown in Fig. 1. The radar platform flies along
the X-axis, at height H with velocity v. The array along the cross-track direction (Y-
axis) is composed of N antenna elements with the equal distance d. At slow time tm, the
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nth antenna element is located at Pmn = (xm, yn, H), where xm ¼ vtm; yn ¼ �Lyd=2þ
ðn� 1Þd. The linear array length is Ly = (N − 1)d. The point scatterer Pk(xk, yk, zk),
the instantaneous distance R between Pk and the nth transmitting antenna can be
expressed as

R tm; ynð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vtm � xkð Þ2 þ yn � ykð Þ2 þ H � zkð Þ2

q
� R0 þ x2m � 2vtmxk

2R0
þ y2n � 2ynyk

2R0

ð1Þ

where R0 is the projection of the range on the zero-Doppler plane.
The antenna element transmits a linear frequency modulation signal and the echo

data can be expressed as

S t; tm; ynð Þ ¼
X
K

rk exp j2pKr t � R tm; yn;Kð Þ
c

� �2

�j4p
R tm; yn;Kð Þ

k

 !
ð2Þ

where rk is the backscattering coefficient, c is the light speed and, Kr is the chirp rate
and k is the wave length.

After the received signal are focused into two-dimensional points in the range and
along-track domain, the rest phase obtain the cross-track information and two quadratic
phase terms, which is about the flight distance and at slowtime tm and the location of
the nth antenna element. Therefore, echo signal can be rewritten as

Sn ¼
X
K

ck exp �j
4pynyk
kR0

� �
þx ð3Þ

z

y
x

v

Transmit Antenna
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Nt d
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Fig. 1. DLSLA 3-D SAR imaging geometry model.
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where ck is the coefficient of the kth point after two-dimensional focused, x is the noise
with zero mean and variance r2.

3 Proposed Imaging Algorithm

In this paper, in order to improve the resolution and enhance the computational effi-
ciency for DLSLA 3-D SAR, a imaging method is proposed, in which the cross-track
process is regard as a MMV model and solved by CS-MUSIC.

3.1 MMV Model for Cross-Track Reconstruction

As we can see, the grid points on the cross-track direction in DLSLA 3-D SAR can be
discretized as yq = qDy, where q ¼ 1; 2; : : :;Q, Dy is the sampling intervals in the
cross-track domain. Assuming sn ¼ ½snðt1Þ; � � � ; snðtM1Þ� 2 C

M1�1 is the measurement
signal of nth antenna with M1 sample number in cross-track direction. cn ¼
½cn1; cn2; � � � ; cnQ� 2 C

Q�1 is the corresponding focused vector of the backscattering
coefficient after cross-track focussing. Then, the signal shown in (3) is a linear mea-
surement model, which can be written as

sn ¼ Wc � cn þx ð4Þ

where

Wc ¼ u1;u2; � � � ;uq � � � ;uQ

h i
ð5Þ

where

uq ¼ exp �j2p 2yq
�
kR0

� �
y1

� �
; � � � ; exp �j2p 2yq

�
kR0

� �
yN

� �� 	 ð6Þ

The structure of Eq. (4) is coincidence with the SMV mdoel. So, we can recover the
azimuth signal c from measurement vector sn with CS theory. Wc is the sparse dic-
tionary. Next, we can get the low-dimensional measurement vector through down
sampling. We choose the random partial unit matrix as sensing matrixUn 2 R

M�M1 . So
the down sampling signal can be expressed as

s0n ¼ Unsn ¼ UnWc � cn; n ¼ 1; � � � ;N ð7Þ

where s0n is the down sampling signal.
Thus, for cross-track measurement vector, the sparse represent c of signal sn can be

recovered by the following problem

ĉn ¼ min
cn

cnk k1; s:t: s0n �UnWccn


 



2\e ð8Þ
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In the reconstruction of cross-track signal, the cross-track direction is vertical with
azimuth direction. Meanwhile, at the far field condition, with the length restriction of
array antenna, there is no range migration to the same target for all antenna elements. It
is implies that the sparse structure of each measurement is the same. Thus, the
cross-track direction recovery can be implemented by MMV model. Additional, a same
sensing matrix Uc 2 R

M�M1 should be adopted for the multiple measurement vectors.
That is, we can take the Un as Uc for any n ¼ 1; � � � ;N.

Thus, the multiple measurement vectors can be denoted as S ¼ ½s1; � � � ; sN �. M1 can
be regard as the snapshots number. The down sampling signal can be denoted as
N ¼ UaS. And the recovery signal can be denoted as c ¼ ½c1; � � � ; cN �. Thus, the
problem with MMV model can be reformulated as follows

ĉ ¼ min
c

ck k2;1 s:t: N� Ack k2\e; A ¼ UaWc ð9Þ

where e 2 C
M�N . �k k2;1 is the (2, 1) norm which is defined by ck k2;1¼

PN
i¼1 cik k2 and

ci is the ith row of c.

3.2 CS-MUSIC Algorithm

The signal subspace is R(S) and the noise subspace is RðxÞ, where Rð�Þ denotes the
linear space. However, matrix A, the measurement matrix after sparse sampling may
not satisfy the above-mentioned property.

The support set of can be denoted by suppðcÞ ¼ f1� q�Q : cq 6¼ 0g, where cq is
the qth raw of c. AIK�M1

2 C
M�ðK�M1Þ is composed of the columns of A, and the

indexes of the columns are belong to IK�M1 , which is a subset of suppðcÞ and
IK�M1j j ¼ K �M1. When K[M1 ,the array manifold space RðAIK�M1

Þ and noise
subspace RðxÞ are not orthogonal. PRðxÞ denotes the correlation matrix of noise sub-
space can be written as xxH. Thus, the projection space is RðxxHAIK�M1

Þ.
According to the above analysis, there are three steps in CS-MUSIC algorithm.

Firstly, the indexes set IK�M1 is reconstructed by SOMP or other CS methods. Sec-
ondly, the projection space RðxxHAIK�M1

Þ can be obtained by IK�M1 and A. Then the
new noise subspace in is RðPRðxÞ � PRðxxHAIK�M1

ÞÞ.Then the spatial CS-MUSIC spec-

trum can be expressed as

PCS�MUSIC yq
� � ¼ 1

A yq
� �H

PR xð Þ � P
R xxHAIK�M1

� �
0
@

1
AA yq

� � ð10Þ

3.3 FFT in Cross-track Processing

Due to the SMV model, the spatial smoothing method and searching the peak of the
spatial spectral in cross-track domain, the cost of computation in the traditional MUSIC
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algorithm is unacceptable. MMV model and the CS method have the less burden on
peak searching rather than SMV model and spatial smoothing method, respectively.
Thus, the FFT can decrease the spectral range of peak searching, which should be
adopted.

And the coefficients can be obtained by the fast Fourier transform and be
expressed as

g xð Þ ¼
XN
n¼1

S ynð Þ exp �j2p
xn
N

� �
; x ¼ 1; 2; . . .N ð11Þ

The reduction of the computation can be expressed as

l ¼ [ P
i¼1Dfi
fall

ð12Þ

where P is the major lobe numbers, Dfi is the width of the peak lobe, [ P
i¼1Dfi denotes

the union of the 3 dB of each major lobe and fall is the spatial spectral range in
cross-track domain.

4 Simulations

To do further analysis, the simulations are provided. The parameters of platform and
antenna, which are referenced the ARTINO system [4], are shown in Table 1.

The algorithm is designed for 3D distributed scene in real use. So, 3D distributed
imaging scene simulation must be added to make the imaging scene less sparse and
check the performance. Figure 2 shows the imaging results of the L1-CS method,
MUSIC method and CS-MUSIC method. As we can see, the imaging result in Fig. 2(b)
is complete and clear, the Fig. 2(c) misses some scattering points. That is caused by the
scene is not sparse enough, which means the application of CS-based method is lim-
ited. The cross-track resolution in Fig. 2(d) is lower than the resolution in Fig. 2(b) and
(c) because of the reduction of aperture in smoothing algorithm. The validity of the
proposed method has been verified.

Table 1. Parameters of platform and antenna.

Parameters Value Parameters Value

Carrier frequency fc (GHz) 37.5 Space distance of adjacent EPC d (m) 0.004
Bandwidth Br (MHz) 300 Number of transmitting antenna Nt 10
Height of platform H (m) 500 Number of receiving antenna Nr 11
Velocity of platform v (m/s) 15 Cross-track resolution (m) 4.5
Pulse duration Tr (us) 0.1 Azimuth resolution (m) 0.5
Pulse repeat frequency PRF (Hz) 1000
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To verify the anti-noise performance, the effects of signal-to-noise ratio (SNR), the
point interval, and the probability of resolution are provided. In Fig. 3, it can be seen
that the probability of resolution are improved with the point interval raised.
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Fig. 2. Three dimensional imagery with SNR = 10 dB. (a) The distribution of the 3D imaging
scene, (b) reconstructed by CS-MUSIC algorithm, (c) reconstructed by L1-CS algorithm,
(d) reconstructed by MUSIC algorithm.
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The spatial spectrum of proposed CS-MUISC-based method, the ordinary spatial
smoothing and nearby spatial smoothing method are given. Figure 4 shows five points
located at −7, −4, 0, 5, and 9 m in cross-track domain. The spatial spectrum of
proposed CS-MUISC-based method has five peaks, however, the spatial spectrum of
nearby spatial smoothing method has only four peaks, and the spatial spectrum of the
ordinary spatial smoothing method has only three peaks.

5 Conclusion

In this paper, we exploit the CS-MUSIC method for DLSLA 3-D SAR imaging at
cross-track direction. The cross-track resolution can be improved compared with the
conventional MUSIC-based imaging method, and the proposed method can obtain a
better performance of anti-noise compared with the CS-based method. Finally, we
validate our theory by extensive numerical experiments.
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Abstract. Aiming at imaging task scheduling of multifunction phased array
radar, this paper puts forward an adaptive scheduling algorithm for ISAR
imaging radar based on pulse interleaving. Firstly, required resources for sparse
aperture ISAR imaging were calculated according to initial cognition of target
feature, based on that, a rational and optimized scheduling model of interleaving
pulse dwelling is established, then radar resources can be allocated reasonably
under the dual restraints of time and energy. At last, different targets were
imaged respectively using compressed sensing-based sparse aperture ISAR
imaging method and required imaging resolution is achieved while resource
utilization rate is enhanced apparently. The simulation testified the feasibility of
this algorithm.

Keywords: Phased array radar � Resource scheduling � Pulse interleaving
Sparse aperture imaging

1 Introduction

Recently, phased array radar (PAR) has been widely used. Compared with the con-
ventional mechanical scanning radar, PAR has microsecond beam agile ability and
controllable spatial resource allocation capability [1]. Reasonable, flexible and efficient
scheduling strategy is the key to its advantage [2].

Scheduling method of phased array radar can be divided into two categories:
template-based scheduling and adaptive scheduling. The adaptive scheduling method
according to the environment and tasks adjust the resource scheduling strategy flexibly,
which is the most effective, but also the most complex scheduling method [3]. In [4–7],
a variety of adaptive scheduling algorithms are proposed for different radar tasks, such
as target search and tracking. However, the resources of the system are not fully
exploited. Pulse interleaving technology can improve the resource utilization of the
radar system; its core idea is to schedule the transmitting or receiving pulse of other
tasks in a single task pulse interval. Aiming at the time allocation of the PAR and
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MIMO radar, some scheduling algorithm are proposed, which improves the time
efficiency and energy utilization efficiency. A scheduling algorithm for digital array
radar is proposed to solve the problem of dwell scheduling in [10]. The resource
utilization of the traditional radar resource scheduling algorithm is optimized by using
the pulse interleaving technique in [11–13]. However, most of the proposed algorithms
only deal with the task of search and tracking, but don’t take the imaging task into
account. In fact, target imaging can provide important support information for target
classification and recognition, and it is one of the important functions of PAR. Due to
the imaging function need continuous time resources, so the resource utilization is low.

Under the framework of CS theory, continuous observation of the target image can
be transformed into random sparse imaging, and in the sparse aperture condition,
high-quality target ISAR image can be obtained [14]. This provides an effective
technical support for incorporating imaging task requirements into the phased array
radar resource scheduling model. Aiming at the imaging tasks, a resource scheduling
algorithm is proposed in [15], but the algorithm only schedules from the beam, and
does not utilize the time resource of the dwell waiting period.

Based on the above issues, a scheduling algorithm for ISAR imaging radar based
on pulse interleaving is proposed in this paper, which can further improve the uti-
lization ratio of radar resources.

2 Background

In this section, some background including the cognitive feature of target and the
sparse aperture ISAR imaging are briefly reviewed.

2.1 The Cognitive Feature of Target

It is necessary to calculate the radar resources need for ISAR imaging tasks based on
the results of target features to establish a reasonable pulse interleaved resource
scheduling model. Sparse aperture ISAR imaging based on CS theory has made great
achievements in recent years. In order to improve the adaptive ability of the radar
imaging, the method in [15] can be used to recognize the characteristics of the target
after entering the stable tracking phase. With the cognitive results of target features, the
demand of radar resources for target imaging can be calculated. Using conventional
tracking algorithms, the distance R̂, speed V̂ , heading of the target ĥ can be obtained;
the target size Ŝ can be estimated; the azimuth sparsity K̂ is defined as the number of
distance units of azimuth direction is larger than the set threshold for each direction of
the target rough resolution ISAR image; the observation time T̂c is calculated from the
reference azimuth resolution required for the reference target imaging; the relative
priority P is calculated according to the distance, velocity and heading of the target.

2.2 Sparse Aperture ISAR Imaging

In the ISAR imaging process, the main position and amplitude information in the echo
are mostly provided by strong scattering points while the weak scattering points
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contribute little to the echo. Therefore, using the recognition of target features, we can
realize the sparse aperture cognitive ISAR imaging. Assume the accumulation time of
the i-th target imaging is T̂c after the feature recognition, N ¼ PRF � T̂c pulses are
transmitted, and the discretization of the full aperture is represented as
sr t;mð Þ ;m ¼ 1; 2; . . .;N. There are MðM\NÞ sub-pulses transmitted to the target, and
the signal with sparse aperture is sr t;m0ð Þ ;m0 ¼ 1; 2; � � � ;M. For the i-th target, if the
sparsity is K̂i, then the dimension Mi of azimuth observation after dimension reduction
is expressed as:

Mi � cK̂i lnðNiÞ ð1Þ

Where c is a constant associated with the recovery accuracy. The Fourier transform
matrix is selected as the sparse transformation matrix W of signal x. According to the
sparse aperture distribution, the observation matrix U can be designed as

/ðm0;mÞ ¼ 1; fðm0;mÞ jm0 ¼ mg
0; else

�
ð2Þ

It has been proved in [16] that the observation matrix is not related to the sparse
transform matrix. Reconstructing azimuth information by solving the optimization
problem:

H ¼ min WUHSr f ; smð Þ�� ��
1; s:t:Sr f ; smð Þ ¼ WUHH ð3Þ

The azimuth imaging of each distance unit is carried out according to the above
method, and the matrix form is the ISAR image of the target.

3 Resources Scheduling of Radar Imaging Task

According to the sparse aperture cognitive ISAR imaging method, this paper proposes
an adaptive scheduling strategy based on pulse interleaving. The proposed algorithm
can significantly improve the resource utilization rate as well as obtain satisfying target
imaging resolution.

3.1 Pulse Interleaving

The pulse dwell of the radar task is usually composed of the transmitting period, the
waiting period and the receiving period. The radar can’t be preempted in the process of
transmitting and receiving pulses, but in the waiting period, the antenna is idle.
Therefore, it is possible to take full advantage of the time resources of the waiting
period for transmitting or receiving other tasks. This is the essence of pulse interleaving
technique. By optimizing the beam level to the pulse level, the advantages of phased
array radar beam agility can be further improved, as well as the utilization rate.

Pulse interleaving can be divided into the cross interleaving and the internal
interleaving, which is shown in Fig. 1.
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Where txj; twj; trj denote the transmitting period, waiting period and receiving period
of dwell jðj ¼ 1; 2Þ respectively. The time constraints of the two interleaving modes
can be expressed as:

tw1 � tx2; tw2 � tr1; tx2 þ tw2 � tx1 þ tr1 ð4Þ

tw1 � tx2 þ tw2 þ tr2 ð5Þ

In the actual scheduling process, the number of the pulse interleaving is restricted
by the energy constraint condition, so as to avoid the long working time of the
transmitter. The energy constraint of radar system is divided into steady state energy
constraint and transient energy constraint. Since the total energy consumption threshold
of the steady-state energy constraint is constrained by the performance of the device,
only transient energy constraint is usually considered. The transient energy at t moment
can be defined as:

EðtÞ ¼
Z t

0
PðxÞeðx�tÞ=sdx ð6Þ

Where, PðxÞ denotes the power parameter and s denotes the back-off parameter
which is related to the heat dissipation of the system.

In the process of pulse interleaving, the energy constraint can be defined as EðtÞ,
which cannot exceed the maximum threshold Emax of instantaneous energy at any time,
i.e.

EðtÞ�Emax ð7Þ

(a)  (b)  

Fig. 1. Two forms of pulse interleaving. (a) The cross pulse interleaving, (b) the internal pulse
interleaving.
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In simulation, the energy consumption of radar beam and the variation of energy
state in time Dt can be prior estimated by the parameters of antenna gain, transmission
power, and pulse width and pulse number, so as to reduce the complexity of algorithm.

3.2 Resource Scheduling Algorithm for Radar Imaging Tasks

This paper presents an adaptive scheduling algorithm for radar imaging resources based
on pulse interleaving. Firstly, the method in [10] is used to recognize the characteristics
of the target, and then calculate the observation time T̂ci, azimuth observation
dimension M̂i and relative priority Pki of each target imaging. On this basis, the pulse
interleaving technology is used to allocate the radar resources from the high to the low.
The waiting period twi of the mission dwell can be calculated from the distance between
the radar and the targets which is obtained from the cognitive. The schematic of ISAR
task scheduling based on pulse interleaving is shown in Fig. 2.

The scheduling success ratio (SSR), the hit value ratio (HVR), the time utilization
ratio (TUR) and the energy utilization rate (EUR) are taken as the criterion.

(1) The scheduling success ratio (SSR): The number of imaging tasks performed to
the actual number of imaging task. It can be expressed as:

SSR =
N 0

N
ð8Þ

(2) The time utilization ratio (TUR): The ratio of the total dwell time to the total
scheduling time. It can be expressed as:

TUR =
R
N 0

i¼1
ðtxi þ triÞ �Mi

Ttotal
ð9Þ

Fig. 2. The schematic of ISAR task scheduling based on pulse interleaving.
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(3) The energy utilization rate (EUR): The ratio of the energy consumed by all the
transmit pulses to the total energy supplied by the system. It can be expressed as:

EUR =
Pt � R

N0

i¼1
ðtxi �MiÞ

Pav � Ttotal ð10Þ

Where N denotes the total number of tasks for request scheduling, N 0 denotes the
successfully scheduled numbers, txi and tri denote the transmission time and the
reception time of the pulse in the i-th task respectively; Mi is the dimension of azimuth
observation; Ttotal is total simulation time, Pt is the peak power of each transmitted
pulse and Pav is the average power delivered by the radar. So the radar imaging task
model can be established as:

maxfq1 N
0

N
þ q2

XN0

i¼1

R
N 0

i¼1
ðtxi þ triÞ �Mi

Ttotal
þ q3

Pt � R
N 0

i¼1
ðtxi �MiÞ

Pav � Ttotal g

s:t:

maxðt0; etiÞ� sti �minðeti þxi; tendÞ; i ¼ 1; 2; � � �N 0

\ N 0
i¼1½sti; sti þ twi� [ ½sti þ txi þ twi; sti þ txi þ twi þ tri� ¼ ;

T½sti : sti þ txi� ¼ T½sti þ Tci � tri � twi � txi : sti þ Tci � tri � twi� ¼ ai
T½sti þ txi þ twi : sti þ txi þ twi þ tri� ¼ T½sti þ Tci � tri : sti þ Tci� ¼ �ai
Insert Mi � 2 transmitting and receiving pulses in ðsti; sti þ TciÞ
EðtÞ�Emax; t 2 ½t0; tend�

8>>>>>>>><
>>>>>>>>:

ð11Þ

Where eti denotes the expected start time; sti denotes the actual start time of the task
scheduling; Tci denotes the azimuth coherent accumulation time; xi denotes the time
window of the i-th task; The vector T denotes the dispatching state of the discretized
time interval; ai is the task number of the i-th task; q1; q2; q3 is the adjustment coef-
ficient. The first and second constraints represent the time constraints that the task
scheduling needs to satisfy; the third to fifth constraints represent the sparse aperture
conditions and the observation time range that the imaging task needs to satisfy; the
sixth constraint represent the energy constraints that the task scheduling needs to
satisfy.

Discretize the system time, and the length of each time slot is Dt. Assuming that the
target is to be imaged in the scheduling interval ½t0; tend �, and the resource scheduling
algorithm for ISAR imaging radar is described as follows:

Step 1: Sending a bit of pulse to recognize target features, and calculate the azimuth
coherent accumulation time and the observation dimension according to the
echo feedback information.

Step 2: Add the task of the latest scheduled start time less than t0 and the task that the
sum of the earliest scheduling start time and the azimuthal coherent accu-
mulation time is greater than tend to the delete list, According to the priority,
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join the remaining N � K tasks to the application list (tasks with the same
priority are arranged according to the expected execution time), and let i ¼ 1.

Step 3: Let that tp first points to the first transmit pulse of the i-th imaging task, i.e. the
expected start time of the task scheduling and tp end points to the last transmit
pulse, so tp end ¼ tp first þ Tci � twi .

Step 4: If tp first and tp end determine the end of the transmission pulse to the interval,
and Mi � 2 pulse pair is succeed inserted under the constraint of time and
energy, then dispatch the imaging task in this manner and update the energy
state of each time slot, i ¼ iþ 1, turn to step 5. Otherwise let tp first ¼
tp first þDtp and tp end ¼ tp end þDtp(Dtp denotes the minimum step size). If
tp\sti þxi, return to step 4, otherwise the task cannot be scheduled and added
to the delete list, let i ¼ iþ 1, and return to step 3.

Step 5: If i�N � K, return to step 3, otherwise, if i[N � K, return to step 6.
Step 6: Using the sparse aperture imaging method, the ISAR image can be obtained.

Then end the schedule.

The flame of ISAR task resource scheduling is shown in Fig. 3.

4 Simulation Experiments

In the simulation, suppose the radar transmits LFM signals, in order to get more
accurate simulation results, set both the transmit pulse width and the minimum pointer
sliding step to 10 ls, the time window is 1 ms, the simulation time is 1 s, the pulse
power is 4 kW, and the average power is 500 W. The distance between the target and
the radar is 0 to 30 km.

It should be noted that the arrival time of radar echo is affected by the dimension of
the target in rang direction. In order to ensure the imaging quality, the received pulse
should be broadened properly. Suppose that the distance from the radar to the i-th target
is Ri and the dimension of the target in rang direction is Ŝyi , the width of the actual
received pulse of the i-th imaging task can be expressed as:

t0wi ¼
2ðRi þ ŜyiÞ

c
ð12Þ

Compare the traditional radar imaging task scheduling algorithm (traditional algo-
rithm) in [15] and the radar imaging task scheduling algorithm proposed in this paper
(proposed algorithm). In order to effectively receive echoes of all imaging targets, the
dwell waiting period in the conventional algorithm is set as the round trip time between
the radar and the farthest target. The results of the comparison are shown in Fig. 4.

Calculate the required 
measurement dimension

 Resources scheduling 
based on pulse interleaving

Sparse-aperture 
ISAR imaging

Transmit a small 
amount of pulses

Cognize the 
characteristics 
of the targets

Fig. 3. The flame of ISAR task resource scheduling.
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(a) 

(b) 

(c)  

Fig. 4. The comparison of two scheduling algorithms. (a) The scheduling success ratio, (b) the
time utilization ratio, (c) The energy utilization ratio.
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From Fig. 4(a) we can see that when the number of tasks is small, both algorithms
can successfully schedule all the imaging tasks, and the scheduling success rate is
100%. When the number of tasks is more than six, the scheduling success rate of the
traditional algorithm begins to decline significantly, but the proposed algorithm can still
successfully schedule all tasks until the task number reaches to 80. This is because the
proposed algorithm takes full advantage of the idle time of the task pulse to schedule
other tasks, which can take full advantage of the system time resources.

From Fig. 4(b) and (c), we can see that the proposed algorithm takes full advantage
of the time resources of the pulse waiting period, and the number of tasks successfully
scheduled in the same scheduling time is large, which makes the time utilization ratio
and energy utilization ratio can reaches to 80% and 40%, and after the number of
imaging tasks is more than 6, both the time utilization ratio and energy utilization ratio
are far higher than the traditional algorithm.

5 Conclusion

In this paper, a scheduling algorithm for ISAR imaging radar based on pulse inter-
leaving is proposed. The resource scheduling model for pulse interleaving is estab-
lished and the realization method of online pulse interleaving under the constraint of
time and energy resources is designed. Theoretical analysis and simulation results show
that: the proposed algorithm can greatly improve the success rate and resource uti-
lization of the system by reasonably utilizing the resource of the pulse waiting period.
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Harmonic Domain Using Super Resolution

Approach
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Abstract. Spherical array plays important role in 3D targets localization. In this
paper, we develop a novel DOA estimation method for the spherical array with
super resolution approach. The proposed method operates in spherical harmonic
domain. Based on the atomic norm minimization, we develop a gridless L1-SVD
algorithm in spherical harmonic domain and then we adopt the spherical ESPRIT
method to two-dimensional DOA estimation. Compared to the previous work,
the proposed method acquires better estimation performance. Numerical simu-
lation results verify the performance of the proposed method.

Keywords: DOA estimation � Spherical harmonics � Atomic norm

1 Introduction

Direction-of-arrive (DOA) estimation is an attractive topic in array signal processing
and finds a variety of application in acoustics and radio science [1]. In recent years,
spherical array has received much attention because of the 3D array geometry con-
figuration to estimation the azimuth and elevation of sources. The spherical array
samples the wave-field by sensors distributed on a sphere. The manifold of the array
can be transformed into Spherical Harmonic (SH) domain and analyze the wave-field
with almost equal resolution in all directions [2, 3].

Several DOA estimation algorithms have been proposed in SH domain. In [4],
conventional MUSIC method is implemented in terms of SH and ESPRIT method is
extended for spherical array, called EB-ESPRIT, in [5]. In [6], the unitary transfor-
mations are proposed in real SH domain to reduce the computational complexity. Most
of these methods rely on the spatial covariance matrix which decomposes the spatial
covariance matrix into signal and noise subspace. However, in limited number of
snapshots and coherent sources cases, the spatial covariance matrix will be distorted.

In [7], a discrete sparse recovery approach called variational sparse Bayesian
learning (VSBL) is applied to SH domain. However, this approach needs discretizing
the parameter space of interest with a grid and in practice the targets may locate
off-grid. To alleviate this drawback, the off-grid sparse Bayesian inference (OGSBI) is
extended to SH domain in [8], but this method is computationally prohibitive because
of joint parameters optimization.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 179–187, 2018.
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Recently, several works on sparse recovery have been proposed to estimate
parameters with continuous value. In [9], Candès develops a mathematical theory of
continuous sparse recovery for 1-D frequency extrapolation which called Super Res-
olution approach. In [10] Candès’ method is utilized to DOA estimation for spatial
coprime arrays. In [11], an alternative discretization-free sparse DOA estimation
method for linear array is proposed. In [12, 13], covariance domain DOA estimation
methods with continuous sparsity approach are developed. In [14, 15] the continuous
sparse recovery approach for 1-D parameters is extended to 2-D frequency models.

These methods mentioned above utilize the Vandermonde structure of the sampled
data so as to be limited in case of linear or rectangular arrays. Mahata extend the super
resolution approach to arbitrary linear array and planar array for 1-D parameter esti-
mation in [16, 17] respectively. However, to the best of author’s knowledge, super
resolution approach in SH domain is not available in literature.

In this paper, we propose a novel 2-D DOA estimation method in SH domain with
super resolution approach. We reformulate the array manifold in SH domain as a
weighted Vandermonde structure matrix. By utilizing this model, we modify the atomic
norm minimization algorithm to adapt the processing in SH domain and estimate
azimuth and elevation of targets by spherical ESPRIT. The proposed method do not
need predefined dense grid and joint parameters optimization. Simulation results show
the improved performance of the proposed method.

Notations: ð�ÞT denote the transpose, ð�Þy denote pseudo inverse of a matrix and
ð�ÞH denote conjugate transpose of a matrix or vector. vecð�Þ denotes the vectorization
operator and diagðxÞ denotes a diagonal matrix. �k k2 denotes the Euclidean l2 norm of
a vector. � denotes the Kronecker product.

2 Signal Model

There is a spherical array with I omnidirectional elements distributed on a sphere
whose radius is R. The ith sensor is located at ri ¼ ðR;UiÞ, where Ui ¼ ðhi;uiÞ. There
are L narrowband far-field sources with wavenumber k ¼ k=2p are imping the
spherical array, where k is the wavelength of the sources. The lth source location is
defined as Wl ¼ ðhl;ulÞ, where h is defined as elevation angle and u is defined as
azimuth respectively. The received signals of sensors can be described as:

XðtÞ ¼ AðWÞsðtÞþNðtÞ: ð1Þ

where XðtÞ ¼ ½x1ðtÞ; � � � ; xIðtÞ�T is the received data of sensors, sðtÞ ¼ ½s1ðtÞ; � � � ; sLðtÞ�T
is the emitting signal by sources, and nðtÞ is additive Gaussian white noise and
E nðtÞnHðtÞf g ¼ r2I.

AðWÞ ¼ ½aðW1Þ; � � � ; aðWLÞ� 2 C
I�L is the element-space manifold of the spherical

array, where aðWlÞ ¼ ½a1ðWlÞ; � � � ; aIðWlÞ�T 2 C
I�1. The ith element of the steering

vector aiðWlÞ can be represented in SH series as:
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aiðWlÞ ¼
XN
n¼0

Xn
m¼�n

bnðkRÞ½Ym
n ðWlÞ�HYm

n ðUiÞ: ð2Þ

The far-field phase mode strength is given by:

bnðkRÞ ¼
4pinjnðkRÞ open sphere
4pinðjnðkRÞ � j0nðkRÞ

h0nðkRÞ hnðkRÞÞ rigid sphere

(
: ð3Þ

In (3), hn is spherical Hankel function of second kind and jn is spherical Bessel
function of first kind. j0n and h0n are derivatives of jn and hn. Ym

n ðh;uÞ is the nth order
and mth degree spherical harmonic function:

Ym
n ðh;uÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2nþ 1Þðn� mÞ!

4pðnþmÞ!

s
Pm
n ðcos hÞejmu 80� n�N; 0�m� n: ð4Þ

where Pm
n ðcos hÞ is the associated Legendre polynomial.

It is shown in [5] that for order n[ kR, the phase mode coefficient bnðkRÞ decrease
super-exponentially. Hence, for the high order n the phase mode bnðkRÞ will become
small enough that we can truncate the steering vector in (2) to a limited order N with
tolerable error.

Consider maximum order N, substituting (2) into (1), the array manifold of the
spherical array can be written as:

AðWÞ ¼ YðUÞBðkRÞYHðWÞ ð5Þ

where YðUÞ 2 C
I�ðNþ 1Þ2 is a spherical harmonic matrix. Its ith row vector can be

given as:

yðUiÞ ¼ ½Y0
0 ðUiÞ; Y�1

1 ðUiÞ; Y0
1 ðUiÞ; Y1

1 ðUiÞ; � � � ; YN
N ðUiÞ�: ð6Þ

YðWÞ has the similar structure with (6). BðkRÞ 2 C
ðNþ 1Þ2�ðNþ 1Þ2 is the mode strength

matrix defined as:

BðkRÞ ¼ diag b0ðkRÞ; b1ðkRÞ; b1ðkRÞ; b1ðkRÞ; � � � ; bNðkRÞð Þ ð7Þ

Considering that the spherical harmonics are the orthonormal basis on unit 2-sphere,
the spherical harmonics decomposition of the received data XðtÞ can be written as:

PnmðtÞ ¼ YHðUÞCXðtÞ ð8Þ

where Pnm ¼ ½P00 P1ð�1Þ P10 P11 � � �PNN �T and C ¼ diagða1; a2; � � � ; aIÞ is the weight
matrix. For some special configurations of the spherical array and corresponding
weight C introduced in [19], the spherical harmonic functions satisfy the orthogonality
property:
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YHðUÞCYðUÞ ¼ I ð9Þ
Substituting (1) and (5) into (8), utilizing (9), the SH domain signal model can be

written as:

PnmðtÞ ¼ BðkRÞYHðWÞsðtÞþVnmðtÞ ð10Þ

where VmnðtÞ ¼ YHðUÞCNðtÞ.
It is worth to note that the data model in SH domain can be described in weighted

trigonometric polynomial form. This property will be useful for employing the super
resolution approach in SH domain.

Considering the definition of the spherical harmonic function in (4), Pm
n ðcos hÞ

takes form of:

Pm
n ðcos hÞ ¼ ðsin hÞ mj jLðmÞn ðcos hÞ ð11Þ

where LðmÞn is the kth derivative of the Legendre polynomial of degree n. Since cos h ¼
ðejh þ e�jhÞ=2 and sin h ¼ ðejh � e�jhÞ=2, Pm

n ðcos hÞ is a trigonometric polynomial of

degree n which is given by Pm
n ðcos hÞ ¼

Pn
l¼�n

bn;m;le
jlh
with unique coefficients bn;k;l

� �
.

Then, we can write (4) as:

Ym
n ðh;uÞ ¼

Xn
l¼�n

An:mbn;m;le
jlhejmu ð12Þ

where An:m ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2nþ 1Þðn�mÞ!
4pðnþmÞ!

q
. Substituting (12) in (10), the SH domain data model can

be given by:

Pnm ¼ BðkRÞGDðWÞsðtÞþVnmðtÞ ð13Þ

where G ¼ ½G00;G1ð�1Þ;G10;G11 � � �GNN �T;Gmn ¼ ½An:mbn;m;�n;An:mbn;m;�ðn�1Þ; � � � ;
An:mbn;m;n�, DðWÞ ¼ ½dðW1Þ; � � � ; dðWLÞ�, dðWlÞ is written as:

dðWlÞ ¼ dhðhlÞ � duðulÞ
dhðhlÞ ¼ e�jNhl ; � � � ; 1; � � � ; ejNhl� �T
duðulÞ ¼ e�jNul ; � � � ; 1; � � � ; ejNul

� �T ð14Þ

Considering the model described in (13) with K snapshots, we stack them in a matrix
as:

P ¼ BðkRÞGDðWÞSþV ð15Þ

where P ¼ ½Pnmðt1Þ;Pnmðt2Þ; � � � ;PnmðtKÞ�, S ¼ ½s1; s2; � � � ; sL�T. The data model in (15)
is utilized for the proposed SH domain DOA estimation method.
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3 Super Resolution Approach in SH Domain

It is suggested in [12] that the noisy signal can be recovered by atomic norm
minimization:

min Zk kA
s:t: Z� Pk k� e

ð16Þ

where A :¼ BðkRÞGdðWÞsjW ¼ ðh;uÞ; h 2 ½0; p�;u 2 ½�p; pÞ; sk k2¼ 1
� �

denotes the
atomic set. Due to L0-norm is not convex, we consider the convex relaxation and the
atomic norm of Z which can be defined as:

Zk kA¼ inf t[ 0 : Z 2 t convðAÞf g

¼ inf
X

l
cl Z ¼

X
l

clBðkRÞGdðWlÞsl; cl 	 0

�����
( )

ð17Þ

The conventional atomic norm minimization methods are relying on the Vander-
monde decomposition of Toeplitz matrices, hence they are limited to Vandermonde
structure model. Here, we utilize the relationship between the data model in SH domain
and a Vandermonde matrix shown in (15) to develop an atomic norm minimization
method in SH domain with semidefinite programing (SDP):

min
T;W;Z

1
2
trðSðTÞÞþ 1

2
trðWÞ

s:t:
SðTÞ Z

ZH W

� 	
	 0

BðkRÞGZ� Pk k2 � e

ð18Þ

where T 2 C
ð4N þ 1Þ�ð4Nþ 1Þ, SðTÞ is a two-fold block Toeplitz defined from T as:

SðTÞ ¼
T0 T�1 � � � T�2N

T1 T0 � � � T�2Nþ 1

..

. ..
. . .

. ..
.

T2N T2N�1 � � � T0

2
6664

3
7775 ð19Þ

where each block Tl;�2N\l\2N is an ð2Nþ 1Þ � ð2Nþ 1Þ Toeplitz matrix con-
structed from the lth row of T:

Tl ¼

xl;0 xl;�1 � � � x�2N

xl;1 xl;0 � � � xl;�ð2N�1Þ
..
. ..

. . .
. ..

.

x2N xl;2N�1 � � � xl;0

2
6664

3
7775 ð20Þ
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For the large number of snapshots K, we can factorize the matrix P in terms of
singular value decomposition P ¼ URV, we can construct P0 ¼ ULRL, where RL is the
diagram matrix consist of largest L singular value and UL is the corresponding singular
value vectors. It is shown in [17] that the SDP problem in (18) can be written as:

min
T;W;Z00

1
2 trðSðTÞÞþ 1

2 trðWÞ

s:t:
SðTÞ Z00

Z00H W

� 	
	 0

BðkRÞGZ00 � P0k k2 � e

ð21Þ

We argue that the choice of the parameter e can done as
ffiffiffiffiffiffiffiffiffiffiffi
LKr2

p
. The proposed

method in (21) can be regarded as the atomic norm minimization based L1-SVD
algorithm in spherical harmonic domain.

Then, we can apply spherical ESPRIT [5] to the recovered covariance matrix
R ¼ BðkRÞGSðT̂ÞGHBHðkRÞ to estimate DOAs of the targets, where SðT̂Þ is the
solution of (21). By expressing R in terms of eigenvalue decomposition, we can get:

R ¼ UsRsUH
s þ r2UNUH

N ð22Þ

According to the property of the associated Legendre polynomials, the it can be
given by:

D1U0
s ¼ E DT

DH

� 	
ð23Þ

where D1;D2;D3 are auxiliary matrices with analytical expressions defined in [5], and
E is given by:

E ¼ D2Uð�1Þ
s D3Uð1Þ

s

� � ð24Þ

Uð�1Þ
s ;U0

s ;U
ð1Þ
s is the first, middle and last sub-matrix from Us as shown in [5]. Then D

can be solved as:

D ¼ ðEHEÞ�1EHD1U0
s ð25Þ

Compute the eigenvalues ul; l ¼ 1; 2; � � � ; L of D. The estimation of the elevation and
azimuth of the lth target are hl ¼ tan�1 ulj j and ul ¼ argðulÞ respectively.

4 Simulation Results

In this section, simulations are presented to study the DOA estimation performance of
proposed method compared with the spherical ESPRIT in [5]. The radius R of the
spherical array used in the simulations is 0.042 m. There are 32 sensors mounted on the
open sphere in a uniform way. The maximum order of the spherical harmonic is N ¼ 4.

184 J. Pan et al.



Firstly, we assume that there are two independent sources at ðh1;u1Þ ¼ ð40
; 70
Þ
and ðh2;u2Þ ¼ ð50
; 120
Þ impinging the spherical array, where h;u are the elevation
and azimuth respectively. 100 snapshots is collected. The RMSE of parameter esti-
mation is defined as:

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
J

XJ
j¼1

ðh_ij � hiÞ
vuut ð26Þ

J the number of Monte Carlo trials is 200. The Fig. 1 shows that the proposed
method achieve improved performance compared with the other methods especially in
low SNR.

In the second example, we investigate the accuracy of our method in multipath
environment. Considering two coherent sources at ðh1;u1Þ ¼ ð40
; 70
Þ and
ðh2;u2Þ ¼ ð50
; 120
Þ, SNR is 10 dB, the number of snapshot is 200. The number of
Monte Carlo trials is 200. The simulation results of the proposed method and spherical
ESPRIT are shown in Fig. 2.

Fig. 1. RMSE of Azimuth and elevation versus SNR for uncorrelated sources
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Fig. 2. Spectrum using different methods for coherent sources
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It is shown that the proposed method works well with coherent sources, while the
spherical ESPRIT method can’t work in multipath environment.

5 Conclusions

In this paper, we proposed a novel DOA estimation method for spherical array with
super resolution approach. The proposed method does not need the grid discretization
and multiple parameters optimization. This method works well in low SNR and
multipath environment. Simulations show our method the superior performance
compared with conventional techniques.
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Abstract. This paper proposes a mainlobe interference suppression method in
distributed array radar (DAR) based on stepped frequency synthetic wideband
signal. Due to the equivalent large aperture of DAR, it is possible to cancel the
mainlobe interference without target signal suppression. The applying of step-
ped frequency synthetic wideband signal can avoid the different time delays
arriving at each array compared with the traditional instantaneous wideband
Chirp (linear frequency modulation) signal. Moreover, it can reduce the com-
putational complexity. This method employs the narrowband adaptive pro-
cessing to each sub-pulse of the stepped frequency signal, and then synthesizes
the high resolution range profile (HRRP). As a result, mainlobe interference
suppression under wideband signal is accomplished. Mainlobe interference
suppression experiment is carried out by using an S-band experimental radar
system, an S-band noise jammer and a target simulator. The measured data is
processed employing the proposed method, and the result verifies the effec-
tiveness of this algorithm.

Keywords: Distributed array radar
Stepped frequency synthetic wideband signal
Wideband adaptive beamforming � Mainlobe interference suppression

1 Introduction

In modern battlefield, due to the wide application of electronic interference equipment,
the electromagnetic signals in the battlefield space are extremely dense, forming a very
complex electromagnetic environment. Radar will be faced with serious problems such
as power, accuracy decline and even can not work properly. As a result, radar inter-
ference suppression has gradually become a hot issue. The effective approach of radar
sidelobe suppression is introduced [1]. With the adaptive beamforming method, the
radar system can suppress sidelobe interference effectively [1]. But for the mainlobe
interference, the traditional adaptive beamforming will produce a nulling in the
mainlobe, which leads to the distortion of the antenna pattern and reduces the radar
detection capability greatly.
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In recent years, scholars are beginning to recognize the importance of mainlobe
interference suppression and begin to study it. A mainlobe interference suppression
method based on eigen-projection algorithm (EMP) is proposed [2]. Elimination of
mainlobe interference based on the sum and difference channel is introduced [3]. For a
large aperture distributed array, Mainlobe interference suppression algorithm based on
auxiliary array is introduced [4]. Fresnel based frequency domain adaptive beam-
forming for large aperture distributed array radar is presented [5]. However, these
methods only study the mainlobe interference suppression under narrowband signal,
not including those under wideband signal.

For radar wideband signal, the conventional wideband adaptive beamforming
algorithm includes incoherent subspace processing method (ISM) [6] and coherent
subspace processing method (CSM) [7], which have a large amount of calculation.

Combining the above methods with my ideas, this paper presents a mainlobe inter-
ference suppression method in sparse DAR based on stepped frequency synthetic
wideband signal. The equivalent large aperture of sparseDAR can eliminate themainlobe
interference with little loss of target signal energy. The stepped frequency synthetic
wideband signal is an instantaneous narrowband and synthetic wideband signal, so it can
effectively eliminate the time delay problem. In addition, it can reduce the computational
complexity compared with the traditional wideband adaptive beamforming method. This
paper is divided into the following sections. Section 1 describes the problems faced by
radar in today’s electromagnetic interference environment. Section 2 introduces the
signal model of the radar based on the stepped frequency synthetic wideband signal in
case of the mainlobe interference. Section 3 put forwards the signal processing method.
This method utilizes the narrowband adaptive processing to each sub-pulse of the stepped
frequency signal, and synthesizes the high resolution range profile by an inverse Fourier
transform (IFFT). Section 4 designs the mainlobe anti-jamming experimental system,
collects the echo data and then confirms the validity of this algorithm by processing the
collected data. Section 5 concludes the full paper at last.

2 Signal Model

This paper uses the stepped frequency synthetic wideband signal. The stepped synthetic
wideband frequency signal can reduce the system’s instantaneous bandwidth in the
premise of synthesizing a large bandwidth. It transmits the total signal bandwidth of
NDf in N pulses as a frequency interval of Df . Finally, synthetic wideband results are
obtained by matching processing.

The i th pulse in time domain of the stepped synthetic wideband frequency signal is
expressed as:

si tð Þ ¼ rect
t � iTr

s

� �
ej2p f0 þ iDfð Þt: ð1Þ

Where, i ¼ 0; 1; 2; . . .;N � 1, Tr is the pulse repetition period, f0 is the start frequency
of the carrier frequency, Df is the stepped frequency. N is the pulse number in a frame
signal,M is the signal frame number, rect tð Þ is the rectangular function. Figure 1 shows
the time-frequency feature of stepped frequency synthetic wideband signal.
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Supposing that DAR system has one transmitting antenna and m receiving anten-
nas. The receiving antennas are on the same horizontal line, and their positions are
respectively d ¼ d1; d2; � � � ; dm½ �, and d1 ¼ 0. The distance between the target and the
transmitting antenna is R0, and the distance between the target and m th receiving
antenna are R1;R2; � � � ;Rm respectively. For the i th pulse, the radar echo received by
the 1st receiving antenna is:

si1 tð Þ ¼ si t � ss1
� � ¼ rect

t � iTr � R0 þR1ð Þ=c
s

� �
ej2p f0 þ iDfð Þ t�R0 þR1

cð Þ: ð2Þ

Assuming that the interference is Rc0 away from the transmitting antenna, and the
distance between the interference and m th receiving antenna are Rc1;Rc2; � � �Rcm

respectively, so the actual signal received by the m th antenna is:

xim tð Þ ¼ si t � ssm
� �þ c t � scm

� �þwm tð Þ: ð3Þ

Where, t is time, si t � ssm
� �

is the echo of target, the interference is c tð Þ, the time delays
of the target echo signal and the interference signal in the m th antenna are ssm ¼
ðR0 þR1Þ=cþ dm sin h0=c and scm ¼ Rc0 þRc1ð Þ=cþ dm sin h1=c, the direction of target
signal and interference signal are h0 and h1. c is the speed of light. wm tð Þ is the noise.

Considering that each sub-pulse of the stepped synthetic wideband frequency signal
is narrowband signal, the time delay difference between target and each antenna can be
ignored [5]. Accordingly, the array received data becomes:

xi tð Þ ¼ a h0ð Þsi1 tð ÞþXiþ n tð Þ ¼ a h0ð Þsi1 tð Þþ a h1ð Þc1 tð Þþw tð Þ: ð4Þ

Where, xi tð Þ ¼ xi1 tð Þ; xi2 tð Þ; � � � ; xim tð Þ½ �T is the vector of the echo signal, T expresses

transpose. a h0ð Þ ¼ 1; e�j2pd2 sin h0=k; � � � ; e�j2pdm sin h0=k
� �T

is the target steering vector, k
is the radar transmitting signal wavelength. si1 tð Þ ¼ si t � ss1

� �
is the complex envelope

representation of the target signal. Xiþ n tð Þ is the signal vector synthesized by

interference and noise. a h1ð Þ ¼ 1; e�j2pd2 sin h1=k; � � � ; e�j2pdm sin h1=k
� �T

is the interference
steering vector. The interference vector is c1 tð Þ. The noise vector is
w tð Þ¼ w1 tð Þ;w2 tð Þ � � �wm tð Þ½ �T .

 f

t
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rT rNT 2 rNT rMNT

0f
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... ......
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Fig. 1. Time-frequency feature of stepped frequency synthetic wideband signal
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3 Signal Processing

3.1 Narrowband Adaptive Processing

The narrowband adaptive processing method is employed to the i th sub-pulse of the
stepped frequency synthetic wideband signal. For the echo signal data model, the signal
covariance matrix RS and Riþ n can be computed as:

RS ¼ E si1 tð Þa h0ð Þa h0ð ÞHs�i1 tð Þ� � ¼ r2sa h0ð Þa h0ð ÞH : ð5Þ

Riþ n ¼ E Xiþ n tð ÞXH
iþ n tð Þ� � ¼ r21a h1ð ÞaH h1ð Þþ r2nI: ð6Þ

Where, r2s ¼ E si1 tð Þj j2
h i

is the signal power, r21 ¼ E c1 tð Þj j2
h i

is the interference signal

power, r2n is the power of the noise. The optimal weight vector is obtained in accor-
dance with the principle of the best output SINR.

Wopt ¼ aR�1
iþ na h0ð Þ: ð7Þ

Where

a ¼ r2sa
H h0ð ÞWopt=k: ð8Þ

However, in the realizable case, the covariance matrix of the optimal weight vector
is hard to get. As a result, according to the temporal stability of the signal, the max-
imum likelihood estimation can be obtained from the snapshot data:

R̂iþ n ¼ 1
K

XK
k¼1

Xiþ nðnKþ kÞXH
iþ nðnKþ kÞ ¼ 1

K
XXH : ð9Þ

X ¼ Xiþ nðnK þ 1Þ;Xiþ nðnKþ 2Þ; � � � ;Xiþ nðnKþ kÞ½ �, is n th snapshot data block,
each block contains K snapshots. Replace Riþ n with R̂iþ n, then we can obtain the
adaptive weight vector of the SMI algorithm:

Wsmi ¼ R̂iþ na h0ð Þ
aH h0ð ÞR̂�1

iþ n a h0ð Þ : ð10Þ

So the output signal is:

yi tð Þ ¼ WH
smixi tð Þ: ð11Þ
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3.2 Synthesize HRRP

After the above process, we finish the interference suppression in each sub-pulse, then
we synthesize the high resolution range profile (HRRP) with sub-pulses by an inverse
Fourier transform (IFFT). For N pulses, the radar echo after the frequency mixing and
the narrowband adaptive processing can be expressed as:

x0 tð Þ ¼
XN�1

i¼0

rect
t � iTr � R0 þR1ð Þ=c

s

� 	
e�j2piDf R0 þR1ð Þ=ce�j2pf0 R0 þR1ð Þ=c: ð12Þ

For the echo of N PRT, the sampling points of the same distance are processed by
an inverse Fourier transform (IFFT), then we derive:

yhrrp1 lð Þ ¼ 1
N

XN�1

i¼0

x0 ið Þej2p1
Ni

¼ sin p l� NDf R0 þR1ð Þ=cð Þ
N sinp l=N � Df R0 þR1ð Þ=cð Þ e

j2pf0
R0 þR1

c ejp
N�1
N l� NDf R0 þR1ð Þ=cð Þ:

ð13Þ

The amplitude is:

yhrrp1 lð Þ

 

 ¼ sin p l� NDf R0 þR1ð Þ=cð Þ
N sin p l=N � Df R0 þR1ð Þ=cð Þ : ð14Þ

yhrrp lð Þ

 

 is the HRRP, its mainlobe width is 1= NDfð Þ, thus the target range reso-
lution is c= 2NDfð Þ, which is equivalent to the range resolution obtained by the signal
of B ¼ NDf transmitting bandwidth. The essence of the stepped frequency synthetic
wideband signal processing is obtaining the time delay information of the target by
utilizing an inverse Fourier transform (IFFT) to a string of sampling values in fre-
quency domain.

When dealing with the measured data, because of the condition Df\1=s, the
spectrum of each pulse is overlapped, causing the range ambiguity. In order to obtain
the real target distance information, we need to select some points from the IFFT results
of all sampling points in a certain order, and then synthesize the high resolution range
profile according to a certain rule. We employ the backward abandon method to solve
the above problem.

The classic abandon method takes out tsNDf (ts is the sampling interval, N is the
number of frequency points, Df is the stepped frequency) points spectral line in turn
from each group of IFFT results, synthesizes them continuously and abandons others,
but it cannot determine the extraction starting point. The backward abandon method
applied in the data processing finds the position of the peak value first according to the
low resolution envelope feature of echo, and determines the extraction starting point in
reverse derivation, then accomplishes the high resolution range profile (HRRP) by
means of the classic abandon method.
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4 Experiment

4.1 Experiment Design

To meet our need, we build a mainlobe anti-jamming experimental system and design a
mainlobe interference suppression experiment. The experimental system includes an
S-band radar, a sparse distributed array, a target simulator and a noise interference
source. The S-band radar transmits stepped synthetic wideband frequency signal, the
pulsewidth is 0.1 ls, the pulse repetition period is 10 ls, the starting frequency of the
carrier frequency is 3.3 GHz, the stepped frequency is 5 MHz, the synthetic bandwidth
is 320 MHz. The step frequency signal of a frame has 64 pulses and the sampling rate
is 100 MHz. The sparse distributed array has one horn antenna for transmitting the
signal and four horn antennas for receiving the signal. The aperture of each horn
antenna is 0.12 m, for a single antenna, the beamwidth is so large that it reaches 43°.
For purpose of reducing the influence of the grating lobe, the receiving antennas are
arranged in a non-uniform array [8]. The length of the array is 6 m, the receiving
antennas are on the same horizontal line, and their positions are respectively (0.125 m,
2.275 m, 2.575 m, 5.925 m), so the designed array can make the equivalent antenna
beamwidth as 0.86°, as we can see, it is much smaller than the beamwidth of a single
antenna. The transmitting antenna is located in the middle of the array, facing the target
simulator. The target simulator is composed of two horn antennas and it is 40 m
straight from the array. One of them is used to receive the radar signal, the other is used
to amplify the received signal and send them back. The noise interference source is
located 1.2 m from the target simulator, that is, 1.7° off the target. In this case, the
interference is in the mainlobe of a single antenna, but inside the sidelobe of the
synthetic array. We collect multiple sets of four channel data using a digital collector,
and then perform off-line processing and analyze the experimental results. The simu-
lative experiment scene is shown in Fig. 2, the actual experiment scene and the
experiment equipment are shown in Fig. 3.
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1
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Fig. 2. Simulative experiment scene
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4.2 Measured Data Processing

Figure 4 shows the echo data collected. Among them, Fig. 4a is the echo of the target
simulator, Fig. 4b is the echo of the target as well as the interference. We can see that
the target signal are suppressed seriously by the interference and disappear. According
to the Neyman-Person criterion, the detection probability depends on the signal energy
to noise ratio, so we can calculate the signal energy to noise ratio to reflect whether the
original echo signal is affected by interference. One frame stepped frequency synthetic
wideband signal which contains 64 pulses is utilized to process. In general, we use
SNR, INR, and SINR to evaluate the suppression result by quantitative analysis. After
calculation, the SNR of the original target signal is 39.5 dB, the INR of the interference
is 28.9 dB, so the initial SINR is 10.6 dB.

Then we employ the narrowband adaptive processing to each sub-pulse of the four
channels collected data, and synthesize the HRRP. The result of the narrowband
adaptive processing in time domain is shown in Fig. 5. The result of the synthetic
wideband processing in time domain is shown in Fig. 6. As we can see, in two figures,
the mainlobe interference is basically suppressed after processed, the target can be
clearly distinguished. After processing, we obtain that the output SINR is 36.1 dB, that
is, the SINR has increased by 25.5 dB, so the improvement works well. As a conse-
quence, the proposed method in this paper can suppress the mainlobe interference
based on the stepped frequency synthetic wideband signal while keeping the target
signal energy basically intact and reducing the relative calculation.

a S-band experimental DAR system b interference source and target simulator 

Fig. 3. Actual experiment scene and experiment equipment
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5 Summary

This paper presents a mainlobe interference suppression method in sparse DAR based
on stepped synthetic wideband frequency signal. This method utilizes the equivalent
large aperture of DAR to keep the target signal energy basically intact. It contains two
steps. Step 1 is employing the narrowband adaptive processing to each sub-pulse of the
stepped frequency signal, and Step 2 is synthesizing the high resolution range profile
by an inverse Fourier transform (IFFT). Whats more, a mainlobe interference sup-
pression in sparse distributed array radar experiment is implemented by using an
S-band radar, a noise interference source and a target simulator. At last, the result of the
collected data processed by the presented method confirms the validity of the
algorithm.
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Abstract. Considering the need of multi-target imaging, a method about
MIMO radar waveform optimization based on dynamic adjustment of signal
bandwidth is proposed. At first, the closed-loop feedback between the range
profile and the signal bandwidth is established, which can design the required
bandwidth of transmit signal in different directions, according to the range
profile of targets. And then, considering the request of beampattern and the
bandwidth limitation, a waveform optimization model is established and solved.
Therefore, the multi-target observation and the dynamic adjustment of the signal
bandwidth are accomplished. What’s more, satisfactory imaging results are
obtained under the least resource consumption. In the end, the simulation has
proved the performance of the algorithm in low SNR circumstance.

Keywords: MIMO radar � Cognition � Waveform design � Range profile
Range resolution

1 Introduction

MIMO radar contains multiple antennas at the transmitter and receiver [1–3] and can be
divided into distributed MIMO radar [4] and centralized MIMO radar [5]. Each emitter
element of centralized MIMO radar can transmit signal independently. Therefore,
centralized MIMO radar possesses good waveform diversity gain [5, 6]. In order to
design the waveform self-adaptively and improve the radar performance by taking
advantage of the prior information and feedback information, cognitive techniques
have been introduced to radar system. The most important feature of cognitive radar is
the closed-loop feedback. The cognition of the external environment is achieved based
on the feedback information, so the exact match between the transmitting signal and the
environment is accomplished [7–9].

There have already been some research results about cognitive waveform design
based on MIMO radar at home and abroad. And existing cognitive waveform design
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principles can be summarized into two aspects: the one is based on the SNR [10–13]
and the other is based on the MI [14–17]. However, these algorithms are studied for
narrowband signal according to the need of radar tasks like tracking and detection, and
the need of imaging task is not considered. Target imaging can provide important target
features for identification, so it plays an important role among the radar tasks. To obtain
the high resolution range profile, the wideband transmitting signal is required. Thus, the
wideband cognitive waveform design focused on imaging task based on MIMO radar is
studied in the paper.

As is known to all, the greater the signal bandwidth, the larger the transmitting
power. And the larger wear and tear will be caused to the transmitter devices. For
imaging task, the bandwidth of transmitting signal determines the range resolution. If
the bandwidth of transmitting signal is too large and is enough to distinguish each
scatterer of the target in the range direction, the bandwidth resource will be wasted and
extra wear and tear will be caused to the transmitter; if the bandwidth of transmitting
signal is too small, the aliasing will exist in the range profile. So we should design the
bandwidth of transmitting signal synthesized in different target directions cognitively
according to the need of task.

In conclusion, a method about MIMO radar waveform optimization based on
dynamic adjustment of signal bandwidth is proposed. In the paper, the closed-loop
feedback between the range profile and the signal bandwidth is established, which can
design the required bandwidth of transmitting signal in different directions; and then,
considering the request of beampattern and the bandwidth limitation, a waveform
optimization model is established and solved.

2 MIMO Radar Signal Model

Suppose the emitter array of MIMO radar is a uniform array, as shown in Fig. 1, which
is consisted of M array elements and the antenna spacing is d. The transmitting signal
of the m th array element can be expressed as

smðtÞ ¼ xmðtÞej2pfct; 0� t� Tp ð1Þ

where xmðtÞ denotes the baseband signal, fc denotes the carrier frequency, Tp denotes
the pulse width. So the transmit signal synthesized at the angle h can be denoted as

Fig. 1. The diagram of MIMO radar field emitter array
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sðh; tÞ ¼
XM�1

m¼0

xmðtþ md sin h
c

Þej2pfcðtþ md sin h
c Þ; 0� t� Tp ð2Þ

where c denotes the light speed.
In practical application, discrete baseband signal is considered, that is

xmðnÞ ¼ xmðtÞjt¼ðn�1ÞTs ; n ¼ 1; 2; � � � ;N. In which, N denotes the number of sub-pulses
in a pulse and Ts denotes the pulse width of sub-pulse. So the spectrum expression of
discrete baseband signal can be denoted as

ymðlÞ ¼
XN

n¼1

xmðnÞe�j2pN ðn�1Þl; l ¼ �L=2;�L=2þ 1; � � � ; L=2� 1 ð3Þ

In which L denotes the number of frequency points. Therefore, at the frequency
fc þ lB=L the spectrum of discrete baseband signal transmitted by the whole array is
yðlÞ ¼ ½y1ðlÞ; y2ðlÞ; � � � ; yMðlÞ�T ¼ Xf l. In which, f l ¼ ½1; e�j2pl=L; � � � ; e�j2pðN�1Þl=L�T is
the transformation vector of DFT at the l th frequency point, X ¼ ½x1; x2; � � � ; xN � is the
discrete baseband signal transmitted by the whole array, xn ¼ ½x1ðnÞ; x2ðnÞ; � � � ; xMðnÞ�T .

According to the analysis above, at the angle h the power spectrum of the signal at
the frequency fc þ lB=L can be denoted as

PlðhÞ ¼ aTl ðhÞXf l
�� ��2�L ð4Þ

in which,

alðhÞ ¼ ½1; ej2pðfc þ lB=LÞd sin hc ; � � � ; ej2pðfc þ lB=LÞðM�1Þd sin h
c �T;

l ¼ �L=2;�L=2þ 1; � � � ;�L=2� 1
ð5Þ

denotes the steering vector at the frequency fc þ lB=L.

3 Waveform Design Based on Dynamic Adjustment of Signal
Bandwidth

During the imaging, if the bandwidth of transmitting signal is too large and is enough
to distinguish each scatterer of the target in the range direction, the bandwidth resource
will be wasted and extra wear and tear will be caused to the transmitter; if the band-
width of transmitting signal is too small, the aliasing will exist in the range profile. So
we should design the bandwidth of transmitting signal synthesized in different target
directions. The detailed process is stated as follows

Step1: set arbitrary bandwidth values of signals synthesized in the H target directions,
that is fBhgHh¼1 and design the transmitting waveform. Calculate the main lobe
areas of these transmitting signals’ point spread function (PSF), which can be
denoted as fS0hgHh¼1.
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Step2: obtain the range profiles of targets in different directions and calculate the
areas of all main lobes in the profiles, that is fShihgIhih¼1; h ¼ 1; 2; � � � ;H, where
Ih denotes the number of main lobes in range profile of the target in the h th
target direction.

Step3: calculate the number of scattering points included in each main lobe, which
can be denoted as fNhihgIhih¼1; h ¼ 1; 2; � � � ;H. It is easy to know that

Nhih ¼ ½Shih=S0h�; ih ¼ 1; 2; � � � ; Ih; h ¼ 1; 2; � � � ;H ð6Þ

Step4: set h ¼ 1. If 8ih 2 1; 2; � � � ; Ihf g;Nhih ¼ 1, we can know that there is no
aliasing existing in the range profile of the target in the h th target direction, so
we can set q0h ¼ dh, B0

h ¼ c=ð2q0hÞ, where q0h is the range resolution, dh is the
closest distance between the two scattering points, B0

h is the bandwidth of the
transmitting signal synthesized in this target direction. At the moment, if
h ¼ H, then the algorithm is finished; otherwise, set h ¼ hþ 1 and repeat this
step. If 9ih 2 1; 2; � � � ; Ihf g;Nhih � 2, then carry out the next step.

Step5: in the h th target direction, suppose the aliasing is existing in the Jh Jh � Ihð Þ
main lobes of the range profile. According to the Rayleigh criterion, if the
minimum synthesis strength of two diffraction spots is the 0.735 times of the
maximum strength of an isolated diffraction spot, we can exactly distinguish
the two spots. So calculate the bandwidth of these main lobes at the 0.3675
times of the PSF’s peak value, which can be denoted as fdhjhgJhjh¼1. What’s
more, calculate the bandwidth of PSF’s main lobe at the 0.3675 times of the
peak value, which can be denoted as d0h. Set q0h ¼ min

jh
fðdhjh � d0hÞ=ðNhjh �

1Þg and B0
h ¼ c=ð2q0hÞ. At the moment, if h ¼ H, then set fBhgHh¼1 ¼ fB0

hgHh¼1
and back to step1; otherwise, set h ¼ hþ 1 and back to step4.

3.1 Establishment and Solution of Waveform Optimization Model

In the algorithm above, we should optimize the waveform according to the designed
signal bandwidth. From the analysis in part 2, we can know that designing the
PnðhkÞ; k ¼ 1; 2; � � � ;K; n ¼ 1; 2; � � � ;N can determine the bandwidth of transmitting
signal synthesized in the target directions and the power distribution on the frequency
band, where hk is the k th discrete azimuth and K is the number of discrete azimuths.

According to the approximation of the designed waveform and desired waveform,
the optimization model can be established as follows

min
fxmðlÞg

PK

k¼1

PL=2�1

l¼�L=2
jPlðhkÞ � pklj2

s:t: PARðxmÞ� q; m ¼ 0; � � � ;M � 1

ð7Þ

in which, pkl denotes the desired power spectrum at the l th frequency point at angle hk,
q denotes the pre-set threshold value of PAR. And the PAR of the transmitting signal
of the m th array element can be denoted as
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PARðxmÞ ¼
max
n

xmðnÞj j2

1
N

PN�1

n¼0
xmðnÞj j2

ð8Þ

XN�1

n¼0

jxmðnÞj2 ¼ N; m ¼ 0; � � � ;M � 1 ð9Þ

From the analysis above, we can know that the bandwidth values of signals syn-
thesized in the H target directions is fBhgHh¼1, the total bandwidth of transmitting

signals is B ¼ PH

h¼1
Bh and the number of frequency points occupied by the transmit

signal synthesized in the h th target direction is Nh ¼ roundðBhL=BÞ. Therefore, in the
h th target direction, we can get the desired power spectrum by distributing the transmit
power on the Nh frequency points according to the actual situation. It is important to
note that in order to distinguish the echoes from different target directions, transmitting
signals synthesized in different directions should be distributed on the orthogonal
frequency band.

For the optimization model above, we can solve it by referring to the solving
algorithm in [18]. Through dividing the solving process into two stages, we can get the
transmit matrix X in the end.

4 Simulation Experiments

Suppose the emitter array is consisted of ten linearly spaced isotropic emitter array
elements, that is M ¼ 10 and the inter-element spacing is d ¼ 0:5 � c=ðfc þB=2Þ. The
carrier frequency is fc ¼ 10GHz, the number of sub-pulses is N ¼ 400, the frequency
points number is L ¼ 400 and the discrete azimuth number is K ¼ 181.

Suppose there is a ISS at �20� and its scatterer model is shown in Figs. 2 and 3.
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Fig. 3. Scatterer model in the range direction.
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Fig. 2. Scatterer model of the target.
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Firstly, set arbitrary bandwidth value of the transmitting signal synthesized at �20�,
that is B1 ¼ 30MHz. The corresponding waveform is designed and is shown in Fig. 4.
From the Fig. 4, we can see that parameters of the designed waveform are in accor-
dance with the parameters set before. The PSF of the transmitting signal synthesized at
�20� is shown in Fig. 5 and we can get that d01 ¼ 6:8m, S01 ¼ 4:47. In low SNR
circumstance (SNR ¼ �10 dB in the paper), the range profile of the target at �20� is
shown in Fig. 6. We can get that the values of fS1i1g7i1¼1 are 4.45, 8.98, 4.43, 4.50,

4.59, 8.79, 4.50, so the values of fN1i1g7i1¼1 are 1, 2, 1, 1, 1, 2, 1. For the two main

lobes that contain aliasing, we can know that the values of fd1j1g2j1¼1 are 9:63m and
9:6m. So according to the algorithm proposed in the paper, we can make sure the range
resolution that can exactly distinguish each scattering point in the range direction is
q01 ¼ min

j1
fðd1j1 � d01Þ=ðN1j1 � 1Þg ¼ 2:8m and the bandwidth of the transmitting

signal in this direction is B0
1 ¼ c=ð2q01Þ ¼ 54MHz.

According to the analysis above, we can know that B1 ¼ 54MHz. The corre-
sponding waveform is designed and is shown in Fig. 7. The PSF of the transmitting
signal synthesized at �20� is shown in Fig. 8 and we can get that S01 ¼ 2:75. In low

Fig. 4. The designed waveform.
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Fig. 5. The PSF of the transmitting signal.
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Fig. 6. The range profile of the target.
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SNR circumstance (SNR ¼ �10 dB in the paper), the range profile of the target is
shown in Fig. 9. We can get that the values of fS1i1g9i1¼1 are 2.97, 2.78, 2.68, 2.72,

2.75, 2.71, 2.62, 2.85, 2.80 and fN1i1g9i1¼1 ¼ 1. That is to say, each scattering point in
the range direction is separated. And from the Fig. 9, we can get the closest distance
between the two scattering points is 2:95m, which is approximated to q01 ¼ 2:8m
designed by the algorithm in the paper. Therefore, the performance of the algorithm is
proved.

5 Conclusion

By taking advantage of the good waveform diversity gain of the centralized MIMO
radar and the closed-loop feedback of the cognitive radar, a method about MIMO radar
waveform optimization based on dynamic adjustment of signal bandwidth is proposed.
The simulation results indicate that the method has established the closed-loop feed-
back between the range profile and the signal bandwidth, which can design the required
bandwidth of transmit signal in different directions, according to the range profile of
targets. And the simulations have proved the performance of the algorithm in low SNR
circumstance in the end.

Fig. 7. The designed waveform.
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Fig. 8. The PSF of the transmitting signal.
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Fig. 9. The range profile of the target.
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Abstract. With the development of hypersonic vehicles in near space such as
X-51A, HTV-2 and so on, tracking for them is becoming a new task and
hotspot. In this paper, a learning tracking algorithm is introduced for hypersonic
targets, especially for the sliding jump maneuver. Firstly the algorithm uses the
Sine model, which makes the tracking model more close to the particular
maneuver, next two Sine models different in angular velocity are used into IMM
algorithm, and it learns the target tracking error characteristics to adjust the
sampling rate adaptively. The algorithm is compared with the single accurate
model algorithm and general IMM algorithms with fixed sampling rate. Through
simulation experiments it is proved that the algorithm in this paper can improve
the tracking accuracy effectively.

Keywords: Learn � Target tracking � Near space � Interacting multiple models
Sampling rate

1 Introduction

Near space is the air space from ground 20–100 km, also known as suborbital space or
aerospace transition zone. It is near space where the near space vehicle voyages and
completes the specific tasks such as attacking, reconnoitre, communication, early
warning, navigation and so on [1]. It has very important military value and significance.

The hypersonic vehicle has high speed, strong maneuver and periodic jumping
motion, and its flight process can be simplified into 3 stages: boost section, cruise
section and attack section. Sliding jump flight is adopted in the cruise section and this
kind of trajectory is not easy to be detected and intercepted with strong penetration
capability.

In view of the above characteristics, radar tracking for near space targets is still in
the exploratory stage. Based on the relationship between the position estimation value
and the acceleration, the literature [2] proposed a modified CS model which can be
adjusted adaptively and used it into the IMM algorithm. The literature [3] applied IMM
algorithm with CV and CA models in unscented Kalman filter. The algorithms men-
tioned above are based on the interacting multiple model algorithm. Although the
interaction models are different, they adopt the existing maneuvering models which are
not close to the sliding jump flight. With the idea of current statistical model, the target
angular velocity is corrected in the literature [4], and it was combined with the
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extended Kalman filter, but the maneuvering frequency and maximum acceleration
should be set artificially which means poor adaptive ability. The paper [5] establishes a
specific target motion model for the jumping maneuver, but it needs speed information
and cannot be applied into general phased array radar.

Because of the extremely complex motions of near space targets, it is difficult to
establish accurate models [6]. Therefore, this paper introduces the concept of learning
algorithm and constructs a learning tracking system, which makes the tracking algo-
rithm adaptive to complex motion situation.

2 Learning Tracking Algorithm

2.1 Framework

The system diagram of this algorithm is as follows (Fig. 1):

After the system gets the observations in accordance with the corresponding
sampling period T, data will be processed in IMM-Kalman filter based on 2 Sine
models with different angular velocity, and transmitted to the evaluation system. The
evaluation system determines T in the next time according to the target tracking error
and adjustment rules.

2.2 Model

At present, the most common movement models for maneuvering targets tracking are
Singer model, CS model, Jerk model and corresponding improved model. In the
tracking for linear moving targets, these models have good tracking accuracy. But for
the non-ballistic trajectory of near space hypersonic targets, particularly the sliding
jump maneuver, the former models have low matching degree. This algorithm adopts
Sine model [7].

Sine model’s state equation is as follows:

Xðkþ 1Þ ¼ FðT;w0ÞXðkÞþWðkÞ ð1Þ

Where, k represents time; X ¼ x _x €x vx
� �T

represents state vector, including target
position, velocity, acceleration and jerk; F is state transition matrix; T is sampling
period, and W is Gauss white noise whose covariance is Q.

Fig. 1. Learning tracking algorithm framework.
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QðkÞ ¼ r2w
p

q11 q12 q13 q14
q21 q22 q23 q24
q31 q32 q33 q34
q41 q42 q43 q44

0
BB@

1
CCA ð2Þ

Where, r2w represents acceleration variance.
Measurement equation is as follows:

ZðkÞ ¼ HðkÞXðkÞþVðkÞ ð3Þ

In the equation, Z represents measurement vector after unbiased transformation, H
is the measurement matrix, and V is Gauss white noise.

2.3 Residual and Norm

The learning method of this algorithm is constructed based on the residual sequence,
and the following two residual vectors are defined [8]:

Vðkþ 1Þ ¼ HX̂ðkþ 1jkþ 1Þ � Zðkþ 1Þ ð4Þ
�Vðkþ 1Þ ¼ HX̂ðkþ 1jkÞ � Zðkþ 1Þ ð5Þ

The information represented by the two is different: the residual vector Vðkþ 1Þ is
determined by the filtered value of the corresponding measurement information that has
been fused at the kþ 1 moment, and the predicted residual vector �Vðkþ 1Þ is deter-
mined by the predicted state of the k moment. If the measurement information is
reliable, the value of the residual vector indicates the reliability of the Xðkþ 1jkÞ, so the
predicted residual vector can reflect the disturbance of the dynamic system better than
the residual vector.

Define the norm of the predicted residuals as follows:

dðkþ 1Þ ¼ V
Tðkþ 1ÞS�1ðkþ 1ÞV ðkþ 1Þ ð6Þ

In the equation, S is the innovation covariance matrix.

2.4 Adjustment for Sampling Period

The norm reflects the tracking effect of the target, so it is considered as the basis for
adjusting the sampling period.

Sampling period allocation method: when the target is in the non-maneuvering
state, the innovation norm dðkÞ obeys the v2ðmÞ distribution (m is the observation
dimension). Now take dðkÞ as standard to judge whether the target is maneuvering, and
set the false alarm rate of the decision as a, according to the distribution table, we can
find the corresponding threshold da [9]. The aðnÞ false alarm rates are selected as the
key node, and the corresponding value sequence daðnÞ is obtained by v2ðmÞ table, so
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that the sequence data can be compared with the sequence value, and the new sampling
period can be determined by comparing the results.

Taking node number N ¼ 3 as an example, a specific rule is given.
When daðnÞ\dðkÞ\daðnþ 1Þ,
If aðnÞ\10% we think that the target is likely to be maneuvering, then the max-

imum data rate is allocated for the target, such as 0.1 s;
If 10%\aðnÞ\90% we consider the accidental flight disturbance or observation

outliers to make the norm larger, and then assign a lower data rate for the target, such as
0.2 s;

If 90%\aðnÞ we think the target is non motorized, then the target data rate is the
lowest value, such as 0.5 s.

If the N takes a larger value, the adaptive sampling period tracking algorithm would
work better in theory.

In the IMM algorithm, there are many d because of the presence of multiple
models. At this point, the d used to decide the sampling interval at the next time is
computed by adding products of multiplying the d of each model with the corre-
sponding model probability.

d ¼
Xj

i¼1

di � ui ð7Þ

Where, j is the number of interactive models, ui is the probability of the i model.

3 Simulation and Analysis

3.1 Simulation Settings

Refering to some basic test data for X-51 released by the U.S. government in May
2013, this paper simplifies the complicated mathematical model [10] (including
dynamics model, engine thrust model, aerodynamic model, atmospheric model and so
on). According to the primary characteristics of the near space vehicle (including flight
height and velocity), an analog trajectory with time length of 300 s is set as follows and
its angular velocity is 0.06 rad/s (Fig. 2). In fact, the target does a uniform motion at
different speeds in the X and Y axis (for this reason, the following simulation only
shows the results in the Y axis), with a sinusoidal motion whose period is 0.06 rad/s in
the Z axis. It is assumed that the sampling period of ground-based radar is 0.2 s, the
radial distance error is 100 m, the azimuth and pitch angle errors are both 0.1°. The
data processing method is an unbiased conversion measurement Kalman algorithm.

3.2 Experiment One

Taking into account that the parameter w of the Sine model is to set artificially in
advance, and the aircraft’s sliding jump trajectory in the actual situation is not known
exactly, so we need to consider the influence on the tracking effect when the angular
speed w is set different values. In the experiment we set 3 different angular velocity of
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0.06 rad/s, 0.05 rad/s, and 0.07 rad/s, among whom 0.06 rad/s matches with the
simulated trajectory’s angular velocity. And then we use the Kalman filter algorithm to
achieve Monte-Carlo simulation for 100 times. The standard examining tracking effect
is the position tracking mean square error in the direction of Z axis. The analysis
process of the other two axes is similar, no more details.

As can be seen from the Figs. 3 and 4, since the Y axes move at the constant speed,
while the Z axis makes sinusoidal accelerationmotion, the root mean square curves of the
filtering error in the X and Y axis are similar, while that of the Z axis is slightly different.
But when different angular velocities are compared, we can find that the error curve when
the angular velocity matches is stable and convergent. In time of about first 50 s the other
two curves have high coincidence degree with the w = 0.06 rad/s curve, this is because
the filter time is not long, the difference is small, then it begins to appear big shock as time
goes, the error caused by themismatch of angular velocity increases and shocks gradually.
Themean square error of each axis of the three angular velocities is statistically averaged,
as shown in the following Table 1. From this experiment it can be concluded that the Sine
model can indeed track high speed targets in sliding jump maneuver with good tracking
accuracy, but the premise is the angular velocity set should match with the actual, if there
are some errors, tracking will be unstable, the filtering error will appear concussion.

3.3 Experiment Two

It is a good method to make use of several Sine models with different angular speed for
interactive tracking under the condition of uncertain target’s actual motion parameters.
In this experiment, two sine models with different angular velocities w = 0.05 rad/s,
and w = 0.07 rad/s are used interactively to track the simulated trajectories of the
above w = 0.06 rad/s aircraft.

Fig. 2. Trajectory simulation of hypersonic target
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Fig. 3. Position root mean square error in Y axis in different w

Fig. 4. Position root mean square error in Z axis in different w

Table 1. Statistical average of position root mean error in z axis

w/
(rad/s)

Root mean square error
in X/m

Root mean square error
in Y/m

Root mean square error
in Z/m

0.06 60.2149 63.4617 85.3250
0.05 101.8573 123.0269 1291.1
0.07 104.8638 134.3005 1623.2
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The tracking root mean square error is compared between the algorithm with
adaptive sampling rate (IMM-AT), and general IMM algorithms whose sampling
period are 0.1 s, 0.2 s and 0.5 s.

The filtered root mean square error curve of the IMM algorithm with three different
fixed sampling intervals is drawn in Figs. 5 and 6. Overall, although the angular
velocity of two Sine models in the interaction differs from the real’s, the filtering curve
is relatively stable without substantial concussion, and the error is generally much less
than single model’s error when w = 0.05 rad/s or w = 0.07 rad/s. On the other hand, in
either direction axis, the root mean square error decreases as the sampling interval
decreases. This shows that, to a certain extent, the filtering results can be improved by
reducing the sampling interval. From the statistical error of the following table, when
T = 0.5 s, the error of the IMM algorithm on the X and Y axis is less than w = 0.06
single model algorithm, but the filtering effect of the Z axis is not as good as that of the
w = 0.06 single model algorithm. This is because the target in the Z axis is accelerated
by sinusoidal motion, and the matching of angular velocity has a great influence on its
filtering. However, the Z axis error of the IMM algorithm when T = 0.2 s is less than
the error from single model algorithm when w = 0.06. So it is possible to reduce the
error when the error is large, especially the Z axis error, by changing the sampling
interval. The root mean square error of the IMM-AT algorithm in the last line of the
Table 2 verifies the feasibility of the algorithm.

Fig. 5. Position root mean square error in Y axis in different T
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4 Conclusion

Aimed at sliding jump maneuver of near space hypersonic vehicle, an interactive
multiple model algorithm based on the Sine model with adaptive sampling rate is
proposed. This is a kind of algorithm that can learn and adjust according to the
feedback of the system. Compared with the single accurate model algorithm and the
IMM algorithm with different fixed sampling rate, it proves the feasibility and prac-
ticability of the learning algorithm in this paper.

Acknowledgments. This work was supported by the National Natural Science Foundation of
China (No. 61571159).

Fig. 6. Position root mean square error in Z axis in different T

Table 2. Statistical average of position root mean error in z axis

Sampling/s Root mean square error
in X/m

Root mean square error
in Y/m

Root mean square error
in Z/m

0.1 37.2816 27.0823 64.1143
0.2 56.6592 39.7474 96.5491
0.5 68.4965 50.5756 132.8217
IMM-AT 48.2112 34.6849 83.3211
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Abstract. This paper considers the coherent integration problem of detecting
weak maneuvering targets in passive radar using digital television terrestrial
broadcasting (DTTB) signals. By dividing the continuous DTTB echoes into
multiple segments, the generalized Radon-Fourier transform (GRFT) which was
proposed to realize coherent integration of maneuvering targets for pulse
Doppler radar can be utilized in DTTB-based passive radar. The GRFT can
obtain ideal coherent integration gain but suffers a heavy computational burden.
In this paper, a fast implementation algorithm of GRFT using the modified wind
driven optimization (MWDO) is proposed. Compared with the existing particle
swarm optimization (PSO) method, the proposed method can achieve better
detection performance with a similar computational cost in DTTB-based passive
radar. Several numerical experiments are also provided to demonstrate the
effectiveness of the proposed method.

Keywords: Weak maneuvering target detection � Passive radar
Generalized Radon-Fourier Transform (GRFT)
Wind Driven Optimization (WDO)

1 Introduction

Passive bistatic radar often uses non-cooperative civil radiation sources to detect and
locate targets. Compared with the traditional monostatic radar, passive radar has several
attractive advantages such as stronger survivability, better anti-jamming ability and
potential anti-stealth capacity [1]. Among various illuminators, digital television ter-
restrial broadcasting (DTTB) signals are better choices for passive radar due to the high
power, wide coverage, and higher range resolution.

It is known that pulses integration especially coherent integration can greatly
improve the radar detection performance. The traditional coherent integration method
for DTTB-based passive radar is to compute the cross-ambiguity function (CAF) [2].
However, the computational burden of CAF is heavy and the integration performance
via CAF will be greatly influenced by the range migration (RM) and the Doppler
frequency migration (DFM) which are caused by the maneuvering motions of targets
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[3]. To reduce the computational complexity, a signal segmentation method [1] can be
utilized. After segmentation, the continuous DTTB signal have equivalent fast time and
slow time, which is similar to pulse signal in pulse Doppler radar.

In pulse Doppler radar, the commonly used integration method is moving target
detection (MTD) [4], but it will become invalid when RM occurs. Regarding this,
Zhang and Zeng [5] have proposed to perform keystone transform (KT) to deal with
RM before MTD. However, traditional KT can only correct the first-order RM caused
by the velocity of targets. Li et al. [6, 7] have proposed a fast coherent integration
method based on adjacent cross correlation function (ACCF) for maneuvering targets.
This method can remove the RM and reduce the order of DFM and is free of
parameters searching. Unfortunately, ACCF cannot be applied to DTTB-based passive
radar because of the pseudo random characteristics of DTTB signals. In recent years,
generalized Radon-Fourier transform (GRFT) [8] has been proposed to achieve ideal
coherent integration of maneuvering targets via jointly searching in parameter space,
but it suffers a heavy computational burden. Through converting the realization of
GRFT into an optimization problem, Qian et al. [9] proposed an improved particle
swarm optimization (PSO) method to fast implement GRFT.

Although PSO greatly reduces the computational burden of GRFT, it suffers an
apparent detection performance loss. For the purpose of improving the detection per-
formance, this paper proposes a fast implementation algorithm of GRFT based on the
modified wind driven optimization (MWDO). Compared with PSO, MWDO can
achieve better detection performance with similar computational cost in DTTB-based
passive radar.

2 Signal Model and Signal Segmentation Method

2.1 Signal Model of Passive Radar

Figure 1 depicts the bistatic passive radar geometry. The baseline runs from the
transmitter Tx to the passive radar receiver Rx, and they are separated by the base-
length L. Suppose that the target is located at O at the initial time and moves to O’ at
time t. The distance between the target and the transmitter at the initial time and time
t is denoted by RT0 and RT tð Þ respectively while the distance between the target and the
receiver at the initial time and time t is denoted by Rr0 and Rr tð Þ respectively. b is the
bistatic angle at the initial time and u denotes the movement direction of the target.
The DTTB source transmits the signal s tð Þ. The passive radar receiver collects both a
reference signal x tð Þ via a line-of-sight (LOS) path direct from the illuminator, and a
surveillance signal sr tð Þ reflected via the target of interest. sr tð Þ has a time delay
s ¼ R tð Þ=c refers to x tð Þ, where

R tð Þ ¼ RT tð ÞþRr tð Þ � L ð1Þ

The received radar echo can be denoted as
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sr tð Þ ¼ Aes t � R tð Þ=cð Þ exp �j2pfcR tð Þ=cð Þ ð2Þ

where c is the speed of light, Ae is the amplitude, and fc is the carrier frequency.
Assume that the target moving from O to O’ is maneuvering. Neglecting the high

order components, the instantaneous range Rm tð Þ between O and O’ can be denoted as

Rm tð Þ ¼ v0tþ 1
2
a0t

2 þ 1
6
g0t

3 ð3Þ

where v0, a0 and g0 denotes respectively the velocity, acceleration and jerk of the
target. From the geometric relationship of Fig. 1, we can obtain that

RT tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
T0 þR2

m tð Þ � 2RT0Rm tð Þ cos bþuð Þ
q

ð4Þ

Rr tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2
r0 þR2

m tð Þ � 2Rr0Rm tð Þ cos uð Þ
q

ð5Þ

Then, inserting (4) and (5) into (1) and expanding (1) into Taylor series at t ¼ 0, we
have

R tð Þ ¼ a0 � a1t � a2t
2 � a3t

3 � RT0 þRr0 � L� 2v0 cos uþ b
2

� �
cos

b
2

� �
t

� a0 cos uþ b
2

� �
cos

b
2

� �
t2 � 1

3
g0 cos uþ b

2

� �
cos

b
2

� �
t3

ð6Þ

Higher order components are ignored. a0 is the relative initial range and a1, a2 and
a3 are the relative motion parameters.

The reference signal x tð Þ can be simply expressed as a direct path (DP) component
from the transmitter and the short delay is neglected for simplicity, i.e.

x tð Þ ¼ Ars tð Þ ð7Þ

where Ar is the amplitude of the received reference signal. In this paper, it is assumed
that the multipath clutter has been preprocessed.

Tx Rx

β
ϕ

0TR

( )TR t 0rR

( )rR t

L

O 'O

Fig. 1. Sketch map of the bistatic structure of passive radar.
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2.2 Signal Segmentation Method

The segmentation method is shown in Fig. 2. First, the number of segments can be
determined according to the maximum relative velocity of the target required to be
detected by the passive radar system, i.e.

N ¼ 2vmaxT=k ð8Þ

where T is the integration time and k is the wavelength. In this way, the Doppler
ambiguity can be avoided. Then the efficient length of each segment of the reference
signal is Lr ¼ L=N, where L is the total signal length. In order to guarantee the
expected detection range, the overlapping segmentation method is utilized for the echo
signal. The segment length of echo signal is Le ¼ Lr þ fsRmax=c, and Rmax denotes the
maximum relative range required to be detected by radar. At last, pad zeros for the
segmented reference signal to insure that the length of each segment of reference signal
and echo signal is equal.

After segmentation, Tr ¼ Lr=fs can be considered as the pulse repetition interval.
Then the equivalent pulse compression can be calculated as

spc tm; t̂ð Þ ¼ A0s0 t̂ � R tmð Þ=cð Þ exp �j
2p
k
R tmð Þ

� �
ð9Þ

where t̂ is the fast time, tm ¼ mTr ðm ¼ 0; 1; � � � ;N � 1Þ is the slow time, s0 tð Þ is the
inverse Fourier transform result of S fð Þj j2, S fð Þ stands for the Fourier transform of the
transmitted signal s tð Þ, A0 ¼ AeAr, and R tmð Þ ¼ a0 � atm � a2t2m � a3t3m.

From (9), it’s easy to see that the target envelope varies with tm and the phase is also
the cubic function of tm. The changes of envelope and phase will easily result in RM
and DFM. For the purpose of coherently accumulating the target’s energy, both the RM
and the DFM are required to be compensated [10].

( )1x t ( )2x t

...

( )1x t
( )2x t

( )1rs t
( )2rs t

( )1rs t
( )2rs t

...
(a) (b)

... ...

Fig. 2. Schematic diagram of signal segmentation method. (a) Segmentation method for echo
signal. (b) Segmentation method for reference signal.
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3 Coherent Integration via MWDO

3.1 Definition and Analysis of GRFT

GRFT is a coherent integration algorithm via jointly searching in multi-dimensional
parameter space. The definition of GRFT in [8] is given as follows:

Suppose a 2D complex function f tm; t̂ð Þ 2 C is defined in the tm; t̂ð Þ plane and a
parameterized P-dimensional function t̂ ¼ g tm; â

P� �
is used for searching a certain

time-varied curve in the plane, where âP ¼ â0; â1; � � � ; âP�1½ �: Then GRFT can be
defined as

G âP
� � ¼ Z 1

�1
f tm; g tm; â

P� �� �
exp j2peg tm; â

P� �� �
dtm ð10Þ

where e is a known constant with respect to g tm; â
P� �
:

Let f tm; t̂ð Þ ¼ spc tm; t̂ð Þ, then (10) can be rewritten as

G âP
� � ¼ Z 1

�1
spc tm; ŝ tmð Þð Þ exp j2pfcŝ tmð Þð Þdtm ð11Þ

where ŝ tmð Þ ¼ 1
c

PP�1

p¼0
âptpm . When the searching values of motion parameters

â0; â1; � � � ; âP�1½ � match with the target’s real motion values a0; a1; � � � ; aP�1½ �, the ideal
coherent integration gain could be achieved, that is G aPð Þ ¼ NA0. Then the target can
be detected and the motion parameters can be easily obtained by the location of the
peak in the parameter space.

In pulse Doppler radar, the blind speed side lobe (BSSL) [11] will appear in GRFT
because of limited integration time, Doppler ambiguity, discrete pulse sampling, and
finite range resolution, which will cause serious false alarms. In DTTB-based passive
radar, the Doppler ambiguity can be avoided by using flexible segmentation method, so
the BSSL phenomenon can also be avoided in GRFT.

3.2 Modified Wind Driven Optimization

The model of wind driven optimization (WDO) is based on the definition of trajectories
of small air parcels within the earth atmosphere [12]. In WDO, a population of air
parcels is distributed throughout a N-dimensional problem space, and the velocity of air
parcels is updated in each iteration process based on the equation which is derived from
Newton’s second law of motion and the ideal gas laws. It is given by

Unew ¼ 1� að ÞUcur � gXcur þ RT 1=i� 1j j Xopt � Xcur
� �	 
þ CUother dim

cur =i
� � ð12Þ

where i represents the rankings of the air parcels. Equation (12) demonstrates that the
updated velocity Unew for the next iteration process is associated with the current
velocity Ucur , the current position Xcur , the optimal position Xopt with the highest
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pressure value that has been found until the current iteration, the current velocity
Uother dim

cur which is randomly chosen from other dimensions, and the four coefficients a,
g, RT , and C. The position of air parcel can be updated by

Xnew ¼ Xcur þUnew ð13Þ

WDO provides extra degrees of freedom to fine tune in the velocity update equation
compared with PSO, which indicates a better optimization capacity. As illustrated in
[12], the optimum performance of WDO can be achieved by selecting proper values for
the four coefficients, but the optimum values of the WDO coefficients may vary from
problem to problem. Considering the problem, we propose the modified WDO
(MWDO) to tune the four coefficients in each iteration process by random distributions.
The values of coefficients are given by

a ¼ RT ¼ g ¼ 0:1 � rand L ð14Þ

C ¼ 2:5 � rand U ð15Þ

where the random number rand U is uniformly distributed between 0 and 1, and the
random number rand L is subject to Levy distribution [13]. Its probability density
function over the domain x� l is

f x; l; cð Þ ¼
ffiffiffiffiffiffi
c
2p

r
e�

c
2 x�lð Þ

x� lð Þ3=2
ð16Þ

where c is the scale parameter and l is the location parameter. In this paper, l ¼ 0 and
c ¼ 0:001 are selected.

By applying MWDO, the optimization ability of WDO in a noisy environment can
be enhanced and at the same time, the difficulty in choosing proper coefficients in
WDO can be overcome.

3.3 Fast Implementation of GRFT via MWDO

GRFT can be fast implemented via MWDO. The whole target detection procedure
based on MWDO in DTTB-based passive radar is shown in Fig. 3 and the detailed
description of the proposed method is given as follows:

Step 1. Specify the basic parameters in MWDO, including the population size S, the
maximum number of iteration kmax, the dimension of the searching space, the
searching range of each parameter, and the restrictions on velocities of air
parcels.

Step 2. Initialize air parcels’ locations and velocities.
Step 3. Sort air parcels based on their pressure values. In GRFT, pressure value refers

to the absolute value of GRFT, denoted by G Xð Þj j.
Step 4. Generate the values of coefficients of MWDO via (14) and (15).
Step 5. Update the velocities and locations of air parcels via (12) and (13).
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Step 6. Sort these updated air parcels based on their pressure values and find the
current optimal air parcel XoptðkÞ.

Step 7. Repeat Step 4 to Step 6 until one of the following conditions is met:
(1) G XoptðkÞ

� ��� ��[ c and k� kmax;
(2) G XoptðkÞ

� ��� ��� c and k[ kmax.

The parameter c is the detection threshold calculated from the preset false alarm
probability. When condition 1 is met, the target is detected and when condition 2 is
met, the radar system tells that there is no target.

4 Numerical Results

In this section, numerical experiments are provided to demonstrate the effectiveness of
the proposed fast implementation method of GRFT. The DTTB-based passive radar
parameters are listed in Table 1.

4.1 Detection Performance

The detection performances of traditional ergodic-search GRFT, PSO-based GRFT,
MWDO-based GRFT, KT, and MTD are investigated via Monte Carlo trials. The false
alarm probability is Pfa ¼ 10�6. The population size S ¼ 150 and the maximum
number of iteration kmax ¼ 800 are specified for PSO and MWDO. The relative initial

Raw 1-D data

Segmentation

Pulse compression

Specify basic 
parameters in MWDO

Initialize air particles 

Sort particles based on 
their pressure values

Generate the values of 
the four coefficients 

Update positions and 
velocities

Sort particles based on 
their pressure values

Conditions met?

Target detection

Yes

No

Fig. 3. Flow chart of the target detection method in DTTB-based passive radar.

Table 1. Simulation parameters of DTTB-based passive radar.

Signal mode Bandwidth Carrier frequency Integration time

Single-carrier mode 7.56 MHz 674 MHz 0.22 s
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range and the relative maneuvering motion parameters of the target are given as fol-
lows: a0 ¼ 150 km, a1 ¼ 800 m=s, a2 ¼ 90 m

�
s2, and a3 ¼ 10 m

�
s3. Figure 4 shows

the detection probabilities of the five detectors versus different SNR values. Figure 4
demonstrates that the proposed MWDO-based GRFT is superior to PSO-based GRFT
but still suffers detection performance loss compared with the traditional GRFT. The
reason is that MWDO is a stochastic optimization method and it cannot jump out of the
convergence to noise peaks each time. The detection performance loss of MWDO is the
cost of the reduced computational complexity.

4.2 Computational Cost

Denote the number of range cells, pulses, and searching motion parameters

ap p ¼ 1; 2; 3; � � �P� 1ð Þ by M, N, Np, respectively. Then
QP�1

p¼1
NNp searches are needed

and the computational complexity is O
QP�1

p¼1
MNNp

 !
for the traditional GRFT [14].

While only kmax searches are needed for MWDO and PSO if they are terminated when
the number of iteration reaches kmax. In fact, when condition 1 in Step 7 is met, the two
algorithms can be terminated earlier. The running time of the traditional GRFT,
MWDO-based GRFT, and PSO-based GRFT under different motion orders is shown in
Fig. 5. From Fig. 5 we can see that with the increase of the motion order, the time cost
of GRFT grows nearly exponentially while the running time of MWDO and PSO stays
stable. The computational complexity of MWDO is slightly higher than PSO due to the
additional sorting process of air parcels, which is acceptable. It is obvious that when the
motion order equals to 3, the computational complexity of intelligent optimization
algorithms is far less than that of the ergodic-search GRFT, which validates the
physical realizability of the proposed algorithm.
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5 Conclusions

This paper deals with the coherent integration problem of the weak maneuvering target
in passive radar using DTTB signals. By designing suitable signal segmentation
method, GRFT can be applied to achieve ideal integration performance by correcting
RM and DFM at the same time in passive radar. Then a fast implementation method for
GRFT is proposed to reduce the computational burden, namely MWDO. Compared
with the ergodic-search GRFT, MWDO requires much lower computational load,
which means it can realize the maneuvering target detection in a much more efficient
way. Compared with the existing PSO method, MWDO has better detection perfor-
mance with a similar computational complexity. It should be noticed that although
MWDO has stronger anti-noise ability, it still suffers some detection performance loss,
which is the cost of the reduced computational burden. Finally, several simulation
experiments are provided to validate the effectiveness of the proposed method. Future
work may further improve the proposed method and extend it to multi-target detection.
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Abstract. In order to effectively improve radar detection ability of moving
target under the conditions of strong clutter and complex motion characteristics,
the principle framework of Short-Time sparse Time-Frequency Distribution
(ST-TFD) is established combing the advantages of TFD and sparse represen-
tation. Then, Short-Time Sparse FRactional Ambiguity Function (ST-SFRAF)
method is proposed and applied to radar micro-Doppler (m-D) detection and
extraction. It is verified by real radar data that the proposed methods can achieve
high-resolution and low complexity TFD of time-varying signal in time-sparse
domain, and has the advantages of good time-frequency resolution, anti-clutter,
and so on. It can be expected that the proposed methods can provide a novel
solution for time-varying signal analysis and radar moving target detection.

Keywords: Sparse representation � Micro-Doppler signal
Sparse time-frequency distribution (STFD)
Short-time sparse fractional ambiguity function (ST-SFRAF)

1 Introduction

Doppler signature extraction and analysis of moving target are quite important for radar
target detection and recognition [1]. The traditional Fourier spectrum cannot exhibit
time-varying Doppler signature with low spectrum resolution. Recently, the
micro-Doppler (m-D) theory has attracted extensive attention worldwide for accurate
description of a target’s motion [2]. The m-D features reflect the unique dynamic and
structural characteristics, which are useful for target recognition and classification. The
motion of a marine target is rather complex especially for marine target and maneu-
vering target [3, 4]. Therefore, how to effectively detect m-D signal is the key step for
the following target detection and estimation.
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Time-frequency distributions (TFDs) provide an image of frequency contents as a
function of time, which reveals how a signal changes over time. However, the classic
TFDs, such as short-time Fourier transform (STFT) or Wigner-Ville distribution
(WVD), suffer from the poor time-frequency resolution or cross-terms. Moreover, it is
difficult to separate the complex background (clutter) from the weak m-D signal in time
domain or frequency domain [5].

In the last decade, sparsity has been proved as a promising tool for a high-resolution
solution. Sparse transform is proposed to increase resolution in different transform
domains [6], such as the sparse FFT [7, 8] and sparse FRFT (SFRFT) [9], et al. M-D
signal can be approximated as sum of frequency-modulated (FM) signals and it can be
considered to be sparse in the TF plane [10]. In this paper, the merits of TFD and sparse
representation are combined together and a novel method, i.e., short-time sparse
fractional ambiguity function (ST-SFRAF) is proposed for high-resolution represen-
tation of time-varying m-D signal in the sparse time-frequency domain.

2 Radar M-D Signal Model

Suppose there is a target moving towards radar, and only radial velocity component is
considered. Then, the radar line-of-sight (RLOS) distance rs(tm) can be modeled as a
polynomial function of slow time, i.e.,

rsðtmÞ ¼
X
i

ait
i�1
m ¼ r0 � vtm � 1

2!
v0t2m � 1

3!
v00t3m � � � � ; tm 2 ½�Tn=2;Tn=2� ð1Þ

where tm is the slow-time, v is target’s velocity and Tn is coherent integration time.
Suppose radar transmits linear frequency modulated (LFM) signal, and after

demodulation and pulse compression, the radar returns of a target can be expressed as

sPCðtmÞ ¼ Arsinc B t � 2rsðtmÞ
c

� �� �
exp �j

4prsðtmÞ
k

� �
ð2Þ

where Ar is amplitude, B is the bandwidth of transmitted signal, c represents speed of
light, and k is the wavelength.

Therefore, for the m-D signal, which mostly has the form of nonuniformly trans-
lational and rotational motions, can be expressed as a FM signal with fluctuated
amplitudes, i.e.,

xðtmÞ ¼
XI
i¼1

aiðtmÞejuiðtmÞ ð3Þ

where uðtmÞ ¼ 2pfdðtmÞ ¼
P
k
2paktk�1

m .

226 X. Chen et al.



In real engineering applications, the m-D signal can be approximated as a LFM
signal according to the observation time and integration time. The LFM signal can
represents the moving parameters of a target, such as initial velocity and acceleration.
For the m-D signal model of (3), its time-frequency distribution (TFD) has the fol-
lowing form.

qxðtm; f Þ ¼
XI
i¼1

a2i ðtmÞd f � _uiðtmÞ=2p½ � ð4Þ

where _uiðtmÞ is the estimation of m-D frequency.

3 Principle of STFD and ST-SFRAF

From the above analysis, the m-D signal can be regarded as sum of multiple instan-
taneous frequency components. In the time-frequency domain, the m-D signal can
exhibit an obvious peak at the location of f ¼ _uiðtÞ via sparse representation. And the
time-frequency domain qxðt; f Þ is the sparse representation domain of m-D signal. For
example, for an LFM signal, a1(t) = 1, _u1ðtÞ ¼ 2pðfo þ atÞ.

Any signal can be represented in terms of basis or atoms g [10],

x ¼
X
m

amgm ð5Þ

where m is the number of atoms, and the coefficient am denotes the similarity of the
signal and the atoms.

It can be found by comparing (9) and (10) that the TFD is a special case of the
sparse representation, i.e.,

qxðt; f Þ ¼
X
m

amðtÞhðtÞgmðt; f Þ ð6Þ

where h(t) is a window function and gm(t,f) is the atoms combined with frequency
modulated signal.

For the condition without noise, the sparse representation of (11) can be regarded as
the optimization problem and solved by l1-norm minimization,

min qxðt; f Þk k1; s:t: ofqxðt; f Þg ¼ b ð7Þ

where o is the sparse operator with K � N dimension. The above equation can be
relaxed by the following constraint, i.e.,

min qxðt; f Þk k1; s:t: ofqxðt; f Þg � bk k2 � e: ð8Þ

When e = 0, (12) and (13) have the same form. Then the framework of STFD can
be defined by the calculation from (11) to (13).
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When qx is the Fourier transform (FT) and b is the signal component in the FT
domain, the STFD is named as short-time sparse FT (ST-SFT), i.e.,

min Fðt; f Þk k1; s:t: ofFðt; f Þg � fk k2 � e ð9Þ

When qx is the fractional ambiguity function (FRAF) and b is the signal component
in the FRAF domain, the STFD is named as short-time sparse FRAF (ST-SFRAF),

min Raðt; f Þk k1; s:t: ofRaðt; f Þg � f ða; uÞk k2 � e: ð10Þ

where Rað Þ is the FRAF operator, a 2 ð0; p� denotes transform angle, Kaðt; uÞ is the
transform kernel.

Raðs; uÞ ¼
Z 1

�1
Rxðt; sÞKaðt; uÞdt ð11Þ

Kaðt; uÞ ¼ Aa exp j 1
2 t

2 cot a� ut csc aþ 1
2 u

2 cot a
� �� 	

; a 6¼ np
d u� ð�1Þnt½ � ; a ¼ np



ð12Þ

where s is the time delay, Aa ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1� j cot aÞ=2pp

, Rxðt; sÞ is the instantaneous
auto-correlation function of x(t),

Rxðt; sÞ ¼ xðtþ s=2Þx�ðt � s=2Þ ð13Þ

Suppose there is a m-D signal modeled as a QFM signal, i.e.,

xðtÞ ¼ r0 exp j4p
rsðtÞ
k

� �
¼ r0 exp

X3
i¼0

j2paiti
 !

¼ r0 exp j2p a0 þ a1tþ a2t
2 þ a3t

3� � � ð14Þ

where ai (i = 1,2,3) represents the coefficient of the polynomial of QFM signal.
If the time delay s is fixed, the relation between Raðs; uÞ and Raðt; f Þ is derived as

follows,

a2 ¼ u
4ps csc a

a3 ¼ � 1
12ps cot a



ð15Þ

And f ðtÞ ¼ 2p a1 þ 2a2tþ 3a3t2ð Þ¼2p v0 þ ltþ 1
2 gt

2
� 

, where v0 is the initial
velocity, l is the chirp rate, and g denotes the jerk motion.

Therefore, the proposed STFD and ST-SFRAF are the generalized forms of the
classical TFD and FRAF, which indicates promising applications.
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4 Sparse Representation of Radar M-D Signal via ST-SFRAF

Flowchart of the ST-SFRAF-based m-D signal extraction method is shown in Fig. 1,
which mainly consists of four steps, i.e.,

• Perform demodulation and pulse compression of radar returns, which achieves
high-resolution in range direction;

• ST-SFRAF, which is the most important procedure, consists of three parts, i.e.,
window and length determination, dictionary design for sparse representation, and
high-resolution STFD;

• Signal detection in ST-SFRAF domain by comparing an adaptive detection
threshold;

• M-D signature extraction and estimation.

It should be noted that the choice of dictionary can be determined according to the
prior information of target to satisfy the sparsity condition, such as the types of
observed target and different sea states. For the micromotion target whose main motion
components are the rotation or high mobility, its m-D signal exhibits periodical fre-
quency modulated property. Also, we can use the QFM signal or periodical frequency
modulated function as its dictionary.

Demodulation and pulse 
compression of radar returns

M-D signature extraction 
and estimation

Y

Detection in
ST-SFRAF 

domain

Window and length 
determination

Dictionary design for 
sparse representation

ST-SFRAF
calculation

High-resolution STFD

Go on with 
other rangebins

N

Fig. 1. Observation model of radar and typical micromotion target.
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5 Simulation and Results Analysis

The micromotion of a marine target includes the non-uniform translated motion and
three dimension motion, i.e., yaw, pitch, and roll motions. Due to the complex fluc-
tuation of sea surface and motion of target, the m-D signal of a marine target is rather
complex and too weak to be detected covered by heavy sea clutter. Therefore, we will
employ S-band radar (SSR) dataset with a WaveRider RIB to verify the proposed
method.

Descriptions of the SSR dataset is shown in Fig. 2. The specifications of radar as
well as the environment parameters can be found in [11]. The dataset under sea state of
4 was chosen for validation. The range-Doppler plot is presented in Fig. 2(b) covering
nearly 5 nautical miles. Due to the heavy sea clutter fluctuating downwind, it is rather
difficult to separate the target from sea clutter background. Furthermore, high Doppler
resolution spectrogram (STFT) of the target’s rangebins is plotted in Fig. 3(a1). It can
be found that the WaveRider RIB had a narrow Doppler response, with a local dis-
turbance of the sea surface. The time-varying Doppler character indicates a nonuniform
motion and Doppler migration, which is a typical m-D signal modeled as a QFM
signal. After detection process using a constant false alarm rate (CFAR) detector, the
detection result is shown in Fig. 3(a2). However, the true target cannot be figured out
due to the heavy sea clutter and poor frequency resolution.

Then, we carry out the ST-SFRAF and compare the detection results with STFT
(Fig. 3(b1) and (b2)). The proposed STFD-based method matches up with the
micro-motion model better, are more preferable in comparison. In addition, the pro-
posed method has the ability of sea clutter suppression and can accumulate the energy
of m-D signal as an obvious peak, which is shown in Fig. 3(b2). Moreover, with the
local window, the changes of m-D can be described well. Therefore, the proposed
ST-SFRAF method is a good choice for high resolution representation and detection of
m-D signal with high-order motion.

(a) Plan overview of radar deployment site (b) Range-Doppler analysis

Fig. 2. Description of the S-band radar dataset.
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Abstract. High Frequency Surface Wave Radar (HFSWR) has been shown to
provide enhanced performance in over the horizon detection of targets and sea
states remote sensing by the returns of targets and ocean surface. Meanwhile,
HFSWR can also receive ionospheric echoes reflected by the ionosphere, which
severely affect the radar detection performance. In this paper, the radar cross
section (RCS) of ionosphere for HFSWR is estimated, which would help
quantify the impact of the ionosphere to radar system and the performance of
clutter mitigation techniques. Simulations are provided to illustrate the effect of
parameters including radar operating frequency, scale size of irregularities,
aspect angle and detection range on the RCS of ionosphere.

Keywords: High Frequency Surface Wave Radar � Ionosphere � RCS

1 Introduction

High Frequency Surface Wave Radar (HFSWR) uses the sea-surface diffraction
character of vertically polarized wave which can achieve long ranges detection due to
low attenuation over the highly conductive sea surface. Ideally, a perfect conductive
plane consisting of sea surface is infinite in coverage area, thus making transmitted
wave entirely travel along the sea. However, considering the actual antenna pattern
characteristics, poor ground and array error, partial energy is radiated into sky and
reflected by ionosphere. Finally the echoes arrived at radar receiver in various paths,
interfering target detection severely as ionospheric clutter [1, 2]. The ionospheric
clutter primarily restricted the detection performance of HFSWR. Therefore, in order to
analyze and simulate the effect of ionosphere on radar system, it is necessary to
establish the estimation of radar cross section (RCS) of ionosphere for HFSWR.

It is convinced that the ionospheric clutter of HFSWR mainly occur from coherent
scattering between electromagnetic wave and irregularities caused by plasma insta-
bilities. The theory of ionospheric coherent scattering was initially proposed by Booker
[3], which demonstrates that the major contribution to the scattered field is given by a
spatial spectrum component of electron density fluctuations whose period along the
propagation direction, scale size satisfies the Bragg scatter conditions producing
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constructive interference at the refraction point. According to collective scatter theory
[4], the backscattered ionospheric echoes come from a large number of ionosphere
irregularities inside the Effective Scatter Volume (ESV), which is formed by the
intersection of the antenna beam with the ionosphere. The coherent scattering theory
has been used in HFSWR to obtained several ionosphere parameters [5]. In this study,
we develop the RCS of ionosphere in detail and intensively analyze the effect of each
variable on RCS for HFSWR, which would help quantify the impact of the ionosphere
to radar system and the performance of clutter mitigation techniques.

In this paper, firstly the generalized radar range equation for distributed target as
ionosphere is established. Then the RCS of ionosphere is obtained by coherent scat-
tering theory. Simulations illustrate the effect of each parameter on RCS of ionosphere
and indicate the key contributions to the RCS of ionosphere.

2 Modeling RCS of Ionosphere for HFSWR

The classical radar equation for a monostatic HFSWR is defined as

Pr ¼ PtGtGrk
2

4pð Þ3R4Ls
r ð1Þ

where Pr is the received power; Pt is the transmitted power; Gt is the transmitter
antenna gain; Gr is the receiver antenna gain; r is RCS; k is the radar wavelength; R is
the target range; Ls is the system loss.

2.1 Range Equation for Ionosphere

The ionospheric scatters should be modeled as distributed scattering from a
three-dimensional volume rather than a single point scatter. Because of the distributed
characteristics and the gain of the antenna varies with ðh;uÞ, Gt and Gr should be
replaced by Gtðh;uÞ and Grðh;uÞ, respectively, that accounts for the effect of antenna
power pattern on the power density radiated in a particular direction ðh;uÞ.

Considering the scattering from an incremental volume dV located at range and
angle coordinates ðR; h;uÞ (the incremental RCS of volume element is dr square
meters), the incremental backscattered power from dV can be expressed as

dPr ¼ PtGtðh;/)Grðh;/Þk2
4pð Þ3R4Ls

drðR; h;/) ð2Þ

Then the total received power is obtained by integrating over all space

Pr ¼ Ptk
2

4pð Þ3Ls

Z

V

Gtðh;/)Grðh;/)
R4 drðR; h;/) ð3Þ
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In Eq. (3), the volume of integration V is all of three-dimensional space. However,
only scatters within a single resolution cell volume dV contribute significantly to the
radar. Therefore, a more appropriate form of the generalized radar range equation can
be given by

Pr ¼ Ptk
2

4pð Þ3Ls

Z

DVðR;h;/Þ

Gtðh;/)Grðh;/)
R4 drðR; h;/) ð4Þ

where DVðR; h;/Þ is the volume of the resolution cell at coordinates ðR; h;/Þ. Suppose
the distribution of ionospheric irregularities evenly distributed throughout the volume.
We defined g as RCS per cubic meter, or volume reflectivity, then

dr¼ gdV ð5Þ

Here g is also the reflectivity of effective scatter volume (ESV) which is formed by
the intersection of radar beam with ionosphere. For the antenna having an elliptical
beam with azimuth and elevation beam widths h3;/3, the resolution cell volume
DVðR; h;/Þ can be approximately expressed as

DVðR; h;/Þ ¼ p
4
R2DRh3/3 � R2DRh3/3 ð6Þ

where DR is the range resolution, h3;/3 are the 3 dB beam widths in azimuth and
elevation. Thus, the RCS of volume can be obtained:

r¼R2DRh3/3g ð7Þ

Considering the attenuation of electromagnetic wave propagation in ionosphere and
using approximation [6], we can reduce Eq. (3) to the range equation for ionosphere
scatters:

Pr ¼ Ptk
2GtGrDRh3/3g

4pð Þ3R2LsLp
ð8Þ

2.2 ESV Reflectivity

According the Bragg scatter conditions for monostatic backscatter:

kirr ¼ kradar
2

ð9Þ

where kirr is the scale size of ionosphere irregularities, which means the scale size of
irregularities between 5–50 m can be observed by HFSWR. For the magnetic plasma in
the ionosphere region, irregularities at these scale sizes are highly anisotropic and
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aligned with the geomagnetic field ~B. The reflectivity of ESV depends on the direction,
electron density and scale size of the irregularities, etc. which can be expressed as [7]:

g ¼ f ðk; vd;/; a; l; fe;i;DNe;NeÞ ð10Þ

where k is the radar wave-vector in the medium, vd is the drift velocity of irregularities,
/ is the flow angle, i.e. the angle between radar wave-vector and drift velocity, a is the

aspect angle i.e. the complement of the angle between k
!

and ~B, l is the scale length of
irregularities, fe;i is the electron and neutral collision frequency, DNe is the average
level of the electron density fluctuations, Ne is the electron density of irregularities.
Assuming that the magnitude of electron density fluctuations has linearly relationship
with the electron density, which also consistent with experimental results [8]. For
convenience of discuss, Eq. (10) can be reduced to [9, 10]

g / N2
e expf�2k2ðl2ka2 þ l2?Þg ð11Þ

where lk;? is the scale size of irregularities along and across the external magnetic field

B
!
, respectively. Equation (10) is based on the assumption that lk � l? and klk � 1 so

that g appears peak when a ¼ 0�, namely k
!?B

!
which means the major contribution

to the backscattered field is only a small region of ESV.
In summary, our analysis reveals that the backscatter ionospheric clutter of HFSWR

should be dominated by the specific ionospheric region in which the wave vector is
near perpendicular to the electromagnetic field in simplified situation.

3 Simulations and Analysis

This section presents the results of simulations testing the theory developed in the pre-
vious sections. Figure 1 shows the effect of each variable in Eq. (11) on ESV reflectivity.
In Fig. 1(a), we choose parameter lk ¼ 1000m to simulate the ESV reflectivity vary with

different frequencies limited to the radar resolution. Figure 1(b) shows the ESV reflec-
tivity vary with different scale size of irregularities. Figure 2 shows ESV reflectivity in
three-dimensional with four specific frequencies.

We can see that the ESV reflectivity appears a very strong peak near a ¼ 0� and
rapid declines in other incident angles. The higher the frequency is, the more obvious
this phenomenon is. Based on the above observation, we can draw a conclusion that the
major contribution to the backscattered field is only the region of ionosphere where
wave vector is perpendicular to the major axis of field-aligned, regardless of frequency
and scale size of irregularities.

We choose different radar operating frequencies to simulate RCS of ionosphere, but
they are almost the same. In Fig. 3, the radar frequency is 3 MHz. It is obvious that the
RCS of ionosphere do not change with the detection range, only depended on aspect
angle. Therefore, the RCS of ionosphere for HFSWR should be dominated by the
specific ionospheric region in which the direction of wave vector approaches the
normal to the external magnetic field.

236 Y. Xuguang et al.



Fig. 1. Effect of each variable in Eq. (11) on ESV reflectivity.

(a) 0 3f M= (b) 0 6f M=

(c) 0 9f M= (d) 0 12f M=

Fig. 2. 3D ESV reflectivity varies with different radar operating frequencies, aspect angle and
scale size of irregularities along the external magnetic field.
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4 Conclusions

The main purpose of this paper is to reveal the physical mechanism of RCS of iono-
sphere for HFSWR. The purpose of this work arose from the need of quantify impact of
the ionosphere to radar system. Firstly we obtained the generalized radar range
equation for the ionosphere and the RCS of ionosphere. Then we used coherent
scattering theory to analysis the major contribution to RCS of ionosphere, i.e. the
reflectivity of effective scatter volume in the case of simplification. Simulations illus-
trate the effect of each parameter on the reflectivity of ESV and found out the key
contribution to the reflectivity of ESV is only the aspect angle, rather than other
parameters, such as radar frequency, scale size of irregularities or detection range.
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Abstract. We investigate a novel mode selection scheme for full-duplex
(FD) cellular system where the base station (BS) and the user equipments
(UEs) are equipped with multiple-input multiple-output (MIMO) antennas. We
consider that FD is utilized at the BS, i.e. it enables simultaneous transmission
and reception at the same frequency band, while UEs work in the conventional
half-duplex (HD) way. Since FD system can not always outperform HD system
due to residual self interference (RSI) at the base station, the mode selection is
mainly determined by system performance. To address this issue, a joint mode
selection and beamformer optimization problem with power constraints is for-
mulated to achieve the maximal weighted sum rate (WSR). On account of the
non-convex of original problem, a heuristic algorithm based on decoupling is
proposed, which decomposes the original problem into two sub-problems. One
is mode selection sub-problem and the other one is mean square error
(MSE) minimization sub-problem. By means of simulation, the proposed
algorithm shows the ability to choose the mode with greater performance in
achievable rate.

Keywords: Full-duplex � Cellular system � Self-interference
Mode selection � WSR

1 Introduction

System rate improvement has become one of the most significant characteristics in 5G
cellular communication systems since the great demand for data transmission. Most
modern communication systems apply bi-directional communication, which in tradi-
tional way needs two different channels for inverse directions, typically using time
division duplex (TDD) or frequency division duplex (FDD) technique, to provide
isolation between transmission and reception. As we all known, these communication
systems utilize half-duplex (HD) technology. Full-duplex (FD) technology can
inconceivably increase system throughput and spectral efficiency by enabling fully
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utilizing of both time and frequency resource, which has attracted considerable interest
both in industry and academia.

The major obstruction of applying full-duplex technology in real communications
is the self-interference (SI) which is generated by simultaneous transmission and
reception on the same end. A large amount of research has considered the problem of
SI in FD communications by studying various system architectures and
self-interference cancellation (SIC) techniques to mitigate SI signal. Generally, SIC
techniques can be divided into three types: antenna, analog and digital cancellation.
Analog cancellation tries to remove SI before the deteriorated signals are digitized,
whereas digital cancellation eliminates the SI after the signals are digitized. Generally
one approach alone usually still leaves a majority amount of SI. Recent researches in
SIC have made a great progress in reducing SI into a low level. New antenna designs,
together with analog and digital cancellation, are applied to eliminate most SI. Digital
cancellation in transceiver design was considered in [1] along with taking actual
implementation facts of FD systems into account. Moreover, certain experimental
results were displayed in [2–4] which can reach 50–80 dB of SI cancellation. A com-
bination of analog and digital cancellation method was proposed in [5], which showed
85 dB cancellation effect over a 20 MHz WLAN channel. Besides the hardware based
research, most theoretical works were stemming from array processing technique, that
is known as beamforming [6, 7].

However, due to channel estimation errors, the SI cannot be eliminated fully.
Hence, the residual self-interference (RSI) remains at a high level, which needs to be
cancelled via signal processing at baseband [8]. In other words, RSI cancellation results
will dominate that whether the FD system outperforms HD system or not. Therefore, in
ideal FD systems, a mode selection method is needed to between FD mode and
traditional HD mode. To address this issue, a joint mode selection and beamformer
optimization problem is formulated. To find the maximal objective which is the
weighted sum data rate, a heuristic algorithm based on decoupling is proposed, which
decomposes the original problem into two sub-problems. One is mode selection
sub-problem and the other one is weighted mean square error (WMSE) minimization
sub-problem.

The remainder of the paper is organized as follows: a multiuser FD MIMO system
model and the joint optimization problem are presented in Sect. 2. The specific analysis
of the proposed heuristic algorithm is illustrated in Sect. 3. Section 4 provides
numerical simulations of overall system performance. Section 5 concludes our work.

2 System Model and Problem Formulation

Consider a multiuser FD MIMO system as depicted in Fig. 1, in which the base station
(BS) communicates with K uplink (UL) users and J downlink (DL) users simultane-
ously. Both the BS and users are equipped with multiple antennas. For simplicity, we
assume the same antennas at transmit and receive ends. HUL

k represents channel from
the k-th UL user to BS and HDL

j represents the channel from BS to the j-th DL user. We
assume FD only applied at BS, users work at HD mode because of the hardware
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complexity. Thus SI exists only at BS, and SI channel is denoted as H0. Hj;k denotes
the interference channel between UL and DL users.

The signal transmitted by the k-th UL user and the j-th DL user are denoted as sULk
and sDLj , respectively, which are assumed with independent identical distribution and
unit power. Denoting the transmit filters for transmit signals as T and the receive filters
for the received data as R. The signal received by the BS and the j-th DL user are
denoted as

y0 ¼ m½
XK

k¼1
HUL

k TUL
k sULk þ ffiffiffi

g
p

H0

XJ

j¼1
TDL
j sDLj þ n0�

þ ð1� mÞ½
XK

k¼1
HUL

k TUL
k sULk þ n0�

ð1Þ

yDLj ¼ HDL
j

XJ

j¼1
TDL
j sDLj þ

XK

k¼1
Hj;kTUL

k sULk þ nDLj ð2Þ

where m 2 f0; 1g is the mode selection parameter. When m ¼ 1, FD mode is selected,
otherwise HD mode is selected. g is the RSI factor. Meanwhile, n0 and nDLj are additive
white Gaussian noise at receivers.

As is shown in (1), the first term contains the inter-user interference; the second
term is SI. The second term in (2) is the inter-channel interference. Since FD mode
cannot keep outperforming HD mode since RSI exists at the BS, the mode selection
parameter m is obviously determined by the performance of the system. Thus, in order
to achieve the great performance of this FD MIMO cellular system, we should propose

Fig. 1. FD cellular system model
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an optimized design of transmit and receive filters to deal with those interference and to
maximize system rate.

Since the value of m could only be 0 or 1, the covariance matrices of noise plus
interference are written as

CUL
k ¼ m½

XK
i¼1;k 6¼i

HUL
i TUL

i ðTUL
i ÞHðHUL

i ÞH þ
XJ
j¼1

gH0T
DL
j TDL

j HH
0 þ I�

þ ð1� mÞ½
XK

i¼1;k 6¼i

HUL
i TUL

i ðTUL
i ÞHðHUL

i ÞH þ I�
ð3Þ

CDL
j ¼

XK

k¼1
Hj;kT

UL
k ðTUL

k ÞHðHj;kÞH þ
XJ

i¼1;i6¼j
HDL

i TDL
i TDL

i HDL
i þ I ð4Þ

where I is the identity matrix.
The received signals RUL

k and RDL
j are filtered by receiving beamformers. Thus, the

estimated signal at the BS is given as ŝULk ¼ ðRUL
k ÞHy0. According to [9], the lower

bound of the achievable rate of uplink and downlink users under Gaussian signaling are
expressed as

IULk ¼ log2 jIþHkTUL
k ðTUL

k ÞHðHUL
k ÞHðCUL

k Þ�1j ð5Þ

IDLj ¼ log2 jIþHDL
j TDL

j ðTDL
j ÞHðHDL

j ÞHðCDL
j Þ�1j ð6Þ

We try to maximize weighted system sum rate. In general, the rate of uplink and
downlink can not be simply added together because they are of different importance.
Hence, two weight factors lULk and lDLj are introduced here to get system sum rate
given by

I ¼
XK
k¼1

lULk IULk þ
XJ
j¼1

lDLj IDLj ð7Þ

Therefore, the joint problem with mode selection and beamformer optimization can
be formulated as

max
m;T;R

XK
k¼1

lULk IULk þ
XJ
j¼1

lDLj IDLj

s:t: trfTUL
k ðTUL

k ÞHg�PkX
j
trfTjðTDL

j ÞHg�PT

ð8Þ

where Pk is power constraint for UL user, and PT denotes the power constraint for BS.
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3 Algorithm of Optimization

According to [9], based on the relationship between weighted sum rate (WSR) and
weighted minimum mean squared error (WMMSE) problems for FD cellular system,
the MMSE receive beamformer applied at BS is expressed as

RUL
k ¼ ðTUL

k ÞHðHUL
k ÞH ½HUL

k TUL
k ðTUL

k ÞHðHUL
k ÞH þCUL

k ��1 ð9Þ

Substitute (9) into ŝULk ¼ ðRUL
k ÞHy0 and EUL

k ¼E½ðŝk � skÞðŝk � skÞH �, the MSE
matrix is written as

EUL
k ¼ ½I� ðTUL

k ÞHðHUL
k ÞHðCUL

k Þ�1HUL
k TUL

k ��1 ð10Þ

It is obviously that the relationship between achievable rate and MMSE can be
denoted as

IULk ¼ log2 ðEUL
k Þ�1�� �� ð11Þ

Similarly, the MMSE bemformer, the MSE matrix and the achievable rate of j-th
DL user are as follows,

RDL
j ¼ ðTDL

j ÞHðHDL
j ÞH ½HDL

j TDL
j ðTDL

j ÞHðHDL
j ÞH þCDL

j ��1 ð12Þ

EDL
j ¼ ½I� ðTDL

j ÞHðHDL
j ÞHðCDL

j Þ�1HDL
j TDL

j ��1 ð13Þ

IDLj ¼ log2 ðEDL
j Þ�1

��� ��� ð14Þ

Now we can formulate the WMMSE problem as

min
m;T;R

XK
k¼1

trfWUL
k EUL

k gþ
XJ
j¼1

trfWDL
j EDL

j g

s:t: trfTUL
k ðTUL

k ÞHg�PkX
j
trfTjðTDL

j ÞHg�PT

ð15Þ

where WUL
k and WDL

j are weight matrix. The WSR and WMMSE problems are
equivalent as long as carefully choose weights, which are denoted as

WUL
k ¼ lULk ðEUL

k Þ�1
.
ln 2 ð16Þ

WDL
j ¼ lDLj ðEDL

j Þ�1
.
ln 2 ð17Þ
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After elaborately choose MSE weights as listed in (16) and (17), the KKT con-
ditions of the WSR and WMMSE problems can be satisfied simultaneously. Therefore
the original problem (8) can be settled by solving WMMSE problem (15). Here, we
propose a heuristic algorithm by decoupling problem (15) into two sub-problems:
beamformer optimization and mode selection.

3.1 Beamformer Optimization

The optimal transmit beamformer TUL
k of each UL user can be calculated by utilizing

the Lagrange method. Then the optimal TUL
k is expressed as

TUL
k ¼ ðXUL

k þ kkIÞ�1ðHUL
k ÞHðRUL

k ÞHWUL
k ð18Þ

where XUL
k ¼ ðHUL

k ÞHðRUL
k ÞHWkRUL

k HUL
k and kk is the Lagrange multiplier, which can

be obtained by taking the singular value decomposition of Xk ¼ UkKkðUkÞH .
Rewrite the power constraint in problem (15) as

trfTUL
k ðTUL

k ÞHg ¼
XK
k¼1

gki
ðkk þDkiÞ2

¼ Pk

ð19Þ

where gki is the i-th diagonal element of ðUkÞHðHUL
k ÞHðRUL

k ÞHWkðWkÞHRUL
k HUL

k Uk

and Dki denotes the i-th diagonal element of matrix Kk. After that kk is calculated using
bisection method.

Similarly, we can obtain close form solutions of the optimal transmit filters TDL
j

under the sum-power constraint as follows

TDL
j ¼ aT

DL
j ð20Þ

where

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

PTP
j trfT

DL
j ðTDL

j ÞHg

s
ð21Þ

and T
DL
j is computed as

T
DL
j ¼ ðXj þ

P
k trfðRDL

j ÞHWDL
j RDL

j g
PT

Þ�1ðHDL
j ÞHðRDL

j ÞHWDL
j ð22Þ

where Xj ¼ ðHDL
j ÞHðRDL

j ÞHWDL
j RDL

j HDL
j .
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3.2 Mode Selection

Since both in the original WSR problem (8) and equivalent MMSE problem (13), the
mode selection parameter m is irrelevant to any of the other variables, m is only
determined by the rate performance of different mode. Then, we can compare the
system sum rate performance of FD and HD modes and choose m to get the better
performance.

3.3 Convergence

Therefore, the optimal solution of original WSR problem (8) can be achieved by
solving the equivalent WMMSE problem (13), which can be decoupled into two
sub-problems and using the iterative alternating algorithm listed in Table 1.

4 Numerical Simulations

This section is devoted to examine system sum rate performance of the proposed
optimization scheme through simulation. For simplicity, we assume the same transmit
power constraint.

Figure 2 elaborates the convergence behavior of our algorithm. We can find that the
WSR problem converges in a few iterations under different power constraints. We
illustrate the achievable sum rate with different numbers of users in Fig. 3. The sum
rate of the system increases with the user number, because of the user diversity gain.
Figure 4 compares the achievable sum rate under different INR (self-interference noise
ratio). It has been seen from the figure that the sum rate of HD mode is constant to INR
and the performance of FD mode decreases with INR. When INR is large enough, HD

Table 1. WSR maximum agorithm.

1) Set mode selection m=1 
2) set the iteration number N and start from n=0, initialize the transmit filters 

UL
kT and DL

jT . 
3) n=n+1. 
4) Calculate the receive filters UL

iR and DL
jR using (9) and (12). 

5) Calculate the weight matrices UL
kW and DL

jW using (16) and (17). 

6) Update the transmit filters UL
kT and DL

jT using (18) and (20). 
7) Repeat step 3) ~ 6) until convergence, or N is reached.
8) Get the achievable rate of FD system using (7). 
9) Set mode selection m=0. 
10) Repeat step 2) ~ 7) until convergence, or N is reached.
11) Get the achievable rate of HD system using (7). 
12) Compare the achievable rate of FD scheme with HD scheme, set the mode as the 

one with higher rate.
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system outperform FD system, in other words the advantage of FD system disappears.
We can also find in Fig. 4 that the sum rate of FD mode drops below that of HD mode
around INR = 0 dB when SNR = 20 dB. Figure 5 gives the performance of the pro-
posed heuristic algorithm. At low-to-mid range of INR, FD mode holds a better per-
formance over HD mode, so the system remains working in FD mode. But when INR
increase, sum rate of HD scheme outperforms that of FD scheme, the system will
switch to the HD mode. In all, the proposed optimization can provide the freedom to
switch between the FD and HD mode then to insure the best performance of the
system.
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5 Conclusion

In this work, we have considered a full-duplex cellular communication system with the
BS transmitting and receiving simultaneously to (from) multiple DL (UL) MSs. The
main challenge of such system lies in SI of the BS and will cause the awkward situation
that FD mode cannot outperform HD mode. We formulate a joint mode selection and
beamformer optimization problem, which has the maximal weighted sum rate as
objective and power constraints. Since the non-convex characteristic of the problem,
global optimal solution is hard to achieve. Thus a heuristic algorithm based on
decoupling is proposed, which decomposes the original problem into two
sub-problems. One is mode selection sub-problem and the other one is minimization of
weighted sum mean square error sub-problem. Numerical results demonstrate that the
proposed algorithm can always choose the mode with greater performance in achiev-
able rate.
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Abstract. Aiming at the problem of deploying the vehicular relay station in the
construction of emergency communication network, OpenStreetMap and FME
tools are used to construct the electronic map which contains the geographic
information such as roads and rivers. A Method for judging the line of sight
propagation is also studied. The simulation results show that the proposed
algorithm can be more reasonable and applicable to address the vehicle relay
station, and can fulfill the requirements of the actual emergency communication
link construction better.
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1 Introduction

After large-scale natural disasters, the wired and fixed communication infrastructure in
the affected areas is very likely to suffer the serious damage causing the communication
interruption. A large number of facts show that existing communication networks are
often unable to meet emergency communication needs in the face of sudden natural
disasters and public events [1]. Sometimes, due to communication disruption, after the
emergency rescue personnel arrived at the scene, they can not communicate well and
coordinate the forces of all parties, thus the efficiency of emergency rescue was greatly
reduced [2]. Therefore, the establishment of an interconnected, efficient and adaptive
emergency communication network can enhance the ability to respond to sudden
natural disasters.

In the actual disaster relief process, Relief Commanding Officer will deploy a
number of microwave stations and specify the corresponding network topology in
order to meet the needs of emergency communication. But between transmitting and
receiving microwave stations there are often high mountains, trees and other obstacles.
As a result, some of the microwave stations can not communicate normally, the original
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network topology can not be achieved as well. Due to the good mobility and flexibility
of the vehicle microwave station [3], it is possible to ensure the proposed network
topology by deploying vehicle microwave relay stations.

In the research of vehicle emergency communication, paper [4, 5] analyzes the
design and reconstruction of the emergency communication vehicle, but does not study
the deployment of communication vehicles in practical application; Paper [6] makes an
exploration on addressing vehicle relay stations, but it does not take the factors such as
roads and rivers in the actual geographic information into account so the accessibility
of the communication vehicle is ignored. Therefore, in order to meet the rapid
deployment of emergency communication network [7], we are now striving to find a
method to solve the problem of being convenient for the deployment of relay stations
under the network topology constraint. This method not only can guarantee the com-
munication requirements of the network topology between the designated microwave
stations, but also can combine with the flexibility of the vehicle relay stations, construct
the emergency communication network quickly and effectively.

2 Construction of Emergency Communication Network
with Multiple Constraints

2.1 Algorithm Idea

In order to construct the emergency communication links, firstly, extract the geographic
information such as elevations, roads and rivers in the affected area. Secondly, evaluate
the normal communication after giving the microwave stations and the corresponding
network topology. Finally, calculate the position of the deployed vehicle relay stations
and a series of parameters such as the heights and elevations of the microwave antennas
to satisfy the network topology rapidly.

Sometimes, line of sight propagation can not be achieved by the transmitting and
receiving station due to the block obstacles such as mountains and forests, so it is
necessary to establish microwave relay stations to amplify the signal. In order to meet
the requirements of the rapid deployment of the relay stations, the following constraints
should be met:

(i) The relay stations should be built in places where the terrain is relatively flat and
relatively low in altitude;

(ii) The relay stations should be placed near the road;
(iii) The relay station should be placed avoided the river;
(iv) Multiple relay stations should be placed like the word “Z” instead of one on the

top of the hill;

Under the above constraints, AHP-TOPSIS (Analytic Hierarchy Process - Tech-
nique for Order Preference by Similarity to an Ideal Solution) algorithm is used for
addressing vehicle relay stations. The optimal solution is determined by calculating the
altitudes and attenuation of every alternative relay stations and measuring the shortest
distance from the positive ideal solution (PIS) and the farthest distance from the
negative ideal solution (NIS) respectively [8].
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2.2 Visualization of Terrain Conditions

In the visual construction of terrain conditions, the Digital Elevation Model (DEM),
which is a special case of Digital Terrain Model (DTM), is used where Z axis repre-
sents the elevation value of the current position, in other words, it represents the
altitude of the current position. Taking E120_N37 as an example, the visualization of
the terrain construction steps are as follows:

(i) Use the DEM with a distance of 1/1200 degree downloaded from geospatial data
cloud as the data source. And using the GlobalMapper tool to convert the DEM
into the image file [9].

(ii) Use OpenStreetMap to download and extract a variety of terrain information
[10].

(iii) Use the FME tool [11] to edit and stratify the map, extract the roads information
separately and convert it into Excel or other data types of file containing the
latitude and longitude information of roads.

(iv) Extract the rivers information by step two and three. In the end, combine the
roads information, rivers information and elevations information of the map.

Based on the visualization of terrain conditions, we not only can see the terrains,
roads and rivers directly, but also can extract the elevation of each point and the location
of roads and rivers in the electronic map to do operations simply (Figs. 1 and 2).

2.3 Analysis of Relay Station Deployment

In the construction of microwave communication link, path types are divided into line
of sight (LOS) and not line of sight (NLOS) types. The choice of antenna heights
affects the attenuation of microwave propagation, so it is necessary to design the
antenna heights reasonably. In the project, the determination of the antenna heights is
generally setting one end (transmitter or receiver) of the antenna height based on the

Fig. 1. Separation and extraction of roads
information

Fig. 2. Interface of electronic map
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known conditions firstly, then calculating the height of the other end according to the
design requirements.

An algorithm for judging two-point LOS is as follows:

(i) Firstly, set the height range of transmitting and receiving antennas; Secondly, set
the height of transmitting antenna hta from low-to-high in the range and calculate
the height of receiving antenna hra. If the height of transmitting antenna is out of
range, it is judged as NLOS, otherwise, go to the next step. In which: hra = (2
n + 1)kd/4hta (n = 1, 2, …).

(ii) If the height of receiving antenna is out of range, increase the initial height of the
transmitting antenna, return to step 1, otherwise, go to the next step.

(iii) Calculate the path clearance Hc and the relative clearance P, if condition one and
condition two are not satisfied simultaneously, n = n + 1, return to step 1,
otherwise, go to the next step.
(a) Condition one: The minimum clearance Hcmin > 0; in which Hcmin = min

(Hc).
(b) The path clearance Hc is an important parameter to judge whether the

antenna can be transmitted as LOS propagation, and it refers to the distance
between the obstacle and radio wave. Path clearance: Hc = [(hta + H1)
d2 + (hra + H2)d1]/d − H3 − d1d2/2Ka (m); in the formula, H1, H2 and H3

refer to the altitude of the point of transmitting antenna, receiving antenna
and the interpolation point; d1 and d2 are the distance between the reflection
point and the transmitting and receiving antennas respectively; d is the
distance between transmitting and receiving antennas; K is the equivalent
earth radius factor; a is the actual earth radius.

(c) Condition two: Relative clearance P > 0.577 (Or Hc > F0). The working
point is on the left side of a radiation lobe’s maximum value on the P-
V curve (making V large enough), and shall be landed in the lower lobe as
far as possible [12]. The relative clearance P is the ratio of path clearance Hc

to the first Fresnel radius F1: P = Hc/F1.
(iv) After getting the heights of the transmitting and receiving antenna, judge the

path types as follows. If the elevation angle from transmitting antenna of
physical field of vision is larger than that of the transmitting antenna to the
receiving antenna, the path is tropospheric scatter path, in other words, it’s
NLOS path. Otherwise it’s LOS path. The method to judge the NLOS path is:
hmax > htd; in which hmax = max(hi) (i = 1, …, n − 1).
(a) hi: The elevation angle of the transmitting antenna to the ith interpolation

point: hi = (hi − hts)/di − 103d/2ae (mrad); In the formula, hi: The altitude
of the ith interpolation point; di: The distance between the transmitting
antenna and the ith interpolation point; ae: The median effective earth radius
suitable for this path; hts: The average altitude of transmitting antenna,
hts = h0 + hta (m); in which h0: The altitude of the 0th interpolation point
(i.e. the point of the transmitting antenna), hta is the height of the trans-
mitting antenna.

(b) htd: The elevation angle of the transmitting antenna to the receiving antenna:
htd = (hrs − hts)/di − 103d/2ae (mrad); in the formula, hrs: The average
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altitude of receiving antenna, hrs = hn + hra (m), in which hn: The altitude of
the nth interpolation point (i.e. the point of the receiving antenna), hra is the
height of the receiving antenna.

2.4 Link Space Propagation Attenuation Index

The attenuation of the spatial propagation of the link [13] Lf should satisfy: Lf ≦
[Pt] + [Gt] + [Gr] − [Lt] − [Lr] − [Pr]; in which: Pt: The transmitted power of the
microwave station; Pr: The received power of the microwave station; Gt: Antenna gain
of transmitting station; Gr: Antenna gain of receiving station; Lt: Feeder loss; Lr:
Branch loss.

The sensitivity of the general receiver is −120 dBm. Assume that a transmitter with
a transmit power of 30 W is used, the transmitting and receiving antenna gain are both
20 dB, the feeder and branch loss are both 5 dB. Calculated that Lf is less than or equal
to 194.77 dB.

The calculation of Lf can be found in Recommendation ITU-R P.676:

Lf ¼ Lb0 pð ÞþAht þAhr dBð Þ: ð1Þ

In the formula, Lb0(p) is the basic transmission loss given by the LOS model and be
predicted 90% of the time that will not be exceeded; Aht, Ahr is the corresponding
additional loss due to the height in local scatterer–Gain effect.

2.5 AHP-TOPSIS Algorithm with Multiple Constraints

Calculate the Weight of Each Index Using Analytic Hierarchy Process (AHP). In
the process of multi-attribute evaluation, different attributes have different importances,
the corresponding weight is also different. In some multi-constraint conditions difficult
to quantify, AHP gives the method to calculate the weight of each attribute.

(i) Construct the criterion layer judgment matrix A as shown in Table 1, Ci:Cj = aij,
The greater the aij, the higher the importance of Ci than Cj.

(ii) Carry out the consistency test of the criterion layer matrix that CR = 0.024 <
0.1. It can be proved that satisfy the consistency index. In which: CR = CI/RI,
CI = (k − n)/(n − 1), k is the largest eigenvalue of the matrix, n is the dimen-
sion of the matrix, and RI is the random consistency index.

Table 1. Judge matrix

Attenuation (C1) Elevation (C2) Corner
(C3)

Distance
(C4)

Inclination (C5)

Attenuation (C1) 1 2 4 5 7
Elevation (C2) 1/2 1 2 3 6
Corner (C3) 1/4 1/2 1 3 4
Distance (C4) 1/5 1/3 1/3 1 2
Inclination (C5) 1/7 1/6 1/4 1/2 1
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(iii) The normalized feature vector corresponding to the largest eigenvalue of the
matrix is obtained: w = [0.4563 0.2583 0.1611 0.0785 0.0458]. w is the weight
of each attribute.

AHP-TOPSIS Algorithm [14–16]. By combining the TOPSIS method with AHP, the
weight calculated by AHP is introduced: tij = wj � bij; where: tij is the weighted
specification value of each attribute and bij is the original value of each attribute. Based
on this, construct the PIS and NIS of the problems and the distance between candidate
points and the PIS and NIS to calculate the comprehensive evaluation index, then sort
all alternatives and get the optimal solution.

Determine the worst alternative: twj = {[max(tij|i = 1, 2, …m)| j 2 J−], [min(tij|
i = 1, 2, …m)| j 2 J+]};

Determine the best alternative: tbj = {[min(tij|i = 1, 2, …m)| j 2 J−], [max(tij|i = 1,
2, …m)| j 2 J+]};

Where:
J− = {j = 1, 2, …n| j associated with the criteria having a negative impact};
J+ = {j = 1, 2, …n| j associated with the criteria having a positive impact};
Distance between the target alternative and the worst condition:

diw ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

ðtij � twjÞ2
vuut ; i ¼ 1; 2; � � � ;m ð2Þ

Distance between the alternative and the best condition:

dib ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
j¼1

ðtij � tbjÞ2
vuut ; i ¼ 1; 2; � � � ;m ð3Þ

Comprehensive evaluation index:

siw ¼ diw=ðdiw þ dibÞði ¼ 1; . . .;mÞ ð4Þ

The Specific Steps of the Algorithm

(i) Given the specified network topology, determine the path types of the micro-
wave stations for communication by the algorithm mentioned in 1.3, if it’s LOS,
the relay station is not needed, if it’s NLOS, go to the next step.

(ii) Determine the constraints of the relay station addressing range, and limit the
range of alternative points: P = Pc \ Pr − Pw. In which: Pc: Set of points in the
circle where the center is the midpoint of the two microwave stations, and the
diameter is the distance between the two stations; Pr: Set of points less than
10 m on both sides of the road; Pw: Set of points the river passes through. If the
point can be transmitted by LOS with any station, then list it as an alternative
point.

Construction of Emergency Communication Network 259



(iii) Calculate the altitude h of each alternative point, according to formula (1) to
calculate the spatial propagation attenuation Lf and other parameters, according
to formulas (2)–(4) to calculate the comprehensive evaluation indexes siw and
sort them. The larger the siw, the better the point.

(iv) Judge whether the optimal relay station and the two microwave stations can
transmit along LOS and compare the link attenuation value. If the LOS trans-
mission can not be satisfied or attenuation value is beyond the setting range, go
to step 3, using the suboptimal point. If all alternative points can not meet the
above conditions, take the optimal point and the NLOS microwave station as
transceiver stations, go to step 2 and searching for a second relay station;
Otherwise, go to the next step.

(v) Once the communication between the original microwave stations is satisfied,
the operation is completed. Output all relay stations’ positions, and calculate the
antenna height, elevation and other parameters.

3 Experimental Simulation and Program Evaluation

Still take the E120_N37 area as an example, select a number of microwave stations and
set the proposed network topology randomly: 1-2, 1-3, 1-4, 2-3.

Set the maximum height of the transmitting and receiving antennas to 20 m, and
specify the transmitting antenna height (initial value of 3 m). It is judged by the
algorithm that microwave stations 1 and 2, 1 and 3, 2 and 3 can not transmit from each
other by LOS. The locations of the vehicle relay stations calculated by the algorithm
are shown in Fig. 3 (red hatch fill); the latitudes, longitudes and elevations of the relay
stations and microwave stations are shown in Table 2.

Fig. 3. Emergency link construction of random area (Color figure online)
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In order to meet the needs of practical applications, the algorithm finally calculates
the antenna heights hta and hra, elevation angle htd and azimuth angle as shown in
Table 3.

As shown in Fig. 3, the relay stations calculated by the algorithm are selectively
distributed near the road but not in the river. The elevation of each relay station is not
too high, therefore the fast deployment requirements can be met. It can be seen from
Table 3 that the antenna height of each microwave station is within the setting range,
and the attenuation value of each link is less than 194.77 dB, which satisfies the general
receiver’s sensitivity requirement. The calculation of antenna heights, elevation angles
and azimuth angles not only proves the feasibility of the algorithm, but also improves
the practicability of the algorithm.

4 Conclusion

This paper introduces an emergency communication network construction method
combining multi - constraint geographic information, which is used to implement the
proposed topology network. Combined with the electronic map, taking into account the
actual roads and rivers and other geographic information, the locations of the vehicle
relay stations are calculated and simulated under multiple constraints. In addition, the

Table 2. Calculation results

Microwave station number Longitude/(°) Latitude/(°) Elevation/(m)

Microwave station 1 120.75209 37.31874 203
Microwave station 2 120.79625 37.51541 150
Microwave station 3 120.96709 37.35791 223
Microwave station 4 120.57959 37.27541 210
Relay station 5 120.81292 37.38375 126
Relay station 6 120.83875 37.39042 115
Relay station 7 120.85625 37.39708 93
Relay station 8 120.90208 37.36542 122

Table 3. Microwave link

Microwave station number Antenna height/(m) Elevation angle/(°) Azimuth angle
/(°)

Attenuation/(dB)

Microwave station 1-5 5.00, 7.75 2.02, −3.03 EbN 46.90, WbS 46.90 117.96

Microwave station 5-2 3.00, 18.97 0.18, −1.83 WbN 82.78, EbS 82.78 125.37

Microwave station 1-6 8.00, 16.18 3.02, −4.26 EbN 39.59, WbS 39.59 120.41

Microwave station 6-3 20.00, 20.00 1.24, 33.08 EbS 14.21, WbN 14.21 172.74

Microwave station 1-4 9.00, 13.93 24.40, −26.19 WbS 14.10, EbN 14.10 123.72

Microwave station 2-7 4.00, 14.18 1.75, −3.34 EbS 63.11, WbN 63.11 129.41

Microwave station 7-8 3.00, 17.65 2.50, −3.10 EbS 34.64, WbN 34.64 116.37

Microwave station 8-3 20.00, 20.00 0.77, 31.94 EbS 6.58, WbN 6.58 161.03
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heights and elevations of the transmitting and receiving antennas in the network are
also planned. The results show that the method can meet the reachability requirement
of vehicle relay stations, and the link attenuation and antenna placement parameters are
within reasonable limits and can be effectively used in emergency network construc-
tion. In the future work, the algorithm will be combined with spectrum planning and
other technologies to allocate the frequency of the constructed communication network.
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Abstract. With the development of national defense weaponry and equipment
level, higher requirements are put forward for the servo control system. The
traditional PID algorithm is difficult to satisfy the target; this paper proposes a
sliding mode control algorithm. Firstly, the working principle is analyzed, the
DC motor model is established, the sliding mode controller is designed, and the
boundary layer method is used to weaken the chattering of sliding mode control,
the Stribeck friction model is used at the same time, and the simulation and
experimental results is given. The experimental results show that the tracking
error of the sliding mode control is 0.36° and the tracking error of the PID
control is 0.675° under the same conditions, the results show that the sliding
mode control algorithm is better than the PID control algorithm in the robustness
and tracking performance.

Keywords: Turntable � Servo system � PID control algorithm
Sliding mode control algorithm

1 Introduction

Nowadays, in the field of aviation, spaceflight, navigation, the world competition for
military supremacy is becoming increasingly acute, the performance requirements for
the navigation and guidance equipment is improved continuously. As one of the key
equipment of the guidance weapon, the turntable also needs higher dynamic perfor-
mance. The way to improve the control method to improve the tracking accuracy of the
turntable has been an urgent problem to be solved [1].

As the motor is often rotated a very small angle when the turntable works, the
friction torque, which is often neglected in general motor control, cannot be ignored in
the turntable control. So many scholars use various methods to control and compensate
the influence of friction torque. Friction is a very complex nonlinear phenomenon, and
the traditional control algorithm such as PI control and PID control is not enough to
make up for its influence [2]. Li pointed out that although the traditional PID method is
simple, well stability algorithm, it is easy to cause the system overshoot or shock [3].
Since the 80s of last century, the research in this field has grown significantly, and
many new friction models and friction compensation methods have emerged, and they
have been successfully applied to the servo control system [4]. Yan et al. separated the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 263–272, 2018.
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friction torque from the load torque and designed an adaptive back stepping controller
to achieve the targeted compensation of friction torque [5]. Zhang et al. used the dual
observer to observe the changing state of the LuGre friction model aimed at the
onboard battery servo control system, and designed an adaptive dynamic compensation
algorithm to compensate the nonlinear disturbance of the friction force, and the
tracking accuracy is improved [6]. Although the LuGre friction model can describe the
dynamic characteristics of the friction force in the servo control system accurately, it is
very difficult to measure the parameters of the model as for its high nonlinearity [7].
Yan et al. made a detailed analysis of Coulomb friction model, Stribeck friction model
and Lugre friction model, and pointed out that the Lugre model has many parameters
and is very difficult to be measured, and the Stribeck friction model is more accurate
than the Coulomb friction model and can achieve 90% approximation of the entire
friction characteristics [8].

In this paper, a sliding mode switching function and a sliding mode controller are
designed, the boundary layer method is used to suppress the chattering in the sliding
mode control. The simulation results show that the boundary layer method can restrain
the chattering of sliding mode. At the same time, the sliding mode controller is
compared with the PID controller and the Stribeck friction model is used. The simu-
lation results show that the sliding mode controller has good tracking performance and
robustness. Finally, the turntable servo control device is designed, debugged and
analyzed by the LabVIEW PC, and achieved good experimental results.

2 The Working Principle and Design of Sliding Mode
Controller

2.1 The Working Principle of Sliding Mode Controller

The schematic diagram of the sliding mode is shown in Fig. 1. It can be seen that the
design of sliding mode control system is mainly divided into two parts; one is on the
sliding surface movement, also called sliding mode movement, corresponding to the
switching function; the other is outside the sliding surface movement, also called
reaching movement, corresponding to the sliding mode control rate. Which the sliding
surface determines the performance of sliding mode control, influences the robustness
of sliding mode control, and the reaching law determines the reaching method from any
state to the sliding surface, which influences the rapidity and accessibility of sliding
mode control.

x&
( )S x 0 0( , )x x&

The switching function 
of sliding mode

The control rate
of sliding mode

x

Fig. 1. Schematic diagram of the sliding mode state
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Linear sliding surface is the most common sliding surface, and the system has the
characteristic of reducing order on the sliding surface. The design of linear sliding
surface can be realized by the method of optimal control and pole placement, which is
simple and easy to design, and it is widely used in various systems. The linear sliding
surface expression is shown in the formula 1, in which SðxÞ is the sliding surface; C is
the sliding mode coefficient; x is the system state.

SðxÞ ¼ C _xþ x ð1Þ

2.2 The Design of Sliding Mode Controller

(1) The design of the switching function. The dynamic structure of DC motor
under rated excitation is shown in Fig. 2.

According to the model, the relationship between the input voltage and the motor
current is shown:

Ud0ðsÞ � EðsÞ½ � � 1=R
Tlsþ 1

¼ IdðsÞ ð2Þ

Through the deformation, taking the position, speed, current as the state variable,
the input voltage, load torque as input variables, which can be converted to a state
diagram, as shown in Fig. 3.
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Fig. 2. The dynamic structure of DC motor under rated excitation
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Fig. 3. The state transition diagram of DC motor
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If the friction resistance and no-load torque are ignored, the state equation _x ¼
AxþBu can be shown in formula 3.

_x1
_x2
_x3

2
4

3
5 ¼

0 6 0
0 0 R

CeTm

0 � Ce
L � 1

Tl

2
4

3
5 �

x1
x2
x3

2
4

3
5þ

0
0
1
L

2
4

3
5Ud0 ð3Þ

Suppose the sliding mode switching function is r ¼ S1x1 þ S2x2 þ S3x3, when the
system reaches the switching plane, r ¼ 0 ; _r ¼ 0, the sliding mode equation is shown:

_x1 ¼ ðA11 � A13S�1
3 S1Þx1 þðA12 � A13S�1

3 S2Þx2
_x2 ¼ ðA21 � A23S�1

3 S1Þx1 þðA22 � A23S�1
3 S2Þx2

�
ð4Þ

Set K1 ¼ S�1
3 S1, K2 ¼ S�1

3 S2, which can be arbitrarily determined by pole place-
ment. Set S3 ¼ 1, and S ¼ K1 K2 1½ �: Substituting the data, it can be got that

A ¼
0 6 0
0 0 31:609
0 �171:429 �314:286

2
4

3
5 B ¼

0
0

142:857

2
4

3
5 ð5Þ

According to the sliding mode state equation, it can be got that
s2 þ 31:609K2sþ 198:654K1 ¼ 0: We assume that the system does not overshoot,
assume that the system has two identical real roots s1;2 ¼ �15:805K2, and because of
the discriminant equals zero we can conclude K1 ¼ 1:317K2

2 , we hope that we can
obtain the characteristic as good as the PID regulator in the absence of friction and
disturbance. It can be calculated that K1 ¼ 0:396, K2 ¼ 0:548, so the sliding mode
switching function is that:

r ¼ 0:396x1 þ 0:548x2 þ x3 ð6Þ

According to the state equation, it can be written:

r ¼ 0:396x1 þ 0:091 _x1 þ 0:00527€x1 ð7Þ

(2) The design of the sliding mode controller. Choose the exponential reaching
law:

_r ¼ �kr� gsgnðrÞ ðk[ 0; g[ 0Þ ð8Þ

According to the definition of sliding mode switching function, it can be seen that
_r¼ S _x ¼ SðAxþBuÞ, which is used to form the controller expression:

u ¼ �ðSBÞ�1 SAxþ krþ gsgnðrÞ½ � ð9Þ
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Substituting the data, we can obtain that:

Ud0 ¼ �0:007� ½�169:053x2 � 296:964x3 þ krþ gsgnðrÞ� ð10Þ

When k ¼ 20, it has good reaching speed. Since the sliding mode switching
function uses the deviation, the overall jitter is small, so we choose g ¼ 5. In order to
form a contrast with the PID controller, MATLAB is used to simulate the character-
istics of the step, given a 36° simulation results shown in Fig. 4. It can be seen that the
switch function, and the controller output form a high frequency jitter, while the speed,
position do a low frequency swing in the steady-state value near the micro amplitude.
On the one hand, the rotary inertia of the turntable is too large and the speed is slow;
On the other hand, the current feedback is introduced, and the amplitude of the current
is small. At the same time, the speed feedback and position feedback are introduced to
make the change from current to position smaller and smaller.

2.3 Boundary Layer Method to Suppress the Chattering of Sliding Mode

In the sliding mode control, the existence of the sign function will cause the chattering
of the input control. In order to eliminate the jitter, a thin boundary layer can be set near
the sliding mode surface, so that the output can be controlled to the continuous function
between the two boundary layers, as shown in Fig. 5.

From the analysis above, it can be shown that the expression of the boundary layer
method is actually a symbolic function, as shown in formula 11. When the sliding
mode function enters between the boundary layers, the system will be switched from
the switching state to the continuous state, that the system can be approximated as the
sliding surface.
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satðrÞ ¼ r=/ jrj\/
r=jrj jrj �/

�
ð11Þ

If the boundary layer is too large, the constraints of system dynamics will be
reduced to the sliding surface, and the robustness will be reduced. If the boundary layer
is too small, the chattering suppression ability will be reduced to the boundary layer.
Take the saturation function instead of the sign function; the system has a small
chattering and good robustness when taking the boundary layers, as shown in Fig. 6.
Compare Fig. 4 with Fig. 6, the state of the system is fast on the sliding surface
/ ¼ 0:01, form the high frequency sliding mode chattering in Fig. 4(d), but the system
is very slow to approach, cross, away from the sliding mode switching plane, only to
reach the boundary layer will change the direction of movement in Fig. 6(b). It can be
seen that the dither frequency of the system is greatly reduced.
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Fig. 5. The boundary layers in sliding mode
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3 The Performance Analysis of Sliding Mode Controller

3.1 The Tracking Characteristic Analysis

Without considering the friction resistance, the sine wave with the period of 5 s and an
amplitude of 36° (Generally, the ship’s swing period is not less than 8 s, where the 5 s
analysis can be used to cover most of the swing) is simulated by PID controller and
sliding mode controller respectively, and the following characteristics are shown in
Fig. 7. In Fig. 7 the actual amplitude of PID is given 1, and here magnified 36 times for
comparison. Compared with Fig. 7(a) and (b), the tracking performance of the sliding
mode controller is much stronger than that of PID controller that is because the sliding
mode surface contains the first derivative and the two derivative of the error, which can
get the movement trend of control input effectively, so as to produce better following
characteristics.

3.2 The Robustness Analysis

After adding the Stribeck friction to the system, the sketch map of the sliding mode
controller is shown in Fig. 8. Compared with Fig. 8 and Fig. 7(b), when the Stribeck
friction model is taken into account, the following characteristics of the sliding mode
controller are almost unchanged, which shows that the sliding mode controller has
good robustness. Parameters of Stribeck friction model in simulation are measured in
practice.
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4 The Design and Result Analysis of Turntable Servo Control
System

4.1 The Design of Turntable Servo Control System

Combined with the previous analysis, this paper designs the turntable servo control
device, including hardware circuit and software PC, etc. Hardware circuit consists with
ARM controller as the core, combined with the driver board and other peripheral
circuit. The software communicates with the hardware circuit by LabVIEW, and
debugs parameters.

The paper choose an absolute PID (non-incremental PID) as the PID regulator, the
expression is as follows:

uk ¼ ek � Kpþ eksum * Ki ð12Þ

In order to validate the designed the sliding mode controller, the PID algorithm is
compared. The sliding mode controller has no current loop, speed loop and position
loop, but it still needs to obtain the current, speed and position. As a result, the current
sampling filter, current sampling zero correction program are hold.

4.2 The Experimental Results Analysis

The servo control device is connected to the turntable for debugging. Open the
parameter setting interface of LabVIEW host computer, and download the parameters
to the lower machine through the serial port. Four working modes are set up respec-
tively, and the results of the four modes are shown in Fig. 9, and it can be calculated
that the maximum error is about 0.675°.
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(a) Current mode debugging results (b) Speed mode debugging results

(c) Position mode debugging results (d) Following mode debugging results

Fig. 9. Turntable PID control algorithm debugging results
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In the debugging process of sliding mode control algorithm, because of the algo-
rithm own reasons, there exists no elimination of the sliding mode chattering, and the
sliding mode controller has no independent current loop and speed loop, so it can only
carry on the position debugging and the simulation follow experiment. In the experi-
ment, the first order differential and second order differential make the system oscillate
seriously, so omit the second order differential and inhibit the first order differential
then choose the sliding mode switching function as shown in formula 13. In the
exponential reaching law, in order to guarantee the reachability of the system, it should
satisfy g[ 0 in theory, and the position deviation is an integer in the actual system,
there will be no decimal tending to zero, so g ¼ 0 is still suitable for the requirements
of accessibility. In order to reduce the current buffeting, accelerate the response speed,
and increase the parameter of exponential reaching law, the output expression of
sliding mode control is chosen as the formula 14 finally.

rðeÞ ¼ 0:396eþ 0:045 _e ð13Þ

Ud0 ¼ �0:007� ½�169:053x2 � 30x3 þ 200r� ð14Þ

The result is obtained in position mode of sliding mode control, as shown in Fig. 10
(a). When reaching the steady state, there exists some chattering, and the results of the
simulation following mode is shown in Fig. 10(b), and it can be calculated that the
maximum error is about 0.36°.

Compare Fig. 9(d) with Fig. 10(b), it can be seen that the sliding mode control
algorithm has better robustness and tracking performance than the PID control
algorithm.

5 Conclusion

In this paper, the sliding mode controller of servo control system is established. Firstly,
the working principle is analyzed; the DC motor model is established, the sliding mode
controller is designed, the sliding mode switching function is designed by pole
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(a) Position mode debugging results (b) Following mode debugging results

Fig. 10. Turntable sliding mode control algorithm debugging results
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placement method, the sliding mode controller is designed with the exponential
reaching law, and the boundary layer method is used to weaken the chattering of
sliding mode control. At the same time, the simulation model is built in Simulink, and
the Stribeck friction is added, and the simulation results show that the sliding mode
controller has good tracking performance and robustness. Finally, the turntable servo
control system is designed; LabVIEW is used to write the host computer, to control
ARM lower machine through the serial port, so as to control the servo motor. The
experimental results show that the tracking error of the sliding mode control is 0.36°,
and the tracking error of the PID control is as high as 0.675°, which proves that the
sliding mode control algorithm has better robustness and tracking performance than the
PID control algorithm. However, the sliding mode control algorithm has a large buf-
feting current, and the way to coordinate these coefficients and reduce the buffeting
current is the focus of the next study.

References

1. Songlin, C., Meilin, S., Libin, W.: Disturbance observer-based robust perfect tracking control
for flight simulator. Electr. Mach. Control 19(1), 113–118 (2015)

2. Xiaoping, X., Xuanju, D.: Study on hybrid friction model for motors based on neural network.
Comput. Simul. 29(5), 178–182 (2012)

3. Li, Y.: Design and realization of three axis table. Mod. Electron. Tech. 34(17), 135–136, 140
(2011)

4. Qiang, L., Er, L.-J., Liu, J.-K.: Overview of characteristics modeling and compensation of
nonlinear friction in servo systems. Syst. Eng. Electron. 24(11), 45–52 (2002)

5. Yan, Y., Rui, L., Tingna, S., et al.: Friction compensation for permanent magnet synchronous
motors based on adaptive back-stepping control. Proc. CSEE 33(33), 76–84 (2013)

6. Zhang, W., Fang, Q.: Adaptive compensation for friction and force ripple in ship-borne gun
servo system. In: The 7th World Congress on Intelligent Control and Automation. Chongqing,
25–27 June, pp. 3434–3438 (2008)

7. Zhang, W.: Parameter identification of LuGre friction model in servo system based on
improved particle swarm optimization algorithm. In: Chinese Control Conference. Zhangjiajie,
26–31 July, pp. 135–139 (2007)

8. Yan, K., Liu, Y., Dong, Y.: Study on servo system based on model reference adaptive sliding
mode control. Comput. Simul. 31(9), 351–355 (2014)

272 Z. Bi et al.



Joint Power Allocation and Relay Grouping
for Large MIMO Relay Network
with Successive Relaying Protocol

Hong Peng, Changran Su, Yu Zhang(&), Linjie Xie, and Weidang Lu

College of Information Engineering, Zhejiang University of Technology,
Hangzhou, China

{ph,yzhang,luweid}@zjut.edu.cn, schangran@163.com,

xielingjie@hotmail.com

Abstract. In this paper, we consider a large relay network with one base station
(BS), multiple users and quantities of relays, where the BS and relays are
equipped with multiple antennas. Firstly, we propose an amplify-and-forward
(AF) transmission scheme with successive relaying protocol for the network.
Then both relay grouping and power allocation over multiple data streams at the
BS are jointly optimized to further improve the proposed scheme. Numerical
results show that the achievable system spectrum efficiency is considerably
improved by the proposed optimized relaying scheme.

Keywords: Successive relaying � MIMO � Power allocation � Relay grouping

1 Introduction

Large relay network receives considerable attentions, since the next generation network
typically supports a large number of devices which can serve as relays to improve the
achievable rate of the network. On the other hand, the technique of multiple-input
multiple-output (MIMO) yields great improvements in spectral efficiency through
spatial multiplexing, link reliability through space-time coding, and coverage [1, 2]
through array gain. Precoding and power allocation over the data streams can further
bring performance gain [3, 4].

In conventional relay networks, the source transmits the data frame in the first time
slot and the relays forward in the second. It is proved the performance of such one way
system with half-duplex protocol will suffer a multiplexing loss (1/2 rate-loss) [5].
Then a new protocol called successive relaying protocol is put forward, in which the
relays are divided into two groups to in turns receive and forward the message. Results
in [6, 7] have shown that successive relaying protocol performs well in recovering
multiplexing loss, so that the achievable rate of network can be markedly improved,
especially in large relay networks.

This paper considers a large one-way MIMO relay network in which a BS equipped
with M antennas transits messages to M user terminals (each is equipped with single
antenna) with the help of quantities of relays. We propose an AF based successive
relaying protocol in which each multi-antenna relay is assigned to receive (through
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matched filtering) and forward (through amplify-and-forward scheme) one of the M
multiplexed data streams. Furthermore, we jointly consider the power allocation over
the M multiplexed data streams at the BS as well as the relay grouping scheme.
Numerical results show that the achievable rate of the network can be considerably
improved by the proposed joint optimization scheme.

The remaining of this paper is organized as follows. In Sect. 2, we introduce the
system model. In Sect. 3, we introduce the improved successive relaying protocol. In
Sect. 4, we investigate the impact of joint optimization. Section 5 presents the
numerical simulation. We conclude in Sect. 6.

2 System Model

As shown in Fig. 1, we consider a large relay network with one BS (base station), M
users and quantities of relays (each equipped with N antennas) which are randomly
distributed in a given area. We assume no direct links between BS and users due to
long distances and obstacles. We pick K relays out to help transmission. We assume
perfect local CSI for each relay and statistic global CSI for BS and each user terminal.
Since the considered network consists of a large number of relays, it is very beneficial
for the BS and users to avoid the acquisition of the global CSI. However, it’s easy to
get perfect CSI at each relay with training sequences. The BS which is equipped with
M antennas first processes the M data streams with power allocation matrix P then
transmits the data streams with the help of K relays to M user terminals with successive
relaying protocol. The channel for each link experiences independent Rayleigh fading
across each time slot.

3 Relaying Protocol

As shown in Fig. 1, before transmission, we divide the domain into 2 * M areas denoted
as vmðm ¼ 1; 2 ; . . .; 2 � MÞ. We denote Cm (m = 1, 2,…, 2 * M−1) as the boundary

Fig. 1. Successive relaying protocol (when the order of group is in sequential order)
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line between area vm and area vmþ 1 (note that v1 and v2M is bounded by the border of
whole area). The relays in area v1 to vM forms GA, while the relays in area vMþ 1 to v2M
forms GB. We set a minimal distance rmin between vM and vMþ 1 to avoid a large
inter-relay-interference [7]. Then take GA as an example, the relays in each area vm
(m = 1, 2,…, M) help one of the M users, which are denoted as group GA;m if they help
the mth user. Note that Fig. 1 shows an example of sequential relay group order where
the relays in vm and vmþM (m = 1, 2,…, M) serve themth user thus are denoted as GA;m

and GB;m respectively. In fact, the boundary of each area and the order of relay groups
affect the system performance and need optimization which will be discussed in Sect. 4.

3.1 Successive Relaying Protocol

We assume that a total of L� 1 sub-frames are transmitted within L (an odd L is
assumed) time slots as a transmission round. Relays in GA and GB in turns receive and
forward sub-frame from the BS.

As shown in Fig. 1, in the first time slot, the BS carries out power allocation to the
original data streams, and then transmits the processed sub-frame to the relays of GA in
the network. The relay k in GA receives the signal:

r 1ð Þ
k ¼ H 1ð Þ

k P 1ð Þs 1ð Þ þx 1ð Þ
k ; k 2 GA ð1Þ

where s lð Þ ¼ ½s lð Þ
1 s lð Þ

2 . . .s lð Þ
M �T ð s lð Þ�� �� ¼ 1Þ denotes the original data frame transmitted in l

th time slot and P ¼ p1 p2. . . pM½ � (P is a diagonal matrix) for the M�M power
allocation matrix. Hence Ps is the transmitted signal from BS. s and P satisfies the

restriction Psk k2¼ PS, where PS is the power constraint at BS. H lð Þ
k ¼

h lð Þ
1 h lð Þ

2 . . .h lð Þ
k . . . h lð Þ

N

h iT
is the N�M channel coefficient matrix between BS to the

relay k in group GA and each element in h lð Þ
k satisfies CN 0; hkð Þ (complex Gaussian

distributed i.i.d.). hk is the variance of the channel coefficient between BS and relay k
which depends on pathloss. xk is the additive white Gaussian noise (AWGN) sampled
at relay k with unit variance.

In the second time slot and the following even time slots l (for l ¼ 2; 4; . . .L� 1)
the relays in group GA forward the received sub-frame to the user terminals. The i th
user receives the signals from relays in group GA:

y lÞð
i ¼

XM
m¼1

X
k2GA;m

g lð ÞH
k;i t

lð Þ
A;k þx lð Þ

D ; i ¼ 1; 2; . . .;M ð2Þ

where g lð Þ
k;i is the channel coefficient vector from relay k to the i th user, in which the

element satisfies CN 0; bk;i
� �

. bk;i is the variance of the channel coefficient between the i

th user and relay k. x lð Þ
D is AWGN sampled at i th user with unit variance in the l th time

slot. t lð Þ
A;k denotes the transmitted signal from relay k in group GA in the l th time slot

which satisfies Ef t lð Þ
A;k

��� ���2¼ PR

MA
, where PR is the total transmission power constraint of
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all the relays. MA denotes the number of relays in group GA. The generation of t lð Þ
A;k will

be discussed in Sect. 3.2.
Meanwhile, the BS transmits new sub-frame to relays in group GB. The relay k0 in

group GB receives:

rðlÞk0 ¼ H lð Þ
k0 P

lð Þs lð Þ þ
X
k2GA

F lð Þ
k0;kt

lð Þ
A;k þx lð Þ

k0 ; k0 2 GB ð3Þ

where F lð Þ
k0;k denotes the N � N channel coefficients matrix from relay k0 in group GB to

relay k in group GA in the l th time slot, in which all the entries satisfy CN 0; gk0;k
� �

. gk0;k
denotes the variance of channel coefficient between relay k0 in group GB and relay k in
group GA.

In the third time slot and the following odd time slots (for l ¼ 1; 3; . . .;L), relays in
group GB transit signal to the i th user. Meanwhile relay k in group GA receives the
signal from the BS:

rðlÞk ¼ H lð Þ
k P lð Þs lð Þ þ

X
k02GB

F lð Þ
k;k0 t

lð Þ
B;k0 þx lð Þ

k ; k 2 GA ð4Þ

where t lð Þ
B;k0 denotes the signal transmitted by relay k0 in group GB in the l th time slot.

Meanwhile, The i th user receive the signals from relays in group GB:

y lð Þ
i ¼

XM
m¼1

X
k2GB;m

g lð ÞH
k;i t

lð Þ
B;k0 þx lð Þ

D ; k0 2 GB; i ¼ 1; 2; . . .;M ð5Þ

In the last time slot L (recall that L is odd), relays in group GA keep silent,
meanwhile the relays in group GB transmit signal to the user terminals, the situation is
similar to (5).

3.2 Amplify-and Forward After Matched Filtering

Recall that we assign each relay groups to serve for one of M users. That’s to say, relay
group GA;m and relay group GB;m take responsibility to receive and forward the m th
user’s message. Without loss of generality, we consider relay k in group GA serves for
the n th user. All the relays receive signal with matched filtering. Take the l th (l is even
and l[ 2) time slot as example. According to (4), the relay k in group GA processes the
received signals as follows:

t lð Þ
A;k ¼ c lð Þ

k g lð Þ
k;n
ehðl�1ÞH
k;n r l�1ð Þ

k

¼ c lð Þ
k g lð Þ

k;n
eh l�1ð Þ
k;n

��� ���2s l�1ð Þ
n þ

XM
j¼1;j6¼n

ehðl�1ÞH
k;n

eh l�1ð Þ
k;j s l�1ð Þ

j þ eh l�1ð Þ
k;n x l�1ð Þ

k þ
X
k02GB

ehðl�1ÞH
k;n F l�1ð Þ

k;k0 t l�1ð Þ
B;k

 !
; k 2 GA

ð6Þ
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where ~hk;n ¼ h1pn h2pn . . . hNpn½ �T is equivalent channel coefficient matrix between
the BS and relay k. The variance of each element in ~hk;n denoted as ak;n. Thus we can

derive that ak;n ¼ P21;nhk þ P22;nhk þ . . .þ P2Q;nhk. The amplifying coefficient c lð Þ
k of relay

k in group GA can be calculated according to the relay power restriction Ef t lð Þ
A;k

��� ���2¼ PR
MA
.

The amplifying coefficient c lð Þ
k in even time slot l is derived as:

c lð Þ
k ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PR

MA

1
M ps

PN
k¼1 bk;n

PN
k¼1 3a

2
k;n þ

PM
j¼1;j 6¼n

1
M ps

PN
k¼1 bk;n

PN
k¼1 ak;nak;j þ

PN
k¼1 bk;n

PN
k¼1 ak;n þ PR

NMB

PN
k¼1

bk;n
PN
k¼1

ak;n
P
k2GB

PN
k¼1

gk;k0

vuuuut ; k 2 GA; l ¼ 4; 6. . .;L� 1

ð7Þ

The detailed calculation is similar to the work in [7], which is omitted here.
Similarly we can derive the coefficient in the odd and second time slot.
Substituting (6) into (2), the received sub-frame at the i th user is given by:

y lð Þ
i ¼ Ef uðl�1Þ

m;k;i

� �
sðl�1Þ
i|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

L1

þ uðl�1Þ
m;k;i � Ef uðl�1Þ

m;k;i

� �� �
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lerror

sðl�1Þ
i þ uðl�1Þ

m;k;j s
ðl�1Þ
j|fflfflfflfflfflffl{zfflfflfflfflfflffl}

L2

þ vðl�1Þ
m;k x l�1ð Þ

k|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
L3

þ vðl�1Þ
m;k

X
k02GB

F l�1ð Þ
k;k0 t l�1ð Þ

B;k0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
L4

þx lð Þ
D

ð8Þ

where the following notations are used:

uðl�1Þ
m;k;i ¼

X
k2GA;i

c lð Þ
k g lð Þ

k;i

��� ���2 eh l�1ð Þ
k;i

��� ���2 þ XM
m¼1;m6¼i

X
k2GA;m

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;m
ehðl�1ÞH
k;m

eh l�1ð Þ
k;i

uðl�1Þ
m;k;j ¼

XM
j¼1;j 6¼i

X
k2GA;i

c lð Þ
k g lð Þ

k;i

��� ���2ehðl�1ÞH
k;i

eh l�1ð Þ
k;j þ

X
k2GA;j

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;j
eh l�1ð Þ
k;j

��� ���2 þ XM
m¼1;m6¼i;j

X
k2GA;m

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;m
ehðl�1ÞH
k;m

eh l�1ð Þ
k;j

0
@

1
A

vðl�1Þ
m;k ¼

X
k2GA;i

c lð Þ
k g lð Þ

k;i

��� ���2ehðl�1ÞH
k;i þ

XM
m¼1;m 6¼i

X
k2GA;m

c lð Þ
k g lð ÞH

k;i g
lð Þ
k;m
eh l�1ð ÞH
k;m

ð9Þ

where L1 is the desired data of the i th user, Lerror is the interference caused by using
the statistical channel information for signal detection and decoding. L2 is the inter-
ference from the other sources and L3 is the noise from the relays. L4 is the interference
from relay group GB. It should be noted that in the second time slot, L4 doesn’t exist
since relays in group GB are silent in the first time slot.

Each user terminal applies coherent detection with the statistical channel infor-
mation. The achievable capacity of the i th user in the even time slot is given by:

R evenð Þ
i ¼ log 1þ Ef L1j j2P4

n¼2 Ef Lnj j2 þEf Lerrorj j2 þ 1

 !
; l ¼ 4; 6; . . .;L� 1 ð10Þ

where Ef Lnj j2(for n = 1, …, 4) and Ef Lerrorj j2 is calculated as follows:
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Ef L1j j2 ¼ PS
M

X
k2GA;i

c2k
XN
k¼1

b2k;i
XN
k¼1

a2k;i þ 2
X

k1;k22GA;i

c2k
XN
k¼1

bk1;i
XN
k¼1

ak1;i
XN
k¼1

bk2;i
XN
k¼1

ak2;i

0
@

1
A

Ef Lerrorj j2 ¼ PS
M

X
k2GA;i

8c2k
XN
k¼1

b2k;i
XN
k¼1

a2k;i þ
XM

m¼1;m 6¼i

X
k2GA;m

c2k
XN
k¼1

bk;ibk;m
XN
k¼1

ak;iak;m

0
@

1
A

Ef L2j j2 ¼ PS
M

XM
j¼1;j 6¼i

XM
m¼1;m 6¼i;j

X
k2GA;m

c2k
XN
k¼1

bk;ibk;m
XN
k¼1

ak;mak;j þ
X
k2GA;i

c2k
XN
k¼1

3b2k;i
XN
k¼1

ak;iak;j

0
@

þ
X
k2GA;j

c2k
XN
k¼1

bk;ibk;j
XN
k¼1

3a2k;jÞ

Ef L3j j2 ¼
XM

m¼1;m 6¼i

X
k2GA;m

c2k
XN
k¼1

bk;ibk;m
XN
k¼1

ak;m þ
X

kk2GA;i

c2k
XN
k¼1

b2k;i
XN
k¼1

ak;i

Ef L4j j2 ¼
X
k2GA;i

c2k
PR

NMB

XN
k¼1

3b2k;i
XN
k¼1

ak;i
X
k02GB

XN
k0¼1

gk;k0

þ
XM

m¼1;m 6¼i

X
k2GA;m

c2k
PR

NMB

XN
k¼1

bk;ibk;m
XN
k¼1

ak;m
X
k02GB

XN
k0¼1

gk;k0 ð11Þ

The detailed calculation of Ef Lnj j2(for n = 1,…, 5) and Ef Lerrorj j2 is similar to [7].
Similarly we can derive the i th user’s achievable rate in the second time slot and

odd time slots denoted by R oddð Þ
i and R 2ð Þ

i . The detailed expression is omitted here. We
assume the channel varies in different time slot but the variance of channel coefficient is
stable from time to time. Thus, we can derive the sum achievable rate of the network as
follows:

Rsum ¼ 1
L

XM
i¼1

L� 1
2

R oddð Þ
i þ L� 3

2
R evenð Þ
i þR 2ð Þ

i

	 

ð12Þ

4 Joint Optimization

In this section, we consider a joint optimization on power allocation matrix P and relay
grouping to maximize the achievable sum rate of the network. Relay grouping includes
the order of relay groups and the boundary line between different relay group (as shown
in Fig. 1). The flowchart of the joint optimization is shown in Fig. 2. For the inner loop
of the algorithm, for each fixed order of relay groups, we in turns optimize the power
allocation matrix P and the boundary line with differential evolution scheme (DE). The
inner loop stops when a pre-set iteration time is reached. Then for the outer loop, we
exhaustively search any possible order of relay groups and do the joint optimization
(i.e., the inner loop). The algorithm stops when all the orders of relay groups are
traversed and the best one to maximize the achievable rate is chosen.
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4.1 Optimization for the Order of Relay Groups

The order of relay groups affects the network rate by two factors: 1. inter-relay
interference 2. large scale fading. We use exhaustive method to perform optimization
on order of relay groups. We traverse all the relay group sort and then select the best
one to maximize the achievable sum rate. Although exhaustive method can traverse all
possible situations, the complexity of optimization will be quite high. One can design
heuristic methods based on fairness principle to ensure that there is a balance between
the interference and distance between the transmitter/user and the relay. We do not
discuss heuristic methods here due to limited space.

4.2 Optimization for the Boundary Lines Between Relay Groups
and Power Allocation

For the sake of simplicity, we denote the diagonal elements of power allocation matrix
as ~P ¼ P

0
1; P

0
2; . . .; P

0
M

� �
and the boundary line matrix as C1; . . .CM; . . .C2M�1½ � (re-

call that Cm (m = 1, 2, …, 2 * M−1) is the boundary line between area vm and area
vmþ 1). The group model is shown in Fig. 1.

First we optimize the boundary line. We determine the max iteration number of
optimization and generate D ðD ¼ 20 � MÞ initial solution candidates which meet the
system constraints. We denote each solution candidate as Ci;G, where G is for the
generation and i for the candidate number. The element in each candidate is defined as

Fig. 3. The simulation scenario.Fig. 2. Flowchart of joint optimization.
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Cj;i;G, where j is the element number. The first element in i th candidate in first
generation is formed as follows:

C1;i;0 ¼ randð0; 1Þ � ðCðUÞ
j � CðLÞ

j ÞþCðLÞ
j ; ði ¼ 1; 2. . .;D; j ¼ 1; 2; . . .; 2M � 1Þ

ð13Þ

where CðUÞ
j and CðLÞ

j represent the upper bound and the lower bound of boundary line.
Similarly we can get all the element in Ci;0 and then we can have all the candidate

in first generation. Next we generate the mutation of the first generation by:

Vi;Gþ 1 ¼ Cr1;G þF � ðCr2;G � Cr3;GÞ ð14Þ

where r1; r2; r3 is different to each other. F ¼ F0 � 2k, k ¼ e1�
Gm

Gm þ 1�G,
F0 2 ð0; 0:5Þ. Then we get the crossover candidate Ui;Gþ 1 by:

Uji;Gþ 1 ¼ Vji;Gþ 1 if rand(0,1)� 0:9 or j ¼ randperm(i)
Cji;G else


ð15Þ

where randperm (i) denotes random number between 1 and 2M−1. The next step is
selection. We generate the new generation by choose better candidate to max the
achievable rate between Cji;G and Uji;Gþ 1:

Ci;Gþ 1 ¼ Ui;Gþ 1;
Ci;G;

if f ðUi;Gþ 1Þ[ f ðCi;GÞ
else


ð16Þ

If the round of iteration reaches the max times, the new generation will be regarded
as the optimal boundary line and then the optimization on boundary comes to an end.
Otherwise, the new solution will be taken as initial solution of the next generation and
the optimization continues.

Power allocation is similar to the method of optimizing the relay boundary line.

5 Numerical Simulation

In this section, we examine the performance of the proposed AF successive relaying
protocol. As for the simulation scenario, we consider the network depicted in Fig. 3, in
which with a BS on (−2,0) and three user terminals (M = 3) on (2,1), (2,0) and (2,
−0.5). K relays are randomly and independently distributed in a bounded domain. The
domain is a rectangle region whose vertices are (1,2), (1,−2), (−1,2) and (−1−2). The
minimal distance rmin is set to 0.2 and for DE, F = 0.5, Gm = 5. The variance of
channel coefficient is denoted as 1=d3 where d is the distance between two nodes. The
power constraints on BS and all the relays are set to 100 and 50, respectively. We
examine the performances of joint optimization given in Sect. 4 when the relay antenna
number is fixed to N ¼ 8 in Fig. 4 (a) and the relay number is fixed to K ¼ 800 in
Fig. 4 (b), respectively.
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As shown in the two figures, we can see both the achievable rates with successive
protocol and with two-slot protocol increase as the relay number and antenna number
increase. It is observed that the rate with successive relaying protocol scales quickly
than with two-slot protocol. And the performance of the successive relaying protocol is
considerably improved due to the joint power allocation and relay grouping
optimization.

6 Conclusion

This paper investigates the joint optimization on power allocation and relay grouping in
relay network with successive relaying protocol. We consider a scenario where a base
station transfers data to the user terminals through multiple relays. Each relay works in
amplify-and-forward scheme. We find that the achievable rate of the system can be
markedly improved by jointly optimizing the relay grouping and the power allocation
matrix P with DE.
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Abstract. Single input change (SIC) sequence for VLSI testing has been
researched because of effectiveness to more test fault models and low power
consumption testing. It is the high fault coverage in deterministic built-in
self-test (BIST) with low test cost and short test application time. The sequential
single input change (SSIC) sequence used in deterministic BIST is presented in
this paper for decreasing the dynamic power, reducing test application time and
increasing fault coverage. The selection of seed vectors is the significant tech-
nique in deterministic BIST. The critical features of SSIC sequence are proposed
for selecting seed vectors. The SSIC sequence generator is designed. The
simulation results using benchmark circuits show that the SSIC sequences can
increase fault coverage and decrease application time than random SIC
sequences. SSIC sequence also has low dynamic power consumption.

Keywords: Single input change sequence � BIST � Low power testing
Fault coverage

1 Introduction

BIST technique have been widely improved and applied to reduce the cost and to solve
testing problems of complex chips. In BIST, the test methods frequently used are
exhaustive testing, pseudorandom testing and deterministic testing. A great number of
test vectors are generated to assure high testing fault coverage in the exhaustive and
pseudorandom schemes. The patterns based on fault model are generated by automatic
test pattern generation (ATPG) software in the deterministic BIST. The high fault
coverage and optimized application times make it a more attractive testing strategy.

Test pattern generator (TPG) is a very important hardware in BIST. Some main
design objectives should be satisfied, such as improving fault coverage, reducing test
time, decreasing power consumption, and so on. The single stuck-at fault is the classic
fault model in VLSI testing technique. At present, more defecting types would appear
in advanced CMOS technology. And effective fault models and testing methods should
be considered to avoid chip failure. The power consumption during the chip testing
could be higher than that in normal model [1]. Chips under testing may be damaged
because of high test power dissipation. Researching and designing to generate the test
sequences with low power consumption, high fault coverage and low hardware cost has
become a significant topic to VLSI testing.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 285–293, 2018.
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The SIC sequences are more effective than the multiple input change (MIC) se-
quences for some fault types, which is researched in depth and proved in the previous
work [2, 3]. The SIC sequences can be used to meet the above testing objectives as an
effective BIST scheme [2–7]. Research and application on SIC sequence has become
an important topic [3–6]. The SIC sequence generator is significant design in BIST.
Design criteria about the sequence generator is proposed by David, which must be
satisfied to generate RSIC sequences [5]. SIC generator and seed generating algorithm
were presented [6, 7]. Normally, RSIC TPG used in BIST mainly consists of two key
parts, such as pseudorandom sequence source circuit and decoder circuit. Linear
feedback shift register (LFSR) can generate pseudorandom sequences, which is used to
control the variable bits in RSIC generator. RSIC sequences must have enough test
length for achieving high fault coverage. How to select seed vectors is also a key
technique [6].

SSIC sequence and its properties used in deterministic BIST are proposed to solve
problems of RSIC in this paper. Applying the properties of SSIC sequences, a novel
seed vector selection algorithm is proposed. The value in the input change bits is
changed sequentially in the proposed SSIC sequence. The counter can be used as
pseudorandom source circuit instead of the LFSR. The SSIC TPG is easier to imple-
ment with low hardware cost. The simulation results used benchmark circuits
ISCAS’85 show that the proposed SSIC TPG and algorithm of seed vectors selection
are effective than RSIC sequences. The SIC sequences can be used in low dynamic
power testing because of low switching activity (SA).

2 Theory Research of SIC Sequence

2.1 Theories of SIC Sequence Generation

Normally, values in some bits are not the same between successive testing vectors,
which are called as MIC sequence. Only one bit can be changed for successive test
sequence pairs, named SIC test sequences. It is firstly defined as follows. Let S is a test
sequence,

S ¼ Vð1ÞVð2Þ. . .VðiÞ. . .VðLÞ ð1Þ

n-bits and L successive test vector V(i) = {vn vn-1….v1} constitute sequences S. For
any i[ 1, V(i) is not the same as V(i − 1) in only one bit. The current change bit and
the previous change bit are not repeated in the sequence loop. The principle of SIC
generation is shown as Fig. 1.

LFSR based on the primitive polynomial can generate M-sequences, which is used
commonly as pseudo-random pattern source. The code transition circuit is another
important component. At any time t, R(t) = r1(t) r2(t)…rm(t) as the m-bit binary code
can be generated in LFSR. It is mapped to a decimal value d(t), and 1 � d
(t) � n. The R(t) is transformed to d(t), which map the d(t) bit in V(t − 1) as a
changing bit. The value of d(t) bit is transformed in the code transition circuit. The V(t)
of the SIC sequences can be obtained from SIC generator.
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The algebraic models of SIC sequences are shown as Eqs. (2)–(8). Initially, R(t) is
generated as a binary value in pseudorandom source circuit LFSR. The input changing
bit d(t) is a decimal value, which is converted from R(t) using the code transition
circuit.

RðtÞ ¼ r1ðtÞr2ðtÞ. . .rmðtÞ ð2Þ

dðtÞ ¼
Xm

j¼1

2rjðtÞ ð3Þ

VðtÞ ¼ vnðtÞvn�1ðtÞ. . .:viðtÞ. . .:v1ðtÞ ð4Þ

For example, if d(t) = i,

Vðtþ 1Þ ¼ vnðtþ 1Þ. . .:viðtþ 1Þ. . .:v1ðtþ 1Þ ¼ vnðtÞ. . .:viðtÞ. . .:v1ðtÞ ð5Þ

The above formula (2) and (5) are expressed as (6).

Vðtþ 1Þ ¼ VðtÞ � 2dðtÞ�1 ð6Þ

The symbol “�” is exclusive or operation. Using the above expressions, The SIC
sequences can be generated if V(0) is given as the seed vector. Obviously, the cycle is
2n for a SIC sequence set based an n-bits seed vector. The length of LFSR m can be
determined from seed vector bits n, which is shown as (7) and (8).

2m � n ð7Þ

m� log2 n ¼ log2 nd e ð8Þ

Here, the symbol xd e is ceiling function. Ceiling operation for x means that arbi-
trary real number x is the smallest integer, and not less than x. The SIC sequences can
be described and generated using algebraic model (2)–(8).

m-bit pseudorandom pattern source

circuit under test

1r mr......................
......................

R(t)

code transition circuit......................

......................
V(t)

1 )( )(tv tvn

Fig. 1. Generation principle of SIC sequences.
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The SA in the circuit under test can be reduced effectively using SIC sequences
because only one value is changed between successive testing vectors. An experiment
about the SA used benchmark circuits ISCAS’85 was performed. It is the comparison
of power consumption between MIC sequences and SIC sequences. We obtained the
MIC sequences using Atlantic [8]. The SA means the dynamic power consumption.
The experimental results are shown as Fig. 2.

Fig. 2. Comparison of power total SA (a) and peak SA (b) for SIC and MIC sequences.

The SIC sequences are obtained according to the random seed vectors in the
experiment. The amounts of SIC and MIC sequences are the same. The simulation
results demonstrate that the SIC sequences can significantly reduce SA relative to the
MIC sequences. It means the dynamic power consumption is decreased during test
using SIC sequences. The X-axis refers to the experimental circuit. The Y-axis indi-
cates the numbers of SA.

2.2 Research of SSIC Generation

The changing bit of SIC sequence is controlled by a pseudo-random source circuit.
LFSR based the primitive polynomial is commonly used. The SIC test sequences are
applied to deterministic BIST in this paper. The changing bits control is better suited to
a counter instead. Here, the sequential single input change (SSIC) sequence is pro-
posed. Suppose V(0) = {v1 v2….vi….vn} to be a SSIC vector, n represents the number
of bits, where vi 2 f0; 1g. Each vector bit is inverted sequentially in the given n-bit test
vector according to the clock. The SSIC vector is produced sequentially until the
original seed vector appears. The definition and instance of SSIC sequence are shown
in Fig. 3. The value in the first bit is active. Then the value of the second bit is changed
at next clock, in turn. Obviously, only one bit is mapped and changed between the
neighboring clocks. The 2n SSIC sequences are generated by a seed vector, which are
referred to as segment, such as S ¼ fvð1Þ. . .vðnÞ; vðnþ 1Þ; . . .vð2nÞg. The clock cycle
of each SSIC segment is 2n, also be seen as a testing subset. The seed vectors are
obtained using the proposed algorithm.

The size of segment will be 2n � n if it is generated by an n-bit seed vector. SSIC
segment can be partitioned into eight sub-segments in Fig. 3(b), which are signed
respectively. S

0
i and S

00
i are named neighboring sub-segment. A neighboring sub-segment
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seed
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sequence
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Fig. 3. Definition of the SSIC test sequence (a) and an instance of segment (b)

is considered as a subset of SSIC segment. The size of each sub-segment is (n/2) � (n/2)
if n is even. The size of sub-segment has several cases while n is odd. Concretely, the size
of sub-segment are [(n + 1)/2) � (n + 1)/2] for S

0
1 and S

0
3, [(n − 1)/2) � (n + 1)/2] for

S
0
2 and S

0
4, [(n + 1)/2) � (n − 1)/2] for S

00
1 and S

00
3, [(n − 1)/2) � (n−1)/2] for S

00
2 and S

00
4,

respectively. The parts are called head-segment if they include S
0
i. Similarly, the parts

including S
00
i are tail-segment. Both of head-segment and tail-segment are n in all. It is

defined as a deterministic sub-segment if it has the same sub-vector in a sub-segment.
Otherwise, it is named as transformable sub-segment. The deterministic sub-segments are
S

00
1; S

0
2; S

00
3; S

0
4 in Fig. 3(b), respectively. The other sub-segments are transformable. Some

properties of SSIC sequence are described as follows.

Property 1: SSIC segment S = {v(1)… v(n), v(n + 1),….. v(2n)} generated by an n-
bits seed vector, if v(i) and v(j) are complementary, here i; j 2 f1; . . .n; . . .2ng, i is not
equal to j, then i� jj j ¼ n.

Property 2: Deterministic sub-segment S
00
1 and S

00
3, S

00
2 and S

0
4 are complementary,

respectively.

Property 3: Each vector can be considered two sub-vectors which belong to neigh-
boring sub-segment. One sub-vector is in the deterministic sub-segment, and the other
is in the transformable sub-segment.

Property 4: There is a changing bit between successive vectors in deterministic
sub-segment or transformable sub-segment.

Property 5: The difference between successive vectors for SSIC sequence can be
expressed. |v(i) − v(i − 1)| = 2n−i if i � n, and |v(i) − v(i − 1)| = 22n−i if n < i � 2n.

The SSIC seed vectors can be obtained from ATPG deterministic test patterns
according to seed selection algorithm based on the above definitions and properties.
Corresponding SSIC generator can be designed easily.
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3 Seed Selection Algorithm and SSIC Generator Design

The previous definitions and properties can be used in seed vectors selection based on
correlative characteristic of the test sequence. The testing vectors are correlative if they
have appeared in a SSIC segment. They can be defined isolated vectors if the vector is
not correlative with any ones in ATPG deterministic test set. A weight value is defined
based on correlative characteristic of vectors, which is used to select and optimize the
seed vectors.

The proportion of don’t care bits “X” in ATPG deterministic test sets are high. In
most cases, the don’t care bits may be able to exceed 90% [9]. How to map don’t care
bits is key technique instead of random filling. The number of seed vectors can be
optimized if mapping in terms of primary vector is used. The each vector is regarded as
a primary vector one by one. “X” of other vectors is substituted by the corresponding
value according to the primary vector. The weight based correlative characteristic is
calculated between the primary vectors and other ones after “X” filling. An anticipant
weight value matrix of two-dimension is built to indicate the correlative characteristic
among testing vectors.

The key to seed vectors selection algorithm is to build the anticipant weight value
matrix. The SSIC properties are the principle of correlative characteristic in this paper.
The anticipant weight value “ANTi,j” is defined according to vector i and j:

ANTi;j ¼ k � ðci þ cjÞ ð9Þ

Here, k is a precedence parameter of correlative characteristic. It has precedence
when Property 1 is satisfied for both vector i and vector j. It is k > 1, and k = 1 for
other correlative property. ci and cj denote that the numbers of vectors is same for their
sub-segment. The more original vectors may be included into an SSIC segment if the
high anticipant weight vector is selected as a seed vector. It is good to optimize the seed
vectors. Algorithm of anticipant weight value matrix is shown as follows.

Algorithm 1: Anticipant Weight Value ANT()
Initialize the parameter λ ;  
Partition the front sub-segment and the tail sub-
segment in terms of n;
for (i=1 to m) //m is the number of ATPG sequences;  

Calculating ci according to mapping principle of 
primary vector;

end for
for (i=1 to m-1)

for (i=i+1 to m) 
Judging the correlative characteristic;
Computing anticipant weight about i and j;  
end for

end for 
Analysis and return solutions;
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The pseudo-code of the SSIC seed vectors selection is depicted in Algorithm 2.

Algorithm 2: Seed Vectors Selection
Loading the deterministic test sequence set;
Initializing the sign variable flag;
Partition the front sub-segment and the tail sub- 
segment according to n;
Calling function ANT();
while flag=1
The vector i and j are selected to constitute the 
SSIC segment if ANTi,j is high;
The seed vector is determined according the current 
SSIC segment;
Deleting the vectors included in the current SSIC 
segment from test sets;  
Mapping don’t care bits in SSIC segment according to 
corresponding vectors;
Revising signs of anticipant weight value matrix and 
original test sequences;  
 Judging the variable flag;

If flag=1; vectors are not treated; return and 
continue to call ANT();  

Else continue to the next step;
If there are isolated vectors, return and 

continue to call ISO_V();
Else end if;

end while    
Calling function ISO_V( ); //optimize seed vector
for the isolated vectors;
Statistic the seed vectors:
Print the solutions;

There is no direct correlation characteristic between the isolated vectors and other
vectors. And it may be treated as seed vector. Vector will be first selected as an initial
vector if the proportion of don’t care bits ‘X’ is low in this paper.

The hardware structure to generate SSIC sequences is similar to SIC generator.
Two pseudorandom source circuits and code transition circuit are designed. However

m-bit counter

circuit under test

1r mr......
......
R(t)

code transition circuit......................

......................
V(t)

)(1 tv )(tvn

seed vectors

......

Fig. 4. Generator of SSIC sequences
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an m-bit counter is used to generate changing bits. The counter is more suitable for
generating SSIC than LFSR. The bits m of the counter can be computed according to n-
bit value. It is shown as function (8) (Fig. 4).

4 Experimental Results and Conclusions

The simulations were performed to verify the proposed SSIC seed vector selection
algorithm using benchmark circuits ISCAS’85. The algorithm is designed based on
MATLAB. The deterministic test sequences are generated from the Atlantic ATPG [8].

The simulation results are obtained to generate the proposed SSIC sequences in
Table 1. The number of input ports and seed vectors are shown in the second and third
column respectively. The SA of SSIC sequences are given to analyze the dynamic
power consumption. The total power and peak power based the SA are shown in the
fourth and fifth columns respectively.

The proposed scheme compared to the RSIC generation technique, which is 10-bit
RSIC seed selection circuits in the Table 2 [6]. The test length represents the number of
SIC vectors. These vectors are generated gradually by the seed vectors. Seed vectors
play an important role in determining the length of testing. SFC means the single
stuck-at fault coverage. The proposed SSIC sequences generation scheme can obtain
high fault coverage. It is the advantage of deterministic BIST. The test length can
reduce effectively for fewer input port numbers.

Low power testing in BIST is now becoming focus of both academic and industry
communities. The novel SSIC test sequence is proposed in this paper. The algorithm of
seed vector selection is presented using SSIC the correlative characteristic. As a result
of SA, 80% of the total power consumption in the CMOS circuit is caused by SA.
The SSIC test sequences can reduce effectively the SA and decrease test application
time. Test costs have also been effectively reduced based on the deterministic BIST.

Table 1. Simulation results of SSIC test sequences generation

Benchmark
circuits

Input (n) Number of seeds Switching activity
for SSIC sequences
Total SA Peak SA

c432 36 16 6750 89
c499 41 55 900 8
c1355 60 107 26218 47
c6288 41 49 580987 2492
c1908 33 136 469537 742
c3540 233 153 813214 1415
c5315 50 158 1795938 1763
c880 178 68 88478 301
c2670 32 119 631794 958
c7552 207 249 3643206 3063
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Abstract. In the recent time a huge number of public and commercial service is
used through internet so that the vulnerabilities of current security systems have
become the most important issue in the society and threats from hackers have
also increased. Many researchers feel intrusion detection systems can be a
fundamental line of defense. Intrusion Detection System (IDS) is used against
network attacks for protecting computer networks. On another hand, data
mining techniques can also contribute to intrusion detection. The intrusion
detection has two fundamental classes, Anomaly based and Misuse based. One
of the biggest problem with the anomaly base intrusion detection is detecting a
high numbers of false alarms. In this paper a solution is provided to increase the
attack recognition rate and a minimal false alarm generation is achieved with the
study of different Tree-based data mining techniques. KDD cup dataset is used
for research purpose by using WEKA tool.

Keywords: Data mining � Intrusion detection system � Decision Tree J48
Hoeffding Tree � Rep Tree � Random Forest � Random Tree � KDD dataset

1 Introduction

With the passage of time, internet security is gaining a huge importance in the recent
times. Data security has been suffering from numerous groups of attacks which are
emerging as hazardous for trust of user and organization’s repute now. So it’s a need of
time to propose the most effective and accurate detecting model for network data
protection. The intrusion detection (ID) on computer networks, is a form of security
management systems and hence intrusion detection system is implemented for knowing
about computer attacks by examining different logs and records of data. The key role of
a network IDS is a passive as it only works by gathering, identifying, logging and
alerting IDS systems. It uses different attempts to identify intrusions that misuses as
well as abuses the computer network system by malicious users in addition with some
IDS monitors only a single computer while others have ability to monitor several
connected computers on a network. There are two types of attacks as network based
and host based. In host based an attack attempts to access a restricted service or
resource from a single computer. While network based attack restricts legitimate users
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from accessing several services of network by capturing network resources and its
services as this can be achieved by sending a large number of network traffics. In
network based attack, network traffic detection can be analyzed from the intrusion
encounter by leading to two subcategories of anomaly inquiry systems. The 1st one is
described with specification and set of rules. The 2nd one is based on learning and
training the normal behavioral system. So like IDS, it is usually used for rule base
intrusion detection in which rules are written manually for identification of known
attacks. Other type is behavior based IDS and the benefit of this approach is to identify
attempts, to exploit new and unforeseen vulnerabilities. One of the major problems of
anomaly based IDS is detection of high false alarm and here in this paper this issue is
solved by applying the different data mining Tree based algorithms as well as by
finding the most appropriate algorithm that could give the best results on comparing to
other algorithms.

2 Literature Survey

Anderson (1980) [1], 1st time presented his ideas related to IDS in his technical report
as he accomplished the computer audit transformable mechanism and became able to
provide a list of risks and warnings for techniques of computer safety. This discovery
provided analytical way of applicability on user’s behavior for disclosing those
intruders who had an illegal system access. Therefore, in 1987 Dorothy gave the
paradigm on intrusion recognition as Denning and Neumann both were the starters of
intrusion exploration domain. With this they found the framework of
intrusion-detection expert system and that was called IDES (Intrusion Detection Expert
System) [2] as it was originated in 1985’s paper of requirements and model on IDES –

a real-time intrusion detection system [3]. Hoge and Austin provided a detailed
investigation on anomaly disclosure by the help of machine learning and numerical
processes [4]. Both of them recommended a study of latest operations for exceptional
detections. Moreover Markou and Singh [5] granted a wide range of inspections for
intrusion detection by employing ANN as well as arithmetical structure. Patcha and
Park [6] further extended the research of various anomaly techniques concerning cyber
intrusion detection. A lot of books and research materials were again observed for
intrusion and irregularities of observation (Hawkins 1980, Barnett, Lewis 1994, Bakar,
et al.) [7–9] and various anomaly detection systems are like NIDES (Next generation
Intrusion Detection Expert System) [10], ALAD (Application Layer Anomaly Detec-
tor) [11] and PHAD (Packet Header Anomaly Detector) [12] for generating mathe-
matical proven shape to an ordinary network data flow with warning generation
technique was discovered on finding deviation in a normal model. After all, many of
them used network packet header’s feature extraction as ALAD and NIDES used the
source, TCP connection state, port address and destination IP.

Zhang et al. [13] showed network survey related to techniques and methods of
anomaly detection. Peng et al. (2007) [14] made exhaustive survey of techniques for
detecting DoS and distributed DoS attacks. Wu and Banzhaf [15] analyzed the main
methods of CI, including soft computing, swarm intelligence, artificial immune sys-
tems, evolutionary computation, fuzzy systems along with artificial neural networks.
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Dong et al. [15] conferred the mechanism in accordance to them and proved to be a
more credible on its comparison to Markov and K. mean Graph-based Sequence
Learning Algorithm (GSLA) included construction, normal profile data pre-processing
in addition with session marking. Within GSLA, an average figure was created by a
session-learning lineup and it was defined to determine an anomaly period. Udzir [16]
invented a Signature-Based Anomaly Detection Scheme (SADS) that could be
enforced to study packet header behavior patterns with more precisely and promptly.
Integrating data mining classifiers such as Naive Bayes and Random Forest could also
be utilized in decreasing fake bugs for shortening the time of processing too. As a part
of analysts likewise preferred the concept, selection of features to recognize intrusion.
Liu et al. [17] described feature selection as a useful way for dimension downsizing
injunction with a compulsory step in effectual data mining applications and its direct
advantages include: sample building with better clear models, making data mining
efficient and helping in preparing clear understandable data. Harbola [18] also used
featured adoption procedure to advance accuracy. Its main aim was to deliver the broad
conclusion of feature selection design for NSL-KDD intrusion identification dataset.

3 Intrusion Detection System

Intrusion can be said as an illegal attempt to get access to any network or system. The
system regarding intrusion detection is developed to expose this kind of mistrustful
activity on a network or device. The IDS examines hardware, software or a union of
both to check the network flow for the hunt of intrusions. An intrusion detection system
(IDS) reviews entire out going, in coming network activity and identifies doubtful
patterns.

3.1 Type of IDS

Intrusion detection system can also be subcategorized under two main divisions as
Host-based Intrusion Detection System (HIDS) and Network-based Intrusion Detection
System (NIDS).

3.1.1 Host-Based Intrusion Detection System
Host based intrusion detection (HIDS) defines the detection of intrusion which happens
to a single host system. It is an application of a software which is installed on a system
for the sake of its protection against intruders. HIDS is an operating system dependent
so need some prior outlining ahead of its execution by having a capability of buffer
overflow for attack’s examination.

3.1.2 Network-Based Intrusion Detection System
Thus, network-based intrusion detection system (NIDS) has concern with network
traffic control to secure a system from threats from network-based intrusion. All
inbound packets and searches for any suspicious patterns are processed by NIDS. It is
operating system independent and it appoints advanced protection to deal with denial
of service (DoS) attacks.
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3.2 Type of Attacks Detected by IDS

Four categories of IDS detected attacks (Table 1).

4 KddCup’99 Dataset

For research objective the standard sets of data were published in KDD CUP 1999 [19].
IDS used it to assess various feature selection methods. This set of data has 41 features
and 42nd feature shows the connection as ‘Normal’ or an attack nature. Here 4 main
forms (DoS, Probe, R2L and U2R) cover this set of data which has altogether 24 kinds
of attacks that have already been discussed.

Most of the datasets were repeated out of 5 million instances as just 10%
KddCup’99 dataset was tried for training and verification of a suggested framework.
There were 494021 instances in 10% of KddCup’99 dataset so 396743 instances were
assumed to be in any one type of attack and remaining 97278 instances were declared
as ‘Normal’ instances.

4.1 Preprocessing

In recommended model to reduce the performance evaluation complexity of 42nd

feature of KddCup’99 dataset is defined in five leading sections in the pre-processing
class labelled module. These labels i.e. DoS, Probe, R2L, U2R and Normal are con-
sidered as five subclasses which are formed in an action of pre-processing.

4.2 Splitting into Test and Train Dataset

The training and testing sets are two autonomous sets of the given data so testing set
contains 44% of the dataset and other 66% of the data is assigned to training set. The
derived model of accuracy is determined by the testing set as advised framework is
concluded by the training set. After dividing it into two sets training set has 326054
instances and testing sets have 167967 instances.

4.3 Four Distinct Types of Attacks Used in Experimental Dataset

Categories of Attacks & Associated Tags (Table 2).

Table 1. IDS Detected Attacks

Denial of Service (DoS): Attack or an attempt which makes a network resource inaccessible to
its expected legal users such as services suspension of a host connected to the internet
User to Root (U2R): Attack where an attacker attempts to get an unauthorized access of a
targeted system
Remote to User Attack (R2L): Where an attacker tries to control a remote machine by
guessing its password
Probing Attack (Probe): Where an attacker examines the machine to get useful information
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Samples of KDD’99 Intrusion Detection Datasets (Table 3).

5 Results and Experiment

We performed the experiment with KDD cup dataset by using 10% [20] train and test
dataset (using WEKA).

5.1 Experiment Setup

Experiment performed under following hardware and software.

• Hardware: Intel core i5, 1.8 GHz processor with 4 GB Ram.
• Software: Microsoft Windows 10, WEKA 3.7.

5.2 Using Train Dataset

Experiment performed under the above mentioned hardware and software system
specifications (Tables 4, 5, 6 and 7).

Table 2. Attack Categories & Associated Tags

Type Attacks

DoS udpstorm, teardrop, smurf, processtable, pod, neptune, mailbomb, land, back,
apache

PROBE satan, saint, portsweep, nmap, mscan, ipsweep
U2R xterm, sqlattack, ps, rootkit, perl, loadmodule, buffer_overflow
R2L multihop, imap, guess_password, ftp_write

Table 3. Intrusion Detection Datasets Samples

Type Train Test

DoS 391458 229853
PROBE 4107 4166
U2R 1126 16347
R2L 52 70
NORMAL 97278 60591

Table 4. Classifiers & Instances using Train Dataset

Classifiers Classified Instances
Correctly Incorrectly

Hoeffding Tree 99.472 0.527
J48 99.963 0.036
Random Forest 99.983 0.017
Random Tree 99.963 0.036
RepTree 99.950 0.496
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5.3 Using Test Dataset

See Tables 8, 9, 10, and 11.

Table 5. Classifiers & DoS, PROBE Class Attacks using Train Dataset

Classifiers DoS PROBE
Correct False +V Correct False +V

Hoeffding Tree 390637 821 2987 1120
J48 391435 23 4076 31
Random Forest 391455 3 4079 26
Random Tree 391442 16 4071 36
Rep Tree 391420 38 4012 95

Table 6. Classifiers & R2L, U2R Class Attacks using Train Dataset

Classifiers R2L U2R
Correct False +V Correct False +V

Hoeffding Tree 711 415 13 39
J48 1076 50 25 27
Random Forest 1105 21 36 16
Random Tree 1091 35 36 16
Rep Tree 1099 27 25 48

Table 7. Classifiers & Normal Class Attacks using Train Dataset

Classifiers Normal
Correct False +V

Hoeffding Tree 97069 209
J48 97229 39
Random Forest 97262 16
Random Tree 97202 76
Rep Tree 97220 58

Table 8. Classifiers & Instances using Test Dataset

Classifiers Classified Instances
Correctly Incorrectly

Hoeffding Tree 97.0501 2.9499
J48 98.0416 1.9584
Random Forest 98.0818 1.9182
Random Tree 98.0371 1.9629
RepTree 98.0262 1.9738
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6 Result and Analysis

Percentage of results using Test Set.
The above table shows the results of test dataset that proves J48 classifier performs

well in U2R, R2L and Normal categories (Fig. 1). In DoS and PROBE, Random Forest
(RF) has a minor difference (Table 12).

Percentage of result using Train set.
In the above table it is analyzed that more than 90% attack detection is done by all

classifiers in DoS, PORBE as well as in R2L but the Normal category has more than
99% of attack detection results as only in U2R attack its ratio is less than 75% and it’s
just because of having fewer attacks in training dataset (Fig 2). By comparing to other
classifiers it is proven Random Forest performs slightly better in DoS, U2R, R2L but
J48 works better only in PROBE (Table 13).

Table 9. Classifiers & DoS, PROBE Class Attacks using Test Dataset

Classifiers DoS PROBE
Correct False +V Correct False +V

Hoeffding Tree 229407 446 3792 374
J48 229825 28 4098 68
Random Forest 229835 18 4122 44
Random Tree 229823 30 4099 67
Rep Tree 229817 36 4071 95

Table 10. Classifiers & R2L, U2R Class Attacks using Test Dataset

Classifiers R2L U2R
Correct False +V Correct False +V

Hoeffding Tree 12923 3424 52 18
J48 13518 2829 32 38
Random Forest 13553 2794 52 18
Random Tree 13540 2807 49 21
Rep Tree 13458 2889 50 20

Table 11. Classifiers & Normal Class Attacks using Test Dataset

Classifiers Normal
Correct False +V

Hoeffding Tree 55678 4913
J48 57463 3128
Random Forest 57499 3092
Random Tree 57411 3180
Rep Tree 57492 3099
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Fig. 1. Attack Detection Analysis with Test Dataset

Table 12. % of Results using Test Set

DoS PROBE U2R R2L Normal

Htree 96.67048 32.35717715 11.84210526 0.012354 97.2884657
J48 97.31785 75.42006721 3.070175439 5.843474 99.485089
RF 97.42401 77.98847816 0.877192982 5.49756 98.3034344
RT 94.3342 68.45895343 10.96491228 10.71098 98.3298401
RepTree 96.97676 73.45175228 10.0877193 9.691766 98.2456719
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Fig. 2. Attack Detection Analysis with Train Dataset

Table 13. % of Results using Train Set

DoS PROBE U2R R2L Normal

Htree 99.97140515 96.03117 68.9655172 92.26667 99.66706
J48 99.99493896 99.36693 55.1724138 95.82222 99.96172
RF 99.9994939 99.0017 70.6896552 98.04444 99.97685
RT 99.9936737 98.56343 63.7931034 97.77778 99.93412
RepTree 99.99114319 97.68688 48.2758621 96.88889 99.95638
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7 Conclusion and Future Work

The classification techniques like Hoeffding tree, J48, Random Forest, Random Tree
and RepTree of tree based data mining algorithms were practiced to study intrusion
detection dataset of KDD Cup1999 by using WEKA 3.9 tool. In general results show
using 10 fold cross validation, Random forest is the best for train set and J48 is the best
for test dataset by considering their comparative classification accuracy.

Achieving high detection rate along with the lowest false alarm ratio is the biggest
challenge to intrusion detection so not even a single classifier is efficient enough to give
high veracity of decreasing false alarm percentage. Finally, to improve overall attack
detection performance two or more classifiers can be combined.
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Abstract. Low light or poor shooting angle and other issues often make the
camera to take night time images and affect the naked-eye observation or
computer identification, so it is important to enhance the lightness of night time
image. Although the existing non-linear luminance enhancement method can
improve the brightness of the low light area, the excessive promotion led to high
light area distortion. Based on the existing image luminance processing algo-
rithm, we proposed an adaptive night time image improving method in the basis
of nonlinear brightness enhancement model is proposed to process the seg-
mentations of image brightness by using the logarithmic function. The seg-
mentation threshold is determined by the Otsu, and the adjustment factor of the
backlight region in the transfer function is calculated from the area ratio of the
backlight area. The conclusion comes from the simulation. The method involves
improving the image quality and ensuring that the entire picture is natural
without distortion. In the meanwhile, the processing speed is not much slower
compared with the existing processing algorithms.

Keywords: Night time images � Brightness � Adaptive Nonlinearity Model
Otsu Threshold

1 Introduction

The camera adjusts the degree of sensitivity through the sensor chip. Therefore, when the
camera lens is shooting in front of the light source, the sensor chip to detect the subject of
the reflected light is weak and its sensitive to the surrounding light source reflects the light
is strong. After imaging, the main body of the image brightness is low and the same as
ambient brightness under the night condition. It is difficult to obtain the effective infor-
mation from the picture and affect the extraction of information. The four pictures in
Fig. 1 are photographed in the night low light environment. There is a significant dark-
ness in brightness in the picture. The main area brightness is too low to affect identifi-
cation of the details information. Therefore, it is necessary to restore the night image.

The enhancement of night images should be conducive to visual observation and
accurate identification of the computer. We need to enhance the brightness of the
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low-light area of the night image and try to keep the brightness of the high-brightness
area unchanged. The picture should not be distorted after restoration.

In the image processing area, many researchers have been explored the methods to
change the image brightness. In [4], the traffic image is adjusted according to the time
variation, which is convenient for vehicle detection and license plate recognition. In [5],
the relationship between the histogram and the brightness is explored and it is found that
the histogram of the image brightness suitable for human eye observation should be
evenly distributed. In [6], brightness adjustment is achieved from the histogram of the
equalization. In [7, 8], the image is adjusted by brightness and wavelet transformation.
The brightness of the original image is changed by the wavelet transformation so that to
improve the readability of the image. In [9], the color image is enhanced by the non-
linear Retinex illumination reflection model, which improves the local contrast of the
image. In [10], a method of uneven brightness images based on theory of homomorphic
filtering is proposed. This method suppresses the low frequency component and
enhances the high frequency component. In [11], the brightness of the backlit image is
segmented linearly processed, and it is proved that the brightness processed in the HSI
space is more effective than in the histogram equalization method, the homomorphic
filtering and the retinex theory. In [12], using the logarithmic function in the HSI space
model to adjust the brightness of the image, which improves the image quality. In [13],
utilize the adaptive Gamma Correction model is used to adjust the image brightness in
the HSI space model to improve the contrast. In [14], the power function of different
parameters is used to adjust the brightness in the HSI space model to improve the
influence of illumination unevenness on the image information acquisition.

(a) night school yard image (b) night road image

(c) night building image (d) night people image

Fig. 1. Low light night-time image

Night Time Image Enhancement by Improved Nonlinear Model 305



Generally speaking, the enhancement of night images should be conducive to the
rapid observation of the naked eye and the computer. Based on the literature [11–14],
we choose to process the brightness in the spatial domain.

2 Prior Adjustment Model

The color of image pixels can be represented by a vector in the RGB color space, as
shown in Fig. 2(a), it can also be represented by a vector in the HSI color space, as
shown in Fig. 2(b). In the HSI color space, H represents the hue, S is saturation and I
means the intensity. The night time condition is strongly affect the brightness of the
image, while smaller influence on the shade of the image. At the same time, the
luminance component we has nothing to do with the color information of the image
and can be dealt with individually in the HSI model, so we choose to process the image
in the HSI model.

The formula for converting each pixel color from RGB to HSI model in the image
is:

H ¼ h B�G
360� h B[G

�
ð1Þ

S ¼ 1� 3
ðRþGþBÞ ½minðR;G;BÞ� ð2Þ

I ¼ 1
3
ðRþGþBÞ ð3Þ

R

B

blue

magenta

cyan

green

yellow

black
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green

red
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blue magenta

black

HS

(a) RGB color space (b) HSI color space

Fig. 2. Color space representation
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Hypothesis that the values of R, G, and B are normalized to the interval [0, 1], then
the values of S and I are [0, 1], the value of H is [0, 360], and the values of h are:

h ¼ arccos
1
2 ½ðR� GÞþ ðR� BÞ�

½ðR� GÞ2 þðR� BÞðG� BÞ�1=2
ð4Þ

The transformation makes the luminance component, we can be carried out sepa-
rately in the subsequent algorithm processing, which greatly simplifies the computa-
tion. In the low light image, assume that the luminance of the pixel normalized at the
coordinates (x, y) is fn(x, y), and the adjusted luminance is gn(x, y). The values of
fn(x, y), gn (x, y) are [0, 1] (the larger the value represents the higher the brightness).
The low light recovery process can be regarded as passing the normalized image
luminance fn(x, y) through a transformation function Tr, which is:

gn x; yð Þ ¼ Tr fn x; yð Þ½ � ð5Þ

In order to facilitate the narrative, in the night image that needs to be enhanced, we
refer to the region with low brightness under the low light condition, which is called the
dark region, and the region with high brightness under the condition of strong light
source is called well-light region. To restore the night image, the brightness of the dark
area needs to be increased and the brightness of the original well-light area stays stable.

2.1 Piecewise Linear Regulation

The relationship between the brightness of piecewise linear adjustment is:

gðx; yÞ ¼ k1 � fnðx; yÞþ b1 fnðx; yÞ� s
k2 � fnðx; yÞþ b2 fnðx; yÞ[ s

�
ð6Þ

Result of brightness adjustment can be changed by modified values of k1, k2, b1, b2
and s in the equation. When k1 = 8/3, k2 = 2/7, b1 = 0, b2 = 5/7, s ¼ 0:3, the recovery
results are shown in the following figure.

(a) Original night-time
image

(b) Results of linear 
adjustment

(c) Processing function 
image

Fig. 3. Comparison of piecewise linear adjustment results
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It can be concluded from Fig. 3 that the segmented model improves the dark
portion, but the processing is ineffective and the distortion of the junction is present.
Distortion is caused by the non-smoothness of the function segment. If you want to get
better processing in the dark part, the brightness of non-backlight part will rise rapidly,
it will also cause distortion. It is clear that the processing of the night image by the
piecewise linear model does not fully meet the demand of people.

2.2 Logarithmic Regulation

Literature [12, 14] adopted logarithmic function and power functions with different
parameters to adjust brightness. Based on the requirements for backlighting image
brightness processing, the logarithmic function [12] is used to improve the adjustment
to the high-brightness area, the equation is:

gnðx; yÞ ¼ C � log2½D� fnðx; yÞþ 1� ð7Þ

Taking D as the adjustment coefficient, it is used to change the brightness of
transformation function to improve performance. The value of C is as follows:

C ¼ 1
log2ðDþ 1Þ ð8Þ

Choosing D = 20, the result of backlight processing on Fig. 1(a) is shown in Fig. 4.
Even though this result is much better than the one of linear regulation, there are still
distortion existed in high-brightness area.

3 Improved Nonlinear Enhancement Model

Processing of well-light area is not ideal, even though logarithmic enhancement
adjustment model can improve dark area well. So we proposed an adaptively piecewise
method by power function, instead of logarithmic function, which would adjust
brightness of dark area rapidly and slowly in well-light area. Adjustment formula is,

(a) Original night-time
image

(b) Results of non-linear 
adjustment

(c) Processing function 
image

Fig. 4. Comparison of piecewise non-linear adjustment results
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gnðx; yÞ ¼ Ci � fnðx; yÞ
1
a ð9Þ

where, a is a constant.
Night time image has very low light in dark place, after transfer to gray image, the

luminance of most pixel centered on 0–30. According to Fig. 5, Power function can
rise the brightness rapidly in low light area than other function. Inversely, in
well-luminance area, adjustment function should be serial and convergent gradually,
then selected apposite adjustment coefficient to improve brightness.

3.1 Threshold Selection

We divide the luminance in two parts, threshold T belongs 0 to 1, and define that
fn(x, y) � T is low light area, and fn(x, y) � T is high light area. The Selection of T
can distinguish the low light area and high light area effectively. So we decided
computing T by Otsu Threshold Algorithm, steps as follows: Setting night time image
has M � N pixels, {0, 1/L, 2/L, …, (L − 1)/L} means that levels of luminance are L,
ni represents the number of pixels in i lightness, therefore title pixel numbers of night
time image is MN = n0 + n1 + … + nL−1. Hypothesis threshold T (0 < T < (L − 1)/
L) classifies lightness of image into two parts, low luminance area C1 and high
luminance area C2, pi = ni/MN is the percentage of pixels with lightness level i. Then
threshold T can get the maximum of r2B, which is the variance in different parts.

r2BðTÞ ¼
½mIP1ðTÞ � mðTÞ�2
P1ðTÞ½1� P1ðTÞ� ð10Þ

Fig. 5. Three adjustment functions. The blue is power function, the red is logarithmic function
and the green is piecewise linear function. It shows the gradient of power function is the largest
when fn(x,y) range from 0 to 0.2, and rises slowly during 0.3 to 1.0. (Color figure online)
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In (10), P1(T) is the probability that pixels can be divided into C1, m(T) represents
accumulative mean value to level T, mI means the average luminance of the whole
image.

P1ðTÞ ¼
XT
i¼0

pi ð11Þ

mðTÞ ¼
XT
i¼0

ipi ð12Þ

mI ¼
XL�1

i¼0

ipi ð13Þ

3.2 Coefficient Selection

When adjustment by logarithmic function, it just partly be enhanced if D is appointed a
random positive constant, and not effective to the image take by dark place. There is
still a large space for lightness improving unexpected, when fn(x, y) is larger. So we
proposed a new piecewise function based on nonlinear power function. gn(x, y) is
defined as:

gnðx; yÞ ¼ C1 � fnðx; yÞ
1
D1 0 � fnðx; yÞ� T

C2 � fnðx; yÞ
1
D2 þA T � fnðx; yÞ� 1

(
ð14Þ

Ci ¼ 1 i ¼ 1
1� A i ¼ 2

�
ð15Þ

There, threshold T will be achieved by computing Ostus threshold segment method.
Di is the adjustment coefficient in i section (i = 1, 2). When fnðx; yÞ� T , select D1 as
adjustment coefficient; fnðx; yÞ� T , D2 is better. We expected an adjustment coefficient
that Di is a serial function of fn(x, y), if fnðx; yÞ� T , D1 is large; if fnðx; yÞ� T , D2 will
be smaller gradually, and the transfer function will converge to gn(x, y) = fn(x, y). In
other words, high light area would keep its luminance or be improved little. Follow the
requirements, formula of Di is:

Di ¼
C � A fnðx; yÞ� T

1
lgT ½ðC1Tð1=CAÞ�AÞ=C2� fnðx; yÞ� T

�
ð16Þ

A is a positive real, when A is larger, the luminance of fnðx; yÞ� T improved
higher. According to experiments, A is not the larger the better. If it’s too large, will
result in the lightness of low light area improved excessively and artifacts. We hope
that when the area of low light region bigger than high light, the luminance of
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fnðx; yÞ� T rises more; the area of low light region smaller than high light, the lumi-
nance of fnðx; yÞ� T rises little. So we select A as:

A ¼ k �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n½fnðx;yÞ� T �

MN

r
ð17Þ

where k is a positive constant, and n½fnðx;yÞ�T � stands for pixel numbers when
fnðx; yÞ� T .

3.3 Compute Procedure

Base on the theory before, the processing of enhancing night-time image lightness
summarized in Table 1.

4 Result and Discussion

4.1 Enhancement Result

This paper proposes improved algorithm on a computer of memory of 8G (model for
DDR RME510H38C6T-400), frequency of 3.4 GHz and 64 bit Linux operating sys-
tem, simulating and calculating the original night image in Fig. 6(a)–(d) to get the
result through process of 2.3. The recovered images with improved nonlinear adjust-
ment method of this paper are illustrated in Fig. 6(a’)–(d’). Get the Fig. 6(a’’)–(d’’)
compared with the proposed method of [12].

We can effectively enhance the original image brightness in the dark part of the
details with the method described in this article, and the improved adjustment method
of this paper changes less on the well-light part and causes no distortion in compared
with the traditional method of nonlinear inverse processing method described in this
article. In Fig. 6, compare with the results of [12], ours can enhance the brightness
obviously and successfully avoid distortion caused by excessive improvement. From
Fig. 6(a) and (b), trees beside the street are difficult to identify because of lowlight
condition, we can clearly recognize the details of the tree and the road in (a’) and (b’).
Our results keep luminance of the well-light area in (a) and (b), compared with (a’’) and
(b’’) computed by [12],which light brightness is too high to cause distortion.

Table 1. Processing of luminance enhancement

Algorithm1 Process of enhancement

1. Read original night-time image I;
2. Statistic the pixel width and height of image I;
3. Transfer I from RGB space to HSI space;
4. Compute threshold T and ratio A;
5. Select adjust coefficient Di;
6. Adjust the lightness according to the transfer relationship;
7. Achieve the enhancement image I’.
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Two buildings details in (c) are hard to distinguish, power function algorithm can
observe the texture of the wall and the stone in (c’). In the Fig. 6(c’’) which results of
[12], the building’s top is too bright and little details left. Cars and trees in Fig. 6(d) are
difficult to distinguish because of darkness, our method recover the details of cars and
trees in Fig. 6(d’). Especially we can restore the information of the sky, but (d’’) only
provide the shape of the car in front of the image.

4.2 Judgment Criteria

The steps of processing are measured in length in the experiment environment
described in Sect. 3.1, and the intensity of the image normalization is calculated to get
Tables 2 and 3.

We find that the running time of the program is related to the size of the image,
namely pixel value (M � N). The larger M � N, the longer processing time. The
improved method will slow the traditional method of [12] on the processing speed,

(a) original night image (a') Ours (a'') result of [12]

(b) original night image (b') Ours (b'') result of [12]

(c) original night image (c') Ours (c'') result of [12]

(d) original night image (d') Ours (d'') result of [12]

Fig. 6. Results of different algorithms
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which is mainly due to the improvement to piecewise nonlinear adjustment of
brightness, rather than the whole nonlinear adjustment, but in general, the improved
method has higher operation efficiency and satisfactory processing speed, which mainly
depends on that this paper only uses the I component of HSI model for low light
processing, rather than the three color components of the RGB model.

Make new statistics of brightness, and compared to the number of pixels before,
Table 3 shows the result.

From the above table, the paper can be concluded that there is a widespread
phenomenon in the original night image: there is a huge difference between the
brightness of the background and the main part. The background is mainly in high
brightness (0.7–1) and the main part mainly in the low light (0–0.3). There is basically
no pixels in the range of 0.3–0.7. Backlight processing mainly transfers the pixels of
the lower area to middle brightness area by nonlinear transformation, which can be
proved from the processed data. Table 2 shows that proportion of pixels with the
improved method is closer to the original image than traditional methods in the range
of 0.7–1. The improved method mainly adjusts the image pixel brightness by trans-
ferring the 0–0.3 area to the 0.3–0.7 area, and high brightness area (0.7–1) changes
little, meanwhile the traditional method of [12] changes a lot in the high brightness
area. In addition, the more even the brightness distribution is, the broader, the better the
quality of the image is in theory, which can also be found from data processing. The
processing of this paper is conducive to a better resolution.

Table 2. Statistic time of processing.

Pic Pixel num Time of us (s) Time of [12] (s)

(a) 442 * 299 4.465262 3.307465
(b) 1148 * 858 13.44732 3.442836
(c) 700 * 465 4.223594 3.352265
(d) 690 * 388 8.889232 3.418154

Table 3. Comparison of luminance threshold after processing and before.

Normalization luminance 0–0.3 0.3–0.7 0.7–1 Numbers of total pixel

(a) Original night image 0.9013 0 0.0987 422 * 299
(a’) Ours 0.3824 0.5289 0.0887
(b) Original night image 0.9915 0 0.0085 1148 * 858
(b’) Ours 0.0091 0.98 0.0109
(c) Original night image 0.9538 0 0.0462 700 * 465
(c’) Ours 0.7271 0.2063 0.0666
(d) Original night image 0.9964 0 0.0036 690 * 388
(d’) Ours 0.8554 0.1184 0.0262
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5 Conclusion

In order to improve the night image to make it better for naked eye and computer
identification, an improved method for nonlinear brightness improving model is put
forward in this paper. Get segmentation threshold T with Otsu threshold segmentation
method and the well-light area brightness improving coefficient by calculating the ratio
of backlighting area to total pixels. Improve brightness of night image by piecewise
method. The enhanced image can clearly get the details of the original dark area after
processing.

Acknowledgments. This work was partially supported by the NSF project of Shandong pro-
vince in China with granted No. ZR2014FM023, and Research and Innovation Fund project of
Harbin Institute of Technology with granted No. HIT.NSRIF.2016108.
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Abstract. The heart rate is one of the important characteristic of human health.
Fast and convenient heart rate measurement has become one aspect of daily life.
The non-contact measurement method of heart rate gathers information of face
via color video camera, analyzes the change of displacement of the surface of
the skin and body color, then uses the methods such as filtering, spectrum
analyze and peak detection to analysis the heart rate quantitatively. What’s
more, we study a non-contact method to detect the implementation of the heart
rate based on the video acquisition, image processing and signal processing
technology. We have done a thorough study of the implementation framework
of the non-contact measurement of heart rate.

Keywords: Photoplethysmography � Non-contact
Independent component analysis

1 Introduction

Heart rate is a very important parameter in the diagnosis of today’s medical treatment.
Non-contact heart rate measurements have also attracted increasing attention, espe-
cially for newborns and the elderly, whose skin is very fragile and traditional contact
heart rate measurements may make them feel uncomfortable. In addition to providing a
non-contact way to measure heart rate, the method can also be used to monitor subtle
changes in heartbeat for long periods of time as other basis for clinical diagnosis. This
method of heart rate monitoring can be widely recognized by using the camera to
collect face information, which non-contact to measure the heart rate, instead of con-
tacting with skin.

In this article, we use the heartbeat cycle caused by the delicate changes in the head
color to extract the information of heart rate. With blood flowing through the
abdominal aorta and neck arteries to the head, the head will produce cyclical changes in
color.
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2 Relate Works

2.1 Photo-Plethysmo-Graphy

Photo-plethysmo-graphy (PPG) is a non-invasive photo detection device that detects
blood volume changes by means of optoelectronic devices. Hemoglobin is different for
red and infrared light absorption, so we can measure hemoglobin in the blood by
measuring the degree of weakening of each light reflected or transmitted by blood [1].
At present, the market of PPG sensors are usually more cost-effective LED and red
photodetector with the use. In addition, it is also important to select photodetectors
whose spectral characteristics match the light source. [2] PPG signal acquisition system
is as follows (Fig. 1):

2.2 Existing Detection Program [3]

General contact heart rate testing equipment is expensive, and the user is not conve-
nient to carry. So people began to explore non-contact detection of heart rate. At
present, the non-contact methods for determining heart rate are laser Doppler, Doppler
radar, biological radar, thermal imaging and so on.

3 Algorithm Principle

This paper presents a method of non-contact heart rate testing. The method uses a
camera to collect color images of the face and analyzes the changes in human skin
color. And then use filtering, spectral analysis, peak detection and other methods in
signal processing to analyze the heart rate characteristics. Compared with the existing
PPG detection technology, the detection method uses a conventional digital camera as a
detector, rather than using a photodiode. While the light source required by the method
is only normal ambient light.

The main research algorithms are: face detection, independent component analysis,
peak detection and so on.

Fig. 1. PPG signal acquisition
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3.1 Face Detection [4]

Face detection as the first stage of face recognition system, is recognized by most
experts. Face detection methods are method based on the face gray model, method
based on the feature space and method based on the neural network.

The detection method based on the face gray scale model is: First extract the
geometry, gray level, the skin lines and other characteristics of the face. And then
check whether the results extracted above are consistent with the prior knowledge of
the face.

Based on the feature space method, the face region image is transformed into a
feature space. And then it is divided into “human face” and “non-human face” two
types of models according to its distribution in the feature space. Principal Component
Analysis (PCA) is a commonly used method. It is orthogonal according to the statistical
properties of the image to eliminate the correlation between the components of the
original vector. The eigenvectors from transformation whose eigenvalues are decre-
mented in turn are eigenfaces.

The artificial neural network (ANN) method is based on the statistical character-
istics of the model implicit in the ANN structure and parameters. For the complex,
difficult to describe the model, the ANN-based approach has a unique advantage.

3.2 Independent Component Analysis [5]

Independent Component Analysis (ICA) is a statistical and computational technology.
It is used to reveal hidden components in random variables, measured data and signal.
For a multivariate observation data usually given in the form of a large number of
sample databases, ICA defines a generation model. This model assumes that the
observed variable is a linear or non-linear blend of some unknown intrinsic variables.
And not only the intrinsic variables are unknown, but the system that achieves the mix
is also unknown. We also assume that those intrinsic variables are non-Gaussian and
independent of each other and call them an independent component of the observed
data. These independent components (also known as sources or factors) can be found
by ICA.

In order to give the strict definition of ICA, we can use the “hidden variable”
statistical model. We can assume that random variables x1; � � � ; xn; are observed, these
variables are linearly combined by the other random variables s1; . . .; sn: In this model,
we also need to assume that the variable si is statistically independent of each other.

What is mentioned above is the model of ICA. Since this model shows how we see
the data from si, we refer to this model as the generation model. Among them, si as an
independent component, cannot be directly observed by us, so we call it “hidden
variable”. In this model, the only thing we can know is that the random variables
x1; . . .; xn: So, when we do independent component analysis we cannot ignore the
commonly used assumptions. So that we can only use our observed variables to get all
the unknown.
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3.3 Peak Detection [6]

As shown in Fig. 2, P1 and P2 is the peak that we want to detect. We have to pre-set
the amount of rise and fall. The core of the peak detection algorithm is: the peak point
is the maximum value of the waveforms we studied, which has the rising and down-
ward quantities. We must first determine a gate value, which is to give up some smaller
voltage change caused by noise. For the voltage below the gate voltage, we set it
directly to 0 and the voltage higher than the gate voltage, we can retain its original data.
Finally, we start to check one by one to find all the qualifying data, and that is the peak
we want.

4 System Framework

Non-contact heart rate detection implementation process is shown in Fig. 3. The
algorithm steps are: first in the natural light, use a video camera to collect information
of a face; the face detection algorithm is used to extract the faces from each frame of
the image. Then, we will separate each frame face image and generate R, G, B
three-channel image. We can use the mean of all the pixels in each image as the
eigenvalues of each channel and signals XR (t), XG (t) and XB (t) are used to represent
the signals generated by the three channels. Next, we make independent component
analysis of the three signals after standardization, so that three new signals YA (t), YB
(t) and YC (t) independently of each other are obtained. Then, we use correlation
analysis, filtering, and peak detection to obtain the heartbeat frequency (sub/min).

4.1 Image Acquisition

By the PPG measurement principle, video acquisition is an important step in the
detection of heart beat frequency. The light that is reflected and scattered by the
incident light through the skin, blood vessels, muscles and other tissues need to be
recorded and the optical signal is converted into an electrical signal [2]. The camera
is the most convenient photoelectric conversion device, which is our preferred

Fig. 2. Peak detection diagram
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measurement equipment. We use the ordinary light or natural light as the light source;
The resolution of the camera is the pixel 640 � 480 and the frame rate is 30 frames/s;
The image color space is RGB; Then we can obtain a face video of 450 frames, 15 s.
We use the other measuring instruments to measure the heart rate while shooting the
video. The measuring device is shown in Fig. 4:

In the video capture, to reduce noise, there are four main points to note. (1) Try to
shoot in good light conditions. The more the light is, the more the change in the color
of the face is. (2) Turn off the camera’s white balance performance. The camera
automatically detects the environment and adjusts the color with white balance, which
can destroy useful color information. (3) People in the video shooting time should not
be too much action. The action will provide artifacts, which will cause the noise in the

Fig. 3. Non-contact heart rate detection implementation process

Fig. 4. Non - contact heart rate measurement device
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extracted signal. (4) When video has been captured, in order to prevent the camera just
started will affect the color extraction, we need to intercept the middle of 15 s to
analyze. We then turn the video into a frame format, and continue to the following
analysis.

4.2 Face Detection

As the video in this paper requires the participants’ action range cannot be too large,
and the participants are almost completely static, so the video is only composed of a
large number of static image sequences. Through the analysis of each face detection
algorithm, we use the face detection algorithm is based on skin color characteristics of
human detection technology. This kind of face detection algorithm is relatively simple,
and the video collected in this article is only a person’s head, so it is easier and more
accurate to achieve.

As the light changes will also affect the effect of face detection, so before the face
detection, we need light compensation for the image. Histogram equalization is the
simplest method of lighting compensation. It can eliminate the effects caused by the
changes in lighting conditions. Although this method has poor effect on face image
processing under extreme light conditions such as high light and all black, before the
face detection, we use the histogram equalization method to carry out its light com-
pensation considering that the algorithm generally requires better lighting conditions,
extreme light conditions do not occur.

When a face detection for each frame is successful, the image should be saved on
the computer for the primitive PPG signal.

4.3 Separation of Primary Colors

When a face detection for each frame is successful, the image should be saved on the
computer for the primitive PPG signal.

We detect the face, and then we split the color signal in order to get R, G, B channel
color components and save it as a three-dimensional matrix. Taking the pixel mean of
the face image as our sample value, we can get three consecutive channels with heart
rate information for 15 s. Three-channel sampling signal is shown in Fig. 5:

Details show that in the study of human blood cells to absorb light capacity, we
found that blood cells absorb green light or yellow light ability is stronger than other
colors of light. So we can conclude that the green waveform is most correlated with
heart rate information in the above three waveform signals.

4.4 Independent Component Analysis

Since the heart rate signal is usually mixed with a variety of physiological signals such
as respiratory waves, we cannot obtain the source signal of heart rate through priori
knowledge, and we can estimate the source signal only through the observation data.
Therefore, separating the source signal from the mixed observation signal is a typical
blind source signal separation problem. So we use the ICA algorithm to divide the
above three channels of the initial signal into three independent source signal.
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First of all, the above three signals should be standardized, mean 0, variance of 1.
Standardized signal is shown in Fig. 6. Then we use the ICA algorithm to remove the
noise, and we will get three independent source signal. The three independent source
signal is shown in Fig. 7. Since the three signals are disordered, it is not possible to
determine which of the three separate signals corresponds to the signal in the mixed
signal before separation. So we need to use the correlation analysis method to screen
out the most relevant signal with the heart beat. Select a signal that is most relevant to
the green signal for the next analysis. In order to find the independent source signal
most relevant to the green channel signal, we need to calculate the correlation coeffi-
cient between the three independent source signals and the green signal separately,

Fig. 5. Three-channel sampling signal (Color figure online)

Fig. 6. Standardized signal (Color figure online)
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which requires the correlation function corrcoef in Matlab. The correlation between the
three signals and the green signal is 0.4749, 0.3260 and 0.9400. So the green signal is
most relevant to the third signal.

4.5 Signal Processing

The collected heart rate signal also contains some high-frequency noise, making the
signal “glitch”, which requires us to use some signal processing methods to filter out.
Studies have shown that a normal adult’s resting pulse rate [0.75, 2] HZ, so it can be
filtered using 5-point moving average filter, and then using a band pass [0.75, 5] HZ
Butterworth filter. The signal processing results are as follows (Figs. 8 and 9):

Fig. 7. The three independent source signal (Color figure online)

Fig. 8. Comparison of signal before and after the first filter
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Peak detection of the above signals which has been subjected to the necessary
filtering and calculate the average of the time interval between each peak. We use the
peak detection algorithm to measure the heartbeat interval time so as to get the max-
imum peak frequency f. Heart rate calculation method: HR = 60 * f. The signal pro-
cessing results is shown in Fig. 10. The heart rate is 96 times/min.

Acknowledgment. This work was supported by the National Science and Technology Major
Specific Projects of China (Grant No. 2015ZX03004002-004) and the Fundamental Research
Funds for the Central Universities (Grant No. HIT. NSRIF. 201616).

Fig. 9. Comparison of signal before and after the second filter

Fig. 10. Peak detection processing results
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Abstract. Nowadays, SRR (super resolution image reconstruction) technology
is a very effective method in improving spatial resolution of images and
obtaining high-definition images. The SRR approach is an image late processing
method that does not require any improvement in the hardware of the imaging
system. In the SRR reconstruction model, it is the key point of the research to
choose a proper cost function to achieve good reconstruction effect. In this
paper, based on a lot of research, Lorenzian norm is employed as the error term,
Tikhonov regularization is employed as the regularization term in the recon-
struction model, and iteration method is employed in the process of SRR. In this
way, the outliers and image edge preserving problems in SRR reconstruction
process can be effectively solved and a good reconstruction effect can be
achieved. A low resolution MRI brain image sequence with motion blur and
several noises are used to test the SRR reconstruction algorithm in this paper and
the reconstruction results of SRR reconstruction algorithm based on L2 norm are
also be used for comparison and analysis. Results from experiments show that
the SRR algorithm in this paper has better practicability and effectiveness.

Keywords: MRI image � Super resolution image reconstruction
Lorentzian norm � Regularization � Iteration

1 Introduction

In order to achieve a good visual effect, people always want to get clear images with
high quality. In the current CCD imaging systems, for increasing image’s spatial
resolution by improving performance and structure of the imaging system often results
in additional expenditure and noise. In addition, LR images can only be obtained in
some image acquisition processes. In order to get HR images, super resolution image
reconstruction (SRR) technology has become an effective method in image later pro-
cessing process.

Super resolution image reconstruction technology refers to the process of image
processing: from low resolution image sequences to reproduce one high resolution
images. This technique can reconstruct one high resolution images by collecting
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additional information between sub pixels of low resolution image sequence taken from
the same scene. By this method, the limitations of the intrinsic frequency of the
imaging process can be overcome. Earlier work on super resolution image recon-
struction was done by Tsai and Huang [1] in 1984, which is a SRR method of
single-image in frequency-domain using DFT. Then, a serious of frequency domain
super-resolution reconstruction method based on discrete-cosine-transform (DCT) [2],
wavelet-transform [3] is presented. Because the frequency domain reconstruction effect
is not ideal, in recent years, the research area has moved to the spatial domain. The
typical spatial super-resolution image reconstruction model includes: IBP method [4],
non-uniform- interpolation method [5], MAP method [6], ML method [7], POCS
method [8], mixed-MAP/POCS method [9], and adaptive-filtering method [10], etc.
Based on these algorithms, combining reconstruction and registration algorithm [11],
multi-spectral and color image SRR algorithm [12], compressed sensing reconstruction
algorithm [13], and Example-based SRR algorithm have also been proposed [14].

In this paper, the SRR algorithm based on Lorenzian norm [15] is introduced, and is
applied to the reconstruction of low resolution MRI brain image sequence. Results
from experiments show that the proposed algorithm is more efficient than that of L2
norm based SRR algorithm in solving the outliers and edge preserving problems in
super-resolution reconstruction process.

The structure of this paper includes: Sect. 2 introduces basic observation-model of
HR image. Section 3 gives the SR image reconstruction algorithm based on Lorenzian
norm and Tikhonov regularization. Section 4 gives the reconstruction results of two
reconstruction methods based on a series of low resolution MRI brain images. Sec-
tion 5 gives the conclusion of this paper.

2 Image Observation Model

The process to get low resolution image from high resolution image includes down
sampling, blurring, warping, and noise addition. The image-observation-model [9] is

yk ¼ DBMkxþ nk; k ¼ 1; 2; . . .;P ð1Þ

Where x represents the initial HR image, the size of it is L1N1 � L2N2, L1 repre-
sents the horizontal direction down sampling factor, and L2 represents the vertical
direction down sampling factor. yk is low-resolution-image sequence with the size of
N1 � N2:Mk represents motion matrix with moving, rotation, zoom motion and the size
of it is L1N1L2N2 � L1N1L2N2, B represents the blur matrix and the size of it is
L1N1L2N2 � L1N1L2N2, D represents sampling matrix, the size of it is
N1N2 � L1N1L2N2, nk represents Gauss white noise, the size of it is N1N2 � 1.

Formula (1) can also be expressed as

yk ¼ Hkxþ nk; k ¼ 1; 2; . . .;P ð2Þ

where HK ¼ DBMK can be regarded as a composite degenerate operator.
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3 SR Image Reconstruction Algorithm

The image reconstruction process of SR is estimating one HR image from LR image
sequence taken from same scene using complementary information between sub-pixels.
Super resolution image reconstruction is ill-posed-inverse-process, and reconstruction
model is very sensitive. Small noise and error can lead to serious distortion of the
reconstructed-image.

The key problem of reconstruct HR image from LR image-sequence is to get a
proper cost function. From formulas (1) and (2) we get

x̂ ¼ argmin
X

k
qðyk � HkxÞþ aRðxÞ

h i
ð3Þ

Where x is the initial HR image, x̂ is the reconstructed SRR image, yk is LR image
sequence, q(•) is error estimation term (fidelity of the solution), R(x) is the regular-
ization term (smoothness of the solution), a is regularization-parameter (control the
trade-off between q and R(x)).

3.1 Error Estimate Term

At present, the error-estimation-term used in SRR is the error estimate [6] based on the
Lp norm. If the value of P is 1, it becomes the L1 norm, and when the value of P is 2, it
becomes the L2 norm. A common problem with these methods is the over smoothing
and edge ringing effects of reconstructed images.

The Lorenzian norm and its influence function are defined as

qLORðxÞ ¼ log 1þ 1
2

x
T

� �2
� �

ð4Þ

q0LORðxÞ ¼
2x

2T2 þ x2
ð5Þ

The Lorenzian norm is used as error estimation term, which concentrates the
advantages of L1 norm and L2 norm, and can effectively suppress ringing and noise
effect, especially salt & pepper noise.

x_ ¼ argmin
X

k
qLORðyk � HkxÞþ aRðxÞ

h i
ð6Þ

where T is a soft threshold, when x � T, it is the L2 norm, and when x > T, it is
saturated. Therefore, only those values that are not greater than T are valid (Fig. 1).

3.2 Regularization Term

The regularization-term in the super-resolution-image-reconstruction model can restrict
the solution space and improve the solution’s stability by introducing a pri-knowledge.
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The regularization method used in this paper is the effective and commonly used
Tikhonov regularization.

x_ ¼ argmin
X

k
qLORðyk � HkxÞþ a Cxk k22

h i
ð7Þ

where C is a two-dimensional Laplacian operator. a is a regularization parameter that
adjusts the ratio between the regularization and the error estimate term. If the value of
alpha is too large, the solution will deviate from the real solution, and if the alpha value
is too small, the solution will lead to instability. Therefore, the determination of an
appropriate alpha value is a key factor in achieving better reconstruction effectiveness.

3.3 Iteration Reconstruction Method

In this paper, iterative reconstruction method is employed for the realization of SRR
algorithm.

xnþ 1 ¼ xn þ k
X

k
ðHT

k y� ðHT
k Hk þ aðxkÞCTCÞxkÞ

h i
ð8Þ

Where k means iteration step value.

4 Experiment

In this paper, the low-resolution MRI brain image sequence is used to test the SR
image-reconstruction algorithm. Meanwhile, the SRR algorithm based on L2 norm is
also used for comparison of the reconstruction effect.

PSNR and RMSE are used for evaluating the performance of the reconstruction
methods quantitatively.

PSNR ¼ 10log10
2552

MSE

� �
ð10Þ

(a) Lorentzian norm function      (b) Lorentzian norm influence function  

Fig. 1. Lorentzian norm and influence function.
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MSE ¼ 1
L1N1 � L2N2

XL1N1

i¼1

XL2N2

j¼1
x̂ i; jð Þ � x i; jð Þð Þ2 ð11Þ

Where L1N1L2N2 is the size of the initial HR image, x represents initial HR image,
and x̂ represents the reconstructed SRR image.

In the experiments, two reconstruction methods are used for reconstruct SR image
from LR image sequences and two types of noises is added. LR image sequence in the
experiment is taken from the original HR MRI brain image (see Fig. 2) by global
motion (assuming the motion parameters are known), 3 � 3 Gauss kernel blur, the
factor of 2 down sampling of the horizontal direction and vertical direction, and the
addition of two different types of noise (Gauss noise, salt & pepper noise), see Fig. 3.
Based on the two reconstruction methods, the results of super resolution image
reconstruction for different noise cases are shown in Figs. 4 and 5.

The results from experiments show that the reconstruction effect of the super res-
olution image reconstruction method in this paper is better than that of based on the L2
norm in the objective and subjective aspects. The reconstructed HR image with the
algorithm in this paper has better visual and edge preservation effect. The recon-
struction results show that this paper’s algorithm can keep better robustness and
adaptability in different kinds of noise, especially for the case of salt & pepper noise.

Fig. 2. Initial MRI brain image.

(a) noiseless (b) Gaussian noise (c) salt & pepper noise

Fig. 3. LR images with different type of noise.
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5 Conclusion

In order to solve the edge preserving and outliers problem in SR image reconstruction,
the reconstruction algorithm based on Tikhonov regularization, Lorenzian error norm,
and iterative method is employed. The results of the experiments show that the low
resolution MRI brain images with different noise conditions are well reconstructed and
the robustness and adaptability of this algorithm is better compared to L2 norm based
reconstruction algorithm–not just remove the noise of different types, and also has
better edge preserving effect. However, this method has the problem of large com-
putation and slow processing speed. The work of next step is to improve the algorithm
by considering adaptive regularization in the motion estimation model.
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Abstract. Virtual channel (VC) flow control proves to be an alternative way to
promote network performance, but uniform VC allocation in the network may
be at the cost of chip area and power consumption. We propose a novel VC
number allocation algorithm customizing the VCs in network based on the
characteristic of the target application. Given the characteristic of target appli-
cation and total VC number budget, the block probability for each port of nodes
in the network can be obtained with an analytical model. Then VCs are added to
the port with the highest block probability one by one. The simulation results
indicate that the proposed algorithm reduces buffer consumption by 14.58%–

51.04% under diverse traffic patterns and VC depth, while keeping similar
network performance.

Keywords: VC allocation � Block probability � Network-on-chip

1 Introduction

SoC designs are confronted with various challenges caused by the increasing com-
plexity of the designs [1]. The on-chip communication bandwidth requirement is
growing rapidly, and simultaneously the interconnect delay exceeds the average
on-chip clock period [2]. Network-on-chip (NoC) which replaces bus with network to
implement the communication among processing elements (PE) has been proposed [3,
4], and becomes one of the most promising on-chip interconnection architectures [5].
NoC is composed of Network Interface (NI), Router, and Link basically. Compared
with traditional on-chip bus, NoC has many advantages—reusability, scalability, par-
allelism, etc., which satisfies future SoC interconnection requirements [3–5].

The benefits of NoC are attractive, but attaining their full potential will present lots
of challenges among which power consumption stands out as one of the most critical
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challenges [5]. Since router is one of the kernel components of NoC and it has sig-
nificant influence on both the performance and power consumption of NoC [6], we
mainly focus on it in this paper. A typical virtual channel router structure is shown in
Fig. 1. It is composed of Routing Computation (RC), VC Allocator (VA), Switch
Allocator (SA), VC, crossbar, and Mux as well as Demux. Among the five parts of
router, VC has prominent effect on router. However, VC takes up most of the power
and area consumption of router [7], especially more than sixty percent of the static
power consumption [8, 9]. On the other hand, VC number and capacity determines the
router performance with specific router architecture. With more VCs and larger
capacity, data in the network will be able to forward to the destination node more
fluently, while under the opposite situation, the network are prone to get blocked and
saturated. To get out of such a dilemma, the researchers proposed many strategies from
diverse points of view. The authors of [10, 11] introduce power gating to shut down
idle VCs. Although power gating can reduce the system static power consumption, it
needs additional technology support. What’s worse, the static power saving will
decrease greatly under heavier workload. The authors of [12, 13] propose dynamic
buffer allocation strategy adjusting the VC number or depth based on network status.
The strategy can be effective in diverse traffic; however, the designs are usually
complex and result in additional hardware consumption. Therefore little power saving
can be achieved when the data width is not very large. It is tough to find out a general
method to make compromise on performance and power consumption.

NoC design typically aims at certain specific application, thus the NoC architecture
can be customized to specific application to obtain the best design trade-offs [14].
Taking this matter into consideration, Hu and Marculescu work out an analytical
performance model for NoC, and then proposed a buffer capacity allocation algorithm
based on the performance model [7]. According to the algorithm, the buffer with the
highest full probability is assigned larger buffer capacity. However, such an allocation
algorithm is limited to router with single buffer channel. Consequently, when it comes

credit in

Routing Computation/VC Allocator/Switch Allocator

output E

output N

output L

credit out

VC1

VC3

VCID

Demux

input E VC2

vc controller

VC1

VC3

VCID

Demux

input N VC2

vc controller

VC1

VC3

VCID

Demux

input L VC2

vc controller

crossbar

Fig. 1. A general virtual channel router architecture.
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to higher throughput requirements application, router based on VC is necessary and the
algorithm will be not available. To remedy this situation, Huang et al. [15] develop a
VC planning algorithm. The algorithm only adds VCs to channels which present the
highest bandwidth usage. Although the algorithm presents prominent power savings
when the VC is deep, it doesn’t work well when the VC is shallow. In fact, the
probability due to feedback of VCs in the next router can’t be ignored, especially when
the VCs are shallow. In this paper, a novel VC number allocation algorithm is pro-
posed. Taking both arbitration contention and VC feedback probability into account,
we add VCs to port with the highest block probability.

2 Buffer Utilization Characteristic for NoC

To get a better view of VC utilization characteristic in NoC, we make a stat. of VC
utilization under hotspot traffic with a cycle accurate SystemC simulator. X-Y routing
algorithm is adopted in a 4 � 4 2D Mesh NoC. And there are three four-flit-VCs in
each input port of the router. Average injection rate is 0.3 flit/node/cycle and the
hotspot locates in (2, 2). The simulation begins with a warm-up period of 100000
cycles. Then performance data is collected 100000 cycles later. Figure 2-(a) shows the
buffer utilization in different ports of different nodes. It is obviously that the buffer
utilization of different nodes differs notably. Even buffer utilization in the same node
varies significantly. The lowest buffer utilization in the network is 0.0053, while the
highest is 0.427 and it is 80 times higher than the lowest! Figure 2-(b) indicates the
buffer utilization under uniform traffic. It is amazing that buffer utilization differs
greatly even under uniform traffic. The highest buffer utilization is 0.0562, which is
about 8 times higher than the lowest.

The simulation results illustrate that unbalance of buffer utilization exits in diverse
traffic patterns including uniform traffic. The main reason is 2D Mesh topology as well
as X-Y deterministic routing. In fact, the application characteristic, routing algorithm,
topology etc. have notable effect on buffer utilization in network. Therefore,
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Fig. 2. VC utilization of different ports in each node.
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unbalanced buffer utilization in NoC is usual. As buffer utilization varies across the
network, with uniform VC allocation, VCs in some ports might be idle and wasted,
while VCs in some other ports might be insufficient and a mass of data might be
blocked. Hence customizing the VCs configuration in NoC based on the application
characteristic will decrease buffer consumption through reducing superfluous VCs and
alleviate block by adding VCs. At the same time, the network performance can be
maintained or even improved.

3 Static Virtual Channel Number Allocation

3.1 Basic Idea

To fully utilize the limited VCs in the network and satisfy the performance require-
ments with the least VCs, VCs are allocated across the network based on needs of the
ports. But the problem is how to define the needs of ports in the network. To make the
problem clear, we explain how the data is transmitted in a router first. Router receives
and stores data injected from the input ports. When the data in the VCs gets through the
Mux, and there are available VCs in the next router, it sends request to VA. With the
grant of VA, it still needs to make sure that the assigned VC is not full before the data
sends request to SA for the output port. With the grant of SA, the data will be sent to
crossbar and then leaves from the output port. All the data that fails to request or be
granted by VA or SA is stored in VCs of current router. In other words, all the data that
is blocked will be stored. The higher the block probability is, the more data needs to be
stored and the worse the performance is. Therefore alleviating the block probability
will be one of the possible ways to improve the network performance.

The root of block is limited bandwidth of the link and limited buffer capacity of the
router. Generally speaking, the bandwidth of the link is fixed. Under this situation,
especially when the link bandwidth of the link is sufficient, we have to turn to the buffer
capacity. Buffer is used to smooth the injection rate and the ejection rate of the router.
Increasing buffer capacity of the corresponding port in the next router will alleviate the
block probability and increase the ejection rate. As buffer capacity is limited, we only
increase VCs where the block probability is high. As a result, there are fewer VCs
where the block probability is low. However, when the link becomes saturated, adding
VC will bring few benefits. On the opposite, the hardware consumption increases.
So VC number in each port will be limited. Therefore we develop a VC allocation
algorithm based on block probability. Compared with uniform VC configuration, the
buffer consumption is reduced significantly, while achieving similar performance. The
analytical model of the blocking probability and VC number allocation algorithm will
be described in detail below.

3.2 Problem Formulation

For convenience, the notations used in analysis are listed in Table 1. And the problem
of VC number allocation can be formulated as follow.
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Assume:

PE injects packet with a Poisson distribution.

Given:

Total VC number budget, S
Application communication characteristic, kx;y and Px0;y0

x;y

Routing algorithm, R
Virtual channel depth, D

Determine:

VC configuration vx;y;j
Which minimizes average network latency Lat

Min Latð Þ s:t:
X
8x

X
8y

X
8j

vx;y;j � S ð1Þ

Table 1. Parameter notion.

Parameter Description

S Total VC number budget
kx;y PE injection rate of node x; yð Þ
Px0;y0
x0;y

The probability that node x; yð Þ sends data to node x0; y0ð Þ
R Routing function
D VC depth
U Port number of the router
vx;y;j VC number of input port j in node x; yð Þ , j 2 E;N;W ; S; Lf g
kx;y;j Injection rate of input port j in node x; yð Þ , j 2 E;N;W ; S; Lf g
kx;y;j;k Flit transmission rate of node x; yð Þ that injects from input port j in and ejects

from output port k, j 2 E;N;W ; S; Lf g, k 2 E;N;W ; S; Lf g
lx;y;j Service rate of input port j in node x; yð Þ, j 2 E;N;W ; S; Lf g
qx;y;j Traffic intensity of input port j in node x; yð Þ, j 2 E;N;W ; S; Lf g
Pinput block x;y Block probability of input port j in node x; yð Þ , j 2 E;N;W ; S; Lf g
Pblock x;y;k Block probability of corresponding output port in previous node of input

port k in node x; yð Þ , k 2 E;N;W ; S; Lf g
PARB con x;y;k Arbitration contention probability of output port k in node x; yð Þ ,

k 2 E;N;W ; S; Lf g
PARB con x;y;k Arbitration contention probability of n flits requesting for output port k in

node x; yð Þ, k 2 E;N;W ; S; Lf g, n 2 0; 1; 2; 3; 4; 5f g
PVC full con x VC full probability of input port k in node x; yð Þ , k 2 E;N;W ; S; Lf g
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3.3 Block Probability Analysis

For convenience, single VC is configured in each input port. 8x; 8y; j 2
fN;E; S;W ; Lg, vx;y;j ¼ 1. With previous analysis, it is natural that the block probability
is consist of two aspects—arbitration probability including VA and SA and VC
feedback probability. Therefore Pblock x;y;k can be derived:

Pblock x;y;k ¼ 1� 1� PARB con x0;y0;k0
� �� 1� PVC full con x;y;k

� � ð2Þ

Node x0; y0ð Þ indicates the node that connects with input port k in node x; yð Þ ,and k0

is corresponding output port in node x0; y0ð Þ.
When more than two flits request for the same output port k, there is an arbitration

contention. Then the arbitration contention probability is:

PARB con x;y;k ¼
XU

n¼2

PARB con x;y;k;n ð3Þ

PARB con x;y;k;n ¼ 1� kx;y;E;k
� �� � � � � 1� kx;y;j;k

� �

� kx;y;jþ 1;k � � � � � kx;y;jþ n;k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
n

� 1� kx;y;jþ nþ 1;k
� �� � � � � 1� kx;y;L;k

� �
ð4Þ

kx;y;j ¼
X

k2fN;E;S;W ;Lg
kx;y;j;k ð5Þ

kx;y;j;k ¼
X
8xs;ys

X
8xd ;yd

R xs; ys; xd ; yd; x; y; j; kð Þ � kxs;ys ð6Þ

R xs; ys; xd ; yd; x; y; j; kð Þ indicates the routing algorithm. When there is data trans-
mitted from source node xs; ysð Þ to destination node xd; ydð Þ, and the data is injected
from input port j of node x; yð Þ and leaves from output k of node x; yð Þ, R returns 1, or
else it returns 0.

The full probability of VC can be calculated with M/M/1/K queuing model.

PVC full con x;y;k ¼
1� qDx0;y0;k0

1� qx0;y0;k0
� �Dþ 1 ð7Þ

Node x0; y0ð Þ is the node that corresponds to output port k of node x; yð Þ, and k0 is
the corresponding input port of node x0; y0ð Þ.

Without block, the service rate is 1. Thus the service rate of the queue can be
approximated:
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lx;y;j ¼ 1� Pinput block x;y;j ð8Þ

Pinput block x;y;j ¼
XN

k¼1

Px;y;j;k � Poutput block x;y;j;k ð9Þ

Poutput block x;y;j;k ¼
X

i2fN;E;S;W ;Lg;i6¼j

kx;y;i;k ð10Þ

Px;y;j;k ¼ kx;y;j;kP
i2fN;E;S;W ;Lg

kx;y;i;k
ð11Þ

Then the traffic intensity of the queue is:

qx;y;j ¼ kx;y;j=lx;y;j ð12Þ

When there are multiple VCs in ports of the router, as an output port won’t be
blocked before all the VCs are blocked. Therefore, Pblock x;y;k can be approximated:

Pblock x;y;k ¼ 1� 1� PVA con x0;y0;k0
� �� 1� PVC full con x;y;k

� �� �vx;y;k ð13Þ

Node x0; y0ð Þ indicates the node that connects with input port k in node x; yð Þ ,and k0

is corresponding output port in node x0; y0ð Þ.

3.4 VC Number Allocation Algorithm

As shown in Fig. 3, an effective greedy algorithm based on the aforementioned block
probability model is proposed.

Given the design parameters (topology, routing algorithm and so on) and Com-
munication Task Graph (CTG), the network scale and traffic characteristic can be
acquired with mapping. At the same time, VC budget can be derived from power
budget of the target application with NoC power model. Then the VC number allo-
cation begins. First of all, the number of VCs in each port is initialized to one. Then the
block probability of each output port can be calculated to find out the port with the
highest block probability. If the VC number in the corresponding input port is equal to
the upper VC limit max vc, set the block probability zero and search for the next
candidate. Or else, add a VC to the input port, and decrease by one from the total VC
budget. Iteration restarts as long as the VC budget is still available. When the process
stops, the VC configuration is derived.

max vc is greatly influenced by the topology, packet length, traffic characteristic,
VC number and depth, routing algorithm and son on, so it is almost impossible to
determine with an analytical model. With specific simulation environment, we add VC
uniformly. When the performance won’t be improved notably, the VC number in each
port is max vc. max vc used in this paper is four.
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4 Simulation and Analysis

The simulation environment is based on a cycle-accurate, flit-level SystemC simulator.
During simulation, the data packets are yielded by a Poisson process at a definite

traffic rate from the source PEs. 10000 packets are injected into each node and all the
performance is abstracted after 100000 warm-up cycles. Detailed simulation condition
is listed in Table 2. Besides, V0-NoC, V1-NoC and V2-NoC respectively indicate NoC

Y

N

N

Y

mapping

traffic charactrization

initialize vc configuration

compute block probability
due to limited vc

select the router port with
the highest contention

set the contention
probability 0

increase vc number
S=S-1

v<max_vc

S==0

network design parameters
(topology,routing algorithm) application CTG

output optimal vc
configuration

application energy
constraint

NoC power model

vc budget S

Fig. 3. VC allocation algorithm flowchart.

Table 2. Experiment condition.

Topology 2D mesh

Network scale 4 � 4
Temporal distribution Poisson
Packet length 8
VC depth 4, 8, 16
Flit width 64 bit
Routing algorithm X-Y deterministic routing
Arbitration algorithm Round Robin
Flow control Worm-hole

340 D. Bao et al.



with uniform VC allocation, NoC with VC allocation algorithm proposed in [15] and
NoC with VC allocation algorithm proposed in this paper.

Tables 3, 4 and 5 exhibit the average network latency when the VC depth is 4, 8, 16
respectively under diver traffic. It indicates that the system benefits from customizing
VC configuration with both allocation algorithms under almost all the traffic patterns.
Buffer consumption can be reduced by 14.58%–51.04% under diverse traffic patterns
and VC depth, while keeping similar network performance. However, Compared with
the algorithm proposed in [15], the algorithm developed in this paper achieves 4.17%–

42.71% more buffer savings when the VC depth is 4. And it still performs better
basically when the VC depth is 8. While when the VC depth is 16, the two algorithms
acquire similar buffer savings. The reason for this is that the algorithm proposed in [15]
doesn’t take VC depth into consideration. In fact, when the VC is shallow, the block
probability due to feedback of VC has notable influence on network performance.
When the VC gets larger, the feedback probability can be ignored, therefore the two
algorithms perform similar.

Table 3. NoC performance when VC depth is 4.

Evaluation
metrics

Uniform distribution Hotspot in the center Hotspot in the edge Hotspot in the corner

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

Average
latency

247.5 239.3 220.1 289.6 294.9 278.3 332.5 334.2 328.7 176.5 169.8 179.6

VC number 192 192 110 192 128 100 192 112 104 192 144 120

Table 4. NoC performance when VC depth is 8.

Evaluation
metrics

Uniform distribution Hotspot in the center Hotspot in the edge Hotspot in the corner

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

Average
latency

152.7 149.1 168.9 213.5 231.1 221.2 249.4 214.8 224.1 240.4 236.3 223.9

VC number 192 188 164 192 114 94 192 112 108 192 112 112

Table 5. NoC performance when VC depth is 16.

Evaluation
metrics

Uniform distribution Hotspot in the center Hotspot in the edge Hotspot in the corner

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

V0-
NoC

V1-
NoC

V2-
NoC

Average
latency

224.7 229.5 252.1 239.4 233.7 257.9 343.8 310.3 334.7 277.6 252.9 274.6

VC number 192 128 132 192 96 96 192 96 96 192 100 108
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A Two-Layered Game Approach Based Relay’s
Source Selection and Power Control for Wireless

Cooperative Networks
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Abstract. Cooperative relay communication has become a promising
technology to extend the network coverage and enhance the system per-
formance. To avoid the interference among the relays assisted the same
source and maximize the relay utility in multisource multirelay networks,
we propose the two-layered game based distributed algorithm, which
jointly considers power control and the relay’s source selection. Power
control and relay’s source selection are formulated as a general non-
cooperative game and an evolutionary game, respectively. By using the
alternate iterations between the non-cooperative game and the evolu-
tionary game, the proposed distributed algorithm can effectively sup-
press the interference and choose the optimal source. Simulation results
are presented to analyze the performance of the proposed distributed
algorithm.

Keywords: Power control · Relay’s source selection
Evolutionary game · Two-layered game · Distributed algorithm

1 Introduction

Cooperative relay communication has become an emerging transmitting strat-
egy to extend the network coverage and enhance the system performance [1,2].
The goal of cooperative transmission in wireless networks is to increase transmis-
sion diversity at less transmission power. The power control and relay’s selection
have attracted much research attention. Many papers have focused on coopera-
tive communication for wireless networks over the past decade. In [3], the authors
propose a relay-ordering based scheme, which can dynamically select relay and
adjust power allocation based on the SNR and channel condition. The authors
in [4] analyze the relay selection problem: when to cooperate and whom to coop-
erate with. By using a game approach, the authors of [5] study the distributed
relay selection in randomized cooperation. Power control with a pricing is dis-
cussed in [6,7]. In [8], the authors investigate distributed relay selection and
power control for cooperative communication networks, which consists of one

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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source and multiple relays. Evolutionary game [9] is a useful tool to address the
relay’s selection problem in changeable environment. The authors in [10] propose
an energy-aware dynamic cooperative partner selection for relay-assisted cellu-
lar networks, and the evolutionary game theory is first introduced to resolve the
dynamic cooperative partner-selection problem with incomplete private infor-
mation.

Different from the existing literatures that focus on the source’s selection of
relays, we concentrate on relay’s selection of sources in multi-relay and multi-
source networks. Because the relays occupy the frequency resource, they should
select optimal source and determine their own transmit power, which can effec-
tively suppress the interference and choose the optimal source. Therefore, for
this multi-relay and multi-source networks, there are two main questions:

(1) Among all source nodes, which is the optimal source node for relay nodes?
(2) Once the optimal source node is selected, how the relay node determines the

transmit power?

As an answer to these two questions, we present the two-layered game based
distributed algorithm, which jointly considers the relays’ source selection and
power control. The proposed distributed algorithm can effectively suppress the
interference and choose the optimal source.

2 System Model

We consider a cooperative relay networks, which consists of source node s ∈ S �
{1, ..., S}, destination d ∈ D � {1, ...,D}, and relay node r ∈ R � {1, ..., N}.
Furthermore, it is assumed that each relay node can only select one source to
help with its feasible transmit power Pr and S is equal to D. Therefore, there
are S source-to-destination pairs in the cooperative relay networks.

We can denote the path gain between node i and node j by Gi,j . σ2 represents
the variance of additive white Gaussian noise (AWGN) at each node, which is
assumed to be constant. As in [11], we employ the AF protocol in this paper.
The SNR with relay’s help at node d can be expressed as

γs,r,d =
PsPrGs,rGr,d

σ2(PsGs,r + PrGr,d + σ2)
, (1)

where Ps is the transmit power of source node s.
It is assumed that the maximal-ratio combining (MRC) detector is applied

to node d. Then, we can get the combined rate as follows:

Rs,r,d = log2(1 + γs,d +
∑

i∈Ls

γs,i,d), (2)

where γs,d = PsGs,d

σ2 is the SNR of the direct link of source s, and Ls denotes the
set of relay nodes that assist the source s.
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We design a relay’s utility function based on its contribution to source’s
rate. We adopt the similar Sharply method used in coalition game to guarantee
fairness among relay nodes. Thus, relay node r’s utility function can be expressed
as

u′
r = αs(Rs,r,d − Rs,−r,d), (3)

where αs denotes relay node’s gain per unit rate at the MRC output from source
node s, and Rs,−r,d represents the source s’s transmission rate without relay node
r’s help.

Substituting Eq. (2) into (3), we can get

u′
r = αslog2(1 +

γs,r,d

1 + γs,d +
∑

i∈Ls,i �=r γs,i,d
). (4)

It can be observed that relay node r’s utility is dependent on not only its own
transmit power Pr, but also other relay nodes’ selection and transmit power.

Each relay node’s utility is a monotonically increasing function of its own
transmit power. Therefore, each relay node has the incentive to transmit signal
with its maximal transmit power, which results in the energy inefficiency. It is
necessary to add a cost function with respect to transmit power, and then the
relay node r’s payoff, or net utility function can be written as follows:

ur = αslog2(1 +
γs,r,d

1 + γs,d +
∑

i∈Ls,i �=r γs,i,d
) − crPr, (5)

where cr is relay r’s cost per unit transmit power.

3 Problem Formulation

A. Relay’s power control

The power control optimization problem can be formulated as a non-
cooperative game, which is expressed as

max ur ∀r

s.t. 0 ≤ Pr ≤ P̄r,
(6)

where P̄r is the power upper bound for relay node r.

(1) Existence of the Equilibrium for the power control game:
By using the payoff function’s concavity, we will proof the existence of Nash

Equilibrium (NE) for power control game.

Theorem 1: A NE exists in game G = [R, P (r), ur], if for all r ∈ R
(1). P (r) is a non-empty, convex and compact subset of some Euclidean space.
(2). ur is continuous and quasi-concave in Pr.
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Proof: For any r ∈ R, each relay r has a strategy space of the transmit power
for helping the selected source. For any Pr ∈ P (r) = [0, P̄r], it is easy to proof
that relay r’s power space P (r) is non-empty and compact. By utilizing the
definition of the convex set, given any p1, p2 ∈ P (r) and any ε ∈ [0, 1], we have
0 ≤ εp1 ≤ εP̄r and 0 ≤ (1 − ε)p2 ≤ (1 − ε)P̄r. Based on the above two in
equations, we can get 0 ≤ εp1 + (1 − ε)p2 ≤ P̄r. Thus, the power space P (r) is
convex.

Then, we will show that the payoff function ur is concave with respect to Pr.
We can get the payoff function ur’s second-order derivation

∂2ur

∂2Pr
= − αs

ln 2
PsGs,rGr,dT + σ2T 2 ∂γr,s,d

∂Pr

(Γ ′
−r + γs,r,d)σ2T 2 + PsPrGs,rGr,dT

, (7)

where T is a positive value defined in Eq. (10). Then, we can derive the first-order
derivation of γs,r,d as

∂γs,r,d

∂Pr
=

PsGs,rGr,d(PsGs,r + σ2)
σ2T 2

, (8)

which is a positive value.
Therefore, we can draw a conclusion that the payoff function of relay node r

is concave. Theorem 1 follows.

(2) The optimal P ∗
r :

Taking the derivative of Eq. (5), we can get

∂ur

∂Pr
=

αs

ln 2
1

1 + γs,d + Γ−r + γs,r,d

∂γs,r,d

∂Pr
− cr, (9)

where Γ−r =
∑

i∈Ls,i �=r γs,i,d.
Substituting Eq. (8) into (9), we can get

∂ur

∂Pr
=

αs

ln 2
PsGs,rGr,d(PsGs,r + σ2)

(Γ ′−r + γs,r,d)σ2T 2 + PsPrGs,rGr,dT
− cr, (10)

where T = PsGs,r + PrGr,d + σ2 and Γ ′
−r = 1 + γs,d + Γ−r.

Let Eq. (10) be zero, we can find that the equation can be rewritten as one
quadratic function with respect to relay node r’s power Pr, which satisfies the
following expression

AP 2
r + BPr + C = 0, (11)

where
A = G2

r,d(PsGs,r + σ2Γ ′
−r), (12)

B = (PsGs,r + σ2)(PsGs,rGr,d + 2σ2Gr,dΓ ′
−r), (13)

and
C = σ2Γ ′

−r(PsGs,r + σ2)2 − αs

cr ln 2
PsGs,rGr,d(PsGs,r + σ2). (14)
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According to this function’s properties, the necessary condition for the existence
of one positive solution is C < 0. Then, we define relay’s revenue-to-cost-ratio
(RCR) as ρs,r, which should satisfy the following requirement

ρs,r > ρ0s,r, (15)

where ρs,r = αs

cr
and ρ0s,r = ln 2σ2Γ ′

−r(PsGs,r+σ2)

PsGs,rGr,d
. This means that if ρs,r is smaller

than the threshold ρ0s,r, the relay node r will not help source node s.
Solving this quadratic function (11), we can get

P̂r =
√

B2 − 4AC − B

2A
. (16)

Under relay’s power constraint, the optimal power P ∗
r is determined by

P ∗
r =

⎧
⎨

⎩

0, ρs,r ≤ ρ0s,r;
P̂r, P̂r ≤ P̄r;
P̄r, P̂r > P̄r.

(17)

B. Relay’s source selection

Note that the payoff may be different for relay node r if it selects different
source node s to help, even it transmits at the same power. Thus, to get a
maximal payoff, the relays have the incentive to select the best source node.

Then, we can formulate this problem as an evolutionary game. Let ns denote
the number of relay nodes selecting source node s, and N =

∑S
s=1 ns. The

proportion of relay nodes selecting the strategy s can be denoted by xs = ns/N .
The replicator dynamics of relay’s selection game can be defined as

∂xs(t)
∂t

= ẋs(t) = δxs(t)(us − ū), (18)

where δ controls the evolution speed, and

us =

∑
i∈Ls

ui

ns
(19)

and then

ū =
S∑

s=1

xsus. (20)

With the evolution of all relay nodes, the evolutionary game will converge to
the stable evolutionary strategy (ESS) which can be determined by solving such
set of equations

ẋs = 0, ∀s. (21)

C. Two-layered game’s distributed algorithm
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We can combine the non-cooperative game and evolutionary game into one
two-layered game. By using the alternate iterations between the non-cooperative
game of power control and the evolutionary game of source selection, the pro-
posed distributed algorithm can effectively suppress the interference and choose
the optimal source.

The distributed algorithm is described as follows:

(1) Initial: For each relay, the transmit power and source are randomly chosen.
(2) Power control game begins:
(3) Each player adopts the optimal power according to Eq. (17) at time t.

if max
r∈R

‖P ∗
r (t) − P ∗

r (t + 1)‖ > ε, then

Let t = t + 1 and return to step (3).
Else, go to step (4).

(4) Power control game ends.
(5) Relay’s selection game begins:
(6) The relays begin source selections according to Eqs. (19) and (20),

if us < ū, then
if rand() < ‖ ū−us

ū ‖,
Give up the strategy s and choose the strategy k, where k = arg max

i∈S
ui,

and return to step (6).
Else if us = ū ∀s, then go to step (7).

(7) Source selection game ends.
(8) Judge whether it comes the NE of the whole two-layered game.
(9) If max

r∈R
‖P ∗

r (t) − P ∗
r (t + 1)‖ > ε,

Return to step (2), and repeat this process.
Else, go to step (10).

(10) This two-layered game ends.

4 Simulation Results and Analysis

In this section, simulation results are presented to evaluate the proposed algo-
rithm. In this simulation, all basic parameters are set as follows: N = 100,
S = D = 2, αs = 20, P̄s = 1 ∀s, Gs,d = 1 ∀(s, d), σ2 = 1, Gs,r = 1 ∀(s, r),
Gr,d = 1 ∀r, d, and cr = 0.1 ∀r.

A. source’s direct channel parameter Gs,d impact

We consider two sources’ direct links with Gs,d = 1 and Gs,d = 4. From
Fig. 1, it can be observed that each relay’s payoff is same after certain iterations
under different Gs,d. However, the number of relay nodes helping source 1 and
2 is different. Thus, source node’s direct link condition has the effect on source
selection, but has no impact on relay node’s payoff. Furthermore, we can see that
the worse the source node’s direct link condition is, the larger the probability
that the relay nodes select this source node.
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Fig. 1. Source’s direct link’s Gs,d impact

B. relay’s channel parameter Gs,r impact

Fig. 2. Relay’s channel condition’s Gs,r impact

We set Gs,r = 1.2, r = 1, ..., 50 (group 1) and Gs,r = 1, r = 51, ..., 100 (group
2) to analyze its impact. From Fig. 2, we can see that the payoff of relay node
from group 1 is higher than that of relay node from group 2. Furthermore, when
the two-layered game reach the NE, there are about 50 relays helping source 1
and 2, respectively. Therefore, relay node’s channel condition affects the relay
node’s payoff but not the source selection. Furthermore, we find that a better
channel condition of relay node will result in a higher payoff.

5 Conclusions

In this paper, we propose a two-layered game approach based a distributed
algorithm for relay’s source selection and power control in multi-source and
multi-relay networks. Simulation results demonstrate that the worse the source
node’s direct link condition is, the larger the probability that the relay nodes
select this source node, and relay node with better channel conditions can get a
higher payoff as compared with other relays.
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Abstract. Recently, flight target altitude estimation using high frequency sur-
face wave radar (HFSWR) gains popularity. In practical flight target early
warning applications, the most concerned characteristics of the targets are
generally the high/low altitude attribute and the line-of-sight/over-the-horizon.
For HFSWR, the target altitude attribute identification is somewhat more
meaningful and available than the accurate altitude estimation. In this paper, a
novel method, which is based on the propagation attenuation of the vertically
polarized wave at different altitude intervals, is proposed to identify target alti-
tude attribute in HFSWR. The method continuously identify the target altitude
attributes and evaluate the credibility of altitude attributes identification. Prac-
tical trials demonstrate that the flight target altitude attribute is quickly identified
using a small amount of data, and meanwhile the credibility is superior to 0.9.

Keywords: High frequency surface wave radar
Altitude attribute identification � Propagation attenuation

1 Introduction

High frequency surface wave radar (HFSWR), which transmits vertical polarized radio
waves along the sea surface, is able to detect flight targets for hundreds of kilometers
away [1–4]. The radar has been applied by the maritime surveillance departments to
combat sea smuggling, to control maritime traffic and to protect exclusive economic
zone [5–7]. HFSWR takes the advantage of the diffraction propagation of the radio
wave to detect the over-the-horizon flight targets, while the radar can also be employed
to detect the high-altitude line-of-sight target due to the relatively wide vertical beam.
However, the signal and data processing methods utilized in traditional HFSWR
provide only the distance, velocity and orientation information of the targets, i.e. the
altitude information of the flight target is unavailable. Therefore, HFSWR is fails to
identify the target altitude attribute, and unable to judge whether it is a high altitude
target or a low altitude target. As pointed out in [8], HFSWR cannot immediately
distinguish between targets that are at different altitude in the same range over the
horizon.

In order to identify the high/low altitude attribute of the flight target, the tar-
get altitude can be accurately estimated by the traditional method. However, HFSWR is
currently using slope and azimuth information to estimate the altitude of high-altitude
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targets, these methods cannot be applied to low-altitude flight target altitude estimates.
In [9], a real-time estimation method of altitude and radar cross section (RCS) of target
using echo is proposed. However, this method is a multi-solution problem at altitude
estimation resulting in highly estimated error and low credibility. Although many
improved algorithms are proposed based on the above methods, there is still no fun-
damental solution to the highly estimated multiresolution problem [10–12] and cannot
be applied to HFSWR practical systems so far. From the point of view of engineering
application, HFSWR flight target altitude estimation is still in the exploratory stage. In
the HFSWR marine flight target early warning applications, whether the target is a
high/low altitude flight and line-of-sight/over-the-horizon is mostly concerned. It is
more practical to quickly and directly identify the flight target as a high/low altitude
attribute, line-of-sight/over-the-horizon attribute, that is to obtain the flight target alti-
tude attribute more than the specific flight altitude of the accurate estimation, and it is
easier to realize on the actual HFSWR system.

Based on the above engineering design, this paper focuses on solving the HFSWR
flight target high/low altitude attribute, line-of-sight/over-the-horizon attribute identi-
fication issue. According to the different propagation attenuation characteristics of the
vertically polarized waves in the range of high and low altitude that will be introduced
in Sect. 2, a target altitude attribute identification algorithm is proposed without esti-
mating the specific flight altitude of the target in Sect. 3. This method is able to identify
the target altitude attribute, and calculate the credibility of altitude attribute identifi-
cation. Furthermore, in Sect. 4, the algorithm is verified by the in situ data. A brief
conclusion is given in Sect. 5.

2 HFSWR Propagation Attenuation

According to the monostatic HFSWR equation, the power of the received signal can be
expressed as

Pr ¼ PtGt
1

l2b R; hð Þ
r

k2
�
4p

� �Gr ð1Þ

where Pr is the received target echo; Pt is the transmitting station signal transmission
power; Gt is the transmit antenna gain; Gr is the receive antenna gain; r is the target
RCS; h is the target altitude; R is the distance between the target and the radar
observation station; lb �ð Þ is the surface wave propagation attenuation used by the
International Telecommunication Union (ITU), which is a function of the target flight
altitude h and the distance R from the target to the observation station; k is operating
wavelength of radar.

The HFSWR Eq. (1) takes the logarithm, and decibel representation is

Pr dBð Þ ¼ �20 lg lb R; hð Þþ 10 lg rþ 10 lg c ð2Þ

where C ¼ 10 lg c, fb R; hð Þ ¼ 10 lg lb R; hð Þ and W ¼ 10 lg r. Hence (2) can be
expressed as
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Pr dBð Þ ¼ �2fb R; hð ÞþWþC ð3Þ

In (3), it is assumed that the radar system parameters are constant, and C is also
known. The target echo is regarded as a known constant, and the target RCS and the
wave propagation attenuation have a linear constraint relationship. In addition, the wave
propagation attenuation is a function of the target distance and flight altitude. Therefore,
to achieve the target flight altitude attribute identification, it is necessary to analyze the
propagation attenuation of the vertically polarized wave propagating at different altitude.

In the high frequency band, the Rotheram model takes into account the atmospheric
refraction index and expatiates the propagation decay model in detail. The propagation
decay curve is adopted by the ITU as radio wave propagation attenuation standard in
10 kHz–30 MHz [13, 14]. Therefore, based on the unique advantage of the Rotheram
propagation attenuation model, the Rotheram propagation attenuation model is used to
calculate propagation decay curves at different altitude and distances.

For radar operates in 11.2 MHz, the altitude of transmitting station is 20 m, and the
range of distance between radar station and target is 30 km–140 km, the low- and
high-altitude propagation decay curve is shown in Figs. 1 and 2, respectively. As
shown in Fig. 1, the attenuation decreases gradually with the increasing altitude in the
low altitude region. When the flight altitude is lower than 2 km, the attenuation at
different altitude is different, and the altitude change 0.5 km can cause the deviation of
2 dB. In Fig. 2, the propagation attenuation difference at different altitude is getting
less. It can be seen that the difference in propagation attenuation in the high-altitude
region is not obvious. Therefore, the different propagation attenuation of the vertical
polarization wave propagation attenuation in the different space regions provides the
possibility of identifying the target altitude attribute.

3 Altitude Attribute Identification Algorithm

The purpose of this paper is to directly identify the altitude attribute of the flight target
without estimating the specific flight target altitude, and to improve the estimating
performance of goal threat in HFSWR.
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Line-of-sight/over-the-horizon of the target is related to the target distance and flight
altitude. In order to simplify line-of-sight/over-the-horizon attribute identification
problem complexity, the target high/low altitude flight status is identified before identi-
fying the altitude attribute, then the high/low altitude flight status is used to identify line-
of-sight/over-the-horizon attribute of the target. Therefore, the altitude attribute of the
flight target is divided into four categories: high-altitude and line-of-sight, high-altitude
and over-the-horizon, low-altitude and line-of-sight, low-altitude and over-the-horizon.

In order to make full use of the propagation attenuation characteristics of vertically
polarized waves in different altitude intervals, the target echo correction is needed in
the altitude attribute identification algorithm.

In the low-altitude region, the attenuation of the surface wave caused by seawater is
large. Therefore, it is assumed that the height region of 0–2 km is a low-altitude area.
The altitude of the 0–2 km range is divided into four altitude sub-intervals, the altitude
division nodes are respectively h0 = 0 km, h1 = 0.5 km, h2 = 1 km, h3 = 1.5 km,
h4 = 2 km. The propagation attenuation on the ith altitude sub-interval is approximated
by the propagation attenuation on the node altitude hi. That is

fb R; hi�1\h\hið Þ � fb R; hið Þ i ¼ 1; 2; 3; 4 ð4Þ

The target altitude is higher in the high altitude region, and the influence of the
flight altitude on the attenuation of the radio wave propagation is very small, and the
influence of the altitude on the target echo can be neglected. Thus, the propagation
attenuation at the altitude of the hH = 10 km is used instead of the propagation
attenuation at any altitude in the high altitude region. That is

fb R; hð Þ � fb R; hH ¼ 10 kmð Þ ð5Þ

Thus, the target echo corresponding to each altitude node is

Pr dBð Þ ¼ �2fb R; hið ÞþWþC i ¼ 1; 2; 3; 4;H ð6Þ

In this paper, we use the multi-model algorithm to first identify the target high/low
altitude flight state. Independent filtering models are constructed on each altitude
sub-interval of the low altitude region and the high altitude region. In the filtering
model of the ith altitude sub-interval, the target state vector is defined as

Xi
k ¼ Wk; _Wk

� �T ð7Þ

where Wk is the RCS size of the target relative to the station at k, and _W is the target
RCS rate of change at k. It can be seen from (7) that the target state vector does not
contain unknown altitude information and contains only RCS information, thus
avoiding the multi-solution problem of state estimation. The target state equation of the
ith filter model is defined as
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Xi
k ¼ FXi

k�1 þ mk�1 ð8Þ

where F 2 R2�2 is the state transition matrix,mk�1 is the white Gaussian process noise
with mean of 0 and variance of Qi

k�1.
The target echo is used as the observation value of each filter model, and the

observation equation is defined as

Pr dBð Þ ¼ �2fb R; hið ÞþWk þCþxk ð9Þ

where xk is the white Gaussian observation noise with mean of 0 and variance of Rk.
A set of multi-models filters can be established using the filtering model on all

altitude sub- intervals of the low-altitude region and the high-altitude region. This set of
multi-models filters is defined as follows

Xi
k ¼ FXi

k�1 þ mk�1

Pr dBð Þ ¼ �2fb R; hið ÞþWk þCþxk

�
i ¼ 1; 2; 3; 4;H ð10Þ

In the high/low altitude flight state identification, the Kalman filter algorithm is
used to calculate the predicted value Ẑi

k=k�1, the state X̂i
k=k and the covariance Pi

k=k of

the ith filter model at k . Ẑi
k=k�1 is used to calculate the confidence level of the high/low

altitude flight state. At the time of kþ 1, the ith filter model is initialized with X̂i
k=k and

Pi
k=k. The target high/low altitude flight status identification process is shown in Fig. 3.

The input information Zk is the target echo value; the model on the altitude hi is the
state filtering model defined by (10). The high/low altitude flight status identification
and confidence calculation module input information is estimated value X̂i

k=k of the
state filter model and the likelihood function pi kð Þ of the filtering model. For the ith
filter model, likelihood value of the observed value Zk is

Zk
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p Zk=hið Þ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
2p Sik

		 		q exp � 1
2
DẐ

i
k=k�1

TSi�1
k DẐ

i
k=k�1

� 

ð11Þ

where Sik is the new covariance matrix of ith filtering model at time k; DẐ
i
k=k�1 is the

new information of ith filter model at time k, defined as

DẐ
i
k=k�1 ¼ Zi

k � Ẑ
i
k=k�1 ð12Þ

The confidence values of high/low altitude flight states are defined by the likelihood
function given by (11) as follows:

(1) High altitude flight state confidence value

p D1 kð Þð Þ ¼ p hH kð Þð Þ

¼ p Zk=hHð Þ � p hH k � 1ð Þð Þ
p Zk=hHð Þ � p hH k � 1ð Þð Þþ P4

j¼1
p Zk=hj
� � � p hj k � 1ð Þ� � ð13Þ

(2) Low altitude flight state confidence value

p D2 kð Þð Þ ¼ max
i¼1;2;3;4

p hi kð Þð Þf g

¼ max
i¼1;2;3;4

p Zk=hið Þ � p hi k � 1ð Þð Þ
p Zk=hHð Þ � p hH k � 1ð Þð Þþ P4

j¼1
p Zk=hj
� � � p hj k � 1ð Þ� �

8>>><
>>>:

9>>>=
>>>;

ð14Þ

If p D1 kð Þð Þ[ p D2 kð Þð Þ, it is identified that the target is a high altitude flight state.
Conversely, the target is identified to be low altitude flight state. The high/low altitude
flight states of the target can be identified by (13) and (14), but the target flight altitude
information is not given directly. However, the high and low altitude flight states of the
identification defined by (13) and (14) can indirectly determine the altitude sub-interval
of the target.

Therefore, the altitude attribute is defined by the high/low altitude flight state and
the line of sight/over-the-horizon, as follows

(1) Assuming p D1 kð Þð Þ[ p D2 kð Þð Þ and R kmð Þ\4:2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
hH mð Þp

, then the target is the
high-altitude line-of-sight attribute

(2) Assuming p D1 kð Þð Þ[ p D2 kð Þð Þ and R kmð Þ[ 4:2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
hH mð Þp

, then the target is the
high-altitude and over-the-horizon attribute

(3) Assuming p D1 kð Þð Þ\p D2 kð Þð Þ and R kmð Þ\4:2
ffiffiffiffiffiffiffiffiffiffiffi
hl mð Þp

, where l ¼ argmax
i¼1;2;3;4

p hi kð Þð Þf g, then the target is the low-altitude and line-of-sight attribute
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(4) Assuming p D1 kð Þð Þ\p D2 kð Þð Þ and R kmð Þ[ 4:2
ffiffiffiffiffiffiffiffiffiffiffi
hl mð Þp

, where l ¼ argmax
i¼1;2;3;4

p hi kð Þð Þf g, then the target is the low-altitude and over-the-horizon attribute.

When the target satisfies the altitude attribute criterion (1) or (2), the altitude
attribute credibility value is defined as p D1 kð Þð Þ (Fig. 4).

When the target satisfies the altitude attribute criterion (3) or (4), the altitude
attribute credibility value is defined as p D2 kð Þð Þ.

4 Practical Trials Validation

This section uses Weihai high frequency surface wave radar station experimental data
to analyze the performance of the altitude attribute identification algorithm. HFSWR
operating frequency is 11.2 MHz, the transmission power is 1 kw, the sampling period
is 10 s. The target distance observation error is 1 km, and the target echo observation
error is 1 dB.

(1) The track of the first batch flight targets is shown in Fig. 5. The target flight height
is 200 m, and the azimuth angle of the radar station is 14° and the distance
between the target and the observation station is 23.2 km–59.5 km. Figure 6
shows that after four sampling points, the target low altitude flight state reliability
value is close to 1, and the high altitude flight state reliability value is close to 0.
Therefore, the target can be judged as a low-altitude flight target.

(2) The second batch of aircraft target track is shown in Fig. 7, the aircraft target
flight direction suspected of Japan, South Korea direction. Figure 8 shows that the
result of the altitude estimation matches with the flight altitude of the international
civil aviation aircraft. The target heading speed is 921.6 km/h and also conforms
to the international flight speed.
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The high and low altitude flight states values shown in Fig. 9 indicate that the target
is at high altitude and the high altitude flight state reliability is more than 0.95. In the
calculation of the high-altitude flight state confidence value shown in Fig. 9(a), p hHð Þ
is more than 0.95. The target is within the high altitude range defined herein, and its

Fig. 7. Target track Fig. 8. Estimated altitude results

Fig. 5. Target relative to the observation station track

a) low-altitude flight state credibility   b) high-altitude flight state credibility

Fig. 6. High/low-altitude flight state credibility
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altitude is replaced by hH = 10 km, and the target distance is about 75 km–160 km.
According to the line-of-sight and over-the-horizon attribute judgment criterion, the
target distance and the altitude always meet R kmð Þ\4:2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
hH mð Þp

, the target is the
line-of-sight target. In summary, the target attribute is the high-altitude line-of-sight
attribute. As can be seen from the altitude attribute confidence value, the high-altitude
flight state confidence value shown in Fig. 9(a) is also the altitude attribute identifi-
cation confidence value.

5 Conclusion

Based on the different propagation attenuation characteristics of vertically polarized
waves in high-altitude and low-altitude regions, this paper proposed an algorithm of
flight target altitude attribute identification and target altitude attribute identification
credibility calculation, and defined an altitude attribute identification criteria. The
algorithm used the target high/low altitude flight status information and target distance
information to determine the target line-of-sight and over-the-horizon attributes. The
practical trials showed that the proposed algorithm identified the line-of-sight and
over-the-horizon attributes of the flight target, in the meanwhile, identified the high/low
altitude flight status of the flight target. The correctness of the target altitude attribute
identification is 0.9 or more.
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Abstract. In recent years, urbanization development in Shandong Province is
rapidly and turns into a transition period. The main research work in this paper
focused on the following aspects: In the first place, we introduce a new method
called Membrane Computing in computing which is abstracted from living cells.
Then we modify the traditional tissue-like P systems, and the object is viewed as
control signal to conduct the rules execution flow. What is more, we summarize
a P system model according to tissue-like P System to implement Minimum
Spanning Tree (MST) algorithm. On the basis of this, we use the new MST
algorithm based P system model to research differences of urbanization devel-
opment in Shandong Province and solve the realistic problems of the seventeen
cities’ urbanization level. Finally, we give our advice for Urbanization devel-
opment such as tax, science and technology plan, finance and insurance, land
policy and so on.

Keywords: Urbanization development � Membrane computing
Minimum Spanning Tree algorithm

1 Introduction

1.1 Urbanization

Urbanization is the most significant change in contemporary human society. Urban-
ization is a “population-economy-space” three-dimensional integration process. Its
internal coordination is the key to sustainable urban development. Based on the ret-
rospective analysis of the existing about the quality of urbanization, this paper starts
from the economic urbanization, population urbanization, space urbanization three
dimensions and its related relation, and establishes the evaluation system of
urbanization.

This article selects the data of 2013, and combines P system with MST-based
clustering together. Then use the membrane in P system to achieve the whole process
of cluster computing. The research results show that the urbanization level of Shandong
province has rapidly developed in recent years. Urban population is still leading into
the early stages of development in a period of rapid urbanization. However, such cities
as Liaocheng and Heze which are in the west of Shandong Province, there is still a
large gap compared with the eastern cities. Finally, from the scientific planning and
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population development, economic development, urban space in Shandong Province
using four aspects proposed “the population- economy-space” the coordinated devel-
opment of the related countermeasures. We expect to offer some useful evidence in the
smooth implementation of the new urbanization development through the research.

1.2 Membrane Computing

Membrane computing is a new branch of natural computing. As a hot cross-discipline,
it includes computer science, mathematics, biology and artificial intelligence, etc. It
was initiated by Pãun in 1998, inspired from the structure and the function of biological
cells. So, we call it P system sometimes. P system have the characteristics of distri-
bution and highly parallelism, thus have high efficiency. It shows a huge development
potential [7].

P system is mainly used to summarize models of computation motivated of a living
cell. There are different biochemical reactions in tissues or biological cells. On the basis
of these, there are three main types of P system: Cell-like P System, Tissue-like P
System and Neural-like P System. As you can see, they are abstracted from cells,
tissues and the nervous system respectively. Due to the parallelism, the research in this
area developed very fast in the theoretical direction as well as in the direction of
applications. Membrane computing has been applied to economics, linguistics, bio-
logical modeling, cryptography, computer graphics, and other fields [8].

2 Background

2.1 Significance of Urbanization Research

Shandong Province is a large coastal economic province and there are more than 9600
million people. For the past few years, people’s living standards continue to improve.
And as we can see, Shandong plays a more and more important role in eastern coastal of
our country. This paper starts from three dimensions-population, economic and space.
Then build a “population-economy-space” urbanization integrated measure index by P
system to analyze the differential development of urbanization in Shandong Province.
This can help us know more about the problems in urbanization development [3].

2.2 Progress of Urbanization Research

At present, urbanization is a more systematic and comprehensive research at home and
abroad. Urbanization refers to the historical process of human production and life style
turn into a modern way from the form of rural. The main performance is the increasing
people in cities as well as the process of continuous development and improvement of
the city.

Shimou Yao and Dadao Lu proposed the urbanization development strategy of
China in a comprehensive and scientific way [4]. Linchuang Fang and Deli Wang have
come up with a new method to evaluate the quality of urbanization development which
called three-dimensional spherical model. And the model covers 12 economic
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efficiency indexes from three aspects: the quality of economic development of
urbanization, social urbanization development quality and the protection quality of
space urbanization. The model is based on Delphi AHP model in order to assign
weights related indicators [5]. In the research of urbanization developments, some
scholars have focused on the process of urbanization in two areas. Fenggui Chen
options two points-the urbanization of population and the land urbanization to measure
the level of urbanization in China. According to the research, they proposed that spatial
pattern of population urbanization and land urbanization coordinated development has
such features as overall low, stage disparities and regional differentiation distinctive [6].
This paper is from a “population-economy-space” three dimensional integration way.
The related research is fewer.

3 Approaches

3.1 Tissue-like P System

This paper mainly research Tissue-like P System. Tissue-like P System is an important
expansion of the cell-like membrane system. Tissue-like P System includes three basic
elements: membrane structure, rules and objects. Membranes divide the whole system
into different regions. Rules and objects exist in regions. The outermost membrane is
called skin membrane. Basic membrane refers to that there are no membranes in it
(Fig. 1).

Tissue-like P System refers to that many cells are placed freely in the same envi-
ronment. Both cells and the environment can contain objects. Transport rules are used
for communication, not only between cells but also between cells and the environment
[9, 10].
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Fig. 1. The structure of P system
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3.2 The Membrane Structure of P System

When calculating, the membrane structure of P systems with active membranes
changes with the rules. P system can generate space of exponential growth in linear
operation steps. It is very useful to solve computationally hard problems in a feasible
time frame [12].

In general, P system m is as follows:

P ¼ ðV;O;H; l;w1; . . .;wm;R1; . . .;Rm; i0Þ: ð1Þ
Where:

O is an alphabet. It’s elements are called objects;
µ is a membrane structure of degree m, each membrane has a corresponding label
H = {1, 2, …, m} is the label set of

Q
;

Wi i ¼ 1; 2; . . .;mð Þ is the multiset of objects in membrane i;
Ri i ¼ 1; 2; . . .;mð Þ is the evolution rules of membrane i

The basic evolution rule is a pair (u, v) in the form of (u ! v), where u is a string
over V and v = v’ or v = v’d where v’ is a string over {ahere, aout, ain | a 2 V,
1 � j � m}, and d is a special symbol not in V. When there is d in a rule, the
membrane will be dissolved after performing the rule. r is promoters or inhibitors and
r = r’ or r = ¬r’. One rule can execute only the promoters r’ appear and one rule can
stop only the inhibitors appear. What is more, the radius of the rule u ! v refers to the
length of u. R is the finite set of the evolution rules. Each Ri is associated with the
region i over the membrane structure µ. qi is a partial order relation over Ri which is
called precedence relation. High priority rule is executed prior [11].

3.3 P System for MST Algorithm

The parallel computing feature of P systems can significantly improve the performance
of the algorithm. The MST clustering algorithm has advantages in finding irregular
boundary clusters [13]. And the constructed P system model can make use to
accomplish better clustering. So P system was combined with MST-based clustering
together. And use the membrane in P system to achieve the whole process of cluster
computing. The rewrite, transport rules in membrane can build a MST. Therefore, we
can divide the spanning tree, and obtain k clusters [14, 15].

The form expressions of P system are as follows:

P ¼ ðO;r0;r1;r2; � � �rn;rnþ 1; ch; c0; qÞ
Where

O ¼ ðd11; a1; a2; . . .an; a1; v1; n1;T0;u;U1Þ

Ch ¼ f 0; 1f g; 0; 2f g; 0; 3f g. . .f0; ng; 0; nþ 1f g; nþ 1; 1f g; nþ 1; 2f g. . . nþ 1; nf g; nþ 1; c0f g;

r0 ¼ ðx0; 0;R0Þ
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r01 ¼ Ai1;j1Ai2;j2 . . .Ain�p;jn�p ! Ai1;j1Ai2;j2 . . .Aip;jpU
wi1 ;j1
i1;j1 U

wi2 ;j2
i2;j2 . . .U

win�p ;jn�p

in�p;jn�p

n o
1� u; v; is; js; p� nj

r02 ¼ du;vU
0
is;js ! duþ 1;is Wwis ;js

u;is;js

� �
innþ 1

Vuþ 1;is

� �
in1;2;...n

����1� is; js; v� n; 1� u� n� 1
� �

r03 ¼ U
wi1 ;j1
i1;j1 U

wi2 ;j2
i2;j2 . . .U

win�p ;jn�p

in�p;jn�p
! U

wi1 ;j1�1
i2;j2 U

wi2 ;j2�1
i2;j2 . . .U

win�p ;jn�p�1
in�p;jn�p

���1� is; js; p� n
n o

r04 ¼ dn;jn ! ginnþ 1

	 

�ri ¼ wi;0;Ri

� �
1� i� nð Þ

wi;0 ¼ ai;V1;1

Ri 1� i� nð Þ:
r1 ¼ ai;Vs;i ! Vs;i

��1� i; s� n
	 


r1þ p ¼ ai;V1;j1V2;j2 . . .Vp;jp ! ai;V1;j1V2;j2 . . .Vp;jpU
wij1
i;j1 U

wij2
i;j2 . . .U

wijp

i;jp

���1� i; jp � n
n o

r2þ p ¼ ai;U0
i;js ! ai Ai;js

� �
in0

���1� i; s; js � n
n o

U U
wij1
i;j1 U

wij2
i;j2 . . .U

wijp

i;jp ! k 1� i; jp � n
��n o

r3þ p ¼ U
wij1
i;j1 U

wij2
i;j2 . . .U

wijp

i;jp ! U
wij1�1
i;j1 U

wij2�1
i;j2 . . .U

wijp�1
i;jp

���1� i; jp � n
n o

r4 ¼ V1;j1V2;j2 . . .Vn;jn ! k
	 


�rnþ 1 ¼ wnþ 1;0;Rnþ 1
� �

wnþ 1;0 ¼ a0; v0; n1; T0;/1;u
Rnþ 1:

r1þ nþ 1 ¼ gWw1
1;i1;j1W

w2
2;i2;j2 . . .W

wn�1
n�1;in�1;jn�1

! gWw1
1;i1;j1W

w2
2;i2;j2 . . .W

wn�1
n�1;in�1;jn�1

W- 1� is; js � nj
n o

r2þ nþ 1 ¼ nsW
ws
s;is;jsW

- ! nsþ 1W
ws
s;is;jsW

-Qws�-
s

���1� is; js � n; 1� s� n� 1
n o

S
Wws

s;is;jsQ
ws
s Tt ! Ttþ 1;is;js

��w0
s [ 0

n o

r3þ nþ 1 ¼ Tt ! ljt[ k � 1f g
[

Tt ! vjt\k � 1f g
[

Tt ! hjt ¼ k � 1f g
r4þ nþ 1 ¼ vvcW

0
h;ih;jh ! vvcþ 1Ttþ 1;ih;jh

��c� k � 1� t
n o

r5þ nþ 1 ¼ vWw1
1;i1;j1W

w2
2;i2;j2 . . .W

wn�1
n�1;in�1;jn�1

! vWw1�M
1:i1:j1 W

w2�M
2;i2;j2 . . .W

wn�1�M
n�1;in�1;jn�1

n o

r6þ nþ 1 ¼ vW
w0
1

1;i1;j1W
w0
2

2;i2;j2 . . .W
wn�1
n�1;in�1;jn�1

! vW
w0
1 þ 1

1:i1:j1 W
w0
2 þ 1

2;i2;j2 . . .W
w0
n�1�M

n�1;in�1;jn�1

n o
r7þ nþ 1 ¼ lafxWq;iq;jq ! laf þ 1xbf þ 1;iqbf þ 1;jq

��1� f ; iq; iq � n
	 


r8þ nþ 1 ¼ /qbq;j1bq;j2bq;j3 . . . ! /qbq;j1bq;j2bq;j3 . . .U
wj1 ;j2
j1;j2 U

wj1 ;j3
j1;j3 . . .

���1� q; js � n
n o

r9þ nþ 1 ¼ /qU
wj1 ;j2
j1;j2 U

wj1 ;j3
j1;j3 . . . ! /qU

wj1 ;j2
j1;j2 U

wj1 ;j3
j1;j3 . . .U

wj1
j1

���1� js � n
n o

r10þ nþ 1 ¼ /qU
0
js bq;js ! /qþ 1ajs

��1� js � n
n o[

uajs ! V1;js

��1� js � n
	 


r11þ nþ 1 ¼ /qU
wj1
j1 U

wj2
j2 . . . ! /qU

wj1�1
j1 U

wj2�1
j2 . . .

n o
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r12þ nþ 1 ¼ V1;jsaj2 . . .ajp ! V1;js

� �
injs ;j1 ;j2 ...jp

aj2
� �

inj2

n o
S

gQ ! kf g
r13þ nþ 1 ¼ /xWq;iq;jq ! xaiqajq

� �
inc0

���1� q; iq; jq � n
n o

q ¼ r01 [ r02 [ r03 [ r04 [
	 
S

ri [ rj
��1� i� j� 6

	 
S
riþ nþ 1 [ rjþ nþ 1

��1� i� j� 12
	 


3.4 Operational Process in P System

After the start of the operation in the P system, limited by the initial multiple set and the
regular set of the membrane, rule r1 is executed first. This rule operates on objects ai
and Vs,i that are contained in the membrane at the same time. When both are present, it
means that object ai in the membrane has been added to the node in MST. In order to
avoid repeating object ai added into MST, keeping object Vs,i only. Then, the loop
variable p controls rule r1+p to start working. The objects Uxij1

i;j1 U
xij2

i;j2 … Uxijp

i;jp represent

the distance between nodes. And Uxijs

i;js (1 � s � p) indicates the distance between ai
and Vs;js is xijs , then rule r3+p is looped until object U0

i;js appears, indicating that the
distance between object ai and node Vs;js is minimal. Copy the object ai, one of which
remains in the membrane i, the other is rewritten as Ai;js into the membrane 0,while the
remaining object Uxij

i;j is cleared.
When all the objects Ai;js (n − p, 1 � i, js � n) enter into the membrane 0, rules

are excited. Rule r
0
1 represents the distance between ai and Vs;js–U

xijs

i;js , then rule r02r
0
3 are

looped until object U0
i;js appears. The distance can be the weight of the newly added

edge. The object ais becomes the new node Vuþ 1;is , and enter into the membrane
ri(1 � i � n).

Subsequently, the rule set in the membrane n + 1 will cluster the generated MST
hierarchically.

4 Case Study

4.1 Data

In this article, we use the data of urbanization index in 2013 (Table 1). The meaning of
the data in the table is as follows: PU2013 refers to the population urbanization rate in
2013. EU2013 refers to the economy urbanization rate in 2013. SU2013 refers to the
spatial urbanization rate in 2013. U2013 refers to the comprehensive urbanization rate
in 2013. Pe refers to the rate of population and economy urbanization development in
2013. Ps refers to the rate of population and spatial urbanization development in 2013.
Es refers to the rate of economy and spatial urbanization development in 2013.
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4.2 Computing

4.2.1 Clustering Process

D17;17 ¼

00 02 06 10 17 18 17 28 34 34 45 33 34 42 41 40 66
02 00 06 14 25 16 15 22 30 30 35 35 30 36 37 42 54
06 06 00 06 11 06 03 10 12 12 21 13 14 18 17 18 36
10 14 06 00 03 04 09 18 18 18 35 11 16 26 21 14 54
17 25 11 03 00 09 14 27 23 23 44 10 23 33 26 13 65
18 16 06 04 09 00 03 06 06 06 17 05 04 10 07 06 30
17 15 03 09 14 03 00 03 03 03 10 06 05 07 06 09 21
28 22 10 18 27 06 03 00 02 02 03 11 02 02 03 12 10
34 30 12 18 23 06 03 02 00 00 05 05 02 02 01 06 12
34 30 12 18 23 06 03 02 00 00 05 05 02 02 01 06 12
45 35 21 35 44 17 10 03 05 05 00 20 07 03 06 21 03
33 35 13 11 10 05 06 11 05 05 20 00 07 11 06 01 31
34 30 14 16 23 04 05 02 02 02 07 07 00 02 01 06 14
42 36 18 26 33 10 07 02 02 02 03 11 02 00 01 10 06
41 37 17 21 26 07 06 03 01 01 06 06 01 01 00 05 11
40 42 18 14 13 06 09 12 06 06 21 01 06 10 05 00 30
66 54 36 54 65 30 21 10 12 12 03 31 14 06 11 30 00

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCA

Cities are represented by the object ai(1 � i � 17), and then calculate the dis-
similarity matrix of the data object D17;17.

Table 1. The data of urbanization index in 2013

Number City Data
PU2013 EU2013 SU2013 U2013 Data object

1 Qingdao 8 9 6 8 (8, 9, 6, 8)
2 Jinan 8 9 5 7 (8, 9, 5, 7)
3 Zibo 7 7 6 7 (7, 7,6 , 7)
4 Dongying 6 8 8 7 (6, 8, 8, 7)
5 Weihai 6 7 9 8 (6, 7, 9, 8)
6 Yantai 5 7 7 6 (5, 7, 7, 6)
7 Taian 6 6 6 6 (6, 6, 6, 6)
8 Weifang 5 6 5 5 (5, 6, 5, 5)
9 Zaozhuang 5 5 6 5 (5, 5, 6, 5)
10 Jining 5 5 6 5 (5, 5, 6, 5)
11 Linyi 5 5 4 4 (5, 5, 4, 4)
12 Laiwu 5 5 8 6 (5, 5, 8, 6)
13 Binzhou 4 6 6 5 (4, 6, 6, 5)
14 Liaocheng 4 5 5 5 (4, 5, 5, 5)
15 Rizhao 4 5 6 5 (4, 5, 6, 5)
16 Dezhou 4 5 8 6 (4, 5, 8, 6)
17 Heze 4 4 3 4 (4, 4, 3, 4)

A Minimum Spanning Tree Clustering Algorithm Inspired by P System 367



The initial state of the P system performs evolutionary communication rules, and
the MST containing the respective nodes are generated. Then calculate the mean of the
weights of the edges, and the weights are removed beyond the mean. Sub-tree is
formed, and the new MST is constructed on the representative node inside each
sub-tree, until the number of sub-trees is equal to the number of cluster clusters.

By implementing the corresponding rules, the MST containing all the objects
(nodes) is constructed, and its visualization is shown in the following Fig. 2.

In the analysis of the operation of the clustering process in the P system, it is known
that the minimum spanning tree is generated iteratively. Calculate the average of the
weights in the MST, and then cut off the edges that exceed the mean, we can eventually
get clustering results.

4.2.2 Results
After the calculated by P system combined with the MST algorithm, we can know that
the average degree of urbanization development is 0.5309. At the same time, we get a
conclusion that the cities in Shandong Province can be divided into four categories:
high level of coordinated development (1, 2), middle level of coordinated development
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Fig. 2. The MST including all nodes

Fig. 3. The spatial differentiation of population-economy-space urbanization of Shandong
province of 2013
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(3, 4, 5), middle low level of coordinated development (6, 7, 8, 9, 10, 11, 12), low level
of coordinated development (13, 14, 15, 16, 17). The results show in the following
Fig. 3 [14]. From the result, we can know the urbanization development level for
each city.

5 Discussions and Suggestions

5.1 Discussions

The pace of urbanization in Shandong Province is faster overall. As we can see, all of
the population, economic, and space urbanization have a more significant development.
Among them, the urbanization base on population is gradually turning into a kind of
economy and space leading urbanization development. Since 2013, the level of eco-
nomic urbanization is similar as space urbanization development, slightly higher than
the population urbanization. Population - economy - space urbanization development is
coordinated highly. And according to previous studies, this state is conducive to
urbanization positive development.

We also found that, in the high level urbanization areas, the economic urbanization
plays a very important role. It is a significant driving force for the development of
urbanization. And in the lower level of coordinated development areas, spatial
urbanization is dominant, which may be related to the local governments because of the
dependents on land and finance policies. Objectively, the way of building infrastruc-
ture, creates a more favorable development for future of the region [16].

5.2 Suggestions

Measures should be taken to make population, resources and environment integrated
and coordinated development. The city’s development is inseparable from the support
of population, resources and environment. From the perspective throughout Shandong
Province, there are many problems such as enormous population pressure, the lack of
resources, environmental pollution and other issues. We must start from the regional
level to co-ordinate the development of the various problems and promote urban
development.

Strengthen investment in education, and improve the quality of the population.
Then there will be a huge capital and human resources which turned from the force
adult population resources. Thus the urban economy will be better. Finally, the urban
employment must increase on this occasion.

Only the development of urban economy can provide the power of improving
employment and the welfare of urban residents. Actively develop the urban economy
through capital investment, technological innovation, accelerate the growth of indus-
trial scale. And then focus on improving the proportion of urban services, the devel-
opment of new formats, new hot hatch, and gradually increase the proportion of tertiary
industry.

The use of urban land should adjust to the size of population. And the reasonable
land targets should be formulated. Then draw the urban land red line.
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Abstract. Automatic modulation classification (AMC) plays an important role
in many fields to identify the modulation type of signals, in which the deep
learning methods have shown attractive potential development. In our research,
we introduce convolutional neural network (CNN) to recognize the modulation
of the input signal. We used real signal data generated by instruments as dataset
for training and testing. Based on analysis of the unstable training problem of
CNN for weak signals recognition with low SNR, a transfer learning method is
proposed. Experiments results show that the proposed transfer learning method
can locate better initial values for CNN training and converge to a good result.
According to the recognition accuracy performance analysis, The CNN with the
proposed transfer learning method has higher average classification accuracy
and is more compatible for unstable training problem.

Keywords: Modulation classification � Convolutional neural network
Transfer learning method

1 Introduction

Automatic modulation classification is aiming to detect the modulation type of received
signals in order to recover signals by demodulation. The dominant approach of signal
modulation recognition can be categorized as likelihood-based (LB) methods and
feature-based (FB) methods [1]. Many neural networks have been applied to the
automatic modulation classification, which have shown better performances than the
traditional LB methods and FB methods [2–6]. In the former research on a deep
learning architecture based on convolutional neural network for modulation classifi-
cation of wireless signals, it is found that the same programs get different results under
the same experiment conditions. Even sometime the result is terrible. The phenomenon
is defined as Unstable Training Problem in our paper, which comes out in training
process with the random seed. Because the same initializer is involved at the beginning
of training process, it is important to focus on the robustness of modulation classifi-
cation based on CNN against noise in training process.
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In former experiments under conditions of various SNR, the modulation classifi-
cation method based on CNN shows fairly good recognition performances for
SNR� 0 dB wireless signals, in which the unstable training problem is rare. As the
SNR of wireless signals drops, the unstable training problem is becoming obvious and
it is hard to carry on training process of the CNN. The reason of the unstable training
problem is regarded as infeasible robustness of the neural network to noise-like dataset
[7]. For the Unstable Training Problem, if the SNR is very low, the features of mod-
ulation are influenced by noise and are hard to be extracted. The modulation classifi-
cation method based on CNN will encounter numerical difficulties and we can’t get a
satisfied performance, because the signal dataset cannot provide a good estimation of
gradient to training.

Transfer learning method refers to the situation where some learned knowledge is
transferred to improve generalization in another setting. The objective is to inherit
extracted information from advantage of data in the first setting, so as to help learning
process or even making predictions directly in the second setting. The motivation is
that the same representation may be useful in both settings.

The main idea of this paper is to investigate transfer learning to solve the unstable
training problem in training process of a stacked convolutional neural network of deep
learning architecture for modulation classification of wireless signals automatically.
The rest of the paper is organized as follows. In Sect. 2, based on analysis of Stochastic
Gradient Descent and initialization problem of training process of CNN, the transfer
learning is investigated. Based on real sampled data of wireless signals, an improved
CNN architecture is trained and proposed with transfer learning in Sect. 3. In Sect. 4,
according to the experiment results, the effect of transfer learning to solve unstable
training problem is analyzed in term of recognition accuracy in various SNR condi-
tions. Finally, conclusions are drawn in Sect. 5.

2 Training Process Based on Transfer Learning

2.1 Stochastic Gradient Descent

Nearly all of deep learning is powered by important Stochastic Gradient Descent
(SGD) algorithm. Stochastic Gradient Descent is typical and preferred to training
process for neural networks. One row of data is inputted into the network at a time. The
network activates neurons forward to produce an output value finally. Then the output
value is compared to the expected output value to generate an error value. The error is
backward propagated through the network, in which the weights of layer are updated
one after another, according to the contributed amount to the error. The process is
repeated for all of the examples in the training data to get a trained network of the
intended goal.

The weights in the network can be updated from the calculated errors for each
training example, which can result in fast but also chaotic changes to the network. On
the other hand, the errors can be saved up across all of the training examples and the
network can be updated at the end.
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The cost function used by a machine learning algorithm often decomposes as a sum
over training examples of some per-example loss function. For example, the negative
conditional log-likelihood of the training data can be written as

JðhÞ¼Ex;y� pdata Lðx; y; hÞ ¼
1
m

Xm

i¼1
LðxðiÞ; yðiÞ; hÞ ð1Þ

where L is the per-example loss:

Lðx; y; hÞ ¼ � log pðy j x; hÞ ð2Þ

For these additive cost functions, gradient descent requires computing

rhJðhÞ ¼ 1
m

Xm

i¼1
rhLðxðiÞ; yðiÞ; hÞ ð3Þ

Considering the computational cost, we use a small set of samples to approximately
estimate the true gradient. Specifically, on each step of the algorithm, we can sample a
minibatch of examples B ¼ fxð1Þ; . . .; xðm0Þg drawn uniformly from the training set. The
minibatch size m0 is typically chosen to be a relatively small number of examples,
ranging from 1 to a few hundred.

Based on examples from the mini-batch B, The estimate of the gradient is formed as

g =
1
m0
rh

Xm0

i¼1
LðxðiÞ; yðiÞ; hÞ ð4Þ

The stochastic gradient descent follows the estimated gradient downhill:

h h� eg ð5Þ

where e is the learning rate.

2.2 Initialization Problem of Training Process

Training algorithms for deep learning models are usually iterative in nature and thus
require us to specify some initial point from which to begin the iterations. However,
training deep models is a sufficiently difficult task that most algorithms strongly
affected by the choice of initialization. The initial point can determine whether the
algorithm converges with some initial points begin so unstable that the algorithm
encounters numerical difficulties and fails. When learning does converge, the initial
point can determine how quickly learning converges and whether it converges to a
point with high or low cost.

Different task have different solution space, but they are similar in some extents.
Neural network training is non-deterministic, and converges to a different function
every time it is run. As can be seen from the Fig. 1, the training process may encounter

Transfer Learning Method for Convolutional Neural Network in AMC 373



many numerical difficulties like local maximum or shoulder location. The state when
we stop training not only depends on the optimization algorithm. The initial values
where we start iteration also have a great impact on the result. A bad initial value can
result in numerical difficulties.

Moreover, when training our neural network, it is possible that training initializes
the model in a location which is surrounded by areas where the cost function varies so
much from one sample point to another that mini-batches give only a very noisy
estimate of the gradient, or region surrounded by areas where the Hessian matrix is so
poorly conditioned that gradient descent methods must use very small steps. It slow
down the training by requiring lower learning rates and careful parameter initialization,
and makes it hard to train models.

Another related method is greedy layer-wise unsupervised pre-training. This greedy
learning procedure could be used to find a good initialization for a joint learning
procedure over all the layers [8]. In the context of a supervised learning task, it can be
viewed as regularization and a form of parameter initialization.

Unsupervised pre-training takes the parameters into a region that would otherwise
be inaccessible and it brings much success. Neural networks that receive unsupervised
pre-training consistently halt in the same region of function space, while neural net-
works without pre-training consistently halt in another region. The region where
pre-trained networks arrive is smaller, suggesting that pre-training reduces the variance
of the estimation process, which can in turn reduce the risk of severe over-fitting [9].

2.3 Transfer Learning Method

Transfer learning refers to the situation where what has been learned in one setting P1 is
exploited to improve generalization in another setting P2. In transfer learning, the
learner must perform two or more different tasks, but we assume that many of the
factors that explain the variations in P1 are relevant to the variations that need to be

Fig. 1. One-dimensional solution space state illustration
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captured for learning P2. Using the same representation in both settings allows the
representation to benefit from the training data that is available for both tasks.

A brief example of transfer learning is show in Fig. 2. In most case, one task is easy
to fulfill while another is hard due to the low quality of dataset. We can use transfer
learning through sharing weight between the two learning process. Sometimes what is
shared among the different tasks is not the input but the output. In cases like these, it
makes more sense to share the upper layers of the neural network, as illustrated in
Fig. 3. The transfer learning may help to learn representations that are useful to quickly
generalize.

3 The CNN for Modulation Classification

To meet the requirements of modulation classification, our network architectures are
mainly inspired by ALEXNET [10], as shown in Fig. 4.

Fig. 2. An example of transfer learning

Fig. 3. An example of transfer learning sharing the output
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3.1 Signals Data Sampled and Process

Because digital modulation has better immunity performances to interference, which is
mostly discussed in the literatures for modulation classification. Here, it is assumed that
there is a single carrier-transmitted signal in additive white Gaussian noise (AWGN)
channel. The modulation types include 2ASK, BPSK, QPSK, 8PSK and 16QAM.

The signal data are produced by vector signal generator SMU200A. The sampling
rate is 1 GHz. All the signal data of different modulation types have the same carrier
frequency of 100 MHz and bandwidth of 25 MHz. Every sample has 2000 raw points
and there are 25000 samples in total, 5000 samples for each modulation type. The only
preprocess is to rescale the amplitude to the range of −2 V to 2 V. The spectrum map
of sampled BPSK signal is shown in the Fig. 5.

For most classification and regression process, there is still possibility to get results
even with small random noise added to the input. However, neural networks are proved
not robust to noise [7]. One way to improve the robustness of neural networks is simply

Fig. 4. The architecture of ALEXNET

Fig. 5. The spectrum map of BPSK signal
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to do training process with input random noise data. So in training procedure to
improve the robustness, training data of same SNR are included, which are also used to
test the performance of proposed method in different SNR conditions.

When the network layers are not deep, it is not likely to encounter the problems like
vanishing/exploding gradients. The principle of maximum likelihood is taken as the
cost function, which means the cross-entropy between the training data and the pre-
diction of the model is regarded as the cost function. The weights are initialized with
Gaussian distribution initializers, which have zero means and unit variances. The SGD
is involved with a mini-batch size of 256. The weight decay is 0.0001 and the
momentum is 0.9. The learning rate starts from 0.1. When there are errors plateaus
occur, the learning rate descends at rate of 10 times.

As for the testing process, it is typically to use a simple separation of the same
sampled data into training and testing datasets. In experiments, 80% data of the
sampled signal is assigned to training dataset and 20% data of the sampled signal is
assigned to testing dataset. Finally when the training is halt, we get the accuracy
through inputting the testing datasets and statistical the accuracy.

3.2 The CNN Architecture

It is found that the removal of the fully-connected layers of ALEXNET will reduce the
amount of weight parameters and get little impact of the recognition accuracy per-
formance. In this paper, the large kernel size is designed for better performances and
acceptable complexity. Moreover, after investigating the deep neural network with
more than 30 layers, it is found there are over-fitting problems. It is possible to apply a
shallow neural network to compete modulation recognition for signals with reasonable
SNR.

Based on the analysis above, the number of input neuron is set to 2000, which
means every sample has 2000 raw points. The CNN is proposed with 3 convolutional
layers, and each convolutional layer is followed by a max pooling layer. At the end of
the CNN network, a 5-way fully-connected layer with softmax is used to output the
probability of 5 kinds of signal modulations classification. The convolutional layers
have filter kernels with length of 40. 64 filter kernels are used in both the input layer
and the second layer. For the third layer, the filter kernels are increased to length of
128. The max pooling layers perform down-sampling with stride of 2 and pool width of
3 to get overlapping pooling. We do not use the any regularization like dropout. So, the
CNN consists of 4 weighted layers, as shown in Fig. 6.

Fig. 6. The CNN Structure
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4 Experiments and Results Analysis

We initialize the weights with the same initializers to explore the performance of the
proposed neural network architecture in different SNR conditions and encounter the
unstable training problem. We take the experiment with the SNR ranks −1 to −3 as an
example to describe this phenomenon. The result of three times in different SNR
conditions is list in Table 1, we report ‘failed’ when the accuracy is lower than 40%.

As can be seen in Table 1, when the SNR is high, the experiment works well and
the proposed CNN gets satisfied recognize accuracy at approximate 100%. We con-
tribute the reason for this good result to the simple architecture of shallow network. The
solution space is not very complicate. The dataset can provide a good estimation of
gradient to update the parameter so the initial point does not matter. An approximate
global maximum point can be achieved. As the drop of the SNR, the model encounters
the problem which we called unstable training. In this case, we think that the
mini-batches give only a very noisy estimate of the gradient and it easy to fall into a
local minimum point which blocks the training. The algorithm cannot calculate a right
direction to move which contribute to a failure. The results fluctuated severely and a
method based on transfer learning is proposed in the following.

We apply the weights trained in the high SNR condition as the initial weights when
we training the model in the low SNR conditions, which is a kind of transfer learning.
We got the convergent point in high SNR condition and the gradient become small.
There are two tasks which have a same target to recognize the modulation type of the
signal but have the different input. To some extent one task has a more clear input while
the input of another task can be seen as a more polluted signal suffer from AWGN
channel. Our experiment results show that the unstable training problem is well
addressed in this setting. Besides, we also get a lift in the performance of accuracy.

We evaluate our method based on transfer learning by using the pretraining initial
weights and the results is show in Fig. 7. The line 1 is the performance of the original
method using Gaussian distribution random initializers without pretraining. Due to the
unstable training problem, we run the program 5 times and choose the best result as the
final result. We first trains the model in 0 dB and it exists no difficult to get a satisfied
recognize accuracy approximate 100%. We save the weights as the initial weights
when we experiment the performance in other low SNR conditions and the result is
show in line 2. It is obvious that we obtain the accuracy gains from this method. We
argue that the initial weights bring the network the simple capacity to recognize the true
modulation type of the signal data and that is otherwise hard to access. We use the
weights based on iterative SNR to explore the performance of the neural network in

Table 1. The accuracy comparison under various SNR conditions

SNR The 1st experiment The 2nd experiment The 3rd experiment

−1 dB 99.86% 99.44% 99.50%
−2 dB failed 97.31% 92.10%
−3 dB 92.08% failed 94.45%
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line 3. For example, we initial the weights trained in the SNR of −1 dB when we train
the model in the SNR of −2 dB and recursively. Somehow surprisingly, the results are
improved by healthy margins and report in Fig. 7. In our opinion, the initial weights
can not only have the ability to recognize the modulation type but also extract features
which is covered by noise simply. So this method can lift the performance of the
proposed neural network architecture to recognize the modulation type of signal a lot.

5 Conclusion

The aim of our experiment is to design a method to fulfill the task of recognizing the
modulation of input signal. We try to use stacked convolutional neural network to
recognize the modulation of the input signal and we also get a good performance. We
found that it is easily to encounter numerical difficulties when the SNR is low which is
called unstable training is this paper. This motivates us to propose a transfer learning
method to solve this problem. The unstable training problem is well addressed in this
setting and we manage to obtain accuracy gains from this method.
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China. (No. 61601147, No. 61571316, No. 61371100) and the Fundamental Research Funds for
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Abstract. Orthogonal frequency division multiplexing (OFDM) radar
has been studied in the last years for its suitability to combine simulta-
neous radar-radio (RadCom) operations. There exists the problem of low
data rate and high range sidelobes in an OFDM-based RadCom System
using the classic pulse compression processing. To solve the problem, a
signal model in which monopulse is composed of multi-OFDM symbols is
presented. The analysis of pulse compression processing through ambigu-
ity function is presented, where the effects of Doppler and random phase
codes on pulse compression are discussed in detail. Theoretical analysis
and simulation results show that the presented method can obviously
alleviate the effects of the random phase codes on range performance of
OFDM signals, while keeps high data rate.

Keywords: OFDM · Radar-radio · Pulse compression
Ambiguity function

1 Introduction

The joint operation of radar-radio (RadCom) systems using one common wave-
form, have recently been studied to integrate wireless communications and sens-
ing within a single transceiver platform [1]. The study on RadCom systems is
mainly to improve the spectrum efficiency and cost effectiveness. A typical appli-
cation area is the intelligent transportation networks which require the ability
of inter-vehicle communication as well as reliable environment sensing.

Orthogonal frequency division multiplexing (OFDM) is a widely adopted
modulation format for communications. Due to the wide bandwidth of the
adopted waveform, it can be used for high range resolution radar [2,3], and dual
use of communication and radar functions in a single platform [4,5]. Due to their
advantages on high spectral efficiency, thumbtack-liked ambiguity function, good
Doppler tolerance [6], flexible waveform structure and easy implementations [7],
OFDM signals are attractive to both academic and industrial researchers.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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When considering the range processing approaches in OFDM-based Rad-
Com systems, a modulation symbol-based processing technique that estimates
the range of a target at short range was presented in [1]. It completely removed
the influence of the communication data, and the achieved range resolution was
generally in the order of 1m. A classical correlation-based processing was pre-
sented in a Ultra Wideband OFDM system [4], where one subcarrier carried
1 bit data, resulting in a low data rate and high range sidelobes. A subspace
projection method based on the compensated communication information was
appeared in [8], in which the transmitted radar pulses were consisted of multi-
OFDM symbols to improve the data rate, that leaded to high computational
complexity. A non-linear least squares approach using weighted OFDM mod-
ulation was presented in [9], which also had a low data rate. A novel OFDM
radar signal processing scheme which retrieved range information was derived
in [10], in which the priori knowledge of the target position was required. A
subspace-based algorithm based on rotation invariance to obtain range profile of
a target was developed in [11], which suffered from a high computational bur-
den. In conventional pulsed radar systems, each pulse only transmit one single
OFDM symbol, which generally leads to the problems including range ambiguity
and low transmission data rate.

In views of the above, an OFDM waveform with random phase modulation
that transmits monopulse consisting of multi-OFDM symbols is presented to
improve data rate, and the analysis of the pulse compression is presented to
improve range resolution. The paper is organized as follows. The signal model
of OFDM signals is given in Sect. 2. The analysis of pulse compression using
ambiguity function is presented in Sect. 3. The simulation results are given in
Sect. 4. Conclusion of the paper is given in Sect. 5.

2 Signal Model

2.1 Transmitted Signal

We consider a monostatic radar transmitting monopulse which is composed of
multi-OFDM symbols, each symbol consists of transmitted data modulated onto
a set of orthogonal subcarriers. Then the complex envelope of OFDM radar can
be represented as [12]

x(t) =
M−1∑

m=0

N−1∑

n=0

dm,nej2πfntrect
(

t − mTs

Ts

)
(1)

where N is the number of subcarriers, M is the number of symbols, Ts is the
OFDM symbol duration, dm,n = ejϕm,n denotes the communication data on the
nth subcarrier of the mth symbol, which is transmitted using m-ary phase shift
keying (m-PSK) modulation schemes, and rect

(
t

Ts

)
is a rectangular window of

duration Ts.



Pulse Compression Analysis for OFDM-Based Radar-Radio Systems 383

Interference between individual subcarriers is avoided based on the following
condition given by

fn = nΔf =
n

Ts
n = 0, . . . , N − 1 (2)

2.2 Pulse Compression Processing

Pulse compression is performed to achieve range (delay) estimation using a
matched filter whose impulse response is equal to H(t) = x∗(−t), where ∗ denotes
the complex conjugate. The matched filter output can be expressed as

MF =
∫ ∞

−∞
x(t)x∗(t − τ)dt (3)

Where τ is the relative time delay.
The Doppler shift caused by the movement of the target is also taken into con-

sideration. The received signal can be expressed as a delayed version of the trans-
mitted signal multiplied by a complex exponential that represents the Doppler
shift. Hence, the equivalence of the pulse compression processing output to the
ambiguity function expression is used to assess the radar performance of OFDM
signals [13], which can be expressed as

χ(τ, υ) =
∫ ∞

−∞
x(t)x∗(t − τ)ej2πυtdt (4)

where υ is the relative Doppler shift.

3 Analysis of Pulse Compression Processing

In this section, we discuss performances of the pulse compression processing
based on the ambiguity function. We mainly focus on the effect of Doppler and
random phase codes on pulse compression.

3.1 Mathematical Expression of Ambiguity Function

Firstly, we give the mathematical expression of the ambiguity function for the
OFDM signal. Substituting (1) into (4), we obtain

χ(τ, υ) =
M−1∑

m=0

N−1∑

n=0

M−1∑

p=0

N−1∑

q=0

dm,nd∗
p,qe

j2πqΔfτ

×
∫ MTs

0

ej2π((n−q)Δf+υ)trect
(

t − mTs

Ts

)
rect

(
t − pTs − τ

Ts

)
dt

(5)
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Assuming � τ
Ts

� = i, where i is an integer. Setting τ ′ = τ − iTs and τ ′′ =
τ − (i + 1)Ts. Substituting τ ′ and τ ′′ into (5), we can get

χ(τ, υ) =
M−1−i∑

p=0

χ1(τ ′, υ) +
M−1−i∑

p=1

χ2(τ ′′, υ) (6)

where

χ1(τ ′, υ) = (Ts − τ ′)
M−1−i∑

p=0

N−1∑

n=0

N−1∑

q=0

dp+i,nd∗
p,q

× ej2π
(n+q)Δfτ′

2 ej2π n−q
2 ej2πυ

(2(p+i)+1)Ts+τ′
2

× sinc
{

((n − q)Δf + υ)(Ts − τ ′)
}

(7)

χ2(τ ′′, υ) = (Ts + τ ′′)
M−1−i∑

p=1

N−1∑

n=0

N−1∑

q=0

dp+i,nd∗
p−1,

× ej2π
(n+q)Δfτ′′

2 ej2π n+q
2 ej2πυ

(2(p+i)+1)Ts+τ′′
2

× sinc
{

((n − q)Δf + υ)(Ts + τ ′′)
}

(8)

and sinc(x) = sin(πx)/(πx).

3.2 Pulse Compression Loss

The pulse compression loss due to Doppler has been analyzed for one single
OFDM symbol case in [6], where the compression loss indicates the loss at the
output of the matched filter as compared to the zero Doppler case. To limit the
compression loss lower than 1dB, it has shown that the Doppler shift should not
exceed Δf/4. Herein, we are interested in the compression loss for the case of
monopulse containing M OFDM symbols. Hence, we can give an expression for
the compression loss (Lpc) due to Doppler as

Lpc[dB] = 20 lg |χ(0, 0)| − 20 lg |χ(0, υ)| (9)

Let η = υ
Δf be the normalized Doppler shift obtained through dividing the

Doppler shift by the subcarrier separation. In order to reduce the effect of the
random phase codes in (9), we run 100 Monte carlo simulations, and the mean
value of Lpc[dB] at different η is shown in Fig. 1.

As show in Fig. 1, it can be seen that compression loss increases as η rises. The
marker shows that the 1dB compression loss occurs at υ ≈ Δf

4M . This observation
complies with the result given in [6] for one single OFDM symbol case. Indeed, an
equivalent monpulse containing multi-OFDM symbols would be obtained when
the subcarrier spacing is dropped to Δf

M .
From the above analysis, if we want to set a maximum allowable compression

loss of 1dB, the maximum target velocity can be given as Vmax = cB
8NMfc

, where
B is the system bandwidth and fc is carrier frequency.
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Fig. 1. Compression loss as a function of the normalized Doppler shift for N = 16
subcarriers, M = 5 OFDM symbols, the symbol duration Ts = 0.1µs

3.3 Effect of Random Phase Codes on Range Performance

The pulse compression precessing to achieve the range profile of a target, results
in high sidelobes for transmitting random phase codes. Therefore, the effect of
random phase codes on the range ambiguity function is analyzed as follows.

Substituting υ = 0 in (6), we can obtain the range ambiguity function of the
OFDM signal

χ(τ, 0) =
M−1−i∑

p=0

χ1(τ ′, 0) +
M−1−i∑

p=1

χ2(τ ′′, 0) (10)

where

χ1(τ ′, 0) =(Ts − τ ′)
M−1−i∑

p=0

N−1∑

n=0

N−1∑

q=0

dp+i,nd∗
p,q

× ej2π
(n−q)Δf(τ′+Ts)

2 ej2πqΔfτ ′
β1

(11)

χ2(τ ′′, 0) =(Ts + τ ′′)
M−1−i∑

p=1

M−1∑

n=0

N−1∑

q=0

dp+i,nd∗
p−1,q

× ej2π
(n−q)Δf(τ′′+Ts)

2 ej2πqΔfτ ′′
β2

(12)

and

β1 = sinc {(n − q)Δf(Ts − τ ′)} (13)
β2 = sinc {(n − q)Δf(Ts + τ ′′)} (14)

From (11) and (12), we get that β1 and β2 have great effects on performance
of range ambiguity function.

Firstly, in (13), we get the term 0 < Δf(Ts − τ ′) < 1, giving an integer N1,
the values of β1 are located in the mainlobe of sinc function when |n − q| < N1.
Hence, (11) can be approximated as
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χ1(τ ′, 0) ≈ (Ts − τ ′)

×
{

0∑

k=−N1+1

N−1∑

q=−k

dp+i,q+kd∗
p,qe

j2π
kΔf(τ′+Ts)

2 ej2πqΔfτ ′

+
N1−1∑

k=1

N−1−k∑

q=0

dp+i,q+kd∗
p,qe

j2π
kΔf(τ′+Ts)

2 ej2πqΔfτ ′
}

(15)

The expression in (15) shows that, in order to improve the range resolution,
phase codes on the pth and (p + i)th OFDM symbols has a better aperiodic
cross-correlation function (CCF) for |k| < N1.

Secondly, in (14), we get the term 0 < Δf(Ts + τ ′′) = Δfτ ′ < 1. Then, the
values of β2 are located in the mainlobe of sinc function when |n − q| < N2,
where N2 is an integer. Hence, (12) can be approximated as

χ2(τ ′′, 0) ≈ (Ts + τ ′′)

×
{

0∑

k=−N2+1

N−1∑

q=−k

dp+i,q+kd∗
p−1,qe

j2π
kΔf(τ′′+Ts)

2 ej2πqΔfτ ′′

+
N2−1∑

k=1

N−1−k∑

q=0

dp+i,q+kd∗
p−1,qe

j2π
kΔf(τ′′+Ts)

2 ej2πqΔfτ ′′
}

(16)

The expression in (16) shows that the phase codes on the pth and (p + i + 1)th
OFDM symbols has a better aperiodic CCF for |k| < N2 to improve range
resolution. Besides, the more N1, the less N2. For i = 0, we get that phase
codes of each OFDM symbol has the aperiodic auto-correlation function (ACF)
to improve range resolution.

Finally, we consider a special case of τ = iTs, (10) can be changed as

χ(iTs, 0) = Ts

M−1−i∑

p=0

N−1∑

n=0

N−1∑

q=0

dp+i,nd∗
p,q(−1)n−qsinc(n − q) (17)

From (17), χ(iTs, 0) = 0 when n �= q. Hence, (17) can be rewritten as

χ(iTs, 0) = Ts

M−1−i∑

p=0

N−1∑

n=0

dp+i,nd∗
p,n (18)

which only depends on the phase codes. If we take the expected value of χ(iTs, 0)
only have the minimum value for 0 < i < M −1, then the phase codes of different
OFDM symbols should be orthogonal.

From the above analysis, we can get that in order to reduce the effect of trans-
mitted data on the radar performance, the phase codes must possess excellent
aperiodic ACF and CCF.
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4 Simulations Results

4.1 Ambiguity Function Analysis

From the above analysis, we can select the phase codes with excellent aperiodic
ACF and CCF to improve radar performance. Hence, we introduce two phase
coding to investigate the performance of ambiguity function of the OFDM signal
in this simulation. The first phase codes is constructed based on Walsh matrix
using genetic algorithm (GA) for optimization presented in [14], the second is
based on the consecutive ordered cyclic shift of m-sequence.

The signal parameters are designed as follows: the carrier frequency fc =
5.9GHz, number of subcarriers N = 32, number of symbols M = 16, symbol
duration Ts = 0.1µs. We construct a Walsh matrix of size N×N and m-sequence
of length N , and the transmitted data of length M is randomly generated. We
limit the volume computations of ambiguity function over a region � = {0 ≤
τ ≤ MTs, |υ| ≤ 1/Ts}. The ambiguity diagram of the OFDM signals based on
the two phase codes are shown in Figs. 2 and 3, respectively.
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Fig. 2. Ambiguity diagram of OFDM signal using phase codes based on Walsh matrix
using GA for optimization (a) ambiguity function (b) range ambiguity function

As shown in Figs. 2 and 3, the ambiguity function of Fig. 2(a) presents a
thumbtack-type in both delay and Doppler domains, while of the Fig. 3(a) has
a high sidelobes in all domains. In Fig. 2(b), the sidelobes reduction of range
ambiguity function has been improved evidently. Besides, χ(τ, 0) = 0 when the
delay is integral multiple of symbol duration. We run 100 Monte carlo simula-
tions, and the mean value of peak sidelobe (PSL) in Fig. 2(b) and Fig. 3(b) are
−26.47 dB and −12.84 dB, respectively.

From the above, we can get that the OFDM signal using the first phase
codes provides a better radar performance. This is because, the phase codes has
a better aperiodic ACF and CCF, and keeps strict orthogonality, which has been
shown in [14]. While, m-sequence has a better aperiodic ACF, but a worse CCF,
because the periodic characteristic of m-sequence results in a peak at a certain
shift.
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Fig. 3. Ambiguity diagram of OFDM signal using phase codes based on the consecutive
ordered cyclic shift of m-sequence (a) ambiguity function (b) range ambiguity function

4.2 Range Profile

We demonstrate the performance of the pulse compression processing using
OFDM signals based on the the above two phase codes. The signal parameters
setting is the same as before, adding in additive white Gaussian noise (AWGN)
and signal-to-noise (SNR) is 10 dB. We consider a point target with R = 100m
and V = 10m/s, and the normalized range profile is show in Fig. 4.
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Fig. 4. Normalized range profile of a point target with R = 100 m and V = 10 m/s for
OFDM signal using the two phases codes (a) Walsh matrix using GA for optimization
(b) the consecutive ordered cyclic shift of m-sequence

It can be seen that in Fig. 4, the OFDM signal using the first phase codes
has better sidelobes characteristics in range profile, this observation complies
with the result of ambiguity function analysis. The simulation results show that
the phase codes which possess a better auto and cross correlation properties can
improve the range resolution.
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5 Conclusion

In this paper, the analysis of pulse compression processing in an OFDM-based
radar-radio system is presented. The monopulse signal is composed of mult-
OFDM symbols with random phase modulation, results in a high data rate.
The analysis of the algorithm based on ambiguity function is presented. From
theoretical analysis and simulation results, we can get that: (i) an expression
of pulse compression loss due to Doppler is given, which is a function of the
Doppler frequency and symbol number. In order to limit the compression loss,
setting a limit to the allowed target velocity is needed. (ii) The phase codes which
possess excellent aperiodic auto and cross correlation properties can improve
range resolution. If the priori knowledge of the transmitted data is known, we
can use pre-coding method that makes phase codes has a better correlation
properties to both improve the range performance and data rate.
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Abstract. The dynamic video abstract is an important part of video content
analysis. Firstly, the objective of motion is analyzed, and the objective of the
movement is extracted. Then, the moving trajectory of each target is analyzed,
and different targets are spliced into a common background scene, and they are
combined in some way. The algorithm uses Gaussian mixture model and par-
ticle filter to do a large number of calculations to achieve the background
modeling and the detection of moving object. With the increase of image res-
olution, the computing increased significantly. To improve the real-time per-
formance of the algorithm, a video abstract algorithm based on CUDA is
proposed in this paper. Through the data analysis and parallel mining of the
algorithm, time-consuming modules of the calculation, such as Histogram
equalization, Gaussian mixture model, particle filter, were implemented in GPU
by using massively parallel processing threads to improve the efficiency. The
experimental results show that the algorithm can improve the calculation speed
significantly in NVIDIA Tesla K20 and CUDA7.5.

Keywords: Video abstract � Gaussian mixture model � Particle filter
GPU � CUDA � Parallel computing

1 Introduction

The video abstract is a technique that generalizes the main content of the original video.
It is also called video synthesis. With the increasing demand for video data processing
and the increasing amount of video data, we need to set up a digest for a long video to
quickly browse to make better use of it. By using the video abstract technology, we can
not only use words in our content-based video retrieval, but also make full use of audio
and video information [1]. Video abstract technology solves the problem that how to
present video data effectively and fast access. It uses video content analysis to reduce
the video storage, classification and indexing, and improve the efficiency, availability
and accessibility of the video. It is the development of video analysis technology that
based on content.

The generation of the video abstract uses the Gaussian mixture model and particle
filtering to perform a large number of operations to achieve the background modeling
and motion target detection tracking. Because of the large computational complexity
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and long processing time of Histogram equalization, such as Gauss mixture model and
particle filter, it is difficult to apply in real-time video processing with higher real-time
requirements [2]. Therefore, the processing time of the algorithm must be effectively
reduced to meet more real-time applications.

In recent years, GPU (Graphics Processing Unit) has been applied to large-scale
parallel computing and floating point calculation, and its multi-thread and multi-core
processors are especially suitable for data parallel computing. CUDA architecture, that
uses SIMT (single-instruction-thread, multi-thread) model, is a software platform that
can be used to implement fine-grained parallelism. Developing CUDA programs
becomes more flexible and efficient because of their easy programmability when
accelerating image processing in program-level parallelism. This paper presents a video
abstract algorithm based on GPU CUDA, which exploits a large number of parallel
threads and heterogeneous memory hierarchy of GPU to improve the execution
efficiency.

2 Gauss Mixture Model and Particle Filter

2.1 Gauss Mixture Model

Gaussian mixture Model is a classical adaptive background extraction method pre-
sented by Stauffer et al. [3]. It is a kind of method based on background modeling, and
it constructs each pixel according to the distribution of each pixel in the time domain of
the color distribution model in the video, in order to reach the purpose of background
modeling. The Gaussian mixture Model is a weighted sum of finite Gauss functions,
which can describe the multimodal state of pixels, and it is suitable for accurate
modeling of complex backgrounds such as light gradients and tree swaying.

By looking for a random sample spread in state space to approximate the proba-
bility density function, replace the integral operation with the sample mean, and obtains
the state minimum variance distribution. The core idea is that through the random state
particles extracted from the posterior probability to express the distribution. It is a kind
of sequential importance sampling method. It is often used background subtraction
method to extract the moving object when the camera fixed. Subtract the current image
from background image that previously obtained, if the pixel exceeds a certain
threshold, the pixel is identified as the target region; otherwise that is the background
area.

The estimation algorithm of single Gauss background model is suitable for indoor
environment and outdoor environment which is not very complicated.

The first step is initializing the background image. The average gray value l0 of
each pixel and the variance r20 of the pixel gradation in the video sequence image
f x; yð Þ are calculated for a period of time. The initial background image of B0 with
Gauss distribution is composed of l0 and r20. As shown in formulas (1) (2).

l0 x; yð Þ ¼ 1
T

XT¼1

i¼0

fi x; yð Þ ð1Þ
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r20 x; yð Þ ¼ 1
T

XT¼1

i¼0

fi x; yð Þ � l0 x; yð Þ½ �2 ð2Þ

The second step is to update the background image. If the scene changes, the
background model needs to respond to these changes. The algorithm updates the
background model by using the real-time information provided by the video sequence,
where Ft x; yð Þ represents the real-time image at time t, Bt�1 x; yð Þ represents the
background image at time t − 1, as shown in formula (3).

Bt x; yð Þ ¼ 1� qð Þ �Bt�1 x; yð Þþ q �Ft x; yð Þ ð3Þ

The background update rate q is a constant that reflects the update speed of the
current image to the background. Since the influence of the moving target on the
background is not taken into account, the pixel on the moving target is also involved in
the updating of the background image, resulting in an error in the updated background
and the actual background. Thus, Koller et al. improved the algorithm by updating
pixels that were labeled as background areas. As shown in formula (4), respectively
indicate that Bt x; yð Þ is judged as background or foreground.

Bt x; yð Þ ¼ 1� qð Þ �Bt�1 x; yð Þþ q �Ft x; yð Þ
Bt�1 x; yð Þ

�
ð4Þ

In video surveillance systems, surveillance cameras are generally fixed. If the
background is completely stationary, each pixel in the background image can be
described by a Gauss model [4]. But in reality, the background is not absolute static,
such as the branches swing, or a pixel in the background image at a certain moment
may be the sky, may be leaves, may also be branches; each state of the color value of
the pixel is different. Therefore, a Gauss model can not reflect the actual background.
So, the Gauss mixture distribution is used to describe the background model. The
Gauss distribution, which is used to describe the color of each pixel, is K, and K is
determined by the computational power and the available memory of the computer, and
it generally takes between three and five. The distribution of the currently observed
pixel values is as formula (5) shows.

P Xið Þ ¼
Xk
i¼1

xi;t � g Xi; li;t;Ri;t
� � ð5Þ

xi;t is an estimate of the weight of a Gaussian model at time t, li;t is the mean of a
Gaussian model at time t, and Ri;t is the covariance matrix of a Gaussian model at time
t. g is a Gaussian probability density function as shown in formula (6).

gðXt; l;RÞ ¼ 1

ð2pÞn2 Rj j12
e�

1
2ðXt�ltÞTR�1ðXt�ltÞ ð6Þ
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The covariance matrix is assumed to be as follows.

Rk;t ¼ r2kI ð7Þ

At time t, the weight xk;t of the K distribution is updated as follows.

xk;t ¼ 1� að Þxk;t�1 þ a Mk;t
� � ð8Þ

In the formula, a is the learning rate, the matching model Mk;t is 1, and the
remaining mismatch model is 0. For the mismatched model, the model parameters are
unchanged, and the matching parameters in the matched model are updated as follows.

lt ¼ 1� qð Þlt�1 þ qXt ð9Þ

r2t ¼ 1� qð Þr2t�1 þ q Xt � ltð ÞT Xt � ltð Þ ð10Þ

q ¼ ag Xtjlk; rkð Þ ð11Þ

Each Gaussian distribution is arranged in order of priority, the former B as the
background model, and B is defined as follows.

B ¼ argminb
Xb
k¼1

xk [T

 !
ð12Þ

T is a pre-defined threshold, which can actually reflect the minimum proportion of
the data in the background to the total data.

2.2 Particle Filter

In this paper, we use the sequential importance particle filter algorithm, which uses the
weighted sum of a series of random samples to represent the required posterior
probability density, obtains the estimated value of the state, realizes the tracking of the
moving target and obtains the target trajectory [5].

In the Monte Carlo simulation method which based on importance sampling, it is
necessary to recalculate the importance weight of the whole state sequence by esti-
mating the posterior filtering probability and using all the observed data. Sequential
importance sampling is the basis of particle filtering, which applies the sequential
analysis method in statistics to the Monte Carlo method, so as to realize the recursive
estimation of the probability density of the posterior filter [6]. Assume that the
importance probability density function q x0:kjy1:kð Þ can be decomposed by the fol-
lowing formula.

q x0:kjy1:kð Þ ¼ q x0:k�1jy1:k�1ð Þq xkjx0:k�1; y1:kð Þ ð13Þ

Set the system state is a Markov process, and individual observations are inde-
pendent in a given system state, there are,
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p x0:kð Þ ¼ p x0ð Þ
Yk
i¼1

p xijxi�1ð Þ ð14Þ

p y1:kjx1:kð Þ ¼
Yk
i¼1

p yijxið Þ ð15Þ

The recursive form of the posterior probability density function can be expressed as
the following formula.

p x0:kjYkð Þ ¼ p ykjx0:k; Yk�1ð Þp x0:kjYk�1ð Þ
p ykjYk�1ð Þ

¼ p ykjx0:k; Yk�1ð Þp xkjx0:k�1; Yk�1ð Þp x0:k�1jYk�1ð Þ
p ykjYk�1ð Þ

¼ p ykjxkð Þp xkjxk�1ð Þp x0:k�1jYk�1ð Þ
p ykjYk�1ð Þ

ð16Þ

The recursive form of particle weights wðiÞ
k can be expressed as formula (17).

x ið Þ
k 1

p x ið Þ
0:kjYk

� �
q x ið Þ

0:kjYk
� � ¼

p ykjx ið Þ
k

� �
p x ið Þ

k jx ið Þ
k�1

� �
p x ið Þ

0:k�1jYk�1

� �
q x ið Þ

k jx ið Þ
0:k�1; Yk

� �
q x ið Þ

0:k�1jYk�1

� �

¼ x ið Þ
k�1

p ykjx ið Þ
k

� �
p x ið Þ

k jx ið Þ
k�1

� �
q x ið Þ

k jx ið Þ
0:k�1; Yk

� �
ð17Þ

In general, it is necessary to normalize the weight of the particle, as formula (18).

- ið Þ
k ¼ x ið Þ

kPN
i¼1

x ið Þ
k

ð18Þ

The sequential importance sampling algorithm generates the sampled particles from
the importance probability density function, and obtains the corresponding weights with
the arrival of the measured values. Finally, the posterior filtering probability density is
described in the form of particle weighting sum, and then get the state estimate.

3 CUDA Architecture

CUDA (Compute Unified Device Architecture) is a general parallel computing archi-
tecture introduced by NVIDIA [7], and the architecture can dramatically improve
computational performance by using GPU.
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There are many SMs (Streaming Multiprocessor) in a GPU in the hardware
architecture of GPU CUDA, these similar to the CPU core, and a SM is equipped with
a number of SPs (Streaming Processor). SP, namely CUDA core, is the basic pro-
cessing unit of CUDA, and the specific instructions and tasks are handled in the
SP. GPU parallel computing, that is, the parallel processing of multiple SP.

GPU threads are organized in a grid and each grid contains a number of thread
blocks [8]. The thread is the basic execution unit in CUDA, a number of threads forms
a thread block and the thread block can be a one dimensional, two-dimensional or
three-dimensional structure. Many threads in the same thread block have the same
instruction address, which not only can execute in parallel, but also can realize the
communication among the blocks through the shared memory and the barrier.
The CUDA memory access model is shown in Fig. 1.

CUDA code applies to both the host processor (CPU), but also applies for the
device processor (GPU) [9]. The host processor is responsible for deriving a
multi-thread task (CUDA called a kernel program) that runs on a GPU device pro-
cessor. When using CUDA programming, the program is divided into two parts, host
side and device side. Host side is executed on the CPU part, and it is the serial code.
Device side is executed on the GPU part, and it is the parallel code. Program in device
side is also called “kernel”, and the grid is composed of all threads generated by kernel
[10]. In CUDA, host and device have different memory spaces. When these tasks have

Fig. 1. CUDA memory access model
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enough parallelism, with the increase of SM in GPU, the computing speed of the
program will be increased. Figure 2 shows the CUDA thread model.

4 Realization of Video Abstract Based on CUDA

The R, G and B color components of the image are calculated respectively by the video
abstract algorithm when processing the input image. That is, data calculation is inde-
pendent of each other, so it can take full advantage of SIMT characteristics of CUDA
for high-performance parallel processing.

The program based on the CUDA architecture is executed in collaboration in the
host side and the device side. In the CUDA programming of MSR algorithm, it should
increase the data parallel as much as possible, and reduce the data copy between the
host side and the device side, to maximize the advantages of GPU computing. In this
paper, the host side is used to realize the reading of the input image, the memory
allocation and recovery, and the data transmission between the host and the device. The
rest of the implementation process of the algorithm are executed at the device side,
mainly Gauss mixture model, erosion, dilation, histogram and particle filter.

Fig. 2. CUDA program model
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In order to achieve higher efficiency of the instruction stream, the algorithm allo-
cates a processing thread for each pixel and uses the shared memory to store convo-
lution operator. Since the size of the CUDA warp is 32, so the number of threads in the
thread block is preferably a multiple of 32 to take full advantage of the computing
power of each thread.

In this paper, the algorithm is divided according to the size of 64 threads of each
thread block according to the two-dimensional allocation method:

dim3 blockSize, gridSize
blockSize.x = 8
blockSize.y = 8.

When the size and dimensions of the thread block are determined, the number of
thread blocks in the thread grid can be determined according to the size of the image. In
order to avoid the error caused by the processing of the boundary of the image, the
determination of the dimensions of the thread grid in the X and Y directions of the
algorithm is determined by the following method:

Fig. 3. Flowchart of video abstract algorithm based on CUDA
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gridSize.x = (ImageWidth + blockSize.x − 1)/blockSize.x;
gridSize.y = (ImageHeight + blockSize.y − 1)/blockSize.y;

In the case of the histogram equalization, the thread grid in the X, Y, Z direction of
the dimension is determined by the following method,

gridSize.x = (Hx[0] * 2 * 2 + blockSize.x − 1)/blockSize.x
gridSize.y = (Hy[0] * 2 * 2 + blockSize.y − 1)/blockSize.y
gridSize.z = N.

Hx and Hy are the size of the filter window, and N is the number of particles.
The execution process of the whole algorithm is shown in Fig. 3.

5 Experimental Simulations and Analysis

This algorithm uses NVIDIA Tesla K20 and CUDA7.5 for performance testing, in
which the CPU of 2.66 GHz, 2.67 GHz Core Duo. The NVIDIA Tesla K20 has 2496
SPs, and the processing power of single precision is 3524GFLOPS. In this experiment,
video frame image with a resolution of 640 � 360 was selected for performance
testing. Finally, the speed of the algorithm in CPU and GPU are compared.

In the CPU algorithm, the basic time that detects a new target of a frame by the first
is 180 ms, the filtering time is n times of 15 ms, and the n is the number of filtering.
Background modeling frames and tracking multiple frames of detected targets are about
60 ms and 100 ms. For a total of 60 frames, for example, the average frame time is
350 ms, and the core processing time is 150 ms.

In the CUDA algorithm, the basic time that detects a new target of a frame by the
first is 80 ms, the filtering time is n times of 15 ms, and the n is the number of filtering.
The marker area pixel mu is significantly optimized, the time drops from 25 ms to
1 ms, and the time of the target contour rectangle is extracted from 90 ms to 7 ms.
Background modeling frames and tracking multiple frames of detected targets are
stabilized to 40 ms and 80 ms. Take a total of 60 frames, for example, the average
frame time is 300 ms, and the core processing time is 100 ms.

In the CPU algorithm, statistical histogram algorithm need N dynamic particle
multiple iterations. Each iteration takes 20 ms, and each particle filter needs multiple
iterations, so it is an obvious bottleneck. After porting the algorithm to GPU, the
iteration time fell from 20 ms to 5 ms, and the performance increased by four times.

Figure 4(a) is the background image, Fig. 4(b)(c) is two different goals at the
different time in the same scene, Fig. 4(d) sets the two goals in the same frame to form
a video abstract.

The experimental results show that the total calculation speed of the video abstract
algorithm based on CUDA proposed in this paper is obviously improved compared
with the CPU implementation. And the result of the target detection is relatively
accurate, the target can be tracked continuously, the formation of the abstract video can
effectively save the original video information.
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6 Conclusions

The significant characteristic of video abstract is browsing all moving targets in the
video for several hours in a few minutes. Browse video abstract can greatly shorten the
time to view the original video, so it can improve the efficiency and accuracy of
artificial recognition. However, the complexity of computing has seriously affected in
its actual applicability, especially for high-definition video. Based on the CUDA
architecture, this paper proposes a video abstract algorithm based on CUDA. The
experimental results show that the processing speed is significantly higher than that of
the CPU algorithm, and the real-time performance of the algorithm is better.
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Abstract. A general method for traffic video surveillance task involves fore-
ground detecting and moving objects’ tracking. The Gaussian mixture model is
generally used in detecting foreground and the Kalman filter is used in
multi-objects tracking. This paper has implemented a multi-objects tracking
system using DM3730 development board as the hardware platform, which is
powerful at image processing and analysis. This paper will adopt an Open
Computer Vision library (OpenCV) to efficiently implement the overall system.
The OpenCV library with a large amount of optimized algorithms in computer
vision and machine learning will facilitate the realization of the system. The
testing results demonstrate the effectiveness of the system through tracking of
vehicles.

Keywords: Multi-objects tracking � DM3730 � OpenCV

1 Introduction

With the urgent demand of constructing a smart city and intelligent transportation, the
techniques of traffic video surveillance have been significantly developed and widely
used. Especially, we require a sound and excellent digital video surveillance system in
the areas where traffic profile is heavy and complicated [1].

An effective approach was proposed for real-time tracking in [2]. The Gaussian
mixture model (GMM) was used to distinguish the moving objects. Then the Kalman
filter was used to keep track of moving objects in image sequences [2, 3]. This paper
has realized the tracking scheme in hardware and can follow and keep track of the
moving objects in traffic video correctly.

Initially, a sequence of images is obtained using V4L2 to drive camera to capture
images [4]. V4L2 is the application programming interface (API) for video capturing in
Linux system which offers unified interfaces for application. Then, this paper has
applied GMM in detecting foreground of image sequences [2] and Kalman filter in
keeping track of each moving object [6].

The rest of the paper will be organized as follows: In Sect. 2, the hardware platform
based on embedded Linux system, where the overall scheme was implemented, will be
discussed firstly. In Sect. 3, the flowchart of the scheme proposed in [2] will be
explicitly explained. In Sect. 4, the testing results of the realized system will be shown.
In Sect. 5, we will conclude the important procedures of the system.
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2 Hardware Platform Based on Embedded Linux System

2.1 Hardware Platform

In order to solve the real-time tracking problem for multi-objects, we need a set of
processing and controlling system with high speed performance, low power con-
sumption, high speed data I/O, large storage capability and high reliability. The pro-
grammable ARM + DSP engine allows multiple signal processing tasks and its video
processor is suitable for video processing tasks [4]. Therefore, this paper will use the
DM3730 circuit as the hardware platform to implement the tracking scheme.

The Application Processor module (AP module) of DM3730 is a powerful circuit.
AP module integrates an ARM Cortex A8 core, a powerful TI C64x + DSP core, a
POWERVR SGX graphic accelerator, and a TI TPS65950. The AP Module functional
block diagram is shown in Fig. 1 [4].

2.2 Cross-Compiling for OpenCV Library

OpenCV is an open source computer vision and machine learning software library with
more than 2500 optimized algorithms [6]. Since the OpenCV can be run and trans-
planted on different platforms, this paper will use OpenCV library to implement the
tracking scheme. Therefore, we need to cross-compile the OpenCV Library and
transplant the compiled files to the kernel of DM3730 so that the optimized algorithms
in computer vision can work on the hardware system.

Fig. 1. AP module functional block diagram [4].
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3 The Implementation Scheme

The implementation scheme of the multi-objects detecting and tracking system
involves following steps: video capturing, objects detecting, and multi-objects tracking.
Initially, the system will capture image sequences using V4L2. Afterwards, GMM will
be adopted to detect moving objects. Ultimately, the Kalman filter will be used to keep
track of individual moving object. The complete diagram of the implementation
scheme is shown in Fig. 2.

3.1 Video Capturing Based on V4L2

As mentioned above, V4L2 is an API for video capturing in Linux system, offering
explicit model and unified interface for developing camera drivers. Despite the dif-
ferences among camera devices, the application program can use the same API func-
tion. The frequently used API functions of V4L2 are shown in Table 1.

The flowchart of video capturing is shown in Fig. 3.
The principal steps of video capturing are as follows:

(1) Open the camera device and get file descriptor of device. The application can open
the video device under blocking mode or non-blocking mode.

(2) Check the functions of the camera device such as video capturing and stream
collecting.

(3) Set format of image sequences. The application can set image format manually as
MJPEG format, BMP format or YUV format.

(4) Reserve buffer area and use mmap function to map memory to the user space.
(5) Start capturing video and wait for the driver to put images to the user space so as

to capture images successively.
(6) Stop capturing video and shut the device.

Video
Capturing

Objects
Detecting

Multi-Objects
Tracking

Input
Video Output Tracks

Fig. 2. Implementation scheme diagram.

Table 1. The frequently used API functions of V4L2.

Operating functions Function description

open() Open a V4L2 device
close() Close a V4L2 device
ioctl() Set parameters for device
mmap() Map kernel space to user space
munmap() Cancel device memory mapping
read() Read data from V4L2 device
write() Write data into V4L2 device
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3.2 Objects Detecting Using GMM

The objects detecting module has been implemented using GMM to model each
individual pixel. The parameters of background Gaussian distributions will be updated
to improve the adaptability of the background changes. The flowchart of objects
detecting algorithm is shown in Fig. 4.

The objects detecting module will model individual pixel of each image with K
Gaussian distributions [2]. Then the difference between the pixel and the mean value
will be checked if it is within 2.5 times of standard deviation in order to determine
whether the pixel belongs to background or not. Afterwards, the weights of all
Gaussian distributions will be updated respectively. If none of the Gaussian distribu-
tions match with the pixel value, the distribution with least probability will be sub-
stituted by current pixel value.

End

Start

Open the camera device file

Check functions of the device

Set format of image sequences

Reserve buffer area and map 
memory to user space

Start capturing video 
successively

Stop capturing video and shut 
the device

Fig. 3. The flowchart of video capturing.
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3.3 Multi-objects Tracking Using Kalman Filter

After successfully extracting foreground and updating background using GMM, we
need to keep track of moving objects in image sequences. Once moving objects
detected, a Kalman Filter will be assigned to keep track of moving objects.
Multi-objects tracking scheme will be implemented using online multi-objects tracking
method for maintaining sets of Kalman filters [2]. The flowchart of the implementation
scheme is shown in Fig. 5.

The location of each moving object will be recorded and updated in a vector only if
the maximum SIFT feature is greater than threshold value [5]. The moving object will
be compared with five predicted locations. If none of the locations matches with the
threshold value, it means that the moving object has disappeared.

Image Sequences

Model the image pixels and 
calculate differences between 
pixel value and mean value

Determine whether 
image matches to 

background?

Extract background pixels

Y

Extract moving 
pixelsN

Update the parameters of 
matched Gaussian Models and 
unmatched Models respectively

Check whether it 
approaches the end of 

sequence or not?

N

Start

End

Y

Fig. 4. The flowchart of objects detecting.
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4 Testing Results

After applying GMM for image sequences in Sect. 3, moving pixels have been
detected from video clips. In this section, we will display the hardware platform in
Fig. 6 and some testing results in real scenes such as crossroads in Figs. 7 and 8.

There are four tracks of vehicles in the video shown in Fig. 7 and two tracks of
pedestrians in Fig. 8.

These four pictures show the tracks existing in video clips. Figure 7(a) shows that a
vehicle is driving vertically first and then turning left. Figure 7(b) shows that a vehicle

Image sequences in two values : moving pixels in 
255 value and background pixels in 0 value

Assign a kalman filter to each newly detected 
object to keep track of its location

Predict five possible locations of an object based 
on the previous centroid of the Kalman Filter

Adopt SIFT matching method to find out the 
most matched location to the detected object

Check whether most matched value 
is greater than threshold value?

Calculate the centroid of each object in a frame

Update locations of each object 

Y

Check whether this is the last frame 
or not?

N

End

Y

Start

N

Fig. 5. The flowchart of multi-objects tracking.
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is making a turnaround. Figure 7(c) shows that a vehicle is turning right. Figure 7(d)
shows that a vehicle changes its lane to the rightmost one preparing to turn right.

The two pictures in Fig. 8 show the tracks of pedestrians in video clips. Figure 8(a)
shows that a person is walking across the zebra crossing and Fig. 8(b) shows that a
person is walking along the road and turns right.

Fig. 6. The hardware platform.

Fig. 7. Tracks of individual vehicle.
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5 Conclusions

We have used DM3730 as hardware platform and OpenCV to implement the real-time
tracking method proposed in [2]. The procedures of using V4L2 to drive camera
capture image sequence, GMM to extract foreground, and Kalman Filter to keep track
of moving objects have been explicitly explained. The multi-objects tracking results are
presented using the realized system with DM3730 hardware platform.
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Abstract. In this paper, we consider a fertilization forecast algorithm based on
improved BP neural network. By analyzing traditional single fertilization
forecast algorithm, we find that they are too simple, lack of network training and
cannot take into account the impact of different nutrients. Then, we consider an
improved BP neural network algorithm, which is based on the Lagrangian
multiplier method to optimize the BP neural network and nutrient balance
method by weighted combination algorithm. The simulation results show that
the improved method can accurately guide the amount of fertilizer, only a small
amount of learning data.

Keywords: Fertilization forecast � BP neural network
Nutrient balance method � Weighted combination method

1 Introduction

In recent years, excessive use of chemical fertilizers caused a lot of waste of fertilizer
and irreversible damage to our environment [1]. At present, our government has
realized that the important of precision fertilization in increasing yield and protecting
ecology [2]. With the application of big data in the field of agriculture, the research of
fertilization forecasting algorithm becomes a research focus.

The current solution for fertilization forecasting is based on linear or single variable
[3]. However, both of these solutions exist interaction. In [4], Wang et al. using the
improved BP neural network algorithm to predict the amount of fertilizer, the K-means
clustering is used to optimize the weight of the neural network to be integrated by the
Lagrangian multiplier method.

In this paper, we consider an improved BP algorithm. Firstly, calculate the pre-
dictive value of BP neural network and nutrient balance method respectively. Then, we
utilize weighted combination method based on prediction error square minimum.
Taking into account the interaction between fertilizers and increasing the factors of
light time and rainfall. In the case of less learning samples, more accurate fertilization
predictions can be made.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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The rest of the paper is organized as follows. In Sect. 2, we provide system model
for fertilizer forecast. We provide a single forecast algorithm model, including BP
neural network and nutrient balance method in Sect. 3. Section 4 provides the
improved algorithm model. We utilize weighted combination method based on pre-
diction error square minimum. In Sect. 5, we show the performance of our algorithm
by simulation.

2 System Model and Problem Formulation

The factors that affect crop yields are not only nitrogen, phosphorus and kalium, but
also light time, chlorophyll content, precipitation, water content in different depths, soil
conductivity. These factors exist complex interaction rather than linear. Problem
model, as shown in Fig. 1. Note that N, P and K represent the content of nitrogen,
phosphorous and potassium, W represents the water content in different depths. SC and
CC represents soil conductivity and chlorophyll content, L represents light time. FN,
FP, FK and FW represent the fertilization forecast value of nitrogen, phosphorous,
kalium and water. In this paper, we should research an algorithm to find the rela-
tionship between soil parameters and fertilization. The purpose of our algorithm is that
could calculate the amount of water that should be irrigated when light time hadn’t
achieve the best.

Our problem formulation deals with complex relationship between soil parameters
and fertilization. We propose an improved algorithm for BP neural network algorithm,
which is based on the Lagrangian multiplier method to optimize two kinds of single
prediction algorithms by using weighted combination method to reduce the prediction
error of fertilization lowest. Figure 2 shows the improved algorithm model. The key to
solving this problem is to determine the weights of the coefficients l1 and l2.

Fig. 1. Problem mode
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3 Single Forecast Algorithm

3.1 Nutrient Balance Method

The nutrient balance method proposed by Truog in 1960s. The nutrient balance method
is used to estimate the amount of fertilizer according to the difference between target
yield and soil supply [5]. The formula for the amount of fertilizer is (1)–(4). In the
formula, y is the amount of fertilizer, m is the amount of fertilizer required for the soil,
g is the amount of fertilizer required for the soil, k is the amount of fertilizer required for
crop units, z is the target yield, k is the effective nutrient correction coefficient for soil,
x is the soil nutrient value, l is the nutrient content in the fertilizer, η is the fertilizer
utilization, q is the amount of the element absorbed by the lack of nutrient area, k is
based on the statistical analysis of agricultural experts to determine the data [6].

y ¼ m� g
lg

ð1Þ

m ¼ kz ð2Þ

g ¼ 0:15kx ð3Þ

k ¼ q
0:15x

ð4Þ

However, the method requires a large number of parameters to be calculated. It is
difficult to effective management of fertilization parameters.

3.2 BP Neural Network Algorithm

The BP algorithm was proposed by D. Rumerlhart and J. McCelland in the mid-1980s
[7]. BP algorithm is divided into learning and forecasting two parts. Figure 3 is the
neural network learning part of the schematic diagram.

Firstly, we put given data of the test group into input layer parameters, put forecast
data of the test group into output layer (tutor vectors). Then, input layer parameters pass
through the hidden layer of complex calculated, the results will be given to the output.
Compared with tutor vectors, we put error feedback to hidden layer. Last, the hidden
layer of neurons to adjust. BP neural network consider the influence between fertilizes

Fig. 2. The improved BP neural network algorithm model
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and raining. But BP neural network algorithm has disadvantage of slow convergence,
the number of hidden layer nodes is difficult to determine and different value has
different neural network.

4 Improved Algorithm Model

4.1 Weighted Combination Method

Weighted combination method is an evaluation function method, which is based on the
importance of each goal to give it corresponding weighted coefficient, and then find the
solution method of multi-objective programming for linear combination [8].

Suppose that a set of observations for a given object is xt(t = 1,2,…,N). It exists
m kinds of single prediction methods. Assume that the predicted value of the ith single
prediction method is xit(i = 1,2,…,m). eit = xt − xit is predicts error of ith single pre-
diction. li(i = 1,2,…,m) is weighted coefficient of ith single predicted method,Pm

i¼1 li ¼ 1:
Weighted combination predicted model is (5) and its predictive value is yt. Formula

(6) and (7) are respectively the prediction error and the prediction error squared sum. In
it, et is prediction error, J is prediction error squared sum.

yt ¼
Xm

j¼1
lixit ¼ l1x1t þ l2x2t þ . . .þ lmxmt ð5Þ

et ¼ xt � yt ¼
Xm

i¼1
lieit ð6Þ

J ¼
XN

t¼1
e2t ¼

XN

t¼1

Xm

i¼1

Xm

j¼1
liljeitejt ð7Þ

Therefore, the solution of the optimal weight of the weighted combination forecast
is the solution of the formula under the objective of the sum of the squares of errors. In
this paper, the improved algorithm involves two kinds of single prediction algorithms
(BP neural network algorithm, nutrient balance method). Formula reduced to (8) can be
solved the value of l1 and l2.

Fig. 3. The neural network learning part of the schematic diagram
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min J ¼ PN
i¼1 e

2
t ¼

PN
t¼1

P2
i¼1

P2
j¼1 liljeitejtP2

i¼1 li ¼ 1

(
ð8Þ

4.2 Lagrangian Multiplier Method

The lagrangian multiplier method is a method of solving the extreme value of a
function whose variables are limited by one or several conditions [9]. In this paper, we
use the Lagrangian multiplier method to find the minimum value of the function
J ¼ PN

i¼1 e
2
t ¼

PN
t¼1

P2
i¼1

P2
j¼1 liljeitejt when the condition

P2
i¼1 li � 1 ¼ 0 is

satisfied.

min J ¼ LTEL
RTL ¼ 1

�
ð9Þ

L ¼ LTELþ k RTL� 1
� � ¼ 0 ð10Þ

L� ¼ E�1R
RTE�1R

ð11Þ

J� ¼ 1
RTE�1R

ð12Þ

In order to simplify the calculation, let L = (l1,l2)
T, R = (1,1)T, Ei = (ei1,ei2,…,

eiN)
T. L is the column vector of the Lagrangian multiplier weighting factor. Ei is the

column vector of predicted error of ith predictive algorithm. Let Eij = Ei
TEj(i = 1,2,

j = 1,2), E = (Eij)(2�2). (8) can be reduced to (9). (10) is Lagrangian multiplier formula.
L is derived and set to zero. The optimal solution L* and the optimal objective function
J* is the simultaneous solution equations.

5 Simulation Results

This paper uses MATLAB 2014b version for simulation [10]. Table 1 is part of the
standard data measured over years of testing. Among them, columns 1 to 10 are data
for monitoring in the soil, columns 11 to 14 are the best fertilizer application amounts.

The optimum nitrogen fertilizers, phosphate fertilizers and potash fertilizers were
compared with those of 30 groups before and after the improvement. The accuracy of
the fertilization was improved before and after the improvement. Figure 4 is a com-
parison of the prediction accuracy of the improved and pre-improved fertilization.

In Fig. 4, it indicates the difference between BP neural network and improved BP
neural network algorithm. Figure 4(a) compares the prediction error of nitrogen fer-
tilizer. Sample 18 to 28, improved algorithm prediction results are similar to early
algorithm. However, the prediction error of Nitrogen is 4.2% lower than the BP
algorithm. The peak error from 43 down to 24. Figure 4(b) compares the prediction
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error of Phosphate fertilizer. The prediction error of Phosphate is 8.3% lower than the
BP algorithm. Figure 5 compares the prediction error of Kalium fertilizer. Among all
samples, the improved algorithm errors are under 8 and 13% lower than the BP
algorithm.

Figures 4 and 5 compares the prediction error of nitrogen fertilizer, phosphate
fertilizer and potash fertilizer respectively. The solid line represents the prediction error
of the BP algorithm, and the dotted line represents the prediction error of the improved

Table 1. Part of the standard data measured over years of testing

No. N

(mg kg−1)

P

(mg kg−1)

K

(mg kg−1)

Yield

(kg)

Light

time

(h)

Water

content

in 10 cm

Water

content

in 20 cm

Water

content

in 30 cm

Rainfal

1 (mm)

Chloro-

phy11

content

FW

(kg

hm−2)

FN

(kg

hm−2)

FP

(kg

hm−2)

FK

(kg

hm−2)

1 101.5 9.12 199 7713 9.9 53.43 49.99 37.67 55.78 3.34 27.89 160 20 35

2 92.79 11.56 186 7760 9.99 46.74 43.3 30.98 49.09 2.94 24.54 160 20 37

3 109.6 10.1 191 8361 10.9 46.6 42.12 29.8 48.95 2.93 24.47 160 20 40

4 107.42 14.8 193 8038 10.01 43.26 39.86 27.54 45.61 2.73 22.08 158 14 35

5 99.02 15.78 196 7078 10.23 44.57 41.13 28.81 46.92 2.81 23.46 158 14 35

6 107.73 17.26 203 9092 9.9 46.37 42.93 30.61 48.72 2.92 24.46 178 14 40

7 104.3 20.98 202 9192 9.78 45.51 42.07 29.75 47.86 2.87 23.36 170 14 40

8 199.27 15.98 199 10508 10.13 47.65 44.21 31.89 50 3.21 25 195 24 63

9 146.96 16.38 210 8741 10.21 47.78 44.34 32.02 50.13 3.02 25.06 179 24 42

10 146.96 21.56 239 8502 9.89 39.74 36.3 23.98 42.09 3.31 21.04 168 20 35

11 145.72 13.14 188 9070 11.01 52.74 49.3 36.98 55.09 2.94 0 189 28 48

12 118.94 7.56 192 7383 10.34 46.65 43.12 30.89 49 2.93 24.5 155 28 39

13 127.66 7.16 181 9304 9.99 46.54 43.21 30.8 48.89 3.06 24.44 189 26 45

14 129.53 6.56 173 8510 11.01 48.7 45.28 32.96 51.05 2.64 25.52 152 27 47

15 141.05 9.61 176 6985 9.57 41.68 38.24 25.92 44.03 2.49 22.01 147 21 37

16 94.34 12.16 187 6332 11.2 39.23 35.79 23.47 41.58 2.81 20.79 156 18 30

17 94.96 14.12 205 6419 10.23 44.57 41.13 28.81 46.92 2.92 23.79 156 18 29

18 99.01 14.42 183 8464 9.9 46.37 42.93 30.61 48.72 2.87 23.46 176 18 40

19 98.71 17.16 199 7696 9.99 45.51 42.07 29.75 47.86 2.43 0 170 18 40

20 110.54 15.3 193 8440 10.9 43.67 40.23 27.91 46.02 1.92 23.93 165 21 37

a Comparison of prediction error for Nitrogen b. Comparison of prediction error for Phosphate   

Fig. 4. Comparison of prediction error before and after algorithm improved
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algorithm. The error comparison standard comes from the actual amount of fertilizer
applied from Table 1. The actual amount of fertilizer is a comprehensive consideration
of the factors that affect the fertilization of the standard fertilization yield. It can be seen
that the improved algorithm is less error-prone than the BP algorithm and is closer to
the actual fertilizer. The prediction error is 7% lower than the BP algorithm.

6 Conclusion

In this paper, the advantages and disadvantages of various fertilization forecast
methods are compared. Aiming at the shortcomings of BP neural network which
requires a large number of learning samples, we proposes a method to improve BP
algorithm by weighted combination method. That is, the use of less sample learning
data, to carry out agricultural precision fertilizer guidance. It is difficult to see that the
accuracy of the optimization algorithm proposed in this paper is improved by 7%
through the analysis of MATLAB software programming results. Another break-
through is that we could calculate the amount of water when light time hadn’t achieve
the best.

Due to limited time, there are still many shortcomings in this paper. For example,
the fertilization cost cannot be taken into account in the fertilization forecasting
algorithm, only one crop of maize is predicted, the test sample is small and the variety
is single.
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Abstract. Non-orthogonal multiple access (NOMA) with successive
interference cancellation (SIC) is a promising technique for fifth genera-
tion wireless communications. In NOMA, multiple users can access the
same frequency-time resource simultaneously and multi-user signals can
be separated successfully with SIC. In this paper, with recent advances
in software-defined networking (SDN), an architecture of SDN-NOMA
network was proposed and the SDN controller has a global view of the
network. We aim to investigate the resource allocation algorithms for
the virtual resource blocks (VRB) assignment and power allocation for
the downlink SDN-NOMA network. Different from the existing works,
here, energy efficient dynamic power allocation in SDN-NOMA networks
is investigated with the constraints of QoS requirement and power con-
sumption. The simulation results confirm that the proposed scheme of
SDN-NOMA system yields much better sum rate and energy efficiency
performance than the conventional orthogonal frequency division multi-
ple access scheme.

Keywords: Energy efficient · NOMA · SDN · Resource allocation

1 Introduction

With the explosive growth of smart mobile devices and the increasing demands
for high spectral efficiency in recent years, orthogonal channel access in orthog-
onal frequency division multiple access (OFDMA) is becoming a limiting factor
of spectrum efficiency since each subchannel can only be utilized by at most one
user in each time slot [1]. Then, non-orthogonal multiple access (NOMA) has
been envisioned as a promising technique to relieve the heavy burden of over-
loaded traffic in base station (BS) [2]. The improvement in spectral efficiency
of NOMA network is significant by allowing multiple users to share the same
subchannel in power domain [3]. The capacity region which achieved in NOMA
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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is significantly outperforms the orthogonal multiple access schemes by power
domain multiplexing at the transmitter and SIC at the receivers [4].

As a key technology in the 5G mobile communication, inter-user interfer-
ence over each subchannel will be created when multiple users sharing the same
subchannel [5]. As a multi-user detection technique, SIC can be applied at the
end-user receivers to decode the received signals [6]. The outage performance of
NOMA was evaluated in [7], while in [8], the authors investigated the system
sum-rate of multiuser NOMA single-carrier systems as well as proposing a sub-
optimal power allocation and presenting a precoder design. A low-complexity
suboptimal algorithm with power proportional factors determination for sub-
channel multiplexed users was investigated in [9]. By considering imperfect CSI,
energy efficiency improvement for a downlink NOMA single-cell network is inves-
tigated and an iterative algorithm for user scheduling and power allocation is
proposed in [10].

Software-defined networking (SDN) is proposed by Stanford University and
has been regarded as a promising network platform which enables the adoption
of new technologies and dynamic reconfiguration large scale complex networks
[11]. By means of standardized interfaces (e.g., OpenFlow), independent devices
of varies vendors can be fast control by the SDN controller [12]. The authors in
[13] studied SDN information-centric cellular network virtualization with D2D
communication and the subscribers from different mobile virtual network opera-
tors can share the virtualized contents. In order to reduce the emission of global
greenhouse gas to protect our environment, the research of maximizing the sys-
tem energy efficiency has been highly attractive [14]. However, most of the exist-
ing works considered resource allocation of energy efficiency using SDN only in
OFDMA systems. To the best of the authors’ knowledge, energy efficient resource
allocation for SDN-NOMA networks has not been studied in previous works.

In this paper, we investigate the virtual resource blocks and power allocation
respectively in a downlink SDN-NOMA network by considering energy efficiency,
quality of service (QoS) requirements, power limits. Based on the novel energy
efficient NOMA network optimization framework that we developed, we design
a VRB assignment algorithm based on matching theory and a power allocation
algorithm with multiple constraints.

2 SDN-NOMA System Model

We consider the downlink of a SDN-based resource sharing system of NOMA
network. In the SDN framework, the control plane and the data plane are sepa-
rated which eases resource management and network optimization. In the data
plane, the distributed small cell base stations (SCBSs) which operated by the
same or different network operators (service providers) provide data services to
the users with different applications. All the transmitters are equipped with a
single antenna. The users are uniformly distributed in the coverage of the base
stations (BSs). As the high deployed density, the coverage areas of the hetero-
geneous BSs are overlapped seriously. For the control plane, the SDN controller
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has a global view of the network, including the traffic demands of users, avail-
able wireless resource and the channel status information. As the information of
traffic demands arrived, the SDN controller design a resource allocation strategy
between users and SCBSs with virtual resource blocks (VRBs).

In SDN-NOMA network, one user can receive signals from the BS through
arbitrary VRB and one VRB can be allocated to multiple users at the same
time. Since the user j on VRB n causes interference to the other users on the
same VRB, each user j adopts SIC after receiving the superposed signals to
demodulate the target message. The interference signals caused by user j whose
channel gain is better than user u cannot be decoded and will be treated as
noise this is because user u with higher channel gain can only decode the signals
of user i with worse channel gain. Then, when the transmitted power of user u
of SCBS k over VRB n is pu

k,n, after SIC, the interference for user u caused by
other users of the same SCBS k on the same VRB n is given by

˜Iu
k,n =

∑

s∈{Uk|gs
k,n>gu

k,n}
as

k,nps
k,ngu

k,n (1)

where gu
k,n is the channel gain from small cell k of user u on VRB n, Uk is the

set of users of SCBS k. au
k,n = 1 means that user u is allocated to the VRB n

of SCBS k and σn
2 is the noise variance. Modeling this residual interference as

additional AWGN, the received SINR of small cell user u ∈ U = {1, 2, ..., U} in
SCBS k on the nth VRB is given by

γu
k,n =

au
k,npu

k,ngu
k,n

Iu
k,n + ˜Iu

k,n + σ2
(2)

where Iu
k,n is the interference caused by other SCBSs to user u in SCBS k on

VRB n, which is given by

Iu
k,n =

K
∑

l �=k

bl.k

∑

s∈Ul

as
l,nps

l,ngs
l,k,n (3)

where gs
l,k,n is the channel gain from small cell l of user s to small cell k on VRB

n. bl.k ∈ [0, 1] is the interference parameters between the SCBSs l and k. bl.k = 0
denote the two BSs are operated by different operators and applying different
licensed spectrum for direct transmission, otherwise, bl.k = 1.

3 Resource Allocation for Energy Efficient Optimization

In this section, the VRB assignment is investigated in the NOMA network and
the optimization problem for energy efficient is solved with the constraints of
QoS requirements of users and power consumption of BSs.
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3.1 Resource Blocks Matching

We assume that all the users can transmit on the VRB n of SCBS k arbitrarily in
a SDN-NOMA system. Considering the complexity of decoding and the fairness
of users, each VRB can only be allocated to at most Dn users and each user can
only occupy at most one VRB of one SCBS. The dynamic matching between
the users and the VRBs of SCBSs is considered as a two-sided matching process
between the set of U users and the set of N VRBs of SCBSs. User u is matched
with VRB n of SCBSs k if ak,n,u = 1. Based on the channel state information,
we assume user u prefers channel n1 of SCBS k1 over n2 of SCBS k2 if and only
if gk1,n1,u > gk2,n2,u. Then, the preference lists of the users can be denoted by

Pr ef U = [Pr ef U(1), ...,Pr ef U(u), ...Pr ef U(U)]T (4)

where Pr ef U(u) is the preference list of user u which is in the descending
order of channel gains of VRBs of SCBSs. We propose a suboptimal matching
algorithm for VRB allocation as follows.

Algorithm 1. Suboptimal Matching Algorithm for VRB Allocation
1: Initialize the matched list Sk,n and Su to denote the number of users matched

with VRB n (∀n ∈ {1, 2, ..., N}) of SCBS k (∀n ∈ {1, 2, ..., K}) and the number of
VRBs of SCBSs matched with user u (∀n ∈ {1, 2, ..., U}), respectively;

2: Initialize preference lists Pr ef U(u) for all the users according to channel state
information;

3: Initialize the set of not matched users SU F (u) to denote users who have not been
matched with a VRB of a SCBS;

4: while SU F (u) �= φ do
5: for u = 1 to U do
6: if Su < 1 then
7: User u sends a matching request to its most preferred VRB n̂ of SCBS ̂k

according to Pr ef U(u);
8: if S

̂k,n̂ < Dn then
9: Set a

̂k,n̂,u = 1, Su = Su + 1 and S
̂k,n̂ = S

̂k,n̂ + 1;
10: else if S

̂k,n̂ = Dn then

11: Find the minimum channel gain of users g
̂k,n̂,û on channel n̂ of SCBS ̂k

and compare it with g
̂k,n̂,u;

12: if g
̂k,n̂,û < g

̂k,n̂,u then
13: Set a

̂k,n̂,u = 1, a
̂k,n̂,û = 0, Su = Su + 1, and Sû = Sû − 1;

14: else
15: Remove VRB n̂ of SCBS ̂k from the Pr ef U(u) and find the next

(̂k, n̂) of user u according to Pr ef U(u).
16: end if
17: end if
18: end if
19: end for
20: end while
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3.2 Total Capacity and Power Consumption

We denote the total bandwidth of VRBs with each SCBS as B. Using the Shan-
non’s capacity formula, we can write the capacity of user u ∈ U = {1, 2, ..., U}
in SCBS k on the nth VRB as

ru
k,n =

B

N
log2(1 + γu

k,n). (5)

The capacity of user u can be written as

ru =
K

∑

k=1

N
∑

n=1

ru
k,n,∀u ∈ U . (6)

The total capacity of all the users of the BS is

Rtot =
U

∑

u=1

ru. (7)

In order to specify the QoS of users, we let Ru be the QoS requirement in terms
of minimum capacity of user u which is thus given as

C1 : ru ≥ Ru,∀u ∈ U . (8)

Denote by pk and Ptot the transmit power of SCBS k and the total power
consumption of the BSs respectively, which can be written as

pk =
∑

u∈Uk

N
∑

n=1

pu
k,n,∀k ∈ K. (9)

and

Ptot =
K

∑

k=1

(pk + pk
C) (10)

where pk
C accounts for the circuit power consumption of SCBS k. The power

constraints of SCBS k is denoted by Pk, which can be given by

C2 : pk ≤ Pk,∀k ∈ K. (11)

Let EE denote the energy efficient which is the ratio of the total data capacity
to the corresponding total power consumption. It is given as

EE =
Rtot

Ptot
. (12)
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3.3 Optimization Problem Formulation

In this subsection, when considering all constraints, the utility function is
expressed as

max EE = Rtot

Ptot

s.t.C1, C2

C3 :
K
∑

k=1

N
∑

n=1
au

k,n ≤ 1,∀u ∈ U

C4 :
U
∑

u=1
au

k,n ≤ Dn,∀k ∈ K, u ∈ U

(13)

where the constraint C1 ensures the QoS of users; C2 is the maximum transmit
power of SCBS k; C3 denote that user u is allocated at most one VRB of SCBSs;
and C4 ensures one VRB of each SCBS can be allocated to at most Dn users.

4 Solution of the Optimization Problem

In this section, we introduce a transformation of objective function (14) which
is a non-convex function. We focus on the equivalent objective function with the
constrains above.

4.1 Equivalent Objective Function

We define the optimal energy efficient EEopt as

EEopt =
Rtot(p∗)
Ptot(p∗)

= max
Rtot(p)
Ptot(p)

(14)

where p∗ denotes the optimal power allocation that yields EEopt. We introduce
Theorem 1 as follows.

Theorem 1 (Ghoussoub-Preiss). The optimal energy efficient EEopt can be
reached if and only if

max Rtot(p) − EEoptPtot(p) = Rtot(p∗) − EEoptPtot(p∗) = 0
forRtot(p) ≥ 0, Ptot(p) ≥ 0 (15)

��
Proof: The proof of the theorem is omitted due to space limitations. A similar
detailed proof can be found in [15]. Then, in the rest of this paper, we can only
focus on the function Rtot(p)−EEoptPtot(p) which is a non-convex mixed integer
programming problem.
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4.2 Iterative Algorithm for Power Allocation

According to Theorem1, the (non-convex) optimization problem (15) can be
rewritten in the more tractable form

max
p

Rtot(p) − ηEEPtot(p)

s.t.C1, C2
(16)

where the definition of ηEE is as shown in Algorithm 2. It is the ratio of the data
capacity to the corresponding total power consumption in each iteration of the
main loop. The above proposed approach based on KKT condition for solving
the EE optimization problem in (17) can be summarized in Algorithm 2.

Algorithm 2. Iterative Power Allocation Algorithm
1: Initialize the au

k,n using suboptimal Algorithm 1;
2: Initialize pu

k,n using equal power allocation;
3: Initialize the maximum number of iterations Lmax and the maximum tolerance δ;
4: Set current maximum value of energy efficiency ηEE = Rtot

Ptot
and iteration index

l = 0;
5: repeat
6: Obtain the allocation policies of power p̂u

k,n in the current iteration according to
(34);

7: Calculate the value of R̂tot and P̂tot by solving (7) and (10);
8: if R̂tot − ηEEP̂tot ≺ δ then
9: Convergence=1

10: obtain p∗u
k,n = p̂u

k,n and EEopt = R̂tot

P̂tot
.

11: else
12: Convergence=0

13: set ηEE = R̂tot

P̂tot
and l = l + 1.

14: end if
15: Update Lagrangian multipliers of λ, β by solving (35);
16: until Convergence or certain stopping criteria is met

Let ωu
k,n = au

k,npu
k,n,∀u ∈ U , n ∈ N , k ∈ K; then we can rewrite the SINR of

user u in SCBS k on VRB n as

γu
k,n = 1 + ωu

k,ngu
k,n

K
∑

l �=k

bl,k
∑

s∈Ul

ωs
l,ngs

l,k,n+
∑

s∈{Uk|gs
k,n

>gu
k,n}

ωs
k,ngu

k,n+σ2 (17)

To satisfy the series of constraints, the Lagrange function of the problem (17)
can be expressed as
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F (λ, β, p) = max L(λ, β, p)

= Rtot(p) − ηEEPtot(p) +
U
∑

u=1

λu

(

K
∑

k=1

N
∑

n=1

ru
k,n − Ru

)

+
K
∑

k=1

βk

(

Pk − ∑

u∈Uk

N
∑

n=1

pu
k,n

)

=
U
∑

u=1

⎡

⎢

⎢

⎣

(

B
N

+ λu

)
K
∑

k=1

N
∑

n=1

log2(1 +
ωu
k,ngu

k,n

K
∑

l �=k
bl,k

∑

s∈Ul

ωs
l,n

gs
l,k,n

+
∑

s∈{Uk|gs
k,n

>gu
k,n}

ωs
k,n

gu
k,n

+σ2
)

⎤

⎥

⎥

⎦

−
K
∑

k=1

[

(ηEE + βk)
U
∑

u=1

N
∑

n=1

ωu
k,n

]

−
(

U
∑

u=1

λuRu − ηEE

K
∑

k=1

PC +
K
∑

k=1

βkPk

)

.

(18)
where λ, β are the Lagrange multiplier vectors for the constraints in (17). Taking
the first order derivation of F (λ, β) with respect to ωu

k,n, we can get the optimal
power allocation as

pu∗
k,n = ωu∗

k,n

au
k,n

=
B
N +λu

ln 2(ηEE+βk)
−

K
∑

l �=k

bl,k
∑

s∈Ul

ωs
l,ngs

l,k,n+
∑

s∈{Uk|gs
k,n

>gu
k,n}

ωs
k,ngu

k,n+σ2

gu
k,n

.

(19)
Based on the subgradient method [16], the master dual problem in (17) can be
solved by

λl+1
u =

[

λl
u − εl

λ

(

K
∑

k=1

N
∑

n=1
ru
k,n − Ru

)]+

,∀u ∈ U

βl+1
k =

[

βl
k − εl

β

(

Pk − ∑

u∈Uk

N
∑

n=1
pu

k,n

)]+

,∀k ∈ K
(20)

5 Simulation Results and Discussions

In this section, simulation results are given to evaluate the performance of the
proposed algorithms. For the simulation, the number of SCBS is K = 5. The
maximum transmit power and circuit power consumption of each SCBS is set as
3 Watt and 0.5 Watt respectively. The maximum of users can be allocated to
each VRB n of SCBS k is Dn = 2. The QoS requirement of each user is Ru = 3
bps/Hz. The number of VRB is depend on the number of users and they are
nearly full matched in the SDN-NOMA system.

In Fig. 1, the performance of EE is evaluated versus the number of users
with different Dn which is maximum number of matched users of each VRB. It
is shown that, with the increase of users, the value of EE decreases. And for the
same value of user number, the larger value of Dn leads to larger value of energy
efficient. This is because a larger Dn leads to more selection of users and bigger
bandwidth of each VRB. And it is shown that the energy efficient in NOMA is
better than the average EE in OFDMA.
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Fig. 1. Energy efficient performance versus user number with different Dn.

6 Conclusions

We investigated the dynamic resource allocation in downlink SDN-NOMA net-
works. We developed a framework in NOMA network by means of SDN technol-
ogy. We considered the energy efficient of the network as optimization function.
We proposed a suboptimal VRB assignment algorithm based on the two-side
matching method. By considering minimum QoS requirement and maximum
power constraint, we formulated the power allocation as a mixed integer pro-
gramming problem as the considered problem was transformed into an equivalent
problem with a tractable iterative solution. The mathematical analysis and sim-
ulation results demonstrated that the effectiveness of the proposed algorithms.
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Abstract. According to the renewable and the noise-like characteristic of
chaotic signal, the effective frequency band and the energy band of image
information are used to carry out the chaotic masking transmission, so as to
achieve the security transmission of image information. Chen chaos is selected
as the carrier to carry out the chaotic masking transmission for the image
information of the two time-frequency aliasing under the positive definite
transmission model, and the blind extraction algorithm is used to restore it in the
receiver. The influence of additive noise source on the extraction effect is
analyzed, and a secure transmission method of image information under chaotic
masking is proposed in this paper.

Keywords: Image information � Positive definite system
Masking transmission � Blind extraction � Chen chaos

1 Introduction

As one of the popular multimedia forms in today’s society, digital image has been
widely used in politics, economy, national defense and education. In some relatively
special areas, such as military, commercial, digital image has a high confidentiality
requirements [1, 2]. Since 1990, many researchers have made many kinds of image
encryption algorithms by using the spatio-temporal property and visual perception of
images [3]. Banerjee and Barrera use something similar to chaos to achieve encryption
by improving and transforming chaos [4, 5]. Chaotic signal is the description of
complex and irregular motion in a deterministic system. The chaotic masking tech-
nology uses the chaotic signals with statistical characteristics to hide the useful signals,
so that the useful signal and the chaotic signal can be superimposed to achieve the
communication security effect [6–8]. Blind source separation (BSS) is a subject
developed in the middle and late 80s of last century, which can recover the target
source signal from the observed aliasing signal, just using the statistical characteristics
of the source signal, even the input signal and channel parameters are unknown. In
recent years, blind source separation (BSS) technology has been widely used in
wireless communications, biomedical engineering, speech processing and image

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 428–436, 2018.
https://doi.org/10.1007/978-3-319-73447-7_47



processing, etc. [9, 10]. On the basis of this, we combine the image information and the
chaotic signal, and propose a method to cover the image information by using the
chaotic signal and extract the image information through the blind source separation
technique in the determined model, so as to achieve the effect of the secure
communication.

2 The Mathematical Model of Blind Source Separation
and Chaos Signal

2.1 The Mathematical Model

Positive definite hybrid system model is the system model which assuming that the
source are independent and the number is n, and at the receiving end using n receive
antennas to receive n signals. The mathematical model of the positive definite hybrid
blind source separation system as shown in Fig. 1.

Given the vector quantity of original signal S ¼ s1 tð Þ; s2 tð Þ; � � � ; sN tð Þ½ �T , which
means the number of unknown original signal is N. In order to transmit the signal in
secrecy, one of vector quantity is chosen to as a chaotic signal, then the image
information is hided in the chaotic signal effectively, then realize the secret transmis-
sion. A is an unknown channel hybrid matrix of order N � N, which generated by
system randomly. N ¼ n1 tð Þ; n2 tð Þ; � � � ; nN tð Þ½ �T is the additive white gaussian noise of
the channel. It can conclude that the vector formulation of the positive definite hybrid
system observed signal is shown as follow:

Y ¼ A� SþN: ð1Þ

The key step of positive definite hybrid system for blind source separation is to

solve the separation matrix W . S0 ¼ s01 tð Þ; s02 tð Þ; � � � ; s0N tð Þ� �T is the original signal
estimated from the observed signal. Through the matrix W , the target signals S0 can be

Extraction

Image 
informa on1

Chao c signal

Channel

Unknown

Image 
informa on2

Fig. 1. Mathematical model of positive definite blind source separation
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extracted from the observed signal Y , the output of the separation system or the
extracted vector expression is

S0 ¼ W � Y ¼ W � A� SþW � N: ð2Þ

ICA is the common method for blind signal processing. This paper adopts the
algorithm for blind source separation to get the separation matrix W , due to the
FastICA algorithm has good convergence, the short training time and small dependence
on learning step factor.

2.2 Chaotic Signal

This paper based on chaotic signal to do the research of target signal blind extraction,
so the Chen chaotic system is selected. The dynamic expression of Chen chaotic system
[11] is given.

dx
dt ¼ aðy� xÞ

dy
dt ¼ ðc� aÞx� xzþ cy

dz
dt ¼ xy� bz

8<
: : ð3Þ

Where a; b; c are the system parameters. Chen chaotic system in a state of chaos
when a ¼ 35; b ¼ 3 ; c ¼ 28. x; y; z are the state variables of the system.

3 Algorithm Performance Index and Simulation Flow

3.1 Algorithm Performance Index

For the successful separation of the target signal can be evaluated by two aspects,
qualitative and quantitative. For image information, qualitative analysis can visually
contrast the image information before and after blind source separation so as to obtain
an intuitive evaluation [12]. Quantitative analysis can evaluate the performance of the
algorithm objectively through the performance evaluation function, the similarity
coefficient [13] is the most commonly used evaluation criterion.

3.2 Simulation Flow

The detailed implementation steps and algorithm flow chart are given. The chaotic
signal is used as the background to judge the validity and universality of the algorithm.
The algorithm flow diagram is shown in Fig. 2.

Implementation steps:

Step 1: Select gray scale pictures from the standard test picture library and convert it
from a two-dimensional image to one dimensional array data, making the
one-dimensional array data into binary array data.
Step 2: Simulate the unknownness of the channel, randomly generate the mixed
matrix. The observed signal is obtained after the source signal have passed by the
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hybrid matrix, then the observation signal is observed to see if the image infor-
mation has been hidden by chaotic signals and can not be distinguished by human
eyes.
Step 3: Use the FastICA algorithm to do blind source separation for the observed
signal, and extract the target signal from it.
Step 4: Observe the image information before and after blind source separation
through the visual system and view the similarity coefficients. If the extracted image
information can be clearly recognized by the human eye, and the similarity coef-
ficient is more than 0.97, the separation is considered to be successful.

Because this paper is based on the mathematical model of positive definite mixed
system to realize blind source separation, the algorithm simulation process randomly
generates a full rank square matrix.

4 Simulation Experiment and Performance Analysis

4.1 Blind Separation of Two Image Signals Without Noise

Select two gray scale pictures from the standard test picture library shown as Figs. 3
and 4 256� 256 and convert it from a two-dimensional image to one dimensional array
data, making the one-dimensional array data into binary array data. Then encapsulate it
with Chen chaotic signals. A 3� 3 matrix is generated randomly through the system,

Fig. 2. Flow chart of positive definite blind source separation algorithm
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making into aliasing with encapsulated data to obtain three way observation signals.
Then convert the data of the observation signal into a decimalization date and turn it
into a two-dimensional date. The image information is shown in Figs. 5, 6 and 7. And
then the matrix after aliasing was separated by FastICA algorithm to can get estimated
value of each source signal. We convert the resulting estimates into a decimal and
two-dimensional date. The image information can be shown in Figs. 8 and 9 (The
image information after separating from source signal is displayed here).

The random generation of the hybrid matrix for this experiment is

A ¼
0:8694 0:1014 0:2086
0:4122 0:7794 0:8096
0:1678 0:1066 0:2961

2
4

3
5

Fig. 3. Image information of first source
signal

Fig. 4. Image information of second source
signal

Fig. 5. Image information of the first
observation signal in noise free model

Fig. 6. Image information of the second
observation signal in noise free model
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According to Figs. 5, 6 and 7 we can clearly find that the Image information
reconstructed by observed signal could not be identified which shows that the image
signals are obscured by Chen chaotic signals and cannot be recognized by human eyes.
By comparing Fig. 3 with Fig. 8 and Fig. 4 with Fig. 9, we can clearly find that the
similarity between the two images is high and almost no difference, and the image
information can be easily seen with human vision. By calculation, the similarity
coefficient between Figs. 3 and 8 is 0.9999, and the similarity coefficient between
Figs. 4 and 9 is 0.9999. In summary, it can be concluded that the image information of
the source signal is well separated, and the simulation has also achieved the desired
results.

4.2 Blind Separation of Two Images with Superimposed Noise

We select two gray scale pictures from the standard test picture library, as shown in
Figs. 3 and 4, and convert it from a two-dimensional image to one dimensional array
data, then making the one-dimensional array data into binary array data. A Gaussian
white noise is randomly generated by the system, and then the Gaussian white noise,

Fig. 7. Image information of the third
observation signal in noise free model

Fig. 8. Image information of the first
extracting signal in noise free model

Fig. 9. Image information of the second extracting signal in noise free model
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the binary array data and the Chen chaotic signal are encapsulated. A 4� 4 matrix is
randomly generated by the system and mixed with the encapsulated data to obtain four
channel observation signals. The data of the observation signal is converted into
decimal and then the four channel image information which made by converting
one-dimensional data into two-dimensional data can be shown in Figs. 10, 11, 12 and
13. And then the matrix after aliasing was separated by FastICA algorithm, we can get
the estimated value of the source signal. Then the image information shown in Figs. 14
and 15 can be obtained by repeating the above steps.

The random generation of the hybrid matrix for this experiment is

A ¼
0:3935 0:5669 0:8033 0:5702
0:0788 0:8792 0:0240 0:4017
0:2789 0:7586 0:7554 0:9707
0:4431 0:4590 0:4078 0:1747

2
664

3
775

Fig. 11. Image information of the second
observation signal in noise model

Fig. 10. Image information of the first
observation signal in noise model

Fig. 12. Image information of the third
observation signal in noise model

Fig. 13. Image information of the fourth
observation signal in noise model
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In Figs. 10, 11, 12 and 13 observations can be found that the image information
can’t be identified only by the human eye. It shows that the image signal is covered
well by the Chen chaos signal, which is not recognized by the human eye. Through the
comparison between Figs. 3 and 14 and Figs. 4 and 15, it can be clearly seen that the
extracted image information has a high similarity with the image information of the
source signal, which shows that the content of the image information can be easily
found. By calculation, the similarity coefficient between Figs. 3 and 14 is 0.9999, and
the similarity coefficient between Figs. 4 and 15 is 0.9999. In summary, it can be
basically concluded that the image information of the source signal is well separated,
and the validity of the algorithm is also verified.

5 Conclusion

The secure communication transmission technology based on chaotic signals is widely
used in various information security fields. Considering the importance of image
information for secure transmission of the signal, this paper proposes that the signal of
image information can be masked by Chen chaotic signal. After the channel trans-
mission of determined system, the image information is extracted by blind extraction.
The simulation results show that the method can obscure the image information and
can extract the image information well. Even in the case of white Gaussian noise
(WGN), better experimental results can be obtained, and the validity is verified as well.
That will prepare for the secrecy and blind separation of the image information under
the under-determined background.
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Fig. 14. Image information of the first
extracting signal in noise model

Fig. 15. Image information of the second
extracting signal in noise model
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Abstract. Cyber security threats of industrial control system have become
increasingly sophisticated and complex. In the related intrusion detection, there
is a problem that intrusion detection based on network communication behavior
cannot fully find out the potential intrusion. The Machine Learning is applied to
seek out the abnormal of industrial network. First of all, the supervised learning
methods, such as Decision Tree, K-Nearest Neighbors, SVM and so on, were
adopted to deal with SCADA network dataset and related discriminated features.
Next, an anomaly detection model is built using One-Class classification
method, and the effect of the One-Class Classification method in the SCADA
network dataset is analyzed from the recall rate, the accuracy rate, the false
positive rate and the false negative rate. It is shown that the anomaly detection
model constructed by the One-Class Support Vector Machine (OCSVM)
method has high accuracy, and the Decision Tree method can commendably
detect the intrusion behavior.

Keywords: Cyber security � Intrusion detection � Supervised learning
OCSVM

1 Introduction

1.1 Survey of Industrial Network Intrusion Detection

At present, most of the key infrastructure and industrial systems, such as oil and gas
pipelines, water treatment systems, reservoir valve control, power grids and nuclear
power plants, are all controlled by the Supervisory Control and Data Acquisition
system (SCADA) [1]. These systems allow remote monitoring and remote access and
control for geographically dispersed facilities, enabling operators in these facilities to
monitor and control the entire system in real time. Traditionally, this control network is
completely isolated in the application environment.

However, with the development of industrial control systems and traditional
computer networks, industrial control networks have become fully open or semi-open
networks in order to facilitate the control of industrial processes and the combination of
industrial control networks and Internet networks. As the traditional industrial control
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system is based on physical isolation, the main focus on data transmission real-time and
accuracy, did not take into account the aspects of Cyber security, and lacking of
appropriate protective measures. So in recent years for industrial control equipment,
more and more attacks, especially in 2010, the outbreak of the complex malware
Stuxnet virus, exposed the industrial network there are major flaws. In view of this,
industrial safety research is of great significance. The intrusion detection technology as
a Cyber security protection of the first step in industrial Cyber security has a very
important sense.

Network intrusion detection, through the network data and behavior patterns,
determine whether the Cyber security system is valid. Its purpose is to identify
intruders, identify intrusion, and monitor successful security breakthroughs, and pro-
vide important security information. In fact, there is no essential difference between the
industrial network and the traditional computer network; they check the network or
system for violations of security policies and signs of attacks by collecting and ana-
lyzing network behavior, security logs, audit data, information available on other
networks [2, 3], and information about key points in the computer system.

Industrial network intrusion is related to the structure of industrial control system.
The current industrial control system [1] in the specific deployment usually involves
the following network: enterprise office network (enterprise network or office network),
process control and monitoring network (monitoring network), field control system.

Office network: According to the data of the monitoring network, the managers manage
the enterprises and make the decision. Through the industrial management system for
enterprise planning production, storage management, production scheduling and other
processes, the managers conduct a unified deployment.

Monitoring network: The operator monitors and controls the field running equipment
through the SCADA system.

Field control system: It includes distributed control system (DCS), programmable logic
controller (PLC), and remote terminal unit (RTU). In these systems, the staff on the
field device performs logical control, data sampling, instruction execution and other
operations.

1.2 Advances in Related Fields

The study of industrial network intrusion detection does not have a mature theoretical
system so far. Therefore, most of the researches on intrusion detection with industrial
network are based on the traditional Internet network intrusion detection method.

In the paper [4], the intrusion detection method, combined with SCADA network
and traditional intrusion detection, complete the industrial intrusion detection task; it
also discusses the attack patterns of industrial network attackers and the vulnerability of
industrial networks. The method of Kernel entropy [5] is used to ensure that the
original data information loss is minimized in the process of dimensionality reduction,
and then the intrusion detection model is constructed by artificial immune method,
which avoids the high-dimensional space and the immune algorithm on the lack of data
coverage shortcomings. However, the artificial immune algorithm cannot be detected
for variant attacks in industrial networks. [6] It studies the function code characteristics
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in the Modbus/TCP protocol. Using the depth packet analysis technique, the function
code in the protocol is parsed, and then the pattern matching method is used to match
the rules to judge the abnormality or normal. It is ideal to use intrusion detection rules
in real-time aspect, and could detect some of the attacks, but only the use of functional
code analysis is not comprehensive enough.

Machine Learning and Deep Learning in recent years for the development of
network intrusion detection technology provides a new impetus. [7] It is a combination
of stratified misuse detection and anomaly detection combined with intrusion detection.
The algorithm uses C4.5 to construct the misuse detection model, divide the normal
training data into multiple subsets, and then use the subset data to create multiple
OCSVM models. The process not only improves the detection accuracy, but also
reduces the training and testing time. However, ignores the possible relevance of the
subset. In this paper [8], the approach of isolating forest is put forward in view of the
fact that the number of abnormal samples is small and the majority of the data are
isolated. It constructs the isolation tree, divides the data space by the isolation tree, and
judges the abnormality according to the path length of the tree structure. The method
has the characteristics of low computational cost, fast operation speed, high detection
accuracy of most abnormal points, and has been widely used in the field of abnormal
network identification, factory production process abnormal judgment and financial
data field.

In paper [9], PLS (Partial Least Squares) and CVM (Core Vector Machine) were
adopted to construct the intrusion detection model in order to address the feature
selection and large sample data. Experiments show that this method has high accuracy,
low false alarm and false negative rate and high real - time performance compared with
intrusion detection using SVM method. The SVM algorithm is combined with D-S
evidence theory [10]. Similar to the method of ensemble learning, a number of SVM
classifiers with different differences are combined by D-S evidence theory to obtain the
final classification result. In paper [11], the PSO automatically finds the parameters that
adapt to the SVM algorithm in a specific industrial control network, which improves
the classification accuracy of SVM algorithm. Before, the dataset can be reduced
dimension by KPCA method to improve the training speed of the classifier.

In recent research, Intrusion detection in industrial control network focus on ICS
security schema which is mainly upon the traditional active defense solution. However,
the ICS security schema could not be used to effectively forecast and control under the
condition of high real-time and resource constraints. Therefore, in recent years,
industrial network intrusion detection is the hotspot in this field. Machine learning and
Data mining technology is able to find hidden attributes in the data. The machine
learning method is applied to intrusion detection which is the trend of intrusion
detection technology development in recent years.

This paper begins with the following sections. The first section introduces the
industrial network and intrusion detection, and explains the research status of industrial
network intrusion detection. In the second section, the principle of Machine Learning
and One-class classification is expounded in detail. The third section is the experiment
on the SCADA dataset. The final section is the experimental conclusion.
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2 The Application of Machine Learning in Intrusion
Detection

Machine learning algorithm [12], from the data itself, uses statistical laws and math-
ematical knowledge to dig out the information contained in the data. The traditional
machine learning algorithm solves the problem of data classification, regression, and
clustering and association rule learning and so on. In recent years, machine learning has
achieved great success in text classification, natural language processing, machine
translation, situational awareness, and image processing and computer vision. This also
stimulates the development of machine learning methods to other areas.

2.1 Overview of Traditional Machine Learning Methods

In the SCADA dataset, intrusion detection can be seen as a multi-class approach in
nature, and there are many mature machine learning algorithms in completing the
classification task. In the following, we mainly from The Decision Tree, Logistic
Regression, K-Nearest Neighbor and other algorithms to analyze the industrial network
data.

(a) Logistic Regression
Logistic regression can be used as a regression algorithm, but also as a classifi-
cation algorithm, which is a linear regression. It is a process that deals with a
regression or classification problem, establishes a cost function, then solves the
optimal model parameters by optimizing the method, and then tests to verify that
the model we are solving is good or bad. The advantage is that it can be a linearly
separable data set to construct a good linear model, and fast, easy to understand;
of course, for non-linear data, will not complete the classification task.

(b) K-Nearest Neighbor
K-Nearest Neighbor is one of the traditional classification algorithms, and it is
also one of the simplest classification algorithms. The idea of this method is that in
the feature space, if the majority of K samples in the vicinity of a sample (that is,
the nearest neighbor in the feature space) belong to the same category, the sample
also belongs to this category. In the SCADA network data set, the normal data set
has such a characteristic that the distribution of normal data sets is relatively
concentrated. Using K-Nearest Neighbor algorithm to analyze SCADA network
data set should be able to get a good classification effect.

(c) The Decision Tree
The Decision Tree algorithm is one of the data mining algorithms, with strong
intuition. It is a typical classification method, the first data processing, and then
uses the induction algorithm to generate the relevant rules, and finally use the
decision to analyze the new data. On the other hand, the decision tree is an
algorithm that classifies data according to rules. For SCADA Cyber security
datasets, there is a clear correlation between some intrusion and rules, and the
decision tree can mine the relevant rules and store them.
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(d) Support Vector Machine (SVM)
Support vector machine algorithm is one of the best machine learning algorithms
to solve small sample, non-linear and high dimensional data classification, and has
the best classification effect and generalization ability. But for the large sample
data, there is a long calculation time and low real-time performance. So in the
actual production, using SVM algorithm is relatively small. But as one of the best
classification methods, SVM algorithm can show a good classification effect on
SCADA network dataset.

(e) Random Forest (RF)
Random forest is a kind of integration method, which integrates and evaluates the
classification result of multiple weak classifiers, and finally obtains the whole
classification effect. The random forest algorithm was proven to have a faster
training speed and a higher accuracy rate in a variety of classification cases.
Therefore, applying this method to the SCADA Cyber security datasets can
improve the classification accuracy of a single classifier.

These approaches aim at helping the traditional IDS in detecting malicious activ-
ities and cyber-attacks threatening the critical infrastructures.

2.2 Anomaly Detection Algorithm Based on One-Class Classification

In the traditional intrusion detection, mainly divided into abnormal detection and
misuse detection two categories. The anomaly detection is to establish a model for
normal data, through which the intrusion event can be identified, but the method cannot
accurately identify the specific category of intrusion; Misuse detection is to build a
classification model for a variety of intrusion behavior, this way can detect the known
intrusion category, and the higher accuracy; However, if there is a new type of
intrusion, the algorithm will not be able to identify the intrusion. Misuse detection
model training requires known intrusion data, belonging to the scope of supervision
learning. And the anomaly detection comes from the normal data model, which belongs
to the unsupervised learning category.

One-class classifiers learn the normal behavior modes of the studied system [13],
and determine decision rules that accept as many normal samples as possible, and
detect most of the outliers; through this classifier, the dataset is divided into parts that
are similar to the model and portions that differ from the model. The single classifi-
cation method belongs to unsupervised classification method, no need to label, only
need to ensure that the training classifier data to meet the normal dataset requirements.
From the detection method, the single classification method is one of the abnormal
detection methods.

In the process of using traditional supervised learning methods, the linear indi-
visibility, which is the characteristic of this SCADA network dataset, is solved by using
the kernel function method for the majority of machine learning algorithms. This
method maps the data to a higher dimension space (Reproducing Kernel Hilbert Space)
where the data can be linearly segmented. The data mapping process cannot be shown,
so the use of a function conversion calculation. In this paper, the kernel function is
Gaussian kernel function (also known as RBF function), as shown in formula (1).
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This chapter analyzes the classification effect of the One-Class classification the
One-Class classification method based on kernel function, the One-Class classification
method based on KPCA and the One Class Support Vector Machine (OCSVM).

(a) The One-Class classification based on Kernel function [13, 14]
In this method, the decision function in this approach is based on the Euclidean
distance in the feature space between the samples and the center of the hyper
sphere. Let cn be the center of the data in the feature space estimated using all
available training samples. And cn ¼ ð1=nÞPn

i¼0 /ðxÞ. The expression of the
squared distance between any sample /ðxÞ and the center cn can is given as
follows:

/ðxÞ � /ðx0Þk k2H¼ kðx; xÞ � 2
n

Xn
i¼1

kðx; xiÞþ 1
n2
Xn
i;j¼1

kðxi; xjÞ ð2Þ

In this measure, after assessing the distance between all training samples and the
estimation center, use the estimated threshold to evaluate the calculated sample dis-
tance. If the distance is farther than a predetermined threshold, the data would be
treated as an outlier point. The above algorithm needs to estimate the threshold to
evaluate. However, if the threshold is not appropriate, the classification effect will be
reduced and performances become terrible.

(b) One-Class Support Vector Machine (OCSVM)
OCSVM [15] is an extension of traditional SVM in unsupervised learning. The
algorithm aim to construct a hyper plane which can classify the normal sample set
as much as possible. The model constructs a decision function based on the hyper
plane to determine which side of each data is in the hyper plane. Figure 1. Two -
dimensional Case of OCSVM Method displays the situation in the classification
method in two-dimensional space. Based on the principle of separating the origin
from the normal data as much as possible, the algorithm constructs the quadratic
convex optimization function, such as formula (3).

min
x;q;n

1
2

xk k2H þ 1
vn

Xn
i¼1

ni � q ð3Þ

s:t: x;/ðxiÞh iH � q� ni; ni � 0ði ¼ 1; . . .. . .; nÞ

Where the slack variables ni � 0 penalize the excluded samples and the tunable
parameter v represents an upper bound on the fraction of outliers. By solving the
problem of nonlinear programming, the parameters x and the parameter q are solved.
And build the decision function on the sample:
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f ðxÞ ¼ x;/ðxiÞh iH�q ð4Þ
When f ðxÞ� 0, the data become the normal sample; otherwise, the sample belongs to
the outliers between the origin and the hyper plane.

(c) Based on KPCA One-Class Classification Method [13, 14, 16]
The KPCA is a nonlinear extension of the PCA (principal component analysis
method) in a Kernel-defined feature space. KPCA extracts the subspace from the
maximum variance of the data and performs dimension reduction and denoising
by projecting the sample into the subspace. In the use of KPCA as anomaly
detection, it introduces a new method of measurement that the data can be sorted
by One-Class method. The use of KPCA classification method want to avoid the
impact of noise in the data, but the calculation may be very large; this is a
drawback of the algorithm. The measure is as shown in (5).

pðxÞ ¼ /ðxÞ � /ðx0Þk k2H� W/ðxÞ �W/ðx0Þk k2H ð5Þ

where

flðxÞ ¼
Xn
i¼1

ali kðx; xiÞ � 1
n

Xn
r¼1

kðxi; xrÞ � 1
n

Xn
r¼1

kðx; xrÞþ 1
n2
Xn
r;s¼1

kðxr; xsÞ
" #

Likewise, after using the above method to evaluate the distance between all training
samples and the estimation center, the calculated sample distance is evaluated using the
estimated threshold. If the distance is greater than a predetermined threshold, the
sample is treated as an outlier. Such as the Sample One-Class Classification, it is
critical to the KPCA Classification that the threshold setting.

Fig. 1. Two - dimensional Case of OCSVM Method
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3 Experiment

The experimental process is mainly used to introduce the supervised learning method
and the single classification method, using the operating system for windows 7; the
experiment is implemented in python, using the IDE for pyCharm; the library files used
include: numpy, scikit-learn 0.18, scipy and so on.

3.1 Industrial Control Cyber Security Datasets

At present, there is no uniform standard for public datasets related to industrial control
Cyber security. First, because of the industrial control Cyber security research has been
developed in recent years, the industry does not have a unified dataset; second, due to
the variety of industrial production processes and industrial configuration networks, it
is inconvenient to have a unified data set that describes the prevailing industrial control
Cyber security. Most of the research focuses on a network intrusion under a particular
process of production.

Next, we introduce two of the most used industrial control Cyber security datasets:
gas pipeline real dataset and storage tank dataset. The dataset includes network traffic,
process control, and process measurement functions from a set of 28 attacks on two
industrial control systems using the MODBUS application layer protocol. It can easily
and effectively compare SCADA intrusion detection solutions.

SCADA Dataset Attack Types
The dataset apply the same type of attack [17], regardless of the normal type, a total of
four major categories of 8 sub-class attacks, which contain reconnaissance attacks
(RA), denial of service attacks (DOS), malicious function command injection (MFCI),
malicious parameter command injection attacks (MPCI), malicious state command
injection (MSCI) attacks, complex malicious response injection (CMRI) attacks, and
original malicious response injection (NMRI) attacks. The following describes the
contents of these attacks.

• The NMRI attack injects the response packet into the network, but lacks some
information about the process being controlled and monitored; therefore some of the
injected content may be invalid.

• The CMRI attacks are more complex than NMRI. Because they need to understand
the physical processes of industrial control, try to mask the real state of the research
process and influence the system’s feedback control loops.

• The MSCI convey a malicious command to a remote field device to change the state
of the physical process, driving the system from the security state to the critical
state.

• The MPCI changes the controller parameter set points for sensors, actuators, and
programmable logic controllers.

• The MFCI is used to affect the communication of the client server by modifying the
command function field of the sent message.

• The DOS attacks try to stop the normal operation of the physical system and are
designed to send the transmission speed faster than the processing speed, or by
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sending an incorrect packet to change the industrial control system. This causes the
operating system of the running program or target device to crash.

• The RA collects information about the control system network and builds network
architecture to identify device features such as manufacturer, model, supported
network protocols, and system address/memory mapping. The information collected
can be used for other attacks.

The Content of SCADA Datasets
SCADA network datasets [13, 17, 18] organization has two parts: network traffic
characteristics and effective content characteristics; the network traffic characteristics
are related to SCADA network communications, and the effective content character-
istics are related to the specific industrial control process. In the effective content
characteristics, it includes the system of measured values, key system operating status
parameters, system mode and other key information. One of the most important is the
measured value attribute.

(a) Gas pipeline real dataset
The gas pipeline dataset contains key data for the natural gas pipeline control
process, which contains 26 features. In the gas pipeline dataset, the core attribute
is the pressure in the gas pipeline. After the study and analysis, the gas pipeline,
there are three normal modes:

• The first mode is a relatively low pressure near 0.1 PSI.
• The second mode keeps the pressure near 10 PSI (between 9 and 11 PSI).
• The third mode maintains a pressure of about 20 PSI (between about 18 and 22

PSI).
In these three modes, the gas pipeline operates in normal condition, and most of
the intrusion attacks are distributed around these normal datasets.

(b) Storage tank dataset
The reservoir dataset simulates the state of the liquid in the tank: When the liquid
is located in the tank between the high and low alert position, the system is
normal; when the highest alert or below the minimum alert bit, the system gives
the corresponding alarm. The dataset contains 23 attribute values; some core
attributes are the current water level measurement, the highest alert water level
and the minimum warning level. In the storage tank system, the operator can
change the corresponding system mode to change the maximum alert water level
and the minimum warning level, so the attribute in the system mode is also the
focus of attention in this research.

3.2 Result Analysis

The Classification of Supervise Learning Methods
Using the machine learning algorithm such as Decision tree, K-Nearest Neighbor and
SVM to deal with two SCADA Cyber security datasets, the results of the classification
of each method are shown in Table 1. Gas pipeline real dataset classification results
and Table 2. Storage tank dataset classification results. In the evaluation of intrusion
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Table 1. Gas pipeline real dataset classification results

Logistic KNN DT SVM RF

Accuracy rate 65.41% 98.63% 98.66% 98.38% 98.77%
Recall Normal 99.66% 99.42% 99.10% 99.45% 99.24%

NMRI 90.88% 90.98% 92.87% 94.28% 92.44%
CMRI 0.00% 99.85% 99.64% 98.40% 99.65%
MSCI 0.00% 82.35% 93.22% 94.88% 94.88%
MPCI 0.00% 98.05% 96.39% 97.43% 97.04%
MFCI 0.00% 72.95% 93.37% 80.98% 95.46%
DOS 0.00% 88.79% 93.03% 75.56% 90.80%
RA 0.00% 99.19% 100.00% 99.43% 100.00%

Precision Normal 96.85% 98.56% 98.85% 98.52% 98.87%
NMRI 90.82% 97.44% 94.55% 88.34% 95.48%
CMRI 0.00% 99.03% 99.23% 99.37% 99.03%
MSCI 0.00% 96.99% 92.75% 97.38% 97.36%
MPCI 0.00% 97.46% 97.12% 97.45% 97.56%
MFCI 0.00% 100.00% 97.27% 100.00% 99.09%
DOS 0.00% 99.63% 97.66% 99.86% 99.17%
RA 0.00% 99.96% 100.00% 100.00% 100.00%

Table 2. Storage tank dataset classification results

Logistic KNN DT SVM RF

Accuracy rate 67.20% 96.23% 98.24% 95.66% 97.08%
Recall Normal 91.60% 97.15% 98.88% 95.85% 97.83%

NMRI 0.00% 97.06% 97.57% 96.59% 97.23%
CMRI 0.00% 73.00% 85.19% 82.25% 78.09%
MSCI 0.00% 95.47% 95.42% 95.36% 95.68%
MPCI 0.00% 96.81% 98.18% 98.42% 98.40%
MFCI 0.00% 95.30% 100.00% 94.70% 99.55%
DOS 0.00% 93.62% 99.19% 85.04% 98.46%
RA 4.61% 99.98% 100.00% 99.50% 100.00%

Precision Normal 72.06% 98.56% 98.89% 98.53% 98.32%
NMRI 0.00% 97.44% 96.79% 98.49% 97.29%
CMRI 0.00% 99.03% 85.19% 59.44% 72.65%
MSCI 0.00% 96.99% 95.42% 96.95% 96.48%
MPCI 0.00% 97.46% 98.18% 86.24% 98.98%
MFCI 0.00% 100.00% 100.00% 100.00% 100.00%
DOS 0.00% 99.63% 99.35% 99.34% 99.34%
RA 4.62% 99.96% 100.00% 100.00% 100.00%
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detection dataset classification effect, the use of three indicators: accuracy, precision
rate and recall rate. From the above three evaluation indicators, it can be roughly
described the classification effect of the classifier. In this experiment, the grid search
method is used to find the optimal parameters of each classifier. The result is not only
unique, but also can get the best classification effect.

According to the classification effect of these kinds of machine learning methods,
there are some conclusions:

(1) The accuracy of the Logistic Regression is the lowest of the comparison algorithm
(65.41% in gas data, 67.20% in water data), it can be seen that the dataset is linear
inseparable. But the normal data of the recall and precision are relatively high.
Through the study of the classification of the data set (gas pipeline dataset), the
algorithm does not separate the normal data according to the case of confounding
matrix; Since most of the attack types are close enough to the normal data set, the
linear model can only identify attacks that differ greatly from the normal dataset.
In short, the dataset is linear inseparable; only the non-linear classification method
can solve the problem.

(2) K-Nearest Neighbor, as a method based on distance measurement, in the gas and
water data sets, has achieved very good results (98.63% and 96.23% respectively).
And in each attack category of recall and precision, it also has a relatively high
ratio. Essentially, by computing the “similarity” on the dataset, K-Nearest
Neighbor identifies K samples with the most recent “similarity” as the same
category.

Using KNN classifier in the SCADA dataset and the results description that:
Normal datasets are usually aggregated extensively, while exception datasets are
mostly distributed at the boundaries of normal datasets. Using distance classification
can separate part of the attack behavior and normal behavior. Although the overall
classification of the classifier is better, but the classification rate of individual attack is
still relatively low. Through the analysis of the confusion matrix, it is found that some
attack categories are missing, and these attacks may be difficult to distinguish from the
normal data set, resulting in being classified as normal data. KNN has a good classi-
fication effect,it shows that by calculating the distance between the samples or simi-
larity, based on the similarity and distance comparison, you can sort out most of the
attacks.

However, there are some problems with the use of the KNN method in the SCADA
network datasets:

• The dimensions of the two datasets in the sample are simple. If the data collected in
other industrial control networks has a high dimension, the calculation cost of KNN
will be very large. It can be considered that using some dimensionality reduction
ways to reduce the cost of KNN model calculations; At present, the mainstream
PCA, LDA dimensionality reduction method is essentially linear dimensionality,
and it is necessary to find a non-linear dimensionality reduction method to reflect
the distribution of data; Dimension reduction process often leads to loss of infor-
mation in the original space. Therefore, the appropriate dimensionality reduction
method also needs to keep the distance between the data in the original data space
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as much as possible; in this way, the results in the new dimension space will be
close to the results in the original dimension space.

• Although KNN are good enough for both datasets, the invasive data in different
industrial control processes is different, KNN effect may be different, and even be
unable to detect.

Nonetheless, KNN’s performance on SCADA datasets shows that methods based
on distance metrics and similarity metrics are viable in intrusion detection, but the
computational cost is related to the data form and may be required when the cost is high
with some distributed computing framework.

(3) The accuracy of the Decision Tree classification algorithm in the two types of
datasets is 98.66% (gas dataset) and 98.24% (water dataset). The Decision Tree
also has a high percentage of recall and precision rate. Decision tree is a mining
and storage rules of the structure, the data show that there is a certain correlation
between the data set and the intrusion category, or there are rules related to the
feature in the intrusion. Using the decision tree algorithm to establish the rules and
the pattern matching, finally in the two datasets, can get a high accuracy. How-
ever, in the decision tree, each of its branch nodes is a feature; there is no relevant
way to consider the impact of multiple related characteristics on the classification
results.

In the SCADA dataset used, since the industrial control process in the dataset is
simple compared with the real industrial control process, the rules contained in it are
relatively simple, and the decision tree can effectively classify the dataset. In the
traditional IT network intrusion detection, the use of regular pattern matching is also
used in the intrusion detection process.

(4) In the result of the classifier processing, the effect of SVM on nonlinear separable
data sets is obvious and Ensemble learning on data classification results as same
as SVM. The Ensemble learning is fast and the training cost is small, and it is
equally feasible to classify the evaluation results by integrating multiple classi-
fiers. As a result of the advantages of the method, in the reality of the classification
task, Ensemble learning becomes more popular.

(5) As shown in Fig. 2. Comparison of Multiple Machine Learning Algorithms for
Gas Dataset And Fig. 3. Comparison of Multiple Machine Learning Algorithms
for Water Dataset, the gas dataset, for example, for a certain attack (MFCI,
MSCI), KNN and SVM on the category of detection precision rate is low; Water
dataset, for CMRI attacks, both the recall rate or precision rate, the ratio is
relatively low. From the figure reflects the situation can be seen, different
industrial processes focus on different attacks, the more critical attacks are more
difficult to detect out.

The Decision trees, K-Nearest Neighbors, SVM, and Random Forest methods have
achieved the desired results in both gas and water datasets. The above machine learning
algorithm automatically establishes the classification model, and classifies the normal
data and the abnormal data from the dataset. But the above machine learning method is
Supervise Learning, which means that the establishment of intrusion detection model
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Fig. 2. Comparison of multiple machine learning algorithms for gas dataset

Fig. 3. Comparison of multiple machine learning algorithms for water dataset
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on the premise that there is a large dataset of data, and each data intrusion category
should be labeled. Otherwise, the above-mentioned algorithms cannot be used.
Obtaining a calibrated data set is costly and almost infeasible, so the use of the
algorithm has a lot of limitations.

In addition, the above classification, whether it is a multi-classification process or
two classification process, there is little difference between the data item number in the
different categories. However, if the number of data in each of these data sets is very
different, for most of the supervised learning methods, there is a problem that the
classifier is not adequately trained, which will seriously influence the classification
results. In the real industrial control network, usually hundreds of normal data mixed
with a few abnormal data; Normal data and abnormal data is seriously unbalanced, as
for the use of supervised learning classification method, although the accuracy rate is
high, the intrusion detection process used less. In short, the real problem leads to the
traditional supervised classification method is not feasible in the real world. The use of
appropriate unsupervised or semi-supervised approach is the main task of building an
intrusion detection model.

The Results of One-Class Classification Experiments
In the One-Class Classification method, OCSVM, simple One-Class classification
method, KPCA-based One-Class Classification method comparison results shown in
Figs. 3 and 4. According to the figure, the use of OCSVM, whether in the false positive
rate (FPR) and false negative rate (FNR) and the accuracy rate, has a better

Fig. 4. Comparison of One-Class Classification of gas datasets
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performance results. And this conclusion applies to two SCADA datasets in the
sample. If you want to get better results, you need to adjust the algorithm’s learning rate
and kernel function parameters.

The results of the KPCA classification method and the simple One-Class Classi-
fication method have poor results in the false negative rate (FNR). After analysis, the
threshold is not appropriate to lead to poor classification results. Solving the above
problems can deal with introducing a penalty function; or use traditional supervised
learning methods, such as decision tree algorithms, to learn a variety of attacks on the
model

In addition, there is a lot of computing process in KPCA and Kernel method of
One-Class Classification, resulting in relatively high operating costs. Although the
One-Class Support Vector Machine (OCSVM) also needs to calculate the kernel
matrix, the existing OCSVM algorithm introduces a sparse method to find the support
vector associated with the hyper-plane. Therefore, for the same size of the dataset,
OCSVM computing costs are reduced.

Moreover, In Figs. 3 and 4, the comparison of the results of the algorithm appli-
cation of the isolated forest (IForest) was added. The IForest algorithm [8] is used to
mine anomaly data, such as attack detection and traffic anomaly analysis in Cyber
security, and financial institutions are used to exploit fraud. The algorithm requires very
low memory requirements and is fast and its time complexity is linear. It can handle

Fig. 5. Comparison of One-Class Classification of water datasets
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high-dimensional data and large data, and can also be used as online anomaly detec-
tion. The algorithm is the most commonly used anomaly detection algorithm. The
accuracy of the algorithm is 73.51%, the precision rate is 73.46%, the false negative
rate (FP) is 55.62%, and the false positive rate (FN) is 9.49% (see the gas dataset result
of IForest method). Compared with the OCSVM algorithm (the precision rate is
98.54%, the accuracy rate is 98.04%, the false negative rate is 2.40% and the false
positive rate is 1.60%). The result is worse than the OCSVM algorithm. IForest is the
integration of a number of randomly created isolation tree, the role of the tree is to
continue to divide the data space, if the data tree where the number of layers, it is
considered abnormal. The algorithm is the integration of a number of randomly created
isolation tree, the role of the tree is to continue to divide the data space, if the data tree
where the number of layers is shallow, and it is considered abnormal. It is also based on
a distance measurement of the conversion, but the method does not use all the data,
there may be errors; additionally, for industrial control intrusion, most of the structural
form and the normal data is very close, the use of isolation tree space may not be
accurate enough to determine. However, if you want to conduct online intrusion
detection, the use of fast IForest algorithm is also appropriate.

The different results produced by the same algorithm in the gas and water datasets
reveal a phenomenon: Different industrial control of the production process is different,
even if the same type of attack, its focus is also different. Choosing the right algorithm
requires manual testing, comparison and screening.

4 General Conclusion and Future Works

In the Instruction Detection in SCADA Network based on Machine Learning, the use
of OCSVM method for abnormal detection can get a high detection rate, effectively
limiting the false alarm rate and false negative rate; The limitations of a One-Class
method based on a kernel approach lie in how to obtain the appropriate threshold and
how to reduce the computational cost; IForest’s application effect is not high in
OCSVM, but it has real-time and can handle the characteristics of large-scale data, and
it is appropriate to use this method in online learning. Using the supervised learning
algorithm, especially the decision tree method, you can quickly learn, establish and
store the learned intrusion rules, to achieve the purpose of multi-classification.
Although the effect of KNN’s use of distance metrics is similar to that of decision trees,
the computational cost of KNN limits its use.

The intrusion in the industrial control network is different from the Internet network
intrusion. The threat of the former focuses on the defects of using industrial control and
the defects of industrial hardware, rather than looking for the defects of network
communication. It is feasible to use machine learning and data mining to find the
relationship between normal and abnormal.

In the course of the experiment, the use of One-Class Classification method for
intrusion detection can only detect the existence of abnormal, and cannot find abnormal
categories. From the experimental purpose and results analysis, the use of unsupervised
learning for intrusion detection has limitations, applying the semi-supervised approach
to the intrusion detection model is an improved aspect.
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Abstract. High reliable and efficient image transmission is of primary
significance for the space image transmission systems. However, typical
image compression techniques have the characteristics of high encod-
ing complexity and limited resiliency to channel errors. And the typical
channel decoding strategy is simply discarding the error data block. All
of this results in the potential loss of the transmission performance. Due
to the low encoding complexity and error-tolerance ability of the com-
pressed sensing (CS), to improve the image transmission performance,
this paper proposes a joint source-channel error protection transmission
scheme based on CS for space image transmission. Meanwhile, we evalu-
ate the performance of different CS reconstruction algorithms under the
two schemes and solve the optimal decoding strategy under different con-
ditions. Simulation results show that the proposed scheme can achieve a
better performance than the typical transmission scheme that the error
data block is simply discarded in the bottom layer.

Keywords: Compressed sensing · Error-tolerance
Space image transmission · Deep Learning

1 Introduction

The typical image compression techniques, such as joint photographic experts
group (JPEG), JPEG2000, set partitioning in hierarchical trees (SPIHT) [1,2],
have characteristics of high compression efficiency. However, a critical problem
with these techniques is that they have high encoding complexity and limited
resiliency to channel errors [3]. The compressed sensing (CS) is known for its
advantages including the high compression efficiency, the low encoding complex-
ity, and the error-tolerance ability [4]. Consequently, more and more applications
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use the CS for image compression in the application layer. Ref. [5] proposes a
cross-layer framework for high-efficient deep space image transmission, the CS
image compression and the Spinal code is incorporated in the framework to
jointly work with the LTP [6]. And we usually assume that the bottom layer
has perfectly corrected the bit errors and the received compression values have
no bit error. However, in the space network which is characterized by high error
rate [7], it is impossible to completely eliminate the bit errors from the bottom-
layer to the application layer. Therefore, it is inevitable that the received data
has a portion of the error bits after channel coding. To ensure the data passed
to the upper layer is all correct, the typical channel decoding strategy is sim-
ply discarding the error data blocks which can not pass the cyclic redundancy
check (CRC) check [8]. Although this way guarantees that the data passed to
the application layer is all correct, but it also imposes the burden of the error
protection in the bottom layer, and increases the number of feedback indirectly,
leading to the loss of the transmission performance.

Due to the limited resiliency to channel errors in the application layer and
limited ability of error protection in the bottom layer, typical image transmis-
sion schemes cannot cope with the above challenges. In this paper, to improve
the image transmission performance, we aim to propose a joint source-channel
error protection transmission scheme based on CS. Different from the scheme
proposed in [5], the proposed scheme in this paper allows a portion of the error
blocks that meet the certain condition to be passed to the application layer for
the CS reconstruction, this also causes that there are the error CS compression
values in the image reconstruction. Moreover, we expect to take advantage of
the CS error-tolerance ability to further improve the image performance. Mean-
while, the performance of various CS reconstruction algorithms are investigated,
and we select the optimal CS reconstruction algorithm for the proposed scheme.
Simulations are carried out for performance evaluation. Results show that the
proposed image transmission scheme can improve the image performance com-
pared with the typical scheme.

The main contributions of the paper are summarized as follows:

– We propose a joint source-channel error protection transmission scheme based
on CS. And the proposed scheme shows a performance improvement com-
pared with the existing typical scheme.

– We evaluate the performance of different CS reconstruction algorithms when
adopted in the two schemes, and then the optimal decoding strategy under
different conditions are indicated.

The remainder of this paper is organized as follows. In Sect. 2, the model
of image transmission system is introduced. The Sect. 3 presents the proposed
scheme. The performance analysis through the simulation results is introduced
in Sect. 4. Finally, we conclude this paper in Sect. 5.
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2 System Model

In this section, we present the model of image transmission in deep space com-
munications and and introduce the basics of CS.

Compressive sensing
Source Coding

Space Image

Reconstructed  Image

Spinal Codes
Channel Coding

Space Channel

Spinal Codes
Channel Coding

Source Decoding
CS Reconstruction

Fig. 1. The space image transmission system model.

2.1 Space Image Transmission System Model

As illustrated in Fig. 1, the image transmission in deep space communications
[9] typically involves the modules including the source coding module, the chan-
nel coding module, space channel module, channel decoding module and source
decoding module. In the process of image compression, the source coding module
firstly performs the CS image compression [10], and then we adopt the Spinal
codes as the channel coding technique for error protection. After being trans-
mitted through the space channels, the images received are channel decoded and
CS reconstructed at the receiver module.

In the module of channel coding, the Spinal code [11] is a rateless code which
has been proved to be capacity-achieving over both additive white gaussian noise
(AWGN) and binary symmetric channel (BSC). Different from other typical
codes, Spinal code employs a nonlinear hash function as the coding kernel, and
the Spinal symbols encoded are sent pass-by-pass. In the module of channel, the
Earth-Mars communication scenario and the Gilbert-Elliot channel model for
Ka-band transmission [12] are used for case study.

2.2 The Basics of CS

For the basic process of CS image compression and reconstruction, the process
is shown in Fig. 2, the image signal X of size N is said to be sparse in the
domain Ψ , if its transform coefficients α (α = Ψx) are mostly zeros or close to
zeros. The signal X is measured by taking M (M ≤ N) measurements from linear
combinations of the element vectors through a linear measurement operator Φ.
The CS reconstruction of image signal X from y is formulated as the following
constrained optimization problem:

min
α

‖α‖0 s.t. y = Φx = ΦΨ−1 α = Aα, (1)

where Φ denotes the measurement matrix, and A represents projection matrix.
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Fig. 2. The process of CS image compression and reconstruction.

3 The Proposed Scheme Based on CS

In this section, we present the framework of the proposed scheme based on CS.

Fig. 3. The framework of the proposed scheme based on CS.

As illustrated in Fig. 3, the node of space probe firstly performs the CS image
compression. By the global projection operation, all the CS compression values
are equally important, which means that each compression value carries the
global information of the whole image. In case of partial loss of compression
values (e.g., packet loss of lower layers), the receiver may also reconstructs the
image through the CS reconstruction algorithm. Therefore, we can do erasure
correcting coding at the same time by generating some redundant compression
values. After a cluster of compressed values are generated by the CS image
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compression and CS erasure coding modules, they are sent to the lower layers for
cyclic redundancy check (CRC) encoding. After that, the bitstreams are encoded
by the Spinal code in the physical layer and then the Spinal symbols are sent to
the ground station node. On receiving the Spinal symbols, the receiver conducts
decoding sequentially, and take CRC check on each decoded block. Meanwhile,
the parameter of the bit error rate (BER) that after channel coding is calculated,
and the indexes of failed decoding blocks are saved.

Different from the decoding strategy adopted in [5], the proposed scheme
adopts the decoding strategy that allows a portion of the error blocks which
meet the certain condition to be passed to the application layer for the CS
reconstruction. We expect to take advantage of the CS error-tolerance ability to
achieve the joint source-channel error protection and further improve the image
performance. To derive the detailed decoding strategy, we investigate the perfor-
mance effect of the relevant parameters in different CS reconstruction algorithm.
The performance evaluation is shown in next section.

4 Performance Evaluation

In this section, we introduce three advanced CS reconstruction algorithms which
are respectively the BM3D-AMP [13], TVAL3 and ReconNet algorithms [14].
Furthermore, we make performance comparison for the proposed scheme that
adopts the error-tolerance strategy and the typical scheme that adopts the error-
discard strategy among the three CS reconstruction algorithms.

Firstly, we briefly introduce the three CS reconstruction algorithms. BM3D-
AMP algorithm is capable of high-performance reconstruction. We use BM3D
denoiser since it gives a good trade-off between time complexity and recon-
struction quality. TVAL3 algorithm performs excellent when solving a class of
equality-constrained non-smooth optimization problems. The algorithm effec-
tively combines an alternating direction technique with a nonmonotone line
search to minimize the augmented Lagrangian function at each iteration. And
the ReconNet reconstruction algorithm which based on the fully connected neu-
ral network (CNN), its intermediate reconstruction is fed into an off-the-shelf
denoiser to obtain the final reconstructed image.

Next, we conduct a series of simulation experiments and make performance
comparisons. Figure 4 illustrates the performance comparison of TVAL3, BM3D-
AMP, and ReconNet (Deep Learning) algorithms under the two transmission
schemes when the CS compression ratio is 0.04. It can be seen that when the CS
compression rate is very low, the three algorithms perform better under error-
tolerance transmission scheme. In the case of a very low CS compression ratio,
we can obtain a limited number of compression values, and the effect of the
amount of compression values on the reconstruction performance is greater than
the error in the compression values. To a certain extent, even if the compression
values return to the application layer remain some errors, it can also guarantee
the image reconstruction performance. But if we choose the error-discard trans-
mission scheme, the return values will be further reduced, which has a much
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(b) TVAL3
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(c) ReconNet
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Fig. 4. CS reconstruction performance comparison (compression ratio = 0.04).

greater effect on the reconstruction performance than the errors. With the frame
error rate (FER) goes up, the advantage of error-tolerance transmission scheme
increases, and the PSNR improvement of the Deep Learning reconstruction algo-
rithm can reach about 11 dB. Figure 4 also shows the performance comparison of
the three algorithms under the error-tolerance transmission scheme. The results
show that, in this kind of transmission scheme, Deep Learning has a certain
advantage compared with the other two reconstruction algorithms.

Figure 5 illustrates the performance comparison of the three CS reconstruc-
tion algorithms when the CS compression ratio is 0.25. It can be seen from the
figure that there is an intersection between the performance curves of the two
schemes. When FER is less than the intersection value, the error-dicard trans-
mission scheme is better in PSNR, and when the FER goes up, we should choose
the other scheme to guarantee the reconstruction performance. To some extend,
we can obtain more compression values under this compression ratio. When
the FER is low, the performance of typical error-dicard transmission scheme is
better the error-tolerance scheme. Figure 5 also shows the performance compar-
ison of the three algorithms under the error-tolerance transmission scheme. The
results show that, in this kind of transmission scheme, BM3D-AMP has a certain
advantage compared with the other two reconstruction algorithms. Meanwhile,
when the compression rate increases gradually, the intersection of the two per-
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Fig. 5. CS reconstruction performance comparison (compression ratio = 0.25).

formance curves moves in the direction of increasing FER, which shows that as
the compression ratio increases, the influence of the return compression values
number on the reconstruction performance is gradually reduced. Only when the
FER reaches a certain value, the performance advantage of the error-tolerance
will be revealed.

5 Conclusion

In order to improve the image transmission performance, this paper proposes a
joint source-channel error protection transmission scheme based on CS for space
image transmission. Meanwhile, we evaluate the performance of different CS
reconstruction algorithms under the two schemes and solve the optimal decoding
strategy under different conditions. Simulation results show that the proposed
scheme that adopts the error-tolerance strategy and reconstructs with Recon-
Net algorithm can achieve a better performance than that typical transmission
scheme in the case of a very low CS compression ratio. When the compression
ratio increases gradually and the FER is in low range, the typical error-discard
scheme that reconstruct with BM3D-AMP algorithm performs better. When
the FER increases to a certain threshold, we should turn to the error-tolerance
transmission scheme to obtain high image performance.
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Abstract. In vehicular ad-hoc networks (VANET), node density is constantly
changing in both time and space. Well communication quality depends on the
nodes density. Knowing the density of the vehicle communication system is
very important for achieving better wireless communication performance. In
recent years, many researchers have proposed a resource allocation scheme
based on vehicle density. Therefore, in this paper, we introduced an acceleration
aware density estimation (VAADE) algorithm to map the relationship between
vehicle density and resource requirements. In VAADE, a car estimates the
density of the driving road according to its own velocity and acceleration in real
time. VAADE is accurate because it employs both velocity and acceleration,
which are sufficient for density estimation. The simulation results indicate that
the proposed algorithm can map the relationship between the communication
resource demands and the acceleration.

Keywords: Density estimation � Velocity and Acceleration Aware
Resource demands

1 Introduction

VANET as a promising Intelligent Transportation System (ITS) technology aims to
realize a highly reliable and low latency communication. An effective resource allo-
cation scheme can effectively improve resource utilization while reducing the likeli-
hood of transmission collisions. To this end, the researchers proposed a dynamic
allocation of resources scheme, such as based on vehicle density of one lane. Other
applications, such as traffic status monitoring, routing and distribution of data, also use
the information which is provided by density estimation to make the decision.

As an essential metric, traffic density is used in many traffic information systems
and also affects the performance of vehicular networks such as capacity, routing
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efficiency, delay, and robustness. The commonly used vehicle density estimation
scheme is designed for Infrastructure-Based Traffic Information Systems [1] (IBTIS).
However, these mechanisms are of low reliability, limited coverage, and require high
deployment and maintenance costs. The most important is that it can’t calculate density
estimate in real time. As for Infrastructure-Based density estimation algorithms are not
enough for the highly dynamic and scalable environment of VANET system. The
infrastructure-Free Traffic Information System [2] (IFTIS) was designed to provide
vehicles with an estimate of traffic density on urban roads. Thanks to most vehicles
now are equipped with built-in wireless communication capabilities, vehicle density
can be measured more accurate in real-time [3].

In this paper, the classical density estimation is introduced and simulated. As an
improvement, we proposed a local and real-time density estimation algorithm that
requires the vehicle to track its own speed and acceleration pattern, because of the
strong correlation between these two metrics and road state.

The rest of the paper is organized as follows. In Sect. 2, the relevant topics in traffic
theory are introduced. The traffic simulation environment is given in Sect. 3. Explain
and simulate the classical Artimy’s method for local density estimation in Sect. 4. Then
we proposed Velocity and Acceleration Aware Density Estimation (VAADE) in
Sect. 5. Finally, Sect. 6 gives some conclusions.

2 Introduction to Traffic-Flow Theory

There are three main quantities in traffic-flow theories: density, flow, and speed [7]. The
density k is the amount of vehicles per unit distance that pass a detector, expressed in
vehicles per kilometer per lane (veh/km/lane). The flow f means the number of vehicles
that pass an observer per unit time, presented in vehicles per hour per lane (veh/h/lane).
The speed u equals to the distance that a vehicle travel per unit time, expressed in
kilometers per hour (km/h). The relationship among the three quantities is like

f ¼ u� k: ð1Þ

Several theories attempt to define the relationships among these three variables in
(1), but no one completely done. The following is a brief introduction to the principles
most relevant to the scope of this paper.

Car-following models describe the speed-density relationship that is suitable for a
dense single lane traffic where overtaking is not permitted and assume that each driver
responds in a particular way to the stimulation of the front or rear vehicle. On the other
hand, this model do not apply in free-flow case where no communication like broadcast
occurs.

In Pipes proposed car-following model, it assumes that drivers maintain a certain
distance with neighboring vehicles. Given the relation of the following

u ¼ k
1
k
� 1
kjam

� �
; ð2Þ
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where k represents the vehicle interaction sensitivity, and kjam is the maximum traffic
density of vehicle when the road congest.

3 Traffic Simulation Environment

‘Simulation of Urban Mobility’ (SUMO) is designed to produce realistic traffic patterns
and handle large road networks as a highly portable, microscopic and continuous road
traffic simulation package. The car movement pattern in SUMO is developed by Kraub,
which is a space-continuous and time-discrete car-following model [5]. Traffic
assignment in SUMO employs the DUA-approach [6].

The traffic simulation environment we used is shown in Fig. 1. According to
SUMO’s configuration, vehicles travel in a two-lane road where overtaking is allowed.

There are three sources S1, S2 and S3, one destination D1, obviously two
T-Junctions J1 and J2. Define the maximum speed of each lane as 15 m/s (equal to
54 km/h). The junction J1 and J2 are both set with traffic light, while traffic light in J2
always be in red state, which causes an increase in vehicle density until the traffic jam
happened.

4 Local Density Estimation

In this section, we deduce a relationship for local density estimate according to the
car-following model, the NaSch-S2S model and the two-fluid model. It will be proven
that cars’ own movement pattern can be used to estimate the local vehicle density.

4.1 Density Estimation

As mentioned earlier, car-following models suggests some relationship between the
average velocity and density like Eq. (2). According to that, the average velocity can be
expressed as a function of density

u ¼ u kð Þ: ð3Þ

Fig. 1. The simulation environment
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Two-fluid theory relates the fraction of vehicles that are stopped in traffic fs to the
average speed of all vehicles [7]

u ¼ umax 1� fsð Þgþ 1; ð4Þ

where η indicates the service quality of vehicular network, umax equals to the allowed
maximum velocity on the road.

According to the definition of fs, it can be obtain by the total vehicle numbers N and
the stopped vehicles numbers Ns, which can be obtained by an external observer

fs ¼ Ns=N ð5Þ

From (2), we get the normalized vehicle density k0 is

k0 ¼ u0

k0
þ 1

� ��1

; ð6Þ

where k′ = k/kjam, u′ = u/umax and k′ = k/(umax kjam), respectively.
According to (4) and (5), the normalized average vehicles’ speed is

u0 ¼ 1� Ns

N

� �gþ 1

ð7Þ

Substituting (7) into (6), finally estimated density K is shown as following

K ¼ 1� Ns=Nð Þgþ 1

k0
þ 1

" #�1

ð8Þ

4.2 Evaluation of Local Density Estimation

Simulation using the vehicle network mentioned earlier to determine whether (8) can
provide a reasonable density estimate of various traffic conditions. In the simulation,
we calculate fs and K in each time step. Due to vehicle density variable in spaces and
time, the density measurement over the whole road segment does not reflect the local
traffic conditions experienced by vehicles. Therefore, we only estimate density of
vehicles between J1 and J2 with length of 1000 m. All the parameters in the simulation
scenario are summarized in Table 1.

In order to show the accuracy of the density estimation, comparison chart between
estimate density K and actual density k is shown below.

Figure 2 shows that (8) performs well in density estimation, but the K-k relation
deviates from a straight line at the free-flow range (k < 1/5). Within that range, (8) has
a constant value about 0.18, because of Ns = 0. In other word, (8) do better in con-
gested traffic condition while not applicable in free-flow condition.
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5 Velocity and Accelerate Aware Density Estimation

In the previous section we learned that (8) was not suitable for free-flow traffic con-
dition, only in relation to the number of vehicles and cannot reflect the vehicle’s
communication needs. Therefore, an algorithm for estimating vehicle density using
speed and acceleration is proposed.

In this paper, we defined Ds as density indicator of one road used for dynamic
resource allocation. It is clear that resource required of vehicle communication are not
only decided by the number of cars, but also with regard to the interaction frequency
between cars.

5.1 Density Estimate

Mobility model of each individual vehicle are affected by the change of traffic flow.
That means the mobility model is an excellent flow indicator used to estimate the
density of neighboring vehicles. Two examples are given to illustrate this issue.

a. In free-flow network, vehicles tend to travel at reference velocity with little devi-
ation of velocity and acceleration. In this case, drivers are more likely to keep a
constant speed unless some emergencies are recognized.

Table 1. Simulation parameters

Parameter Font size and style

Simulation time 520 s
umax 15 m/s
k 0.5557
η 0

Fig. 2. Density estimate K versus actual density k
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b. For dense network, travel pattern of some vehicle has to change frequently. A driver
tries to increase speed, while others restrict it. That means velocity and acceleration
are easily change in a short time.

In this section, Velocity and Accelerate Aware Density Estimation (VAADE) is
introduced. The estimate is done separately in each node and no more information from
other vehicles are required.

Obtain vehicle’s movement pattern information is the key of VAADE algorithm.
For example, when a vehicle is at high speed, conclusion can be drawn that the density
is low and only Basic Safe Message (BSM) are needed to be send. In other words,
frequently changes in acceleration demonstrate a denser network, maybe a traffic
accident is happened with too many event-triggered messages to broadcast. In view of
the velocity and acceleration information of a car, four cases can be defined as follow:

(A) Higher velocity, lower acceleration
(B) Higher velocity, higher acceleration
(C) Lower velocity, lower acceleration
(D) Lower velocity, higher acceleration

Case A often occurs in free-flow situation where vehicles move at high constant
speed and the variations in acceleration is approximately zero. Case B generally
happens when emergency situations is detected by a driver. Case C means driver is
moving freely. Due to the driver’s personal behavior, the network may be sparse, and
may be dense but not congested. Case D more likely to show a dense network, where
vehicle is restricted by other’s movement.

According to the discussion above, the high acceleration derivative usually indi-
cates of many vehicles nearby or some emergency occurs. In the other word, the
derivative of acceleration has a direct relationship with the density of the lane.

Ds / da
dt

����
���� ð9Þ

where a represents acceleration.
A high speed indicates a free-flow network. Thus Ds should be inversely propor-

tional to velocity, so (9) can be modified to

Ds / 1
u
da
dt

����
����: ð10Þ

Both (9) and (10) provide a simple and useful means of density estimate. Base on
the concept above, we defines a formula to indicate density of one road

Ds ¼
aj j

aui þð1�aÞui�1
1� i� n; ui 6¼ 0

1 ui ¼ 0

�
: ð11Þ
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where i equals to the time value of each time step. The value of a presents the
acceleration at time i, while u means the value of speed. A parameter a is introduced to
indicate acceleration or deceleration.

a ¼ 0 decelerate
1 accelerate

�
: ð12Þ

5.2 Evaluation of VAAED

Simulation under the network mentioned above to demonstrate whether Eq. (11)
performed well in both free-flow and congested traffic condition, especially whether it
can well reflect the communication resource needs. In the simulation, we calculate Ds

of each car on the lane between J1 and J2 in each time step, the take the average to
represent the road state. The system parameters in the simulation scenario are sum-
marized in Table 2.

From Fig. 3, we can easily obtain the relationship between velocity, acceleration
and Ds. Vehicles travel at approximately the maximum speed, while acceleration is

Table 2. Simulation parameters

Parameter Value

Simulation time 520 s
Time step 1 s

a)  Average speed         b) Average acceleration 

c) Average Ds 

Fig. 3. Density estimation
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maintained at around 0.6 during time 20 and time 100, and DS is steady in value 0.05.
This presents a sparse network with less interactive. As time goes on, road between J1
and J2 is getting denser, as more and more cars come to here without one left. During
time 100 and 200, the speed and acceleration rapidly decreased, resulting in a sharp
increase in Ds. Large acceleration deviation means frequent interaction between
vehicles, which requires more resource to broadcast or unicast. Finally, the road is in a
fully congested state with Ds equals to 1.

6 Conclusion

In this paper, we first analysis a classical density estimate algorithm, which is based on
its movement pattern. Many VANET protocols, which are depends on traffic conditions
can use this estimate to configure parameters. The simulation results show that the
algorithm is more accurate when the vehicles are stopped, but fails when the vehicle is
running normally.

Velocity and Accelerate Density Estimation (VAADE) was introduced as an esti-
mation technique which only depend on self-information. VAADE can be employed
for vehicular dynamic resource allocation based on density estimation, due to the full
use of the relationship between acceleration deviation and communication resource
demands. According to the simulation result, it was proved that VAADE performed
well under free-flow and congested traffic condition.

A future study will involve a performance analysis of vehicular system using
dynamic resource allocation based on VADDE.

Acknowledgement. This work was supported by the National Science and Technology Major
Project of MIIT under Grant 2015ZX03002009-003.

References

1. Barrachina, J., Garrido, P., Fogue, M., Martinez, F.J., Cano, J.-C., Calafate, C.T., Manzoni,
P.: I-VDE: a novel approach to estimate vehicular density by using vehicular networks. In:
Cichoń, J., Gȩbala, M., Klonowski, M. (eds.) ADHOC-NOW 2013. LNCS, vol. 7960, pp. 63–
74. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-39247-4_6

2. Jerbi, M., Senouci, S.M., Rasheed, T., et al.: An infrastructure-free traffic information system
for vehicular networks. In: Vehicular Technology Conference, 2007, VTC-2007, pp. 2086–
2090. IEEE, Fall 2007

3. Mao, R., Mao, G.: Road traffic density estimation in vehicular networks. In: IEEE Wireless
Communications and Networking Conference, pp. 4653–4658. IEEE (2013)

4. Darwish, T., AbuBakar, K.: Traffic density estimation in vehicular ad hoc networks: a review.
Ad Hoc Netw. Part A 24, 337–351 (2015). ISSN 1570-8705

5. Kai, N., Wagner, P., Woesler, R.: Still flowing: approaches to traffic flow and traffic jam
modeling. Oper. Res. 51(5), 681–710 (2003)

470 X. Luo et al.

http://dx.doi.org/10.1007/978-3-642-39247-4_6


6. Santi, P., Blough, D.M.: An evaluation of connectivity in mobile wireless ad hoc networks.
In: Proceedings of International Conference on Dependable Systems and Networks, DSN
2002, pp. 89–98. IEEE (2002)

7. Artimy, M.: Local density estimation and dynamic transmission-range assignment in
vehicular ad hoc, networks. IEEE Trans. Intell. Transp. Syst. 8(3), 400–412 (2007)

8. Shirani, R., Hendessi, F., Gulliver, T.A.: Store-carry-forward message dissemination in
vehicular ad-hoc networks with local density estimation. In: Vehicular Technology
Conference, pp. 1–6. IEEE, Fall 2009

Local Density Estimation Based on Velocity and Acceleration Aware in VANET 471



Research on Millimeter Wave Communication
Interference Suppression of UAV Based

on Beam Optimization

Weizhi Zhong(&), Lei Xu, Xiaoyi Lu, and Lei Wang

College of Astronautics, Nanjing University of Aeronautics and Astronautics,
Nanjing 210000, People’s Republic of China

zhongwz@nuaa.edu.cn, 742426820@qq.com

Abstract. To support high data rate urgent, millimeter-wave (mmWave) UAV
is considered and the beam forming technology which can further improve the
mmWave communication performance is adopted. In the scene of mmWave
communications for UAV group, the interference signal from other UAV and
the reflected signal from the airframe can cause the communication quality to
decrease. Therefore, it is very important to study the beam anti-interference
performance based on the beam optimization. In this paper, a spatial interference
channel model is established for UAV groups, and the expression of signal to
interference plus noise ratio (SINR) depended on codebook design and direction
of arrival (DOA) is obtained. Based on this, the performance of the beam
interference suppression based on codebook optimization is simulated and the
results show that the proposed optimization method can effectively suppress the
interference and improve the system performance.

Keywords: UAV � Millimeter wave � Beamforming � Anti-interference

1 Introduction

Unmanned aerial vehicles (UAVs) have received increasing attention in the past decade
[1, 2], thanks to potential applications in reconnaissance, firefighting, aerial photo,
remote sensing, disaster rescue, and others. With the increasingly mature of UAV
technology, UAV group combat model has become a new trend, and the concept of
UAV group in the field of defense and civilian has caused more and more attention.
However, real-time image transmission, spectrum sensing, heterogeneous data fusion
and other technologies employed in UAVs require large bandwidth support. For this
reason, large bandwidth is quite needed in the communication of UAVs.

Millimeter wave’s can significantly improve system capacity as abundant frequency
spectrum resource exists in the mmWave frequency band [3]. The wavelength of
mmWave is very small, which makes the antenna array can be concentrated in a very
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compact space, and because of this, the application of large-scale antenna arrays on
UAVs is possible. Therefore, UAV group communication based on the bandwidth of
mmWave gradually attracted the attention of researchers [2]. However, when consid-
ering mmWave communication, an immediate concern is the extremely high propa-
gation loss, since Friis’ transmission law states that the free space omnidirectional path
loss grows with the square of the carrier frequency. Fortunately, the small wavelength
of mmWave signals also enables greater antenna gain for the same physical antenna
size [4]. In addition, the Doppler effect as a result of UAV movement may not be
catastrophic when high gain directional transmission is used [5]. For these reasons,
mmWave UAV communications needs to be realized by large-scale array antenna.

For UAV group internal communication, the performance is affected by the more
serious interference, mainly from signal send by other UAVs and the phenomenon of
signal reflections and scattering [3, 6]. As a result, the degree of the interference is
closely related to the relative position of UAV and the density of the UAV groups. In
the past, there have been few studies on mmWave UAV communications, especially
for beamforming interference suppression and real-time beam matching. Therefore, in
this paper, for the UAV group communication environment, the interference charac-
teristics are analyzed, the spatial interference channel model is established, and
according to these, the SINR associated with the codebook and the direction of the
DOA is obtained. Hence, the interference suppression based on codebook optimization
is simulated and analyzed, which is the basis for the improving of beam optimization
algorithm.

2 Interference Channel Model in UAV Group Environment

2.1 UAV Communication Scene

A typical UAV cellular network is shown in Fig. 1, where the base station (BS) is
mounted on a flying UAV in the air, and mobile stations (MS) are distributed at low
altitude or on the ground. The UAV group contains two kinds of communication links,
one is responsible for UAV control and state information transmission, and the amount

Fig. 1. UAV communication scenario
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of data transmitted on this link is small. The other one is the information transmission
link, which plays a major role in the mission implementation. On this link, large video
monitoring traffic data from many camera sensors need to be collected and sent to other
UAVs. Therefore, mmWave technology is mainly used in the second link. For infor-
mation transmission link, when the commander establishes a contact with a UAV, the
multipath reflection of the transmitted information and the information from other
UAVs become the source of interference. Then, according to the specific position of the
UAV, the interference model is modeled and the transmission channel coefficient is
determined, and based on this the SINR is achieved.

2.2 The Interference Model of UAV Group

Let the signal of interest as dðtÞ, the arrival direction of it is hd , and the signal of
unexpected can be expressed as ijðtÞ; j ¼ 1; 2; . . .; J, these undesired signals are
regarded as interference. The noise on each channel is the additive white Gaussian
noise (AWGN), with mean equal to 0 and the variance of r2: Under the above con-
ditions, the received signal of the specified UAV can be described as follow

yðtÞ ¼ wHxðtÞ

¼ wH hddðtÞwd þ
XJ
j¼1

hjijðtÞwj þ nðtÞ
" #

ð1Þ

Where nðtÞ is the AWGN with mean 0 and variance r2, w is the receiver beam
weight vector, and wx denotes beam weight vector of the transmitter. hd is the channel
state parameter of the desired signal, hj is the channel state parameter of the interfering
signal, both can be expressed as

hd ¼ kdaðhAdÞ aðhDdÞ½ �H

hj ¼ kjaðhAjÞ aðhDjÞ
� �H

(
ð2Þ

Where kx ðx 2 fd; jgÞ represents the channel amplitude, hAx and hDx are the angles
of transmit (AOA) and the direction of arrival (DOA) of the desired signal and the
interference, respectively.

aðhÞ denotes the array response, which can be expressed as

aðhÞ ¼ ½1; e�j2pk d sin h; � � � e�j2pk dðM�1Þ sin h� ð3Þ

Where M is the number of elements. As shown in formula (1), the received signal
contains not only the desired signal but also the interference and the noise from other
UAVs. Therefore, the expression of the SINR is very important for the measurement of
the interference, and can lay the foundation for the future design of the interference
suppression scheme.

According to the received signal expression in formula (1), the average received
power of the N samples of the received signal can be described as
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PðxÞ ¼ 1
N

XN
t¼1

yðtÞj j2

¼ 1
N

wHhdwd

�� ��2XN
t¼1

dðtÞj j2 þ 1
N

XJ
j¼1

wHhjwj

�� ��2XN
t¼1

ijðtÞ
�� ��2 þ wH

�� ��2 1
N

XN
t¼1

nðtÞ:
ð4Þ

Therefore, according to formula (4), the SINR can be expressed as

SINR ¼
1
N wHhdwdj j2P

N

t¼1
dðtÞj j2

1
N

PJ
j¼1

wHhjwj

�� ��2PN
t¼1

ijðtÞ
�� ��2 þ wHk k2 1N

PN
t�1

nðtÞ
: ð5Þ

As shown in Eq. (5), the value of SINR depends on the noise and interference.
When the noise value is constant, the interference item determines the value of SINR.
The number of disturbances is related to the weight of the beam design and the number
of interference. Meanwhile, the numerical value of interference depends on the quantity
and density of the UAVs, and weight wm depends on the codebook design. Therefore,
optimizing the codebook is critical to the interference suppression.

3 Uniform Linear Array Beam Optimization for mmWave

There are three kinds of millimeter-wave beam optimization methods. The first one is
loading-window designing method, that is, changing the amplitude without adjust the
direction, and achieving the side lobe suppression by amplitude-weighted. The second
one is based on the optimization of the codebook design, that is, through the codebook
design [8], to obtain better beam characteristics and array gain. The third one is window
function based codebook design, that is, fusion window function and codebook design
to improve the performance of the interference reduction.

3.1 Beam Optimization Based on Window Function

In this paper, the uniform linear array (ULA) is adopted. The structure of the antenna is
shown in Fig. 2.

Fig. 2. Structure of the ULA
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xm stands for antenna array element, and h represents the AOA [6], the time delay
of the m-th element is expressed as follow

smðhÞ ¼ �ðxm sin hÞ=c;m ¼ 0 : M � 1: ð6Þ

The beam response can be described as

pðhÞ ¼ wHaðhÞ ¼
XM�1

m¼0

w�
me

�jwsmðhÞ ¼
XM�1

m¼0

w�
me

j2pkmd sin h: ð7Þ

Where wH is the weight vector, which can be a window function, or a codebook
design, and this is the focus of the paper. aðhÞ is the array response.

Window function optimization is to suppress the side lobes by the design of the
weight vector wH , which is only associated with amplitude changing. Common win-
dow functions have many different window types, such as binomial weighting function,
Hamming weighting function, Hanning window function and Blackman window
function. The optimization results of the window function is shown in Fig. 3. The
comparison between the Chebyshev window and the uniform window is shown in
Fig. 3(a), and the simulation results of the Hanning window and the uniform window is
shown in Fig. 3(b). Through the window function optimization, the sidelobes can be
effectively inhibited and the main lobe gain is improved. The simulation results also
show that, the Chebyshev window and the Hanning window make the main lobe width
changed.

3.2 Beam Optimization Based on Codebook Design

The optimization of normalized weight vectors is an important part of codebook
design. codebook W ¼ w1; . . .;wK½ � 2 CM�K is consisted of K beamforming vectors
wm, which produced by phase shifter, and wm ¼ w1; . . .;wM½ �T2 CM : Every element in
the matrix is expressed as
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wm ¼ ejum ;um 2 0; 2p=2B; . . .; 2pð2B � 1Þ=2B� �
: ð8Þ

In formula (8), B can be any integer, and the two codebook designs mentioned
below are based on the change in B.

Taking the design of the beam codebook in the IEEE802.11.3c standard as an
example, in which the beam vectors are given by column vectors of the following
matrix

wðm; kÞ ¼ jfix
m�modðkþðK=2Þ;KÞ

K=4

� 	

m ¼ 0 : M � 1; k ¼ 0 : K � 1;
ð9Þ

Where M is the number of elements, and K denotes the number of beams. The
function fix() returns the biggest integer which is smaller or equal to its value. M ¼
mod(x,y) is defined as x� n1y, where n1 is the nearest integer less or equal to x=y. The
essence of the 3C codebook is that it composes of four complex numbers with a phase
interval of 90°. To meet the low power consumption and complexity requirements, the
codebook changes the phase shift without adjusting the amplitude, and its beam pattern
is shown in Fig. 4(a).

This paper also introduces an improved N-phase codebook design scheme [4],
which is an extension of the 3C codebook. Compared with the 3C codebook, the phase
interval between the N-phase codebook weights is further reduced, the beam is finer
and the sidelobe gain can be further suppressed. The N-phase beam codebook can be
expressed as follow

wðm; kÞ ¼ ej
2p
N fix

m�modðkþ ðK=2Þ;KÞ
K=N

� 	

m ¼ 0 : M � 1; k ¼ 0 : K � 1
ð10Þ

(a) 3C codebook (b) N phase codebook
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N represents the number of phases. Figure 4(b) shows the beam pattern generated
by the N-phase codebook when N = 8.

The simulation results show that the beam phase adjustment can be done by
codebook design, while the sidelobe interference of N phase codebook is significantly
smaller than that of 3C codebook, and the performance can be improved remarkably. In
[8], the design principle of complex codebook is introduced systematically, and the
codebook scheme for surface antenna is also proposed. It is proved that the codebook
design is one of the most important idea to solve the beamforming problem in future
development [9].

3.3 Codebook Design Based on Window Function

Figure 5 is the beam pattern of 3C codebook and N phase codebook after the win-
dowing. Figure 5(a) is the beam pattern of 3C codebook with Chebyshev window, and
Fig. 5(b) is beam pattern of N phase codebook with Chebyshev window. Figure 5(c) is
the beam pattern of 3C codebook with Hanning window, and Fig. 5(d) is the N phase
codebook with Hanning window. Combined with Fig. 3 it is not difficult to find that,
the codebook design with the window function can not only change the beam direction,
but also further inhibit the sidelobes. Certainly, it needs further analysis to determine
the specific performance changes.
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4 Interference Suppression of UAV Group Based on Beam
Optimization

Based on the above expression of SINR and the beam optimal design schemes, in this
section, the interference suppression method for UAV group communication based on
beam optimization is simulated and discussed.

As shown in Eq. (5), the SINR is related to the weight vector wm, and when the
noise is constant, the interference can be effectively suppressed by optimizing the
weight of the codebook. As shown in Sect. 3, the codebook design based on window
function has better interference suppression effect compared to the simple loading-
window and codebook design. Therefore, based on the derived SINR expression, the
interference suppression performance of various codebook optimization schemes can
be simulated and analyzed.

The simulation conditions are as follows. Assuming that other UAVs are randomly
determined by the Poisson distribution around the command machine, the communi-
cation channel does not consider the attenuation and other factors, and only the exis-
tence of AWGN is taken into account. The interference mainly comes from other UAV
communication signal, and the interference signal power setting is the same. The
signal-to-noise ratio (SNR) is set to a certain value, and the anti-interference perfor-
mance of the system under different beam optimization schemes is studied by
increasing the number of UAV interfering devices from 1 to 50. The simulation
parameters are shown in Table 1.

It is known in expression (5) that the SINR decreases as the interference increases.
The number of disturbances is closely related to the density of the UAVs group and the
number of interference. The interference power depends on the transmission power and
the distance between the UAVs. When the number of disturbances and interference
power is constant, the SINR of the received signal can be influenced by the optimized
design of the beam.

As shown in the Fig. 6(a), the interference suppression performance of the win-
dowless N-phase codebook is better than that of the 3C codebook without window. As
the N-phase codebook is designed with more phase values, then better beam pattern can
be obtained and the shortage of the 3C codebook is overcame. N-phase codebook with
any window has the better performance than both N-phase codebook without window

Table 1. Communication parameters in UAV group

Signal frequency 60 GHz

Signal transmission rate 100M bit/s
Bandwidth of the signal 1.08G
Channel condition Gaussian channel with SNR = 10 dB
Relative rate between UAVs 0 m/s
Location distribution of UAVs Poisson distribution
Type of antenna Transmitter-no directional antenna; Receiver-antenna array
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and 3C codebook with the same window. It happens as the improving of the side-lobe
suppression enhances the anti-interference performance [4]. As shown in Fig. 6(b),
among the all optimization schemes, N-phase codebook based on Hanning window has
the best interference suppression ability.

5 Conclusion

UAVs group communication based on millimeter-wave is now widely concerned by
researchers. However, the interference among the UAVs has significant influence on
system performance. Therefore, focusing on the millimeter-wave UAVs communica-
tion, this paper establishes the spatial interference channel model of the UAVs group,
obtains the SINR expression based on the codebook and the direction of the DOA, and
then several typical optimization schemes is proposed. Simulation results show that, the
proposed optimal scheme can further depress the interference and effectively improve
the communication performance.
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Abstract. Many real communication networks possess space stereo multi-layer
structure and the data transmitted in these networks is asymmetric. As the
network resource is limited and resource allocation scheme is one of the most
effective ways to promote the network performance, it is of great interest to
explore a resource allocation strategy that can highly utilize the network
resource and further improve the network capacity. In this light, the global
dynamic one-step-prediction resource allocation (GDORA) strategy for the
space stereo multi-layer data asymmetric scale-free network under the estab-
lished directly proportional network framework is introduced in this work.
Compared with the node degree and node betweenness resource allocation
strategies, the GDORA scheme can achieve much higher network capacity and
promote the network performance effectively.

Keywords: Capacity � Multi-layer network � Scale-free � Resource allocation

1 Introduction

The researches related to the complex network [1–3] have opened a new way to explore
the traffic dynamics for the real communication networks. Recently, an interesting way
to promote the network performance has been drawn more attention by researchers,
which can be classified as network resource allocation strategy. In continuous flow
level, a capacity distribution scheme is introduced in [4], including flow rate adjustment
and network capacity rearrangement. However, in many real communication networks,
such as self-organization sensor networks, the data transmission is in the form of packet
and restricting the flow generation rate may influence the process of data collection and
transmitting. A capacity allocation scheme by utilizing the node degree is presented in
[5], and it was applied to the shortest path routing and local routing strategies.
Meanwhile, as the betweenness can comprehensively describe the situation of packet
delivery of nodes in the network, in [6], the resource allocation method based on the
node betweenness is proposed. And also, another traffic resource allocation scheme
grounded on the node betweenness is introduced in [7], and it proved that the shortest
path routing scheme can bring the improvement for the network capacity.
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However, in the real communication networks, such as self-organized wireless
sensor network, the sensors are distributed to the observation area randomly and the
data generated by sensors is not uniform, the hot region is the interested area, which
means that many nodes may deploy in the hot region, and these nodes will generate
much more proportion of packets created by the network and deliver more packets to
the sink node than the other nodes located in the disinterested region. The network is in
the form of asymmetric data network. As the link from sensor nodes to their sink node
is one-one correspondence, there are limited links between sensor nodes in the hot
region and their sink node. It is obvious that by using the resource allocation scheme
based on the node degree, these sink nodes may become bottleneck nodes easily. On
the other hand, when utilizing the resource allocation scheme based on the node
betweenness, after the selection of the source node, the nodes on its routing path to the
destination will be considered in the model, and the resource for nodes will be
pre-allocated before the packets arrived and the packets that go through one node
cannot arrive at the same time, which means that some allocated resource is wasted.

At the same time, many real communication networks are self-organized and space
stereo multi-layer [8]. Meanwhile, as the observation area usually consists of interested
region and disinterested region, the data transmission in the network is asymmetric.
Therefore, it is of great interest to explore a resource allocation scheme that can further
improve the network capacity for the data asymmetric space stereo multi-layer network.
Actually, no matter what kind of resource allocation method is used, its essence is how
to deal with the packets accumulated in the nodes reasonably. Thus, starting from this
view of point, in this paper, the global dynamic one-step-prediction resource allocation
(GDORA) scheme is introduced to further improve the network performance.

2 Traffic Model

As many real communication networks are self-organized and stereo multi-layer in
space, the space stereo multi-layer network structure described in [8] is used in this
work, where the traffic model of space stereo multi-layer data asymmetric network is
made up of three layers: upper layer, lower layer and inter-layer, and as the coverage of
each node in the net is finite, the upper layer and lower layer are parted into several
districts, source nodes in the lower layer will deliver the information to their destination
nodes located in the upper layer through the corresponding inter-layer based on the
given routing strategy. As the particularity of scale-free network, the data congestion
appears easily in this kind network and many researchers spend a lot of energy on
improving the scale-free network capacity. Similar to the properties of real communi-
cation networks, it easily can be seen that the nodes in the upper layer not only establish
links to the nodes in the upper layer, but also set up links to the lower layer. Accordingly,
the nodes in the upper layer will possess more possibilities to be congestion nodes. So,
this work will mainly focus on the resource allocation scheme for the nodes in the
scale-free upper layer. Meanwhile, for the nodes in the real network is usually
self-organized, they may be deployed in the form of Peer-to-Peer or hierarchical [9, 10],
then, this work further expands the study of space stereo multi-layer network on the
resource allocation schemes, and investigates two kinds of network topologies for space
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stereo multi-layer data asymmetric scale-free network: (I) upper layer is Hierarchical,
inter-layer is Hierarchical and lower layer is Peer-to-Peer. (II) upper layer is Hierar-
chical, inter-layer is Peer-to-Peer and lower layer is Peer-to-Peer. Without loss of
generality, this work uses the BA model [11] to generate the hierarchical network based
on the node degree K, and uses the ER model [12, 13] to generate the Peer-to-Peer
network connecting two of them randomly with N nodes, until the conditions are sat-
isfied. The shortest path routing strategy [7] is used in this work.

To evaluate the performances of introduced resource allocation scheme, in this
work, the order parameter [7, 13, 14] is used

gðRÞ ¼ lim
t!1

DNp
� �

RDt
ð1Þ

where DNp ¼ NpðtþDtÞ � Np tð Þ is the packets that stay in the network during time
width Dt;Np tð Þ is the total number of packets in the network at time step t, <> means
the average. When there is no congestion, the network is in the free step and η(R) is
around 0. With the increase of packet generation R created by the network, the network
will be in the congestion step and η(R) is obviously larger than zero. Therefore, the
critical packet generation value R that makes the η(R) around 0 can be used to evaluate
the network capacity.

3 Global Dynamic One-Step-Prediction Resource Allocation
(GDORA) Strategy

When the network works, it will generate R new packets and deliver them from source
nodes to the destination nodes in each time step based on the given routing path. As the
observation area could be interested region or disinterested region, network is data
asymmetric space stereo multi-layer network. That is, the generation and distribution of
R new packets on nodes in the lower layer are not uniform. Nodes in the lower layer
located in the hot region may generate more part of R newly generated packets. As the
network resource is limited, this work assumes that the total packets handling ability of
the network is H and the handling ability of each node is Hi. When the new packets
generated at time t − 1, they will reach to its next hop node according to the routing
strategy at time t, then, the global dynamic one-step-prediction resource allocation
strategy for the nodes located in the upper layer can be denoted as

HiðtÞ ¼ PbiðtÞ
PN

j¼1
Pgjðt � 1Þ

H ð2Þ

where Pbi(t) is the number of packets accumulated in the buffer of node i in the upper

layer at time step t, and
PN

j¼1
Pgjðt � 1Þ is the sum of generated packets of N nodes in the

lower layer at time step t − 1.
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To realize the global dynamic one-step-prediction resource allocation scheme, the
number of packets Pbi(t) will include the number of packets Bvi(t) that will be delivered
to the node i in the upper layer network and the number of packets Bri(t) that cannot be
delivered to its next hop node for the limitation of delivery ability. Accordingly, the
number of packets Pbi(t) that used on resource allocation can be expressed as

PbiðtÞ ¼ BviðtÞþBriðtÞ ð3Þ

From the global dynamic one-step-prediction resource allocation strategy, it can be
seen that if there are more packets accumulated in nodes, there will be more resource
allocated to them.

4 Simulations and Discussions

As mentioned before, nodes deployed in the interested region may generate more
proportion packets generated by the network. This work assumes that the nodes in the
lower layer which are the neighbors of nodes with larger node degree in the upper layer
generate more part of R newly created packets. Under this directly proportional situ-
ation, the performances of GDORA, node degree and node betweenness resource
allocation strategies are investigated. To realize the positive proportional environment,
the following scheme is used:

(i) Sort the sequence for the nodes in the upper layer based on the number of links.
(ii) Let those upper layer top Packet_scale_percent percent nodes’ neighbor in the

lower layer generate more part of R newly created packets.

To realize the step (ii), the parameter Packet_scale is used to promote the packet
generation probability for these upper layer top Packet_scale_percent percent nodes’
neighbor located in the lower layer.

In this work, the upper layer and the lower layer are assumed to be divided into 4
square districts, and each district is unit length. Both the network sizes in the upper
layer and lower layer are N and these nodes are distributed randomly. The topology
average is executed to evaluate η(R). The resource allocation is proportional to the node
degree for node degree resource allocation scheme. The total packets handling ability
of the network H is equal to the network size N. The Packet_scale = 1.5,
Packet_scale_percent = 30% and the network size N = 300. The average degree of
upper layer is 7 and the average degree of inter-layer is 4.

Figure 1 shows the order parameter η(R) vs R for the node degree, node
betweenness and GDORA resource allocation strategies, where the constructions of
upper layer and inter-layer are both hierarchical. It can be seen that the performance of
η(R) is node degree resource allocation strategy < node betweenness resource alloca-
tion strategy < GDORA resource allocation strategy. Under the directly proportional
situation, the nodes in the hot region will generate more part of R newly created packets
to their destination nodes. Along with the growth of the newly created packets R by
network, the number of generated packets may larger than the established links and the
number of accumulated packets may exceed the node’s processing ability easily for
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node degree resource allocation strategy. Then, the nodes in the upper layer cannot
resist the influence of data asymmetric generation, and the congestion will easily occur
in the network, so the network capacity is low. For the node betweenness resource
allocation scheme, if more packets go through one node, more network resource will be
assigned to this node. Then, under the directly proportional circumstance, with the
growth of the newly created packets R by network, nodes will obtain reasonable net-
work resource to handle the network congestion. However, as mentioned before, the
packets that go through one node cannot arrive at the same time, some network
resource is wasted. Different from the two former strategies, the GDORA scheme gets
the highest network performance. For the GDORA strategy, the packet handling ability
of one node is based on the number of packets accumulated in this node. The whole
network resource will be distributed proportionally to the accumulated number of
packets that need to be handled in one node. Consequently, the network capacity is
further improved.

Figure 2 gives the order parameter η(R) vs R for three kinds of resource allocation
strategies. The network structure of upper layer is hierarchical and the inter-layer is
Peer-to-Peer. From Fig. 2, it can be seen that the performance tendency of η(R) is still
node degree resource allocation strategy < node betweenness resource allocation
strategy < GDORA resource allocation strategy. When the inter-layer network
framework is Peer-to-Peer, the distribution of network structure is homogenous cor-
responding to the hierarchical network structure. Subjecting to the restriction of node
degree allocation scheme, in the Peer-to-Peer inter-layer network frame, the packet
processing ability assigned to node is still very low, thus, the network capacity is poor.
Corresponding to the node degree resource allocation scheme, even though the dis-
tribution of network links in the Peer-to-Peer inter-layer network structure is more
uniform, however, based on the properties of node betweenness, the node betweenness
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Fig. 1. The order parameter η(R) vs R under different resource allocation strategies. The upper
layer and inter-layer are both hierarchical.
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resource allocation strategy still perform better than node degree resource allocation
strategy. From Fig. 2, it can be seen that the GDORA scheme still gets the highest
network performance. This result profits from the features of GDORA strategy, where
the network resource allocation essence is the number of packets that one node needs to
be handled rather than the packets routing path or the number of links.

For the congestion is also an interesting characteristic for the network, then, the
packet probability distribution P(K) vs node degree K is investigated for GDORA
strategy when the network is in the congestion phase under two kinds of network
frames. From Fig. 3(a) and (b), it can be found that for different node degree K, the
distribution of packet probability P(K) is asymmetric, and when the network is in the
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Fig. 2. The order parameter η(R) vs R under different resource allocation strategies. The upper
layer is hierarchical and the inter-layer is Peer-to-Peer.
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Fig. 3. The packet probability distribution P(K) vs node degree K in the congested network for
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congestion situation, the packets may have higher probability to accumulate in the
nodes with small node degree. This indicates that when the network congestion hap-
pened, the nodes with small node degree may bring greater impact on the network
capacity than the other nodes.

5 Conclusion

Many real communication networks are space stereo multi-layer and how to improve
the network capacity has been widely studied. As the reasonable utilization of network
resource is one of the most effective ways to promote the network performance, the
resource allocation schemes have been drawn more attention recently. In this paper, the
GDORA resource allocation strategy is introduced for the space stereo multi-layer data
asymmetric scale-free network and the directly proportional circumstance is estab-
lished. The resource allocation of GDORA strategy is based on the number of packets
accumulated in the node’s buffer. Numerical simulation results show that the GDORA
strategy reaches much high network capacity compared with the node degree and node
betweenness resource allocation strategies. As the network resource allocation is
important on promoting the network performance, such insights might be useful on
investigating the real communication networks in the future.

Acknowledgments. This research was supported by the Youth Science Funds of Shandong
Academy of Sciences, China (2014QN032), the Natural Science Foundation of Shandong Pro-
vince (ZR2015YL020), the Special Fund for Marine Public Welfare Scientific Research
(201505031), Qingdao Entrepreneurship and Innovation Leading Talent Project (13-CX-23,
13-CX-24).

References

1. Zhang, X., Chen, B.Z.: Study on node importance evaluation of the high-speed passenger
traffic complex network based on the structural hole theory. Open Phys. 15, 1–11 (2017)

2. Hu, X.B., Gheorghe, A.V., Leeson, M.S., Leng, S., Bourgeois, J., Qu, X.B.: Risk and safety
of complex network systems. Math. Probl. Eng. 1–3 (2016)

3. Cai, K.Q., Tang, Y.W., Zhang, X.J., Guan, X.M.: An improved genetic algorithm with
dynamic topology. Chin. Phys. B 25, 128904 (2016)

4. Xia, Y.X., Hill, D.: Optimal capacity distribution on complex networks. EPL 89, 58004
(2010)

5. Yang, H.X., Wang, W.X., Wu, Z.X., Wang, B.H.: Traffic dynamics in scale-free networks
with limited packet-delivering capacity. Phys. A 387, 6857–6862 (2008)

6. Gong, X.F., Kun, L., Lai, C.-H.: Optimal resource allocation for efficient transport on
complex networks. EPL 83, 28001 (2008)

7. Ling, X., Hu, M.B., Long, J.C., Ding, J.X., Shi, Q.: Traffic resource allocation for complex
networks. Chin. Phys. B 22, 018904 (2013)

8. Xie, W.H., Zhou, B., Liu, E.X., Lu, W.D., Zhou, T.: Global forward-predicting dynamic
routing for traffic concurrency space stereo multi-layer scale-free network. Chin. Phys. B 24,
098903 (2015)

488 W. Xie et al.



9. Abidoye, A.P., Azeez, N.A., Adesina, A.O., Agbele, K.K.: UDCA: energy optimization in
wireless sensor networks using uniform distributed clustering algorithms. Res. J. Inf.
Technol. 3, 191–200 (2011)

10. Monica, Sharma, A.K.: Comparative study of energy consumption for wireless sensor
networks based on random and grid deployment strategies. Int. J. Comput. Appl. 6, 28–35
(2010)

11. Barabási, A.L., Albert, R.: Emergence of scaling in random networks. Science 286, 509–512
(1999)

12. Erdős, P., Rényi, A.: On the evolution of random graphs. Publ. Math. Inst. Hung. Acad. Sci.
5, 17–61 (1960)

13. Zhuo, Y., Peng, Y.F., Liu, C., Liu, Y.K., Long, K.P.: Traffic dynamics on layered complex
networks. Phys. A 390, 2401–2407 (2011)

14. Arenas, A., Díaz-Guilera, A., Guimerá, R.: Communication in networks with hierarchical
branching. Phys. Rev. Lett. 86, 3196–3199 (2001)

Global Dynamic One-Step-Prediction Resource Allocation Strategy 489



Machine Learning Based Key Performance
Index Prediction Methods in Internet

of Industry

Haowei Li1, Liming Zheng1, Yue Wu2(&), and Gang Wang1

1 Communication Research Center, Harbin Institute of Technology, Harbin
150080, China

lihw10@qq.com, {zheng,gwang51}@hit.edu.cn
2 Management School, Harbin Institute of Technology, Harbin 150080, China

wuy@hit.edu.cn

Abstract. The Internet of industry (IoI) has been well advanced in modem
factory accompanying with increasing application of sensor network. The
industry intelligent is just basing on techniques of IoI and industry data analysis
and predication. In this paper, both the training process, in which the modeling
between the input of environment and technological parameters and the output
of key performance index (KPI) is built, and the functional process, where the
model built in training process and current is used for KPI predication. Both
multivariable linear regression and nonlinear BP neural network model are
employed and verified with authentic data set.

Keywords: Internet of industry � Industry intelligent � Machine learning
Neural network � Predication

1 Introduction

The Internet of industry driven by the wireless sensor network and industry data
analysis are promoting the progress of the modern industry [1]. The modern industry
with Internet of things (IOT) supported, which is the use of IOT, machines and other
production facilities can be accessed to the internet by industrial enterprises to build a
cyber-physical systems (CPS). Therefore, the real-time data information can be per-
ceived, transmitted and processed intelligently, so as to achieve the real-time moni-
toring, early warning of the production process, optimal allocation of production
resources and intelligent management.

The IOT has been greatly developed along with the integration of China’s indus-
trialization and information. IOT has various forms. According to the information
acquisition, transmission, processing and dimension of utilization, the IOT can be
divided into four layers: perceptual recognition layer, network transport layer, data
intermediate layer and integrated application layer [2]. Among which, the data inter-
mediate layer is responsible for data aggregation, management and intelligent analysis.
The IOT has the characteristics of high real-time, large amount of data, heterogeneous
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data sources etc. Internet data is one of the most important sources of big data and IOI
data processing is the core of industrial intelligence systems.

In different industries, especially the Internet, the data is getting larger and larger.
The traditional way is almost impossible to effectively find patterns to improve pro-
ductivity today, only computers can be used to complete many complex missions.
Machine learning can automatically learn programs from data. As a result, this rising
discipline has become more and more important. It has been widely used in web search,
spam filtering, recommendation systems, advertising, credit evaluation, fraud detection,
stock trading and drug design and data mining etc. According to a recent report by the
McKinsey Global Institute, machine learning (also known as data mining or predictive
analysis) will drive the next round of innovation [3, 4]. This paper explores the
application of machine learning methods in the prediction of IOI.

2 Predictive Modeling Method

2.1 Multivariable Linear Regression Model

Regression analysis was put forward by Galton in the late nineteenth century. The
simplest method is linear regression, which is a regression analysis of the relationship
between one or more independent variables and dependent variables, using least
squares function of linear regression equation. Linear regression with only one inde-
pendent variable is called simple linear regression. However, in practice a variable is
usually affected by many factors, simple linear regression is not enough to achieve the
purpose of solving problems. Multivariable linear regression modeling (MLRM) is a
model with more than one independent variable. The general expression of MLRM is
as follows:

Y ¼ b0 þ b1x1 þ b2x2 þ . . .þ bpxp þ e; e�Nð0; r2Þ: ð1Þ

Where, x1; x2; . . .; xpðp� 2Þ are the value of independent variables. Y is dependent
variable, b1; b2; . . .; bp are model coefficients and e is random error.

If conduct n observations, the data collected by the n groups of samples is
xi1; xi2; . . .xip; Yi ði ¼ 0; 1; . . .; n; n[ pÞ can be expressed in the form of matrix as
follows:

Y ¼

Y1
Y2

..

.

Yn

2

6
6
6
6
6
4
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7
7
7
7
7
5

; X ¼

1
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.
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..

.
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. . .

. . .

. . .
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.
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..
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6
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7
7
7
7
7
5

: ð2Þ

Where, Y ¼ Xbþ e is called linear regression data model, X is the design matrix
and e is the error vector which meets the random conditions.
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The propose of linear regression is to find the mean square error of linear function
on x1; x2; . . .; xp:

EðYÞ ¼ b0 þ b1x1 þ b2x2 þ . . .þ bpxp: ð3Þ

Where, QðbÞ ¼ Y � Xbk k2 is minimum unbiased estimator, that is, the regression
equation:

Ŷ ¼ b̂0 þ b̂1x1 þ b̂2x2 þ . . .þ b̂pxp : ð4Þ

The least squares estimation of b is defined as b̂ ¼ ðXTXÞ�1XTY , through which
the unbiased estimator of Y can be obtained.

2.2 Nonlinear BP Neural Network Model

In late 80s, the error back-propagation algorithm (BP algorithm) [6] and its application
in artificial neural network learning process had greatly promoted the development of
machine learning, and led the development of statistical machine learning model trend
until now. Researchers found that with back-propagation algorithm, the artificial neural
network model can automatically correct its parameters in the training process, making
neural network model fit the training data to a greater degree. Using a large number of
training samples, the neural network can be trained to learn statistical rules to predict
unknown events. This kind of machine learning model based on statistical rules shows
great superiority in many aspects, compared with the previous methods based on
artificial rules. Although during this period, artificial neural network can also be
referred to as multilayer perceptron, but in fact it is a shallow model, which contains
only a layer of hidden nodes.

BP neural network has three layers: input layer, hidden layer and output layer. One
topology of an ordinary BP neural network is shown in the following figure:

The learning process of a BP neural network can be represented by Fig. 1. The
process consists of forward propagation of input data and back propagation of error.

x1

x2

xi

xn

V W y1

y2

yj

ym

z1

z2

zk

zq

Fig. 1. Topological structure of BP neural network.
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The direction of forward propagation is from the input layer through the hidden layer to
the output layer. Forward propagation processes data layer by layer, the state of each layer
of neurons only affects the next layer of neurons. Then at the output layer the neurons
compare the actual output with the desired output, if the result does not match, the
deviation between the actual output and the desired output is calculated, which will be
transmitted back. When the deviation is returned to the input layer, the weights and
thresholds of each neuron in the hidden layer aremodified so as tominimize the deviation.

vki is the weight between the input layer and the hidden layer, wjk is the weight
between the hidden layer and the output layer, f1 is the transfer function of the hidden
layer and f2 is the transfer function of the output layer. Then the output of the hidden
layer and layer node can be defined as:

zk ¼ f1ð
Xn

i¼0

vkixiÞ; k ¼ 1; 2; . . .; q: ð5Þ

yj ¼ f2ð
Xq

k¼0

wjkzkÞ; j ¼ 1; 2; . . .;m: ð6Þ

The number of learning samples x1; x2; . . .; xp is p. Assuming the actual output of
the l sample is ylj, expected output is tlj. Then the deviation between the actual output
and the expected output of the l sample is:

El ¼ 1
2

Xm

j¼1

ðtlj�yljÞ2: ð7Þ

The global deviation produced by p samples is:

E ¼
Xp

l¼1

El ¼ 1
2

Xp

l¼1

Xm

j¼1

ðtlj�yljÞ2: ð8Þ

The change of weight:

Dwjk ¼ �g
@E
@wjk

¼ �g
@

@wjk
ð
Xp

l¼1

ElÞ ¼
Xp

l¼1

ð�g
@El

@wjk
Þ; g 2 ð0; 1Þ: ð9Þ

Where, η is the learning rate, which needs to be chosen properly. The system will
be unstable if η is too large. η being too small will lead to long training time and slow
convergence. η is generally chosen between 0.01 and 0.8.

Deviation signal is defined as:

dlj ¼ � @El

@Sj
¼ � @El

@yj

@yl
@Sj

: ð10Þ

Where, Sj is the net output of summation unit of output layer of neurons.
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@El

@yj
¼ @

@yj
½1
2

Xm

j¼1

ðtlj � yljÞ2� ¼
Xm

j¼1

ðylj � tljÞ: ð11Þ

@yl
@Sj

¼ f 02 ðSjÞ: ð12Þ

From to Eqs. (10)–(12):

dlj ¼
Xm

j¼1

ðtlj � yljÞ f 02 ðSjÞ: ð13Þ

Also:

@E
@wjk

¼ @E
@Sj

@Sj
@wjk

: ð14Þ

Then:

@E
@wjk

¼ �dljzk ¼ �
Xm

j¼1

ðtlj � yljÞ f 02 ðSjÞzk: ð15Þ

From Eq. (9) and Eq. (15), it can be seen that the weight of the output layer is
changed:

Dwjk ¼
Xp

l¼1

ð�g
@E
@wjk

Þ ¼ g
Xp

l¼1

Xm

j¼1

ðtlj � yljÞ f 02 ðSjÞzk: ð16Þ

Similarly, the change of hidden layer weights:

Dvki ¼ g
Xp

l¼1

Xm

j¼1

ðtlj � yljÞ f 02 ðSjÞwjkf
0
1 ðSkÞxi: ð17Þ

The purpose of building the whole network is achieved by changing the weights of
each neuron in the hidden layer.

3 Performance Simulation

In this paper, we used a set of 7 input 2 output food IOI data. Input is 7 performance
indicators collected by the IOI sensor, which is: temperature, humidity, drying time, the
original ratio, processing time of raw materials and other industrial and environmental
parameters. The output value y1 is the water content of the product, y2 is nutritional
content and data set size is 5000. Multiple linear regression model and BP neural
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network model were used to analyze the data. Fitting model is used to the prediction
test of data and the mean square error (MSE) is used to evaluate the performance of the
two different models. 3725 data is used for model learning and 1225 data is for
verification.

Figure 2 is the result of the model training process using multiple linear regression
method. The ordinate is the key index value and the abscissa is data record index for
the validation of data set, where the blue line is the true value, the red line is the fitting
output value. It can be seen that the fitting values of y1 and y2 converge to the true
values except for very few peak values.

Figure 3 shows the results of the validation using a multiple linear regression model
in the workflow. The ordinate is the residuals of the predicted and true values of the key
indicators and the abscissa is data record index for the validation of data set. It can be
seen that the residual is basically 0, but the residual value is larger on more discrete
points, which affects the overall prediction performance.

Figure 4 shows the output result of the model training process using BP neural
network. It can be seen that under the conditions of nonlinear model, the fitting values
of y1 and y2 also converge to the true values in addition to very few peak values.

Fig. 2. Fitting value and real value of y1, y2 in Multivariable linear regression model (Color
figure online)

Fig. 3. Residual error between predicted and real values in multivariate linear regression model
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Figure 5 shows the results of the application of the model training process using
multiple linear regression. It can be seen that the residual is basically 0. The peak value
whose residual is larger is significantly reduced, compared with the linear multiple
regression model. The prediction results are much better than the linear method.

Table 1 shows the quantitative comparison of the mean square error between
multiple linear regression model and BP neural network model during the training and
working stage. It can be seen that the nonlinear BP neural network model can achieve
better mean square error performance both in the training and working stage. The
neural network model is improved by 43% and 37% respectively compared with linear
model, especially the output value y2.

Fig. 4. Fitting value and real value of y1, y2 in BP neural network model

Fig. 5. Residual error between predicted and real values in BP neural network model

Table 1. The comparison of multiple linear regression model and BP neural network model.

MSE (y1/y2) Multiple linear regression mode BP neural network model

Training stage 10.0/20.5 7.5/11.1
Working stage 9.9/23.1 9.3/14.5
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4 Conclusion

This paper discusses the application of machine learning methods in IOI. The multiple
linear regression model and the nonlinear BP neural network model are introduced. The
application of the two models above in the prediction of key performance indicators in
IOI is given. At last, the model is validated by the real production environment data.
The quantitative comparison of the mean square error of the linear method and the
nonlinear method is given. Through the analysis and simulation, it is proved that the
nonlinear BP neural network model can greatly improve the performance compared
with the linear multiple regression.
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Abstract. Characteristics of LEO satellite networks, like dynamically changed
topological structures, limited on-board resources, and longer communication
delay, have brought new challenges to the construction of satellite networks. By
analyzing existing routing models for satellite networks, this paper proposes an
auction-gaming-based routing model for LEO satellite networks, based on the
DTN protocol and against such characteristics. By making use of an auction
model, it takes space propagation loss, residual storage space of a node, and
routing hop counts as important bases for routing selection. Analysis shows that
besides the routing function, this model also plays an active role in avoiding
“selfish” satellite nodes, as well as in relieving network congestion.

Keywords: Auction gaming � LEO satellite networks � Routing model

1 Introduction

LEO satellite networks have been taken seriously due to their unique advantages.
However, their existing characteristics, such as dynamically changed topological
structures, limited node resources, and longer communication delay, have brought
about many problems to be solved during construction of such networks, and routing is
just a highlighted one of these problems.

The routing technology is critical to the network construction. Some proposals were
given to solve the problem. Chang et al. [1] advanced a routing algorithm based on the
finite-state automation (FSA), which shielded the dynamic nature of topological
structures to simplify the computation, but resulted in poor adaptation to emergent
situations of networks, as well as in bigger demand for on-board storage resources.
Ercetin et al. [2] put forward a probabilistic routing protocol (PRP), which reduced the
number of times of call interruption and routing redefinition due to routing switching,
but increased the call blocking rate and the probability of network congestion. Lee and
Kang [3] proposed a hierarchical QoS routing protocol (HQRP), which reduced call
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interruption through optimization of the switching process and considered optimization
of channel resources, but increased network overhead and lowered the whole network
efficiency. Taleb [4] proposed an explicit load balancing routing algorithm (ELB), with
which routing was selected under the condition that the load of the next link was
known, and when links were congested, other satellites would be informed to lower the
sending speed to reduce network congestion. However, this algorithm would fail in the
case of severe congestion. Besides above methods, typical satellite routing algorithms
also include ALBR [5], DRA [6], CEAARS [7], etc.

It is hard to tell which one of the above algorithms is more advantageous, because
each has a different emphasis, as well as its own characteristics in different application
environment. This paper proposes an auction-gaming-based routing model for LEO
satellite networks, based on the DTN protocol. By fully using periodicity of topological
structures of LEO satellite networks, this model divides dynamically changed topo-
logical structures into relatively static time slots and then introduces auction gaming
into such time slots to solve routing problems of LEO satellite networks. Meanwhile, it
avoids selfish nodes in networks to the greatest extent, and also prevents network
congestion due to excessive resource consumption of individual nodes.

2 Definition of the System Model

2.1 Topological Structures of LEO Networks

Different from computer networks on the ground, LEO satellite networks have
movable nodes, resulting in changeable topological structures. However, satellites
move strictly along defined orbits, producing periodical and predictable changes in
relevant topological structures. Therefore, during the research on routing of satellite
networks, relevant strategies are generally adopted to shield the dynamic nature of
such topological structures, and abstract static models are used instead for research.
At present, relevant strategies mainly include the virtual topology strategy [8], virtual
node strategy [6] and division of coverage domains [9]. This paper adopts the virtual
topology strategy, which discretizes the dynamic topological relationship of satellite
network nodes, and divides a complete running cycle of a satellite network into
several time slots [t0,t1], [t1,t2], [t2,t3], [t3,t4], ……, [tn,tn-1]. The topology of a
satellite network is considered to be fixed in each time slot, and it only changes at
time nodes of t1, t2, t3 … tn.

Satellite nodes in a network store not only their own status information, but also
status information of adjacent satellite nodes related to the routing. Such status
information includes communication distances, residual node storage space, node hop
counts to the destination, etc., which is stored in satellite nodes as tables. These tables
will change periodically as the topological structure of the satellite network changes.
By taking the satellite node of v1 as an example, Table 1 shows some status infor-
mation of its adjacent satellite nodes, within the time slot of t.
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2.2 Definition of the Routing Problem

The key part of this research is to set up a reliable and highly efficient spatial routing
path by designing an incentive mechanism to boost cooperation between nodes.
The LEO satellite network studied by this paper is based on DTN, and the basic
store-and forward routing mode is adopted. Therefore, the routing problem can be
converted into a problem to find the proper store-and-forward nodes.

As shown in Fig. 1, in a LEO satellite network, multiple paths are available for
selection when a node generates data and needs to send them to the destination. The
first step for path selection is to select the suitable node for data forwarding among
multiple neighbor nodes, with a process similar to the item auction in real life.
Therefore, it is possible to abstract the selection of a forwarding node as an auction
gaming process [12, 13], in which the data source node is considered as a buyer of
forwarding services, while its neighbor nodes are considered as sellers of such services.
As shown in Fig. 2, in general cases, multiple forwarding nodes will be used before
data can be sent to the destination, and therefore auctions will be repeated for many
times. Every time an auction is finished, except the data-forwarding node, other nodes
will not participate in the next auction, and this data-forwarding node will turn from the
seller into a buyer in the new auction, which will repeat until the destination node is
reached.

Table 1. Information table of a satellite node

Adjacent
satellite nodes

Communication
distance
(Unit: km)

Hop counts through this neighbor
node to the target

Satellite
storage space
(Unit: MB)

v2 d2 h2 m2
v3 d3 h3 m3
v4 d4 h4 m4

Fig. 1. Schematic drawing of data auction
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3 Definition of the Routing Auction-Gaming Model

As mentioned above, the routing problem is abstracted as a data auction process. In this
section, gain rules related to such auctions are defined, and gain models of both the
source and the forwarding nodes are described.

3.1 Definition of Gain Rules

In a routing auction model, a data-sending node is considered as a buyer, while its
neighboring nodes that have participated in an auction before are considered as sellers.
Such sellers provide the buyer with data forwarding services, and the buyer determines
the forwarding node by selecting the best among various service prices offered by these
sellers. The destination node will provide expense compensation for nodes involved in
data transmission. During data forwarding, the forwarding success rate is introduced to
avoid selfish nodes. The higher the success rate, the higher the gains. On the contrary,
the lower the success rate, the lower the gains. Detailed gain rules of relevant nodes are
listed as follows:

(1) During the whole routing process in a LEO satellite network, involved nodes can
be classified into three types: data source nodes, forwarding nodes and destination
nodes;

(2) If a satellite node doesn’t belong to any one of three types mentioned in (1), its
gain is 0;

(3) For a source node, its gain comes from the compensation provided by a desti-
nation node;

(4) For a forwarding node, its gain can be divided into two parts, which are gains
obtained during two gaming processes of data reception and transmission
respectively;

(5) For a destination node, it has no gain, and it only pays for services of other nodes;
(6) Deduction of relevant costs is needed to get final gains of a source and a for-

warding node.

(a) (b)

Fig. 2. Sketch of local satellite network connection
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3.2 Definition of an Auction Bid

Price is the fundamental factor to determine a data-forwarding node. The auction model
in this paper defines the price of data forwarding services based on link quality and
node status, and a source node selects the lowest bid to determine the forwarding node.
A bid includes the satellite link quality and the data-forwarding rate of a node, which
are two critical points influencing the routing auction model. Relevant definitions are
shown below:

Definition 1: link quality of a LEO satellite network is represented as:

rijðtÞ ¼ LijðtÞ
100

þ hjðtÞþ mip

mjðtÞ ð1Þ

where LijðtÞ ¼ 32:44þ 20 log dijðtÞþ 20 log fi means the spatial propagation loss pro-
duced during data transmission from the satellite node of vi to satellite node of vj at the
time oft; dijðtÞ refers to the distance between nodes of vi and vj at the time of t hjðtÞ
means the hop counts that the node of vi needs at the time of t to reach the destination
node while through the node of vj, and its value depends on the scale of the LEO satellite
network; mjðtÞ means the residual storage space of vj at the time of t; mip means volume
of data that needs to be transmitted. The bigger the value of rijðtÞ is, the poorer the link
quality is. On the contrary, the smaller this value is, the better the link quality is.

Definition 2: the data forwarding rate is defined as:

siðtÞ ¼ pisðtÞ
pirðtÞ ; ð2Þ

where pisðtÞ means the sum total of data packages sent by the satellite node of vi up to
the time of t; pirðtÞ means the sum total of data packages received or generated by the
satellite node of vi up to the time of t.

According to above definitions, a bid for forwarding services, which is composed
of the satellite link quality and the data-forwarding rate, can be represented as:

cijðtÞ ¼ rijðtÞ
sjðtÞ ; ð3Þ

which means the routing service price provided by the node j, at the time of t, for the
node i. The price is in direct proportion to the link quality, while it is in inverse
proportion to the data forwarding rate.

The network studied in this paper is based on the DTN protocol, with basic routing
mode of “store – carry – forward”. If node storage space is 0 or smaller than data to be
received, routing can’t be done. Therefore, neighboring nodes that don’t have enough
storage space to meet requirements of data reception will not participate in bidding.

After all neighboring nodes place their bids, the data source node will select the
node with the lowest price for data forwarding, and at this time, the expense that the
data sending node needs to pay is:
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oikðtÞ ¼ min cikðtÞ k 2 Ni; ð4Þ
where Ni is the set of neighboring nodes of the node i. The selected node will trade
with the price of oiðtÞ.

3.3 Gain Model for Source Nodes

A source node generates data, and then completes data transmission once. It plays as a
routing buyer in the auction model. Suppose that every time the source node sends
units data, the destination node will give corresponding compensation. Then, the
sending node uses such compensation to pay for forwarding expenses and meanwhile
obtains certain gains. The compensation is represented by g. For simplicity, suppose
that the cost of data generation and transmission of a source node is 0, and therefore the
gain function of the source node, i, is:

uiðtÞ ¼ g � mip � oiðtÞ k 2 Ni; ð5Þ

where mip means the data volume sent by the source node; g � mip means the total
compensation obtained from the destination node. If g � mip\ ¼ oiðtÞ, the source node
has a negative gain, and at this moment it will refuse to send data as there is no
incentive. Therefore, a destination node must provide suitable compensation: higher
prices for key source nodes and lower prices for subordinate source nodes. In addition,
as the data forwarding rate is introduced, the source node will improve the success rate
as much as possible in order to obtain more gains. It can be said that this mechanism
not only improves network routing efficiency, reduces network loads and relieves
network congestion, but also avoids selfishness of satellite nodes.

3.4 Gain Model for Forwarding Nodes

Suppose the node of vj is selected for data forwarding and vj is not a destination node.
Thus, its gains include two parts. The first part is the forwarding expenses paid by its
prior node, when the node serves as a seller. The second part is the compensation
obtained during a new auction, when the node serves as a source node, a buyer.

(1) Gains of a forwarding node as a seller

The forwarding node of vj will be paid for data reception, with a price of ci;jðtÞ.
Besides, the received data will take up certain storage space of the node, which means
the cost of the forwarding node. Therefore, the gain function can be represented as:

uj1ðtÞ ¼ cijðtÞ � mjr

mjðtÞ ; ð6Þ

where mjr is the received data volume, and mjðtÞ is the residual storage space of the
node before it receives the data packages.
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(2) Gains of a forwarding node as a buyer

When the forwarding node, vj, sends data, it becomes the buyer for forwarding
services in a new auction. This new auction has the same process as the last one, except
that the prior node vi is not involved any more. Therefore, the gain function for node vj
as a buyer can be represented as:

uj2ðtÞ ¼ g � mjp � ojðtÞ; ð7Þ

where ojðtÞ means the trade price between node vj and its neighboring nodes during the
second gaming process; mjp is the volume of data packages to be sent. Therefore, the
total gain of node vj in routing is the sum of gains obtained during data receiving and
forwarding processes, which can be expressed as:

ujðtÞ ¼ uj1ðtÞþ uj2ðtÞ ð8Þ

4 Analysis of the Routing Model

According to formulas defined in Sect. 3, major factors that influence satellite node
gains during the routing process include free-space propagation loss of electromagnetic
waves, node storage space, and path hop counts. Values of the three factors will
directly influence gains of spatial nodes, and further influence selection of routing
nodes. This section focuses on relationships between the three factors and node gains as
well as routing selection.

As shown in Fig. 2, a local part of a LEO satellite network in a time slot of t is
taken for analysis, which is abstracted as an undirected graph shown in Fig. 2(b). In
this graph, v1, v2, v3, v4, v5 and v6 are six satellite nodes, among which v1 is a source
node and v6 is a destination node. The line between any two nodes means an available
communication link between the two satellites, and two nodes without a line in
between can’t communicate with each other directly. When the node of v1 generates
data and needs to send such data to the destination node of v6, its neighboring nodes
will participate in auction gaming. Hop counts of v1, through v2, v3 and v4, to the
destination are 2, 1 and 1 respectively. Suppose that the data volume of the source node
is 100 MB, and the compensation that the destination node has to pay for transmission
of 100 MB data is g. Then, influences of spatial propagation loss, hop counts and
residual storage space on node gains and routing can be studied based on conditions
mentioned above.

4.1 Analysis of Node Bids

Suppose that the change interval of spatial propagation loss is [100, 500] that the
change interval of residual node space is [1, 9], and that satellite nodes have two data
forwarding rates of 70% and 90% respectively. Thus, changes in bids of v2, v3 and v4
can be shown in Figs. 3 and 4.
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From the Fig. 3, bids of the node v2 increase as the spatial propagation loss
increases, while decrease as the residual storage space increases. Under the same
conditions, the higher the data forwarding rate is, the lower the bids are.

As nodes of v3 and v4 have the same hop counts, they will have consistent changes
in bids for routing services. From the Fig. 4, under the condition of the same hop
counts from a node to the destination, the bigger the residual space of a node is and the
smaller the free-space propagation loss is, the lower the bid of a node is, and otherwise
the higher the bid is. Compared with the Fig. 3, it can be seen that under the same
conditions, the bigger the hop counts, the higher the bids.

4.2 Analysis of Node Gains and the Routing Process

Suppose that nodes of v2, v3, v4 and v5 in the network model have status parameters
shown in Table 2, and that receiving data volume equals to sending data volume during
the data transmission between nodes. Then, gains of nodes can be analyzed through a
simple simulation of routing selection.

(a) Forwarding rate of 70% 

(b) Forwarding rate of 90%

Fig. 3. Bid changes of v2
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As mentioned above, there are three paths from the source node to the destination:
v1 ! v2 ! v3 ! v4 ! v5 ! v6 and v1 ! v4 ! v6. After comparison of node gains,
obtained through above formulas, under the three conditions, the selected path is

(a) Forwarding rate of 70%  

        (b) Forwarding rate of 90%

Fig. 4. Bid changes of v3 and v4

Table 2. Scene parameter table for data analysis

Node
parameter

Free-space
propagation loss

Residual
storage space

Hop counts to the
destination

Data
forwarding
rate

v2 220 400 2 80%
v3 270 500 1 80%
v4 170 400 1 90%
v5 170 300 1 80%
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v1 ! v4 ! v6. See Table 3 for details. The selection of routing is converted into a
game to find the cost-optimal forwarding services. By comparison, the node v1 selects
the node with the lowest bid for data forwarding. Lower bids mean better forwarding
services, which refer to lower spatial propagation loss, more residual storage space, and
few number of times of forwarding. It can be concluded that the source node can find a
suitable data forwarding path after repeated gaming.

5 Conclusions

This paper solves the routing problem in a LEO satellite network by introducing an
auction-gaming model, converts the routing selection into a process to find forwarding
services with the lowest price, and introduces four important parameters related to
network service quality, including spatial propagation loss, residual storage space of
nodes, data forwarding hop counts, and data forwarding rate of satellite nodes, into the
decision-making process for neighboring node bidding so as to determine relations
between various parameters and forwarding service bids through model analysis. In
addition, routing selection is done and gains of various nodes are analyzed through this
model. Theoretically, this model can avoid selfish nodes in a network, and meanwhile it
can also prevent nodes with inadequate space from forwarding data, effectively
relieving congestion of the network.

In future work, comparative analysis between this model and other routing models
for satellite networks will be conducted through network simulation tools. Moreover,
this model will be further improved so as to fully exert its advantages in solving routing
problems, reliving network congestion, and enhancing network efficiency.
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Abstract. The micro-Doppler (m-D) provides valuable information for the
motion parameters extraction and the target recognition of space targets. To
address the issue of estimating the motion parameters of precession warhead
targets, a new method based on the m-D spectrum of the top and the bottom of
the cone is proposed in this paper. In this method, the m-D features of the cone
target are firstly extracted by calculating the first-order moments of the
time-frequency distribution of the echo signal. Then, the motion parameters of
the target are roughly estimated by the Fourier transformation of the m-D curve.
Based on the rough estimation, the search method is employed to estimate the
motion parameters of the cone target precisely. The validity of the proposed
method is verified by the analysis data.

Keywords: Procession cone target � micro-Doppler features � Search method
Precession parameters estimation

1 Introduction

Space target recognition is a key part of ballistic missile defense system. From launch
to landing, the flight phase of the ballistic missile includes boost stage, middle section,
and reentry stage. In the boost phase and reentry stage, the target flying time is short,
and the missile defense system must complete target identification in a short time to
implement effective interception. There is still no reliable solution to this problem.
While the middle section is the longest flight time of the missile, and the space
environment is relatively simple. Therefore, the current research of ballistic missile
identification mainly focuses on the middle section [1]. In order to improve the sur-
vivability of missile and interfere with the work of missile defense system, the ballistic
missile will take penetration measures such as releasing decoys and electromagnetic
interference. In addition, at the end of the boost stage, the warheads and the propeller
rockets will produce some debris, including booster rockets, mother cabins, etc. Thus,
the target group in the middle section of the trajectory includes warhead targets, debris,
bait and false targets, which fly at roughly at the same speed to form a diffuse threat
band. The task of identifying the target in the middle target is to determine the position
of the warhead target from the target group.

Micro-motion feature are often used to identify warhead targets. In order to ensure
the reentry angle of attack, the warhead target is usually oriented by spin in the middle
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flight. When a spinning warhead target is disturbed, such as the release of the decoy or
the separation of the projectile and rocket, certain precession or nutation occurs.
However, the non-attitude control systems such as bait, decoy and debris usually do not
have regular micro-motion features. Because the micro-motion features of warhead
target are of great value to distinguish warhead and decoy. Therefore, the extraction of
target micro-motion features from radar echoes and the estimation of micro-motion
parameters have received extensive attention in the radar community [2–4]. The main
tasks can be divided into two categories: the first is to extract target micro-motion
features from wideband radar echoes, and the other is to extract target micro-motion
features from narrowband radar echoes. Although the theory and method of the target
precession parameters based on wideband radar echo are more studied, the technologies
of narrowband radar system are more mature. The m-D spectrum of the target [5] can
be obtained by narrow band radar, so it is of great practical significance to study target
precession parameter estimation algorithm based on m-D spectrum.

2 Radar Echo Signal Model of Precession Cone Target

Radar observation of the precession of the cone-shaped target is shown in Fig. 1.
Establish reference coordinate system O-XYZ: take the target centroid as the origin,
and take the cone precession axis as the Z axis, and the cone top direction is the Z axis
forward. Define the Y-axis and the initial time cone symmetry axis coplanar, and
perpendicular to the Z axis. The X axis is determined by the right hand criterion. The
angle between the target symmetry axis and the Z axis is the precession angle h. The
target is spinning at an angular velocity wr, and simultaneously coning at an angular
velocity wc. The azimuth of the radar line of sight in the reference coordinate system is
v. a is the mean angle of view, which represents the angle between the radar line of
sight and the Z axis of the precession axis.

X

θ
α

cωZ

Y

LOS

O

Fig. 1. The cone-shaped target model

510 M. Wang et al.



As defined by the coordinate system, the unit vector of the precession axis in the
reference coordinate system is: ~e ¼ 0 0 1½ �T , the unit vector of radar sight in the
reference coordinate system is: ~n ¼ sin a cos v sin a sin v � cos v½ �T . Precession
can be divided into two components, the rotation of a symmetrical axis and the rotation
of the precession axis. Under the radar observation, the radial distance variation of P at
any point of the precession cone target is investigated.

The position of P in target body coordinate system is~r0 ¼ x y z½ �T , and P in the
reference coordinate position is ~r1 ¼ X Y Z½ �T . Because of the precession of the
target body, the coordinate transformation from the ontology coordinate system to the
reference coordinate system is composed of three parts: the initial transformation
matrix, the spinning transformation matrix and the coning transformation matrix. The
initial conversion transformation matrix refers to the conversion of the target initial
position to the reference coordinate system. As defined by the coordinate system, the
reference coordinate system is obtained by the h angles around the X axis from the
initial time ontology coordinate system. The initial transformation matrix can be
expressed as follows.

Rint ¼
1 0 0
0 cos h sin h
0 � sin h cos h

2
4

3
5: ð1Þ

At time t, the rotation matrix caused by the cone rotation can be represented as

Rc tð Þ ¼ expðŵ tÞ: ð2Þ

where ŵ ¼ wc ê and ê is the skew symmetric matrix formed by the unit vector~e of the
precession axis. According to the Rodrigues equation, the cone rotation transformation
matrix (2) can be simplified as

Rc tð Þ ¼ Iþ êsinwctþ ê2ð1� coswctÞ ¼
coswct � sinwct 0
sinwct coswct 0

0 0 1

2
4

3
5: ð3Þ

Similar to the coning transformation matrix, the rotation matrix of the target spins
about the symmetry axis can be expressed as

Rs tð Þ ¼ Iþ û sinwrtþ û2ð1� coswrtÞ: ð4Þ

where û is the skew symmetric matrix formed by unit direction vector ~u of the spin
axis, the spin axis is the target symmetry axis. In the target body coordinate system:
~u ¼ 0 0 1½ �T . Combining (4), the spin transition matrix can be obtained

Rs tð Þ ¼
coswrt � sinwrt 0
sinwrt coswrt 0

0 0 1

2
4

3
5: ð5Þ
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Then the position of P in the reference coordinate system is

~r tð Þ ¼ RC tð Þ � Rinit � Rs tð Þ �~r0: ð6Þ

Therefore, the radial distance from the radar to P is

~r tð Þ ¼ R0 þ RC tð Þ � Rinit � Rs tð Þ �~r0½ �T �~n: ð7Þ

Assuming that the scattering characteristics of the target can be represented by
N equivalent scattering centers. Considering that the scattering center is an isotropic
echo model, and rn is the scattering intensity of the nth scattering center. The fun-
damental frequency form of the forward target radar echo can be expressed as

s tð Þ ¼
XN
n¼1

rn exp j2pf0
2rn tð Þ
c

n o
: ð8Þ

According to the definition of m-D, the electron micrograph of the nth scattering
center of the precession target is

f nmD ¼ 1
2p

du tð Þ
dt

¼ 2
f0
c

d
dt
rn tð Þ

� �
: ð9Þ

3 Precession Parameter Estimation

3.1 Initial Value Estimation of Precession Parameters

It can be seen from the above, the radar baseband echo signal of the precession target is

s tð Þ ¼
XN
n¼1

rn exp j2pf0
2rn tð Þ
c

n o
: ð10Þ

Then the time-frequency analysis is done with short time Fourier transform (STFT):

S t; fð Þj j ¼
XN
n¼1

Sn t; fð Þj j2 þ 2
XN

a;b¼1;a6¼b

Sa t; fð Þj j Sb t; fð Þj j cos Kra tð Þ � Krb tð Þð Þ: ð11Þ

Sn t; fð Þ ¼ 2Dsrn exp �jKrn tð Þð Þ exp �j2pftð Þ sin c 2pDs f � f nmD tð Þ� �� �
: ð12Þ

where K ¼ 4pf0=k, 2Ds is the width of the window function for STFT [6]. According
to [7, 8], the instantaneous frequency of the signal is the first-order moments of the
time-frequency distribution:
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f tð Þ ¼
R
f s t; fð Þj j2dfR
s t; fð Þj j2df : ð13Þ

f tð Þ ¼
R
f s t; fð Þj j2dfR
s t; fð Þj j2df ¼ 1

Aj j2 4Ds2AA2
k

XN
n¼1

f nmD tð Þ
 !

: ð14Þ

The instantaneous frequency of the target is equal to the linear superposition of the
m-D frequency of the scattering points of the target. Through the spectral analysis of
f tð Þ, we can get wr, wc, wrþwc. According to the prior knowledge of the space cone
target, there is wrþwc[wr[wc, so the initial value of the spinning angular velocity

and the coning angular velocity of the target can be determined as dwr1, dwc1. At this
point, the accuracy of the estimated spinning frequency and coning spin frequency is
limited by resolution, and the frequency resolution of the time-frequency plane is

Df ¼ 1=T : ð15Þ

where T is the accumulation time.

3.2 Optimal Value Estimation of Precession Parameters by Search
Method

Based on the initial values, radar parameters and the observation time of the target, the
maximum estimation error is determined as Dwc and Dwr. Suppose that

cwc 2 dwc1 � Dwc;dwc1þDwc
h i

, cwr 2 dwr1 � Dwr;dwr1þDwr
h i

, and h
^
2 [0, 90°].

For any point P (x, y, z) on the target, the distance of the point and the echo signal can
be obtained according to (7) and (8) respectively. Then the mean square error (MSE) of
the echo signal and the real echo signal under this search parameters is calculated.
When the estimate is consistent with the true value, the MSE reaches the minimum;
otherwise, the MSE will increase. Therefore, the optimal estimation parameters can be

determined according to the MSE of the estimated value and the true value dwr1, dwc1,
and h.

4 Simulations

The simulation circumstance is set up as follows: the radar frequency f0 = 10 GHz. For
the cone target, it is 2 m high, the bottom radius is 0.2 m, the distance between the
center of mass and the center of the base is 0.4 m, the spin frequency is 3 Hz, the
coning frequency is 1 Hz, and the precession angle h = 18°. The azimuth angle of the
radar line of sight in the reference coordinate system a = 50°, and the mean angle of
view v = 270°. The precession parameters of the cone target are estimated by using the
cone vertex P1 (0, 0, 1.6 m) and the bottom edge scattering point P2 (0, −0.2 m,
−0.4 m). The radar sampling frequency is 1 kHz, the signal accumulation time is 2 s,
and the Gaussian white noise is added to the echo, and SNR = 10 dB.
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(1) Comparison of the calculated m-D spectra and the m-D spectra obtained by STFT.

The m-D spectrum of the precession target obtained by the simulation in Fig. 2 is
basically consistent with the calculated m-D derived by the ideal formula. Thus, the
correctness of the precession model can be explained, which lays a good theoretical
foundation for the extraction of the following precession parameters.

(2) The first-order moment method is used to estimate the instantaneous frequency of
signals and to estimate the spinning and coning frequencies by Fourier transform
roughly.

Figure 3 shows the instantaneous frequency of the signals. The three amplitude
maximum are selected. The above theory shows that they correspond to the spinning
frequency, coning frequency and the sum of the two frequencies respectively.
According to a priori knowledge of the spatial cone target, the spinning frequency and
the coning frequency is greater than the spinning frequency, and the spinning frequency
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Fig. 2. The calculated m-D spectrum
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is greater than the coning frequency. Figure 5 is obtained by partial amplification of
Fig. 4. Therefore, the spinning frequency 3 Hz and the coning frequency 1 Hz can be
estimated roughly.

(3) Accurate estimation of precession parameters by search method.

When the signal accumulation time is 2 s, the frequency estimation error is 0.5 Hz.
The spinning frequency is searched in the range of 0.5 to 1.5 Hz based on the
above-mentioned rough estimation of the spinning frequency and the coning frequency,
and the spinning frequency is searched in the range of 2.5 to 3.5 Hz. The precession is
searched in the range of 0–90°. The frequency step is 0.05 Hz, and the precession angle
step is 1°.

As can be seen from Figs. 6, 7 and 8, the minimum of the MSE of the estimate and
the true values is obtained at the spinning frequency of 3 Hz. Therefore, the spinning
frequency of the cone target can be accurately estimated to be 3 Hz, which is exactly
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the same as the model parameter set. Similarly, the coning frequency and precession
angle of the cone target are 1 Hz and 18° respectively.

In general, the spinning frequency, coning frequency and precession angle esti-
mated by the search method are exactly the same as those set in the model. The method
provided in this paper can be effectively used in estimating the parameters of preces-
sion cone target.

5 Conclusion

In middle section of flight phase, for the common warhead with cone top and cone
bottom, only the cone top scattering center and an equivalent scattering center on the
cone bottom can be visible. A new method for estimating the precession parameters of
a cone target based on the m-D spectrum of two scattering centers is proposed. The
specific expressions of the m-D spectrum of the target cone top and the cone bottom
scattering center of the precession cone are theoretically analyzed and deduced, and
then a new method for estimating the parameters of the target precession is designed.
Finally, the validity of the proposed method is verified by the simulation data.
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Abstract. This paper presents a solution for the predictions of flowering times
concerning specific types of flowers. Since flower blooms are necessarily related
to the local environment, the predictions (in months), are yielded by using
machine learning to train a model considering the various environmental factors
as variables. The environmental factors, which are temperature, precipitation,
and the length of day, contribute to the chronological order of flowering periods.
The predictions are accurate to a fraction of a month, and it can applied to
control the flowering times by changing the values of the variables. The result
provides an example of how data mining and machine learning presents itself to
be a useful tool in the agricultural or environmental field.

Keywords: Flowering time � Machine learning � Data mining

1 Introduction

Understanding the patterns of nature and making use of it is a topic that is both
practical and fascinating in the modern era. Not until the year 1996 did the American
scientists applied the technology of genetic engineering and put the products into mass
production. By studying and engineering a specific crop or plant, people understand the
traits of living plants. Plants, just like humans, respond to a variety of environmental
changes; the results of the responds are expressed directly on the exterior part of the
plant through the accelerating or tardiness of the growth of leaves, the chronological
delay or outstrip of flower blooms, or the time of the last stage of fruit maturity.

Flowers, tend to show more stability than those that are incapable of flowering in
terms of the cycle that plants follow. Flowering plants rigidly follows the cycle of seed,
germination, growth, reproduction, pollination, and seed spreading. The ultimate goal
of any flowering plant is to reproduce fertile offsprings, and by flowering, those plants
become capable of receiving or giving pollen to itself or other flowers in the same
species [4]. After pollination, the flowers fall down from the plant, and the seed that
carries the next generation replace the part where the flowers were. The seeds
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eventually grows into the prosperity of the original plant while the original plant goes
on through the cycle of life once again.

The context that this paper focuses on is the flowering month of specific flowers.
Every plant that goes through the process mentioned above have a flowering period,
and in which the plant form the process of reproduction through seed spreading, and
this period lasts from 1 to 6 months depending on the plant discussed. Despite so, the
flowering month mentioned in this project is concerned with the average month of the
year between the month that it starts flowering and the time it falls. For example, if the
dahlia flower starts blooming in January and fall in March, the flowering month is set to
be February (Fig. 1).

Plants in nature take in a lot of different influences, and the time that it flowers can
vary directly or implicitly determined by these influential factors. Wind, interference of
insects or animals, and even the quality of air can affect the growth of a plant; the
determination of which factors are the foremost of all that influence significantly to the
flowering month of a plant can be a challenging problem. After making observations on
the ten different types of flowers in different climatic environments that this research is
based upon, a consensus is reached: the flowering time of the year for plants is
extremely dependent on various factors: temperature, precipitation, and sunshine
(length of day). These are the major independent variables in terms of the flowering
time. The same observation also eliminated the effect of wind along with other factors
due to their inconsequential effect that it would not change the flowering process by
more than half a month. Finally, a conclusion is drawn that the major independent
factors are the temperature, precipitation, and the length of day.

But of course, the effect of these factors contribute quite differently on distinct types
of flowers. The effect exerted by temperature on cherry blossom might have a far more
significant effect on the flowering month than it exerts on frangipani. It is indeterminant

Fig. 1. Flowering time and temperature
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that if one factor exert a more significant influence than the other one. Furthermore, the
impact of the same variable on two distinct flower types can have astonishingly distinct
effects. For example, the lack of watering for sunflower might not be a big thing while
iris definitely can not withstand a dry environment.

Due to the fact that the influence of each factor is different as mentioned in the
previous paragraph, the amount of influence they can exert is believed to be a constant,
and this constant, or fixed amount of influence is somewhat similar to the coefficient of
a variable in a function. This suggests that people can look at the month of flowering of
a plant as a function of several variables: type of flower, temperature, precipitation, and
length of day. Furthermore, a rough model can be build based on these variables; this is
viable, and more importantly, practical. Because researchers can use the model to
estimate the month of flowering if they input the four variables that are requisite in
terms of yielding a result. Nevertheless, since this model contains four separate vari-
ables, it is not a viable way to figure out the relations through manual calculations.
Also, the correlations between the separate variables can yield a unique effect on the
final result.

In this paper, we present a complete approach to model the flowering time using
both data mining and machine learning techniques. A hybrid system (i.e., mobile and
web) has been built to expose the prediction functionality to end users.

The rest of the paper is organized as follows: In Sect. 2 we explain the 3 major
challenges that occurred in predicting the flowering month; Sect. 3 provides the
solutions to solve for these problems with technical details; Sect. 4 demonstrates the
experiments conducted to improve the accuracy of the prediction; Sect. 5 presents the
related work, while Sect. 6 summarizes the project by giving a conclusion and pro-
viding future work directions.

2 Challenges

2.1 Challenge 1: The Diversity of Data Factors

As mentioned in Sect. 1, different types of flowers tend to bloom at different times in
distinctive locations. For example, the flowering month of Cherry Blossom in Fuzhou
Fujian, China in the year 2016 is promptly at April, but the flowering month for the
same type of flower in Matsumae Hokkaido, Japan is around May [REF]. The location
differences contribute to these distinct factors. In 2016, Fuzhou had a yearly average
temperature of 69.25 Fahrenheit, a monthly average precipitation rate of 4.63 in., and
an average length of day of 13 h. In the same year, Matsumae had different factors:
temperature at 47.92 F, precipitation at 0.5 in., and the length of day at 12.25 h. Thus,
the first challenge here is how to package these data factors in a way that leads to an
effective prediction model.

2.2 Challenge 2: The Inefficiency of Processing Data Manually

Based on some of the flowering data factors mentioned above, it is a common mis-
conception that the higher the temperature, bigger the precipitation, and the longer the
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length of day, the cherry blossom would bloom earlier. However, the problem often
involves a large number of data, and it is time-consuming and error-prone to dig into
the data and decide the effect of each manually.

Furthermore, the multi-dimensions of the data makes an infeasible task to accu-
rately model manually. In the traditional way of manually doing this problem,
researcher have to build 10 models of flowers in terms of the variables x, y, z, and this
suggests that each model has to contain 3 separate equations of these three variables. In
this case, the traditional method of manually working our way through is excluded
from the solution methods. An alternative way of processing data needs to be found.

2.3 Challenge 3: The Unpredictable Variance of Factors Weight

Another similar challenge concerning the factors is that it is hard to understand the
weight of each factors in terms of the impact to the flowering time. Apparently some of
the factors weight less than others due to the fact that some flowers can blossom even in
extreme environment. In general flowering time researches, researchers tend to directly
look at the data and decide on the trend that flowers follow, but if the research becomes
specific and needs accurate data for the month of flowering, the general analysis would
not be very useful.

2.4 Challenge 4: The Difficulty of Selecting the Appropriate Training
Model

After figuring out how we can solve the previous challenges, the question becomes
what is the most accurate model that the predictions can be based upon. In other words,
what type of regression should the research data be fitted in. Since the weight of factors
represent the coefficients of the variables, the model represent the general equation
which the data take form in. In this case, the data can be fit into various models, such as
exponential model or linear model. The challenge is to acquire a model which yield the
most accurate results.

3 Solution

In order to provide a solid solution that everyone can have access to, we have
developed a machine learning approach to predict the flowering time based on a
number of factors. The solution has been implemented in both a web-and a
mobile-based application.

3.1 Data Model and Collection

As mentioned in the introduction, the task of modeling and dealing with data would be
put upon machine learning and data mining. The process of this project is designed to
be as the following:

(1) Gather the flowering information needed
(2) Change the information into data points
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(3) Choose an accurate algorithm for the prediction
(4) Algorithm and back-end implementation
(5) Front-end development for both mobile and web

The method of the collection of data is similar to researching about the climate of a
specific region. But gathering the information is a little more complicated. In order to
accomplish step 1 in the procedure, research is one inevitable step. The information
section contains the time when one type of flower blossom in one specific area, and by
searching the temperature, precipitation and length of day in one year in that area, one
data point is obtained. Then, the process is repeated over again, this time finding a new
location in which the flower blossoms.

The hidden difficulty appears to be the first step of finding a place that have one
type of flower. For some flowers, such as cherry blossom, is easy to extract information
due to the fact that a lot of places (Washington DC., Hokkaido, etc.) held cherry
blossom festivals. These festivals often have websites which tells the tourists when the
cherry blossom tend to bloom and when they would fall. The following step is to get
the information of the previous year in which the flower blossom. For example, Fig. 2
shows the cole flower in Fuzhou, Fujian China blossom in March in the year 2016.

In this case, we went to the weather website containing the previous monthly
average temperature, sum of precipitation, and average length of day; we extracted
these data from April 2015 to March 2016 and averaged them in order to get exactly
three numbers representing the three factors. After doing that, we put the data into a
table ready for edit in order to export to the python program.

3.2 Machine Learning

Generally speaking, machine learning is a method of analyzing data and making
predictions with auxiliary programs like Java, Matlab, C, etc. The program that we used

Fig. 2. The data table for all flowers and factors
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in the research is Python. Unlike manually operating with a pen and paper, machine
learning already have written programs for various types of algorithms, and the only
job we are doing is to figure out which algorithm yield a result that is the closest to the
precise flowering time.

The Python library has numerous algorithms that is provided by programmers, so it
is really convenient to use. In the current edition of Python, to use the algorithms that
the Python Community provided, programmers can type in the order “import”, which
represent the importation of a long written program and running it on the user’s Python
program. This is an easy and solid way to model the data, and furthermore, it save us
time to try more than one or two algorithms in order to determine which one can make
the prediction that is closest to the precise precise result.

In addition, we believe the issue around the question “At what conditions would a
flower blossom in a specific month?” is worth researching upon. So we started a new
group of codes based on the predictions of the old one. Given the the flowering month
and the type of flower, the program would provide the user with the information
concerning the three factors.

3.3 Web Service

After the completion of the program concerning the algorithm of the prediction, the file
is working only locally. So the next task is to upload the program onto the web and let
everyone with internet have excess to it. we bought a domain recently, so we uploaded
the converted front end file to one of the sub-domains: http://flower.runxuanli.com. The
client was developed using one side language: HTML, since it can work on any
browser.

The webpage contains four boxes:

(1) The flower type (labeled in numbers)
(2) The monthly average temperature for one year
(3) One year of precipitation
(4) Average length of day in one year

After clicking the submit button when the data are typed in, another web page will
pop up stating your predicted month. The month is expressed accurate to the hundredth
place, which can be converted to days by multiplying 30 or 31 depending on the
month. The flowering time is accurate to one hundredth of a month, and the result of
the conversion is generally in the form of month plus days (Fig. 3).

3.4 Mobile App

The last step of the project is the development of a mobile app for the users to have a
more easy access to the application. Some changes on the program were made in order to
adapt the requirements of the mobile app. The basic preview of it is quite similar with
front end web page; the user is asked to fill in the four boxes and hit submit (Fig. 4).

The challenges in the previous section is more or less addressed and solved for in
this section. The research of gathering the data was made into a table and later applied
in the Python Program for machine learning. Also, the deficiency of manual operation
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and the problem concerning the weight of the factors is resolved by the powerful
machine learning. Lastly, by various tentative approaches, the model which the data are
fitted into is determined. Therefore, all of the major problems in the research are solved.

4 Experiments

In this section, we verify the accuracy of the algorithm that is currently in use. In
addition, the verification also includes the experiments conducted using the variables
other than the temperature, precipitation and length of day. Based on the result, we
either verify that the algorithm in use is the most precise or change and improve the
algorithm.

Fig. 3. Overview of the webpage

Fig. 4. Android App
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4.1 Experiment 1: The Accuracy of the Overall Prediction

The following experiments 2 and 3 will test the accuracy of the model in use in terms of
algorithms and the factors chosen. However, the foremost auxiliary experiment that
experiment 2 and 3 are persistently using but not mentioning the way to conduct it is
the experiment that proves the model is accurate to what extent. When doing any kind
of verifying, it is important to match the predicted result to the actual result. This
method of experimenting is to take a number of data point that is one less than the
number of data points that you obtained. After training the data points and fitting them
into a model, try predicting by using the variables in the last data point. In this way, the
result of the prediction can be compared with the result of the actual situation.

After doing the experiments 2 and 3, experiment 1 is always applied, and the result
will be described in the following experiments.

4.2 Experiment 2: The Accuracy When Using Different Machine
Learning Algorithms

Often the hardest part of solving a machine learning problem is finding the right
estimator for the job. Different estimators are better suited for different types of data
and different problems. And by far, there are too many models for the classical guess
and check method. Therefore, we have to manually exclude some of the algorithms
from our list.

There are two major groups of algorithms designated for machine learning:
regression and classification. After providing data, the regression algorithm yields
specific numbers as the result. This works similar as a function: when you input the “x
value”, the function gives you the “y value”. In the classification algorithm, however,
the computer groups the datas into clusters and designate which general cluster belongs
to which group. For example, 3 apple trees have the following tree trunk lengths: 3 m,
3.5 m, and 3.6 m; Cherry trees have the following tree trunk length: 1 m, 1.2 m, and
1.3 m. If given a tree with the tree trunk length of 1.4 m, which tree is it? The
classification algorithm would first group the datas together and tell you that the tree is
a cherry tree. However, if you represent the apple tree with the number 1 and cherry
tree with the number 2 and use one kind of regression to solve for the type of tree, the
computer would not tell you what kind of tree it is, but would give an ambiguous
answer like 2.3. And since we are operating the data to get a month, accurate to a
hundredth of a month, regression will be our first choice.

However, by far the experiment had only solved half of the problem by eliminating
one group of algorithms. We still have numerous algorithms in the regression group to
choose from. After researching about the relationship between temperature and flow-
ering, we found out that the flowering month corresponds to the temperature in the
form of a parabola [2]. So we experimented on the even polynomials, and it turns out
that the secondary polynomial gives the answer that is the most precise (Fig. 5).
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4.3 Experiment 3: The Accuracy When Using Different Sets of Factors

Experiment 3 conducts an experiment that decides which factors should be added or
subtracted that are used in coming up with the result. Like mentioned in the intro-
ductory section, temperature, precipitation, and length of day are not the only factors
determining flower blooming; therefore, we decided to take two other factors: wind
speed and humidity. We consider these two factors to be the most influential on the
prediction and put them into the data set for the prediction.

It turns out that due to the erratic behavior of the wind speed, a discrepancy occurs
in the prediction with the two factors and without the factors. And using the method
described in experiment 1 of leaving out a data point to test the two methods, the one
without adding the two factors appears to be the closest to the actual flowering time.

5 Related Work

There had been many studies concerning the reasons of flower bloom [1, 3, 5]. Most of
them are focusing on the genetic part of the flowering process. Furthermore, these
researches often focus only on one flower and how variety of influences tend to change
the normal flowering time. This approach is tremendously useful for mass agricultural
studies related to the biological field. However, these studies does not provide a solid
reference for individual gardening practice since flowers as a genre of decorative
plants, can be controlled in a more practically of watering and controlling the
temperature.

Fig. 5. Accuracy of prediction
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6 Conclusion and Future Work

In conclusion, this project has derived information from more than 50 data points,
using one machine learning based algorithm model to make predictions of flowering
time. The practicability of machine learning applied on gardening practice is the
foremost objective of this project. With a website and a mobile app, the practical
achievement of the research is made accessible and tangible to the audience using the
product.

In the long term, we hope to develop or get the permission to use a flower
recognition app on the cellphone to correlate with the present project. If that app is
developed, we will write a code using the Python Program to extract the information in
terms of temperature, precipitation, and length of day in the specific region that the
flower is spotted and taken a picture of. Then the data points will be added onto the
original data sets and make the predictions more transparent and precise.
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Abstract. With the development of mobile computing, sensor technol-
ogy and wireless communications, Internet of Things (IoT) has been one
of the research hotspots in recent years. Because sensor node localiza-
tion plays an important role in IoT, we propose a spatial crowdsourcing-
based sensor node localization method in this paper. Based on the con-
cept of spatial crowdsourcing, anchor nodes are assigned to new loca-
tions according to node location relationship for localization performance
improvement. Then, unknown nodes are upgraded to be anchor nodes.
Finally, localization coordinates are calculated with DV-Hop method.
Simulation results prove that our proposed localization method outper-
forms DV-Hop method.

Keywords: IoT · Spatial crowdsourcing · Localization
Node upgradation

1 Introduction

Internet of Things (IoT) can be defined as a network of Internet-connected
objects and is able to exchange data with sensors [1]. Based on Internet technol-
ogy, IoT is developed as an extension and expansion of Internet, through which
clients and objects are connected. Therefore, information acquisition and fusion
have been the key technologies in IoT. Meanwhile, perceptions, recognition and
other functions are mainly finished by sensor nodes, so the sensing layer of IoT
that consists of sensor nodes is a necessary component [2,3].

In most scenarios, location information of sensor nodes is needed and makes
the collected data meaningful. Therefore, sensor node localization plays an
important role in IoT. Generally, localization methods can be divided into two
classes: range-based and range-free localization methods. So far, many localiza-
tion methods have been proposed for sensor node localization such as trilatera-
tion method, DV-Hop method and centroid method [4,5]. Meanwhile, machine
learning and intelligent optimization algorithms are also applied for localization
performance improvement [5–7].
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Fig. 1. Maximum likelihood method.

Recently, crowdsourcing has been an emerging concept. Crowdsourcing is the
process of getting work or funding from a crowd of people online. The develop-
ment of mobile computing and sensor technology has enhanced the capability
of crowdsourcing [8]. As one of the crowdsourcing technologies, spatial crowd-
sourcing opens up a new mechanism for spatial tasks. These tasks are assigned
according to workers’ locations [9]. Based on the concept of spatial crowdsourc-
ing, we try to apply spatial crowdsourcing to sensor node localization in order
to achieve a better localization performance.

In this paper, we use a small number of anchor nodes to locate unknown
nodes. In particular, we focus on the application of spatial crowdsourcing for
sensor node localization in IoT and the influence of the anchor node locations
on localization accuracy. In addition, unknown nodes are located and can also
be upgraded to be new anchor nodes. Through simulation, we analyze the per-
formance of our proposed localization method. Our proposed method is effective
in reducing localization errors of sensor nodes in IoT.

The remainder of this paper is organized as follows: we review the related
works in Sect. 2. The proposed localization method is described in detail in
Sect. 3. The simulation results and analyses are given in Sect. 4. Finally, Sect. 5
concludes this paper.

2 Related Works

2.1 Maximum Likelihood Method

Maximum likelihood method is developed from trilateration method. Although
trilateration method is simple, when the intersection of three circles cannot meet
at one point, it is difficult to obtain accurate localization coordinates [5]. With
multiple anchor nodes, we exploit maximum likelihood method in this paper.
Through solving localization equations, we can get the location coordinates of
an unknown node. Assume the distances between an unknown node R(x, y) and
nearby anchor nodes P1 (x1, y1) , P2 (x2, y2) , · · · , Pn (xn, yn) are d1, d2, · · · , dn,
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respectively. The adopted maximum likelihood localization method is shown
in Fig. 1. According to the measured distances between nodes, the localization
equations can be given by:

⎧
⎪⎪⎨

⎪⎪⎩

(x − x1)
2 + (y − y1)

2 = d21
(x − x2)

2 + (y − y2)
2 = d22

· · ·
(x − xn)2 + (y − yn)2 = d2n

(1)

Then the equations are solved and location coordinates can be denoted by:

X =
(
ATA

)−1
ATB (2)

where X =
(
x
y

)

; B =

⎡

⎢
⎣

x2
1 − x2

n + y21 − y2n + d2n − d21
...

x2
n−1 − x2

n + y2n−1 − y2n + d2n − d2n−1

⎤

⎥
⎦;

A =

⎡

⎢
⎣

2 (x1 − xn) · · · 2 (y1 − yn)
...

. . .
...

2 (xn−1 − xn) · · · 2 (yn−1 − yn)

⎤

⎥
⎦. Therefore, the location coordinates

of unknown node R (x, y) can be estimated.

2.2 DV-Hop Localization Method

DV-Hop method is considered as a distributed localization method with high
localization accuracy [10]. First, this method needs to know the number of hops
and distances between nodes, then the target node can be located. The method
is divided into three steps as follows:

Step 1: Each anchor node carries location data, with which hop number can
be estimated. Assume the communication radius is r and distance between nodes
is d, then the hop number is estimated. As shown in Fig. 2, if r is larger than d,
one hop is needed. If r is smaller than d, two hops are needed.

Fig. 2. Calculation of hop number with different r: (a) r is larger than d, (b) r is
smaller than d.
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Step 2: Through communications among these nodes, the distances between
anchor nodes can be calculated, which are also obtained by other nodes. Then
the average hop distance can be calculated by:

d̄ =

∑

j �=i

√

(xi − xj)
2 + (yi − yj)

2

∑

j �=i

hj
(3)

where (xj , yj) represent the coordinates of anchor node j; (xi, yi) represent the
coordinates of anchor node i; hj represents the hop number of anchor node j to
anchor node i; d̄ is the mean hop distance.

Step 3: When the distance information is available to other nodes, the max-
imum likelihood method mentioned above is performed to calculate the final
localization coordinates. In this paper, localization methods are compared with
mean error, which can be calculated as follows:

e =

N∑

i=1

√

(Xi − xi)
2 + (Yi − yi)

2

N
(4)

where (xi, yi) are the localization coordinates of node i; (Xi, Yi) are the real
coordinates of node i; e is the mean error.

2.3 Influence of Anchor Node Location on Localization Performance

Because if the coverage area of each anchor node is too large, the node resource
will be wasted [11]. Thus, we need to adjust the locations of anchor nodes to
enlarge the coverage area without overlap and also improve localization perfor-
mance. When anchor nodes have the same radius, the ideal location relationship
is that the intersect point is at the center of the triangle as shown in Fig. 3.
At this time, the circle covers the larger area and better localization perfor-
mance can be achieved [12]. In this paper, we applied spatial crowdsourcing to

Fig. 3. Node location relationship.
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sensor node localization. The locations of anchor nodes are adapted by spatial
crowdsourcing to improve localization accuracy.

3 Proposed Localization Method

In this paper, we proposed a spatial crowdsourcing-based sensor node localiza-
tion method that mainly has four steps: node movement, node selection, node
upgradation, and DV-Hop localization. The flow chart of the proposed method
is shown in Fig. 4.

Fig. 4. Flow chart of the proposed method.

Assume the initial set of unknown nodes is R = {Ri (xi, yi) |i = 1, 2, · · · , N}
and the initial set of original anchor nodes is P = {Pi (xi, yi) |i = 1, 2, · · · ,M},
in the beginning, anchor node Pi(xi, yi), i ∈ {1, 2, · · · ,M} moves from loca-
tion (xi, yi) to location (x′

i, y
′
i) based on spatial crowdsourcing in order to com-

pute a more accurate localization result. Then an unknown node is selected
and upgraded to be a new anchor node. So the new set of anchor nodes can
be denoted as P ′ = {P1 (x1, y1) , P2 (x2, y2) , · · · , PM (xM , yM ) , Ri (xi, yi)}. In
this paper, the node with minimum localization error is selected and upgraded.
Although this selection method is not very practical, how to select nodes for
upgradation is not concentrated in this paper. If more nodes are needed to be
upgraded, then the original anchor nodes in set P move again based on spatial
crowdsourcing. If not, then localization coordinates are calculated with DV-Hop
method.
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4 Experimental Results and Analyses

4.1 Experimental Setup

In this paper, we first set the node distribution area and randomly distribute
the nodes. The node distribution area is a square area with dimensions of
100 m × 100 m. We let the numbers of anchor nodes and unknown nodes be 10
and 90, respectively, and the communication radius be 50 m. In this scenario,
the mean error of sensor node localization with DV-Hop method is 34.51 m. The
initial distribution of all the nodes is shown in Fig. 5.

Fig. 5. Node initial distribution.

4.2 Localization Results with Anchor Nodes at Different Locations

As shown in Figs. 6 and 7, a simple example of node location influence on local-
ization performance is given. We generate four nodes randomly. Three of them
are anchor nodes and the other one is an unknown node. At first, the local-
ization error is 16.53 m. One anchor node moves to a new location based on
spatial crowdsourcing. Then the distribution of the anchor nodes approximates
to the location relationship shown in Fig. 3. At this time, the localization error is
reduced to 0.82 m. In practical, the possible area where the unknown nodes are
deployed can be known, with which anchor nodes can move to better locations
for localization.

4.3 Node Upgradation

Because upgrading unknown nodes to be anchor nodes can improve localization
performance, we first deploy 3 original anchor nodes and move the original anchor
nodes to better locations for localization, then we upgrade an unknown node to
be a new anchor node one time. As mentioned before, we select the unknown
node with minimum localization error for simplicity and then upgrade the node.
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Fig. 6. Initial distribution of three
anchor nodes.

Fig. 7. Node distribution after node
movement based on spatial crowd-
sourcing.

Fig. 8. Mean errors with different numbers of upgraded nodes.

Finally, localization coordinates are computed with DV-Hop method. In this
paper, a total of 7 nodes are upgraded in turn and the mean errors with different
numbers of upgraded anchor nodes are shown in Fig. 8.

In this paper, a total of 7 unknown nodes are upgraded to be anchor nodes.
With the growth of anchor node number, the mean error first decreases sharply
and reaches the minimum error. Then the mean error fluctuates, but it has
a downward trend. As shown in Fig. 8, with three original anchor nodes, the
minimum mean error is achieved when two unknown nodes are upgraded. The
fluctuation is probably caused by random distribution of nodes. The mean errors
with different numbers of anchor nodes are shown in Table 1. The simulation
results show that our proposed method has a better localization performance
with 10 anchor nodes than basic DV-Hop method whose mean error is 34.51 m.
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Table 1. Mean errors with different numbers of anchor nodes

Anchor node number 4 5 6 7 8 9 10

Mean error (m) 28.68 25.56 26.35 26.50 26.04 26.22 25.87

5 Conclusion

In this paper, we study maximum likelihood method, DV-Hop method and influ-
ence of anchor node locations on localization performance in detail and also inves-
tigate the application of spatial crowdsourcing in sensor node localization. Then
we proposed a spatial crowdsourcing-based sensor node localization method in
IoT. Based on spatial crowdsourcing, anchor nodes move to new locations accord-
ing to node location relationship for localization performance improvement. Then
unknown nodes are upgraded as new anchor nodes and localization coordinates
are computed by DV-Hop method. Simulation results show that our proposed
localization method is able to achieve a better localization performance.
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Abstract. Influence of channel error distribution on inter-channel mismatches
of pipelined time-interleaved A/D converters (TIADCs) is discussed in this
paper. TIADC systems can increase the maximum sample rate, but the mismatch
between the channels significantly reduce the systems’ performance. This paper
analyzes the mismatch in frequency domain, and discusses the influence of
amplitude distribution of the inter-channel errors on the mismatch. Finally
comes to a conclusion that when the error of one channel is equal to the median
of the two adjacent channel errors, them is match of the overall TIADC system
is minimal. According to simulation results, it can instruct a way to reduce the
mismatch of TIADCs.

Keywords: Time-Interleaved ADC � Offset mismatch � Gain mismatch
Time sampling mismatch � Channel error distribution

1 Introduction

ADC’s accuracy and speed directly restrict the performance of the communication
system, such as the software radio [1], the intelligent communication, the intelligent
positioning and navigation [2] etc. In order to pursue both high resolution and high
speed, the time-interleaved ADC (TIADC) is widely used. However, channel mis-
matches in this structure such as offset mismatch, gain mismatch and time sampling
mismatch which caused by circuit structure asymmetry and process deviation signifi-
cantly reduce the system performance [3]. While Inter-channel mismatch of TIADC
has been analyzed by behavioral modeling [4], and the influence of offset error, gain
error and time sampling deviation on mismatches has been researched in [5–7], they
have only analyzed the effect of errors within each channel on mismatches. Spurs
produced by channel mismatch in output signal spectrum have been investigated in [8],
however, they have only discussed the relationship between the spurs amplitude and
the error within each channel.

In this paper, the inter-channel mismatch is analyzed in frequency domain and the
results of the analysis indicate that not only the errors within each channel determine
the frequency and amplitude of the spurs in output spectrum, but also the amplitude
distribution of the inter-channel errors affects the magnitude of the spurs. The
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remainder of the paper is organized as followers. Section 2 introduces a modeling of
TIADC and analyzes the inter-channel mismatch in frequency domain. Section 3
analyzes the influence of inter-channel error samplitude distribution on mismatches.
Section 4 gives the simulation results and Sect. 5 concludes the paper.

2 Modeling of TIADC Mismatches

2.1 Modeling of Multi-channel TIADC

Several channel ADCs with high resolution but relatively slower sample rateconvert
the input signal parallel in TIADC [3]. Figure 1 shows the model of a typical TIADC
system.

When there areM channels and the time interval between adjacent channels is Ts, the
sampling period of each sub-channel ADC is MTs, and the sampling time of the m-th
sub-channel ADC is tm ¼ nMTs þmTs; n ¼ 0; 1; 2. . . ; m ¼ 0; 1; 2. . .M � 1. The dis-
crete sampling sequence of each ideal sub-channel ADC can be obtained as follows [9],

y0 ¼ x mMTsð Þ½ �
y1 ¼ x mMTs þ Tsð Þ½ �

..

.

yk ¼ x mMTs þ kTsð Þ½ �
..
.

yM�1 ¼ x mMTs þ M � 1ð ÞTsð Þ½ �

m ¼ 0; 1; 2; . . .; k ¼ 0; 1; 2; . . .; M � 1

8>>>>>>>><
>>>>>>>>:

ð1Þ

2.2 Mismatches in Frequency Domain

Assume that the offset error, gain error and sampling time deviation in each channel are
os0; os1; os2; . . .osM�1, g0; g1; g2; . . .gM�1 and Dt0;Dt1;Dt2; . . .DtM�1. Therefore, the
discrete sampling sequence of each sub-channel ADC can be obtained as follows,

Fig. 1. Model of a typical TIADC system
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y0 ¼ g0x mMTs þDt0ð Þþ os0½ �
y1 ¼ g1x mMTs þ Ts þDt1ð Þþ os1½ �

..

.

yk ¼ gkx mMTs þ kTs þDtkð Þþ osk½ �
..
.

yM�1 ¼ gM�1x mMTs þ M � 1ð ÞTs þDtM�1ð Þþ osM�1½ �

m ¼ 0; 1; 2; . . .; k ¼ 0; 1; 2; . . .; M � 1

8>>>>>>>><
>>>>>>>>:

ð2Þ

The above equation scan be seen as a sampling pulse sequence pg tð Þ sample the
input signal x tþDtmð Þ, which deviate Dtm with the ideal input signal x tð Þ. Where the
sampling pulse sequence of the k-th channel is

pg tð Þ ¼
XM�1

m¼0

gm
Xþ1

k¼�1
d t � kMTs � mTsð Þ ð3Þ

Its Fourier transform is

Pg jxð Þ ¼ 2p
Xþ1

m¼�1
Cm;kd x� m

xs

M

� �
ð4Þ

In the above equation,

Cm;k ¼ 1
MTs

Z MTs=2

�MTs=2
pk tð Þe�j2pmMTs

tdt

¼ 1
MTs

XM�1

m¼0

gm

Z MTs=2

�MTs=2

Xþ1

n¼�1
d t � nMTs � kTsð Þe�j2pmMTs

tdt

¼ 1
MTs

XM�1

m¼0

gme
�jkm2p

M

ð5Þ

According to the convolution theorem, the sampling output signal containing the
gain mismatch and the sampling time mismatch is

Yg;t jxð Þ ¼ 1
2p

FT x tþDtmð Þ½ � * Pg jxð Þ

¼ 1
2p

X jxð ÞejxDtm� �
* Pg jxð Þ

¼ 1
Ts

Xþ1

k¼�1

1
M

XM�1

m¼0

gme
�jkm2p

Mej x�kxsMð ÞDtm
 !

� X x� k
xs

M

� �" # ð6Þ

Since each channel samples the input signal as MTs for the cycle, so the offset error
can be expressed as
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o tð Þ ¼
XM�1

m¼0

Xþ1

n¼�1
osm�d t � nMT � mTsð Þ ð7Þ

The Fourier transform of the above equation is

O xð Þ ¼ 2p
Ts

Xþ1

k¼�1

1
M

XM�1

m¼0

osme
�jkm2p

M �d x� k
xs

M

� �" #
ð8Þ

According to the linear nature of Fourier transform, we can get the sampling signal
spectrum that contains three kinds of mismatches as below

Y jxð Þ ¼ 1
Ts

Xþ1

k¼�1

1
M

XM�1

m¼0

gme
�jkm2p

Mej x�kxsMð ÞDtm
 !

X j x� k
xs

M

� �� �

þ 2p
Ts

Xþ1

k¼�1

1
M

XM�1

m¼0

osme
�jkm2p

Md x� k
xs

M

� � ! ð9Þ

Where we set

A kð Þ ¼ 1
M

XM�1

m¼0

gme
�jkm2p

Mej x�kxsMð ÞDtm ð10Þ

B kð Þ ¼ 1
M

XM�1

m¼0

osme
�jkm2p

M ð11Þ

Equation (8) indicates that when there are M channels, the frequency of the spurs
generated by the gain error and the sampling time deviation in the TIADC is located at
x ¼ �xin þ kxs=Mj j, k ¼ 1; 2; . . .M � 1ð Þ and the frequency of the spurs generated
by the offset error is located at x ¼ kxs=M, k ¼ 1; 2; . . .M � 1ð Þ. When there are three
kinds of mismatches, the SINAD (Signal to noise and distortion ratio) is

SINAD ¼ 10 log10
Psignal

Pnoise þPHD

� �

¼ 10 log10
A 0ð Þ2PM�1

k¼1
A kð Þ2 þ PM�1

k¼0
B kð Þ2

0
BBB@

1
CCCA

ð12Þ
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3 Inter-channel Error Distribution

Equation (8) shows the amplitude of spurs is related to the coefficients A(k) and B
(k) . A(k) and B(k) can be regarded as the offset error, gain error and sampling time
deviation of each sub-channel equidistant distribute in the unit circle e�jk2p and then
accumulate. So the amplitude distribution of the errors between the channels will affect
the coefficients A(k) and B(k). Next, a four-channel ADC will be used as an example to
discuss the influence of the amplitude distribution of the offset error, the gain error and
the sampling time deviation on the coefficients A(k) and B(k).

Equation (10) indicates that the magnitude of the offset error affects only the
coefficient B(k). When the number of channels M = 4, by Nyquist sampling theorem
there should be kxs=M�xs=2 in Eq. (10), therefore k � 2.When k = 0, there should
be x ¼ 0 to make d x� kxs=Mð Þ 6¼ 0, it is expressed as a frequency independent of the
DC component in the output spectrum, so needn’t consider it. Then substitute k ¼ 1
and k ¼ 2 into Eq. (10), we can get

B 1ð Þ ¼ 1
4

os0 þ os1e
�jp2 þ os2e

�jp þ os3e
�j32p

� �
¼ 1

4
os0 � os2 þ j os1 � os3ð Þ½ �

ð13Þ

B 2ð Þ ¼ 1
4

os0 þ os1e
�jp þ os2e

�j2p þ os3e
�j3p� 	

¼ 1
4

os0 � os1 þ os2 � os3ð Þ
ð14Þ

Since the mismatch between channels is caused by the relative error between the
channels, the 0th channel is regarded as the standard channel, that is to make the 0th
channel as a reference, therefore os0 ¼ 0. So the errors osk k ¼ 1; 2; 3ð Þ present in the
remaining channels refer to the relative error between the k-th channel and the standard
channel, rather than the absolute error relative to the ideal case.

Equation (11) indicates that the effect of spurious mismatches on SINAD is
determined by the square sum of the spurious coefficient B(k). Therefore, for the
four-channel ADC there is

B 1ð Þ2 þB 2ð Þ2 ¼ 1
16

�os2 þ os1 � os3ð Þð Þ2 þ os2 � os1 þ os3ð Þð Þ2
h i

¼ 1
8

os21 þ os22 þ os23 � 2os1os2
� 	 ð15Þ

Since the first channel and the third channel have a phase difference of p, and are
symmetrically distributed at the center of the second channel, it is assumed that
os1j j ¼ os3j j, so the Eq. (14) becomes
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B 1ð Þ2 þB 2ð Þ2 ¼ 1
8

2os21 � 2os1os2 þ os22
� 	 ð16Þ

In the same way, for gain error and sampling time deviation, there are

A 1ð Þ2 þA 2ð Þ2 ¼ 1
8

2g21 � 2g1g2 þ g22
� 	 ð17Þ

A 1ð Þ2 þA 2ð Þ2 ¼ 1
8

2e2jxinDt1 � 2ejxin Dt1 þDt2ð Þ þ e2jxinDt2
� �

ð18Þ

So when os1j j ¼ os3j j ¼ 1
2 os2j j, g1j j ¼ g3j j ¼ 1

2 g2j j and ejxinDt1


 

 ¼ ejxinDt3



 

 ¼
1
2 ejxinDt2


 

, the above Eqs. (15)–(17) respectively has a minimum 1

16 os2j j2, 1
16 g2j j2 and

1
16 ejxinDt2


 

2.
Therefore, it can be concluded that for the multi-channel ADC, when the absolute

amplitude of the error in the k-th channel is the intermediate value of the absolute
amplitude of the error in the k − 1th channel and the k + 1th channel, the spurs gen-
erated by the mismatch has the least effect on the SINAD of the whole ADC system, so
that the ADC has the largest ENOB (Effective number of bits).

4 Simulation Results

In this section a four-channel 12bits ADC will be used as an example to simulate and
verify the conclusion. The 0th channel of the ADC is regarded as a standard channel.
That is to make the 0th channel as a reference with no mismatch error in it. The errors
in the remaining channels refer to the relative error to the 0th channel, rather than the
absolute error relative to the ideal case.

In the following simulation, 0.5% of the offset error, 10 dB gain error and 200ps
sampling time deviation are added in the second channel, by changing the magnitude of
the error in the first and third channels to verify the influence of the error amplitude
distribution on the mismatch. The input signal frequency xin ¼ 12:5488MHz.
According to the analysis in the Sect. 3, we assume that the errors in the 1st and 3rd
channels are the same.

When the 1st and 3rd channel does not exist any error, the output signal spectrum is
shown in Fig. 2. The amplitude of the spurs produced by offset mismatch at xs=4 and
xs=2 are −52.64 dB and −67.69 dB respectively. The amplitude of the spurs produced
by gain mismatch and time sampling mismatch at �xin þxs=4 and xs=2� xin are
−48.72 dB, −48.23 dB and −49.04 dB respectively. The SINAD of the whole
TIADCsystem is 42.7923 dB and the ENOB is 6.8153 bits.

When the error of the 1st and 3rd channel is the half of the error of the 2nd channel,
that is 0.25% of the offset error, 5 dB gain error and 100ps sampling time deviation are
added in the 1st and 3rd channels, the output signal spectrum is shown in Fig. 3. The
amplitude of the spurs produced by offset mismatch at xs=4 and xs=2 are −52.64 dB
and −83.11 dB respectively. The amplitude of the spurs produced by gain mismatch
and time sampling mismatch at �xin þxs=4 and xs=2� xin are −48.72 dB,
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−48.24 dB and −80.08 dB respectively. The SINAD of the whole TIADC system is
44.2959 dB and the ENOB is 7.0651 bits.

When the error of the 1st and 3rd channel is the same as the error of the 2nd
channel, that is 0.5% of the offset error, 10 dB gain error and 200ps sampling time
deviation are added in the 1st and 3rd channels, the output signal spectrum is shown in
Fig. 4. The amplitude of the spurs produced by offset mismatch at xs=4 and xs=2 are
−52.64 dB and −67.71 dB respectively. The amplitude of the spurs produced by gain
mismatch and time sampling mismatch at �xin þxs=4 and xs=2� xin are −48.73 dB,
−48.24 dB and −49.06 dB respectively. The SINAD of the whole TIADC system is
42.7345 dB and the ENOB is 6.8057 bits.

Fig. 2. Output signal spectrum without error in the 1st and 3rd channels

Fig. 3. Output signal spectrum under conditions that the 1st and 3rd channels’ error is half of the
2nd channel
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From simulation results, it is indicated that when the error of the 1st and 3rd
channel is the half of the error of the 2nd channel, the amplitudes of the spurs which
frequency at x ¼ xs=2 decreases almost 15 dB and that at x ¼ xs=2� xin decreases
almost 30 dB. The comparison of the results under three difference cases is shown in
the Table 1.

5 Conclusion

Three kinds of inter-channel mismatches in the frequency domain are analyzed in this
paper. The influence of the amplitude distribution of the inter-channel errors on the
mismatch is also studied. From results of the theoretical analysis and simulation results,
it is indicated that not only the errors of each channel determine the frequency of the
spurs which produced by mismatches in the output spectrum, but also the amplitude
distribution of the inter-channel errors affects the magnitude of the spurs. Especially
when the error of the 1st and 3rd channel is the half of the error of the 2nd channel, the
amplitudes of part of the spurs decrease almost 15 dB and 30 dB respectively.

Fig. 4. Output signal spectrum under conditions that the 1st and 3rd channels’ error is same as
the 2nd channel

Table 1. Comparison of results under three cases

SINAD ENOB x ¼ xs=2 x ¼ xs=2� xin

No error 42.79 dB 6.8153 −67.69 dB −49.04 dB
Half of the 2nd channel 44.30 dB 7.0651 −83.11 dB −80.08 dB
Same as the 2nd channel 42.73 dB 6.8057 −67.71 dB −49.06 dB
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Abstract. Unmanned aerial vehicle (UAV) has found promising appli-
cations in both military and civilian domains worldwide. In this arti-
cle, we investigate the problem of distributed opportunistic spectrum
access under the consideration of channel-slot selection simultaneously
in multi-UAV networks from a game-theoretic perspective, and take into
account the distinctive features of the multi-UAV network. We formu-
late the distributed joint channel-slot selection problem as a weighted
interference minimization game. We prove that the formulated game is
an exact potential game, and then use the distributed stochastic learning
automata based joint channel and time slot selection algorithm to achieve
the pure-strategy Nash equilibrium. The algorithm does not need infor-
mation exchange among UAVs in the network which is more suitable for
dynamic and practical enviroment. The simulation results demonstrate
the effectiveness of the algorithm.

Keywords: Multi-UAV network · Joint channel-slot selection
Weighted interference minimization game
Potential game · Stochastic learning automata

1 Introduction

Unmanned aerial vehicle (UAV) has found promising applications in military
areas and holds an important position in complex tactical offensive/defensive
missions and natural security, such as surveillance and reconnaissance [1,2],
information collection, etc. Meanwhile, its broad potential applications in the
civilian domain have drawn great attention all over the world. It can be applied
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in many fields such as source seeking [3], target detection and localization [4],
disaster sensing [5], communication coverage expansion [6].

With the development of technology, the multi-UAV network has been
attached much attention to accomplish complex and dangerous tasks. The task
of how to allocate scarce spectrum resource and mitigate the interference among
the UAVs should be first addressed. Fortunately, opportunistic spectrum access
(OSA) has been regarded as an efficient technology to deal with the spectrum
shortage problem. Amount of research on OSA, e.g., [7–9], validates its effective-
ness, therefore the solution can be applied in multi-UAV networks.

However, most existing research about OSA technology only studies either
the channel resource or time slot resource. The limited spectrum resources can
not meet the communication demands of large-scale multi-UAV network in the
future, it is desirable to use time resource reasonably [10]. Therefore, the joint
channel-slot selection scheme is one of the most powerful methods to solve the
issues discussed above. Meanwhile, compared with the OSA systems in [7–9],
there are several distinctive features of the multi-UAV network: (1) UAVs in the
same cluster tend to choose the same channel when they have enough time slot
resource; (2) considering the spatial locations of UAV clusters, the utility of the
cluster is only affected by its nearby clusters, namely its neighbors; and (3) the
experienced interference of UAV n can be divided into intra-cluster and inter-
cluster interference, which represent the interference among UAVs belonging to
the same cluster as UAV n and the neighboring clusters respectively.

The main contributions of this article are summarized as follows:

(1) We investigate the joint channel-slot selections of UAVs. Moreover, we distin-
guish intra-cluster and inter-cluster interference by formulating this problem
as a weighted interference minimization game. The game is an exact poten-
tial game with at least one pure-strategy Nash equilibrium. Futhermore, this
solution can minimize the aggregate interference level.

(2) In the distributed stochastic learning automata based joint channel and time
slot selection algorithm, we consider the random payoff with the distinctive
feature of multi-UAV network, e.g., UAVs in the same cluster choose the
same channel when the slot resource is enough to suppress interference.

The remainder of this article is organized as follows. Section 2 discusses the
system model and problem formulation. In Sect. 3, we formulate the weighted
interference minimization game model and present theorem for the existence
of NE. Then we use SLA based algorithm to achieve the optimum. Finally,
simulation results for verifying the proposed game model are discussed in Sect. 4
while Sect. 5 contains the conclusion of this article plus some open issues for
further work.

2 System Model and Problem Formulation

2.1 System Model

Consider a multi-UAV network involving N UAVs which belong to Q clusters.
There are M channels and T time slots available for UAVs in each cluster.
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Fig. 1. Corresponding interference graph of the multi-UAV network example, where
the dotted lines represent the interference between two UAV clusters while the solid
lines mean the interference among the UAVs in the same cluster.

Denote UAV set and cluster set as N = {1, 2, ..., N} and SQ = {S1, S2, ..., SQ}
respectively; moreover, the set of the available channel is M = {1, 2, ...,M}.
Similarly, the time slot set is denoted as T = {1, 2, ..., T}. Suppose that the
UAVs in the same cluster affect each other due to the connectivity inside the
UAV cluster. Meanwhile, when the distance between two clusters is far enough,
they will not cause mutual interference when choosing the same channel at the
same time. That is, the communication of any cluster only directly affects the
neighboring clusters. Therefore, for an arbitrary UAV n, the interference can be
divided into intra-cluster and inter-cluster interference level. Motivated by these
observations, we define the set of UAVs which are located in the same cluster
with UAV n as Un = {i ∈ Sq, i �= n}. Similarly, we denote the neighboring
UAV cluster set of UAV cluster Sq as JSq

, i.e., JSq
= {Sk ∈ SQ : dSqSk

< d0};
moreover the set of UAVs in the JSq

can be defined as Jn = {j ∈ Sk : Sk ∈ JSq
}.

An example topology of multi-UAV network is illustrated in Fig. 1.

2.2 Problem Formulation

Suppose that all channels and time slots are available for multi-UAV network.
The interference emerges when two or more UAVs select the same channel to
communicate at the same time. Let an = (cn, tn) be the channel and slot chosen
by UAV n, where cn ∈ M, tn ∈ T . The intra-cluster and inter-cluster interference
level are defined as follows.

sn(in) =
∑

i∈Un

f(an, ai) (1)

sn(out) =
∑

i∈Jn

f(an, ai). (2)

where f(an, ai) is the function defined as:

f(an, ai) =
{

1, cn = ci and tn = ti
0, others.

. (3)
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Note that sn(in) and sn(out) are in different positions, we consider the
weighted interference level as sn = αsn(in) + (1 − α)sn(out), where α is weight
satisfies 0 < α < 1. Then we have:

sn = α
∑

i∈Un

f(an, ai) + (1 − α)
∑

i∈Jn

f(an, ai). (4)

The weight α is designed to balance the tradeoff between sn(in) and sn(out).
Obviously, the influence of the intra-cluster interference is more serious than the
other one. Therefore, we usually have 0.5 < α < 1.

The individual interference will be minimized if the number of UAVs using
the same channel resource to communicate at the same time decreases. There-
fore, in order to guarantee communication quality, we need to find an optimal
combination of the joint channe-slot selections to minimize the aggregate inter-
ference level of all UAVs in the multi-UAV network, namely:

P1 : a ∈ min
∑

n∈N
sn. (5)

3 Weighted Interference Minimization Game and
Distributed Learning Algorithm

3.1 Weighted Interference Minimization Game Model

We formulate the problem of joint channel-slot selection for multi-UAV net-
work mentioned above as a non-cooperative game, which is denoted as F =
{N , {An}n∈N , {un}n∈N }. In this game, N = {1, 2, ..., N} is a set of UAVs, which
are regarded as the players in this game. An is a set of available actions for
UAV n, and un is the utility function of UAV n. For presentation, the action
space of UAV n is An = {c1, c2, ..., cM} ⊗ {t1, t2, ..., tT }, where “⊗” is the Carte-
sian product. un(an, a−n) is regarded as the utility function of the game, where
an = (cn, tn) is the action of UAV n, and a−n = (c−n, t−n) represents the action
profile of all UAVs excluding UAV n. Since the analysis of the interference men-
tioned before, the utility of any UAV n is influenced by its own action and
the action profile of UAVs in Un and Jn [8]. Therefore, we can define the set
Bn = Un ∪ Jn, and then the utility function of UAV n can be expressed as
un(an, aBn

).
Note that in order to guarantee the communication connectivity and indi-

vidual performance, each UAV expects to experience a lower interference level.
Thus, we design the utility function as follows:

un(an, aBn
) = −sn. (6)

where sn represents the weighted interference level of UAV n which is specified
by (4). Therefore, the ultimate goal of the proposed game is to maximize the
utility function for each UAV, namely:

max
an∈An

un(an, aBn
),∀n ∈ N . (7)
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3.2 Analysis of Nash Equilibrium

Nash equilibrium (NE) [11] is the well-known stable solution in game model.
Exact potential game (EPG) [11] is one of the most attractive potential games
with several perfect features. For a game, it is an EPG if the change in the utility
of an arbitrary player because of its own selection deviation leads to exactly the
same in the potential function. The most important and excellent properties of
EPG are: (1) every EPG has at least one pure-strategy NE, (2) the NE is the
solution that can optimize the problem. We study the existence of NE for the
weighted interference minimization game and the following theorem provides
characterization of the formulated game.

Theorem 1. The weighted interference minimization game F is an EPG with at
least one pure-strategy NE. The solution can minimize the aggregate interference
level of the multi-UAV network.

Proof. Motivated by [8], we can obtain the following potential function:

φ(an, a−n) = − 1
2

∑
n∈N

sn(a1, a2, ...aN )

= −1
2
α

∑

n∈N

∑

i∈Un

f(an, ai)

︸ ︷︷ ︸
φ1(an,a−n)

−1
2
β

∑

n∈N

∑

i∈Jn

f(an, ai)

︸ ︷︷ ︸
φ2(an,a−n)

. (8)

Then, we define In(an, aUn
) as the set of UAVs in Un using the same channel

to communicate at the same time slot with UAV n, i.e.

In(an, aUn
) = {i ∈ Un : ai = an} (9)

where Un is the set of UAVs located in the same cluster with UAV n. Then
the notation |In(an, aUn

)| means the number of UAVs in In(an, aUn
). Similarly,

Hn(an, aJn
) can be defined as follows:

Hn(an, aJn
) = {i ∈ Jn : ai = an}. (10)

Accordingly, the utility function can be given as follows:

un(an, aBn
) = −α |In(an, aUn

)|︸ ︷︷ ︸
u1n(an,aBn )

−β |Hn(an, aJn
)|︸ ︷︷ ︸

u2n(an,aBn )

. (11)

Note that the mathematical forms of the intra-cluster and inter-cluster inter-
ference are similar, for the sake of simplicity, we only give the proof of intra-
cluster interference.

It is assumed that an arbitrary UAV n in the network changes its joint
channel-slot selection from an = (cn, tn) to a∗

n = (c∗
n, t∗n) while others keep their

selections unchanged. The change in utility function u1n(an, aBn
) is Δu1n:

Δu1n = un(a∗
n, aBn

) − u1n(an, aBn
) = α[|In(an, aUn

)| − |In(a∗
n, aUn

)|] . (12)
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Then we discuss the change in φ1(an, a−n) due to the unilateral joint channel-
slot selection change of UAV n is Δφ1:

Δφ1 = 1
2
α{ |In(an, aUn)| − |In(a∗

n, aUn)| + ∑

k∈In(an,aUn )

[|Ik(ak, aUk )| − ∣
∣Ik(ak, a∗

Uk
)
∣
∣]

+
∑

k∈In(a∗
n,aUn )

[|Ik(ak, aUk )| − ∣
∣Ik(ak, a∗

Uk
)
∣
∣]+

∑

k∈I,k �=n

[|Ik(ak, aUk )| − |Ik(a
∗
k, aUk)|]} .

(13)
In (13), we define I = N\{In(an, aUn

) ∪ In(a∗
n, aUn

)}. It means that
In(an, aUn

) and In(a∗
n, aUn

) are excluded from N . Since the selection of UAV n
only affects the UAVs in Un, the following equations hold:

|Ik(ak, aUk
)| −

∣∣Ik(ak, a∗
Uk

)
∣∣ = 1,∀k ∈ In(an, aUn

) (14)

|Ik(ak, aUk
)| −

∣∣Ik(ak, a∗
Uk

)
∣∣ = 1,∀k ∈ In(a∗

n, aUn
) (15)

|Ik(ak, aUk
)| − |Ik(a∗

k, aUk
)| = 0, ∀k ∈ I, k �= n. (16)

The detailed proof of inter-cluster interference is omitted here to avoid unnec-
essary repetition. According to the equations above, we can easily have:

un(a∗
n, aBn

) − un(an, aBn
) = φ(a∗

n, a−n) − φ(an, a−n). (17)

The Eq. (17) satisfies the definition of EPG [12]. Due to the attractive features
of EPG, Theorem 1 is proved. ��

3.3 Distributed Stochastic Learning Automata Based Algorithm

The distributed algorithm without information exchange is needed with the aim
of achieving the NE more practically. We use a distributed SLA based algorithm
which is proposed in [7]. In this algorithm, each UAV selects its channel and
time slot in accordance with its mixed strategy, and then updates its mixed
strategy according to certain rules in (18) which is related to the received random
payoff. The algorithm in detail is given later and the asymptotic behavior of the
algorithm is given and proved in [7] (Theorem 6).

The received payoff function can affect the selections of UAVs and influence
the performance of the learning algorithm. In order to develop comprehensive
random payoff and make full use of the unique feature of the multi-UAV network,
we consider the received random payoff from two aspects. On the one hand,
each UAV wants to mitigate the experienced interference, which motivates us to
develop the random payoff as the decreasing function of the interference level.
On the other hand, when an arbitrary UAV chooses the same channel with the
UAVs in the same cluster at different time slots, it can get reward value.

According to the analysis above, we design the following random payoff
received by UAV n:

rn(k) = D − ε · sn + η
∑

i∈Un

g(an, ai). (20)
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Algorithm 1. The Distributed SLA Based Joint Channel and Time Slot
Selection Algorithm

Initialization: set k = 1 and initialize each UAV’s joint channel and time slot selection
probability vector to qnm(k) = 1

MT
, ∀n ∈ N , m ∈ An.

Loop k = 1, 2, ...
1: Each UAV n randomly selects its action an(k) = (cn(k), tn(k)) in accordance with
its current selection probability vector qn(k).
2: Each UAV uses selected actions to communicate and then receives a random payoff
rn(k) characterized by (22).
3: According to the received random payoff, each UAV follows the following rules to
update their probability vector:

qnm(k + 1) = qnm(k) + σr̃n(k)(1 − qnm(k)), m = an(k)
qnm(k + 1) = qnm(k) − σr̃n(k)qnm(k), m �= an(k)

. (18)

where σ is the learning step size satisfies 0 < σ < 1 and r̃n(k) is the following normalized
received payoff:

r̃n(k) = rn(k)/rmax. (19)

where rmax = D + η · (T − 1) is the interference-free and reward-full payoff, T is the
number of time slots.
End Loop

where D > 0 is a predefined constant so that the received payoff remains positive,
ε and η are weights, sn is the weighted interference level and g(·) is the function
defined as follows:

g(an, ai) =
{

1, cn = ci and tn �= ti
0, others.

. (21)

In (20), the purpose of the proposed weights ε and η are to balance the expe-
rienced interference and received reward. The function g(·) means the number
of UAVs in the same cluster with UAV n which choose the same channel but
the different time slots compared with UAV n. However, the predefined positive
constant D affects the convergence of the algorithm if D is too large. On the
contrary, if D is too small, the received random payoff will be negative. Thus we
modify:

rn(k) = max{rn(k), 0}. (22)

4 Simulation Results and Discussion

We conduct the simulation from three aspects: the influence of weight α, conver-
gence behavior and performance evaluation so as to demonstrate the effectiveness
of the SLA based algorithm and the formulated game model. All UAVs located
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in a 1000m × 500m rectangle region. To distinguish the neighboring UAV clus-
ters, we set the distance as 150m. There are M = 2 channels and T = 2 time
slots. In order to reduce the interference among UAVs and increase the prob-
ability for UAVs located in the same cluster to choose the same channels, we
choose ε = 0.7 and η = 0.3. The learning step size is σ = 0.15 and the predefined
constant D = 1.8.

4.1 The Influence of Weight α

The weight α is designed to measure the importance of intra-cluster interference.
A larger value for the weight α will increase the significance of intra-cluster inter-
ference. Figure 2 shows the variation trend of the two kinds of interference when
α ranges from 0 to 1. There is an upward trend in the inter-cluster interference
when α increases from 0 to 1. That means smaller α leads to lower inter-cluster
interference level. When α = 0, that means we only consider the inter-cluster
interference no matter how high the intra-cluster interference is and vice versa.
We choose α = 0.7 in this simulation.
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Fig. 2. The interference level comparison with different weight α.

4.2 Convergence Behavior

Figure 3 illustrates a considered multi-UAV network topology where the neigh-
boring UAV cluster sets vary from cluster to cluster. For example, the neighbor-
ing UAV cluster set of the 4 clusters are JS1 = {2}, JS2 = {1, 3, 4}, JS3 = {2, 4}
and JS4 = {2, 3} respectively.

The joint channel and slot selection probabilities of UAV cluster S1 is pre-
sented in Fig. 4. At the beginning, UAV 1 and UAV 2 choose actions randomly
with equal probabilities. As the algorithm iterates, they finally converge to dif-
ferent selections. Moreover, Table 1 shows the selections of all UAVs. We can
summarize that each UAV select the same channel but different slots due to the
reward when there are only two UAVs in the same cluster. When the number
of UAV becomes larger, other UAVs select the other channel because the intra-
cluster interference is more serious. The results validate the effectiveness of the
payoff function.
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Fig. 3. An example topology of the multi-UAV network with 10 UAVs and 4 clusters
lcoated in the rectangle region. The small solid black dots represent the UAVs and the
large dashed blue circles mean the UAV clusters. The red dotted lines represent the
existence of interference between the two clusters. (Color figure online)
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Fig. 4. The convergence of the SLA based algorithm of UAV cluster S1

Table 1. Joint channel and slot selections of UAVs

UAV cluster UAV Channel selection Slot selection

S1 No. 1 1 2

No. 2 1 1

S2 No. 3 2 1

No. 4 1 1

No. 5 2 2

S3 No. 6 2 1

No. 7 1 1

No. 8 1 2

S4 No. 9 2 2

No. 10 2 1
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4.3 Performance Evaluation

First, we compare the aggregate interference level in different scenarios. We
consider the multi-UAV network involving 2 channels, 2 slots and the number of
UAVs increasing from 8 to 14 located in each cluster randomly. For comparison,
we develop 4 methods: random selection, best NE, worst NE, and the SLA based
algorithm. The results shown in Fig. 5 can be listed as follows: (i) when the
number of the UAVs becomes larger, the aggregate interference level becomes
higher; (ii) the learning solution is almost the same as the best NE because the
learning solution asymptotically achieves global optimum.
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Fig. 5. The aggregate interference level when varying the number of UAVs. The number
of channels and slots are M = 2 and T = 2 respectively.

Second, we compare the aggregate interference level in different numbers of
available channels. We consider 5 approaches: optimal, random selection, best
NE, worst NE, and the SLA based algorithm. Figure 6 shows the comparison
among the 5 methods in terms of the aggregate interference level by increasing
the channels from 1 to 4. Some significant results can be obtained from the
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Fig. 6. The aggregate interference level when varying the number of channels. The
simulation scenario is given in Fig. 3. The number of slots is T = 2.
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Fig. 6: (i) with the increase of the number of channels, the aggregate interference
level becomes lower; (ii) the best NE can obtain the best performance which is
the same as the optimal one (exhaustive search), and the learning solution is
very close to them; (iii) when the number of channel is 4, it means there are 8
selections for each UAV, the system can fulfill the demand of the UAVs.

5 Conclusion

In this article, we investigated the problem of distributed opportunistic spectrum
access under the consideration of channel-slot selection simultaneously in multi-
UAV network from a game-theoretic perspective, and took into account the
distinctive features of the multi-UAV network. We formulated the joint channel-
slot selection problem as a weighted interference minimization game. We proved
that the weighted interference minimization game is an exact potential game
with, and then used the distributed stochastic learning automata based joint
channel and time slot selection algorithm to achieve the Nash equilibrium. The
algorithm did not need information exchange among UAVs in the network which
was more suitable for dynamic and practical enviroment. The simulation results
showed that the learning solution was almost the same as the optimal solution
which validated the effectiveness of the algorithm.

There are still several potential research issues needed to be studied. For
instance, the ground station can allocate different numbers of time slots to dif-
ferent UAV clusters dynamically due to its load. Moreover, we can consider the
business requirements for different UAVs and the formation of the UAV clusters.
The resaerch of these factors will continue in the future.
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Abstract. Ship detection is an important issue in many aspects, vessel
traffic services, fishery management and rescue. Synthetic aperture radar
(SAR) can produce real high resolution images with relatively small aper-
ture in sea surfaces. A novel method employing extreme learning machine
is proposed to detect ship in SAR. After the image preprocessing, some
features including entropy, contrast, energy, correlation and inverse dif-
ference moment are selected as features for ship detection. The exper-
imental results demonstrate that the proposed ship detection method
based on extreme learning machine is more efficient than other learning-
based methods with prior performance of accuracy, time consumed and
ROC.

Keywords: Ship recognition · Extreme learning machine
Synthetic aperture radar (SAR)

1 Introduction

Ship detection is an important issue in many aspects, vessel traffic services,
fishery management and rescue. Traditional ship detection method such as patrol
ships or aircrafts are costly and limited by many circumstances, coverage area
and weather condition. Particularly, because of many air cash in recent years,
ship detection has become more and more important for ship monitoring and
ship searching to save people in time.

Synthetic aperture radar (SAR) can produce images of objects, such as land-
scapes and sea surfaces. SAR is usually mounted on mobile platforms such as
aircrafts. The movement of platform can acquire a lager synthetic antenna and
provide better azimuth resolution. Generally speaking, the larger aperture is,
the higher image of resolution it will be, no matter the aperture is physical
or synthetic. For these reason, SAR can produce a real high resolution image
with relatively small aperture. There are many other advantages for us to use
SAR images. SAR images can be obtained in many circumstances, regardless of
whether it is during day or night, rain or snow. SAR system can be so useful
when optical tools can not be used.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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SAR has been widely used for ship detection. A K-means clustering and land
masking method was reported on a novel method in coastal regions of SAR
images in [1]. A morphological component analysis method was developed in
[2] to achieve satisfactory results in complex background SAR images. A new
technique using color and texture from spaceborne optical images as a comple-
mentary to SAR-based images was employed in [3].

Some ship detection methods using SAR based on common machine learn-
ing algorithms were also reported. Neural network based method was used in
SAR to acquire better results in rough water and false alarm rates in [4]. Tex-
ture features from SAR image to discriminates speckle noise from ship was also
reported in [5]. A method based on support vector machines (SVM) combined
with grid optimization was employed for false alarm removal in [6], and ten-
sor based approaches were also reported in [7,8]. There are some papers that
use deep learning in SAR for ship detection [9], they present a high network
configuration used for ship discrimination.

Extreme learning machine (ELM) is a machine learning algorithm with sim-
ple optimization parameters, fast speed and good generalization performance
[10–12]. It has been widely used in many applications of image processing and
machine vision [13–15]. In comparison with SVM, ELM has a simple implemen-
tation and requires less optimization works. Meanwhile, ELM has better learning
performance with fast speed for its better generalization ability while SVM can
just achieve sub-optimal solutions with higher computational complexity. In this
paper, we perform ship recognition in SAR employing ELM method. One of the
main contributions of this paper is that an efficient ship recognition method
employing ELM for SAR is proposed.

2 Extreme Learning Machine

ELM algorithm includes two steps. The first step is data mapping where input
data are mapped into the hidden layer employing random feature mapping or
kernel learning approach. The second step is output. The final output can be
obtained by multiplying the middle results with their corresponding weights.
Different from the traditional learning process of three-layer neural networks
where all the parameters are tuned iteratively and severe dependency of the
parameters between different layers limits the learning performance, the hidden
layer is non-parametric in ELM. This simple policy leads to the smallest training
error and the smallest norm of weights, therefore ELM can achieve superior
generation performance over other learning approaches for neural networks. ELM
is able to improve the performance of single hidden layer neural network which
is low and easy to be trapped in local minimums.

Denote the training sample as (xi, ti), i = 1, ..., N , the input feature vectors
x = [x1,x2, ...,xN ]T ∈ R

D×N , and the label of the supervised sample output
ti = [ti1, ti2, ..., tiM ]T ∈ R

M , where N is the sample number, D is the dimension
size of the input sample feature vector, and M is the number of network output
nodes those are used to solve multi-classification problems.
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Denote the number of hidden layer nodes as L, the output of a hidden node
indexed by i is

g(x;wi, bi) = g(x · wi + bi). (1)

where i = 1, ..., N , wi is the input weight vector between the i-th hidden nodes
and all input nodes, g is the activation function, and bi is the bias of this node.
A feature mapping function which connects the input layer and the hidden layer
is

h(x) = [g(x;w1, b1), g(x;w2, b2), ..., g(x;wL, bL)]. (2)

Denote the output weight between the i-th hidden node and the j-th output
node as βij , where i = 1, ..., L, and j = 1, ...,M . The value of j-th output node
can be obtained by

fj(x) =
L∑

i=1

βij × g(x;wi, bi)). (3)

Thus the output vector of the input sample x at he hidden layer can be described
as

f(x) = [f1(x), f2(x)..., fM (x)] = h(x)β, (4)

where

β =

⎡

⎢⎣
β1

...
βL

⎤

⎥⎦ =

⎡

⎢⎣
β11 . . . β1M

...
. . .

...
βL1 . . . βLM

⎤

⎥⎦ . (5)

The above ELM calculation can be summed up as following. After randomly
select the value of input weights wi and the bias of the neural network bi, we
can obtain the output H of hidden layers, therefore the output weights β can be
obtained. During the training, β is obtained based on solving an optimization
problem. And during the recognition, the maxim fj is selected as the ELM
output class label.

3 ELM Based Ship Detection Method

A ship detection approach employing ELM classification for SAR images is pro-
posed in this paper. We will discuss image pre-processing, feature extraction and
network training of the proposed approach as follows.

3.1 Image Pre-processing

We used SAR image that is derived from TerraSAR-X images dataset [16]. SAR
image is calibrated and geocoded for pre-processing. In this stage, the main aim
is to extract ship candidate area with reducing alarm rate as much as possible.
Pre-processing includes feature selection and image segmentation. Due to the
ship shapes are regular, long and thin, selecting the appropriate length-width
ratio as the given threshold can eliminate non-ship objects, such as irregular
islands and clouds. After segmentation, we can remove non-target objects and
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gain ship candidate region. Then we use median filter to eliminate noise and
enhance the accuracy of ship recognation. Finally we can cut out sample images
based on the size of the ships to locate target areas and extract out all the ship
samples and water samples with the size of 30 × 30 pixels.

Feature extraction is the extraction of ships and seawater texture. The tex-
ture are important information for the ship detection. To obtain more informa-
tion, sample images processing tasks are employed to extract texture features. To
get the texture information, a popular gray level co-occurrence matrix method
[17] is employed. The element of the matrix is the coherent distribution for prob-
ability of a gray scale in constant distance. The matrix is obtained after scaning
all the pixels with the reflection of co-occurrence time probability of related pix-
els in space. Therefore it can provide the joint probability distribution of the
pixels. The gray level co-occurrence matrix is used for five texture parameters,
they are entropy, energy, contrast, correlation and inverse difference moment.

3.2 Feature Extraction

Because ship has limited area, length and width range, we extracted the ship
candidate area by selecting the appropriate ratio of the length-width and area
size range. We not only segment target but also eliminate non-target objects.
The following equation is used to calculate the ratio of length-width.

r = LMER/WMER (6)

where r is the ratio of length-width, L is the length of the spindle direction, and
W is the width of spindle direction. The ratio distinguishes between a rectangular
objects and irregular objects.

Entropy. Since texture information is also important for ship detection, we
use entropy as one of texture features. Entropy can provide the uniformity and
complexity information of the texture, and it is calculated as

fentropy =
L−1∑

i=0

L−1∑

j=0

p(i, j) × [− ln p(i, j)] (7)

where p(i, j) is the element of the position (i, j) in gray level co-occurrence matrix
which has been described in Sect. 3.1.

Contrast. Contrast feature i able to reflect the degree of the image sharpness
and the depth of the texture groove. It defers the calculation of the intensity
contrast linking pixel and its neighbor over the whole image. Contrast can be
calculated as

fcontrast =
L−1∑

i=0

L−1∑

j=0

(i − j)2 × p(i, j)2. (8)
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Energy. Energy is the sum of square of elements in GLCM. It reflects the
uniformity of the image gray scale and texture roughness. Energy is calculated
as

fenergy =
L−1∑

i=0

L−1∑

j=0

P (i, j)2 (9)

Correlation. Correlation measures the similarity of the spatial gray-level co-
occurrence matrix elements in the row or column direction, reflecting the local
gray correlation in the image. It is calculated as

fCorrelation =

∑
i

∑
j i × j × P (i, j) − μx × μy

σ2
x × σ2

y

(10)

Inverse Difference Moment. It reflects the homogeneity of the image texture,
and measures how much of the image texture changes. When its value become
larger, the local texture is very uniform. The following is its calculation formula.

fInverse difference moment =
L−1∑

i=0

L−1∑

j=0

P (i, j)
1 + (i − j)2

(11)

3.3 Network Training

In our ship detection method in SAR using ELM network, the input layer is
connected to the input feature vector which is texture features as described
before. The output layer has one node used to mark ship or not. After defining
the ELM network structure, the network can be used for sample training. The
parameters of input weights wi and biases bi in ELM are randomly selected.
Consequently the calculation of β is critical for ELM training.

Denote the actual output vector as Y, the input vector X, We can obtain
the output vector from (3) as

Y = Hβ, (12)

where

H =

⎡

⎢⎣
h(x1)

...
h(xN )

⎤

⎥⎦

=

⎡

⎢⎣
g(x1;w1, b1) . . . g(x1;wL, bL)

...
. . .

...
g(xN ;w1, b1) . . . g(xN ;wL, bL)

⎤

⎥⎦ , (13)

and

Y =

⎡

⎢⎣
y1

...
YN

⎤

⎥⎦ =

⎡

⎢⎣
y11 . . . y1M
...

. . .
...

yN1 . . . yNM

⎤

⎥⎦ . (14)



Ship Detection in SAR 563

The object of ELM method is to minimize two errors, they are the training
error ||T − Hβ||2 and the norm of output weight ||β||. This problem can be
converted to an optimization problem as below

min ψ(β, ξ) = 1
2 ||β||2 + C

2 ||ξ||2 (15)
s.t. Hβ = T − ξ. (16)

where ξ is the output value error between the actual output and the desired
output, and C is the regularization factor which is used to improve the training
generalization performance with controlling the tradeoff between the closeness
to the training data and the smoothness of the decision function. The above
optimization problem can be solved employing Lagrange multiplier technique.
When the matrix (I/C) + HTH is not singular, solution β can be calculated as

β =
(

I
C

+ HTH
)−1

HTT. (17)

Otherwise, when the matrix (I/C) + HHT is not singular, solution β can be
calculated as

β = HT

(
I
C

+ HHT

)−1

T, (18)

where I is an identity matrix. In practice, when the number of training features
of samples is greater than the one of hidden neurons, we use (17) to obtain the
output weights, otherwise we use (18).

To improve the stability of ELM in calculating the output weights, an efficient
solution is to find high quality mapping between input and hidden layers. RBF
function is one of the most efficient mapping functions, and it used in our ELM
based bubble defect detection method. HTH in (17) or HHT in (18) is called
ELM kernel matrix, and h(xi) · h(xj) is ELM kernel. In our proposed method,
the following Gaussian function is selected as the kernel

φ(xi,xj) = h(xi) · h(xj) = exp
(

−||xi − xj ||2
σ2

)
. (19)

The training process is performed as described above. After the training is
finished, the trained ELM can be used for image detection in SAR.

4 Experimental Results

In our experiments, these SAR images acquired from TerraSAR-X Data Samples
[16] have been radiometrically calibrated. Two sample images in our test dataset
are illustrated in Fig. 1.

Some other usually used methods are assessed in our experiments to verify
the efficiency of our proposed method. It has been widely validated that neural
network based classification has poorer performance than SVM based one. Our
test methods are K-nearest neighbors (KNN) [1], SVM [6], CNN [9] and ELM
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Fig. 1. Sample images from the dataset
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methods. After testing the different parameters with experiments, we select the
optimized parameters for the best performance from the allowed ranges employ-
ing optimization search. In our ELM based method, the number of hidden nodes
is set to 200.

4.1 Accuracy

The comparisons of classification performance in a variety of sample numbers
are performed. The training sample number is selected from 120 to 480 with the
step of 120, and these 4 groups are marked as group A, B, C and D, respec-
tively. Samples in each group are stochastically selected from the dataset, and
half of the sample is selected from the ship images, and others from non-ship
ones. Test sample data contains 10 ship samples and 10 seawater samples. Each
experiment has been tested 10 times. The final test accuracy is the average of
10 test experiments.

The comparison of classification correction rate of different methods is listed
in Table 1. And these experimental results are also illustrated in Fig. 2. As shown
in the figure, with the increasement of training samples, the classification accu-
racy of our proposed method gradually increases as well. The classification accu-
racy is more prior to other methods when fewer training samples are employed.
Our proposed ELM based method is able to keep the superior performance of
accuracy and the faster speed with the different sample numbers. It means that
our proposed ELM method has most satisfactory performance with varies of
sample number.

Table 1. Classification accuracy of different methods

Samples number Method Accuracy Time consumed (s)

A (480 samples) KNN 0.850 0.002

SVM 0.805 0.249

CNN 0.350 11.975

ELM 0.900 0.161

B (360 samples) KNN 0.850 0.002

SVM 0.765 0.167

CNN 0.300 5.837

ELM 0.880 0.140

C (240 samples) KNN 0.700 0.002

SVM 0.750 0.150

CNN 0.350 4.780

ELM 0.865 0.110

D (120 samples) KNN 0.750 0.001

SVM 0.680 0.024

CNN 0.350 3.502

ELM 0.870 0.060
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Fig. 2. Comparison of defect detection classification accuracy with different methods

4.2 Time Consumed

The speed is measured with the sum of training and test time, and the exper-
imental results are also listed in Table 1. The time unit is seconds. The test
data obtains 20 samples, which has 10 ship samples and 10 water samples. We
performed the experiments with Matlab R2014a and Ubuntu 14.04 for python
program on a computer with 64G RAM, 2.10 GHz E5-2620 CPU. And CNN
method is tested with a GPU of GeForce GTX 1080 Ti. CNN has 50 iteration
times for every training experiment. The data reveals that the proposed ELM
algorithm is so fast that it can be employed in real time applications.

4.3 ROC and AUC

Receiver operating characteristics (ROC) curve and Area under the ROC curve
(AUC) are widely used for classification performance comparison, and they are
also employed in our experiments. We set the threshold varying from maximum
to minimum and get the ROC curve. Interpreted as the probability that a clas-
sifier is able to distinguish a randomly chosen positive instance from a randomly
chosen negative instance, AUC value is greater when the classification has good
performance. The detailed ROC curves are illustrated in Fig. 3 in which the
number of samples is 480. The curves of our proposed method are all on the
above in the figures. It reveals that our proposed method has the best classifica-
tion ability than other approaches. AUC value is listed in Table 2. Our proposed
method obtain the greatest AUC value. All these experiments have shown that
our proposed ELM based method has the best performance.
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Fig. 3. ROC of different methods (sample number is 480).

Table 2. AUC of different methods

Samples number KNN SVM CNN ELM

480 0.747 0.500 0.390 0.833

5 Conclusions

In this work, a novel image processing application is developed to detect ship
in SAR images. After the image processing and the feature extraction, ELM
based classification is applied to detect ships in SAR images. Compared with
other learning based classifiers, the proposed ELM based method can obtain
better performance to detect ship. The proposed extreme learning machine based
method is potential for object detection in other SAR applications. Research of
the more efficient ELM based method with automatic feature selection will be
studied in the future.

Acknowledgments. This work was partly supported by National Natural Science
Foundation of China (No. 61371045).
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Obtaining Ellipse Common Tangent Line
Equations by the Rolling Tangent Line Method
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Abstract. In the field of image processing and machine vision, it is sometimes
necessary to obtain common tangent line equations and tangent point coordi-
nates from ellipses. A rolling tangent line method was proposed to obtain the 4
common tangent line equations and 8 tangent point coordinates from two
ellipses in this paper. The principle of this method is simple and it is easy to
program on a computer. Use this method to process two ellipse targets in an
image and the experiment results show that the 4 common tangent equations and
8 tangent point coordinates can be obtained in high precision and the maximum
execution time is less than 0.1 s.

Keywords: Image processing � Machine vision � Ellipse
Common tangent line

1 Introduction

In some engineering applications, it is necessary to obtain common tangent line
equations and tangent point coordinates from two ellipses. For example, Mateos [1]
used the tangent points as feature points for camera calibration. Guangjun [2] used the
tangent points as feature points to measure the position and orientation of unmanned
aerial vehicles.

In order to obtain the 4 tangent line equations and 8 tangent point coordinates,
Zhang [2] proposed a method to solve an equation group which consists of two dual
conic corresponding to the two ellipse equations. But the equation group is nonlinear
and multivariate, it is not easy to solve by computers. Therefore, this method is not
applicable to specific engineering practice. Xiaoxiang [3] proposed an iterative method
to obtain tangent line equations from two ellipses. This method is sample and highly
operational. It also converges quickly. However, in order to ensure convergence and
accuracy, it needs to artificially adjust the position of the ellipses in the coordinate
system so that the slope of the tangent line is approximately between 0.5 and 1.5. This
makes this method no longer applicable to engineering applications with high auton-
omy requirements.

To solve the above problems, this paper proposes a rolling tangent line method,
which can effectively obtain the 4 common tangent line equations and 8 tangent point
coordinates from the two ellipses. Compared with the existing methods, this method

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 569–576, 2018.
https://doi.org/10.1007/978-3-319-73447-7_61



has three advantages: (1) The principle of this method is simple, and it is easy to be
achieved on a computer; (2) There is no iterative calculation, so this method executes
fast; (3) The method has high stability and high precision. This paper will introduce the
principle of this method in details, and the effectiveness of the proposed method is
verified by experimental results.

2 Basic Principle of the Rolling Tangent Line Method

The general equation of an ellipse can be expressed in the form of formula (1).

x2 þAxyþBy2 þCxþDyþE ¼ 0: ð1Þ

The ellipse equation shown in formula (1) can be rewritten into a binomial form of
homogeneous coordinates, as shown in formula (2). Formula (2) is equivalent to for-
mula (1).

x y 1½ �
1 A/2 C/2
A/2 B D/2
C/2 D/2 E

2

4

3

5
x
y
1

2

4

3

5 ¼ 0: ð2Þ

Further, in order to facilitate analysis, the formula (2) is rewritten into the form of
formula (3). In formula (3), d is the vector [x y 1]T, which represents a point on the
ellipse curve.

dTMd ¼ 0: ð3Þ

Now assume that there are two ellipses M1 and M2 on the image coordinate system.
Using the rolling tangent line method to obtain the 4 tangent line equations can be
implemented in three steps. Details are as follows:

Step 1: Generate tangent points on ellipse M2.
Figure 1 shows a Diagrammatic sketch of an image coordinate system. Assuming that
the equations for ellipses M1 and M2 are known, then tangent points will be generated
on the ellipse M2. Among all the tangent points, the top and the bottom tangent point,

x

y

o

2M 1
M

downd

upd

Fig. 1. Tangent points generated on ellipse M2.
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i.e. ddown and dup in Fig. 1, will be generated at first. The tangent line through ddown or
dup is parallel to ox axis.

Assume that the coordinates of ddown and dup are (xdown, ydown) and (xup, yup)
respectively. We will use the coordinates of these two points to determine the coor-
dinates of other tangent points.

Divide the interval [ydown, yup] into three sub-intervals. The first sub-interval is
[ydown, ydown + dy], and the y-coordinate of the tangent points in this interval are ydown,
ydown + D1, ydown + 2D1, ydown + 3D1, ���, ydown + dy, respectively. The second
sub-interval is (ydown + dy, yup−dy], and the y-coordinate of the tangent points in this
interval are ydown + dy + D2, ydown + dy + 2D2, ydown + dy + 3D2, ���, yup−dy
respectively. The third sub-interval is (yup−dy, yup], and the y-coordinate of the tangent
points in this interval are yup−dy + D3, yup−dy + 2D3, yup−dy + 3D3, ���, yup respec-
tively. The dy is a small constant. The D1, D2, D3 are small step lengths. In general, D2

is much larger than D1, and D1 is equal to D3. By dividing different intervals to
determine the y-coordinate of the tangent point is to ensure the accuracy of the results
and the execution speed of the method.

It is assumed that the y-coordinates of n tangent points are obtained by the above
method. For any one of them, take yi into the equation of ellipse M2, we can get two
x-coordinates, xi1 and xi2, which locates on the left and right sides of the connection
line between point ddown and point dup. That is, each yi corresponds to the two tangent
points (xi1, yi) and (xi2, yi) on the ellipse M2.

Step 2: Solve the tangent line equation for each tangent point generated on ellipse M2.
The coordinates of a tangent point di on ellipse M2 is (xi, yi), corresponding to the
homogeneous coordinate [xi, yi, 1]

T. Then a tangent line li on the ellipse M2 that
through di can be obtained by formula (4) in book [4].

li ¼ M2di: ð4Þ

Starting at point ddown, arrive at point dup in clockwise direction, and continue to go
back to point ddown in clockwise direction, obtain the equation of the tangent line to
each tangent point. N tangent line equations can be obtained in total. This process is
like a tangent line rolling on the ellipse M2, hence we call this method the rolling
tangent line method. This process can also be shown in Fig. 2.

x

y

o

1
M

downd

upd

2M

Fig. 2. Each tangent point generated on ellipse M2 corresponds to a tangent line.
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Step 3: Determine all the 4 tangent line equations by the deviation.
The tangent line equations for all tangent points generated on M2 has been obtained in
step 2. If the tangent li on the ellipse M2 is also tangent to the ellipse M1, then the
tangent li must satisfy the formula (5).

lTi M
�1
1 li ¼ 0: ð5Þ

Here, we define li
TM1

−1li as the deviation denoted by e. Further analysis shows that
if li is the tangent line of M2 but not the tangent line of M1, then e is not equal to 0, and
li farther away from M1, the greater the absolute value of deviation e will be. When a
tangent line rolls a circle along the ellipse M2 from point ddown, the diagrammatic
sketch that the absolute value of the deviation |e| varies with the tangent line sequence
number is shown in Fig. (3).

In Fig. 3(a), the tangent lines corresponding to the 4 valleys between the two peaks
indicated by the upper arrow are the common tangent lines. Figure 3(b) shows a special
case. In special case, only 3 common tangent lines can be obtained directly. In order to
obtain the fourth common tangent line, we can compare the two boundary points, then
select the smaller one as the line sequence number corresponding to the fourth common
tangent line. Further, we will use formula (6) to obtain the tangent point from the 4
common tangent lines and the ellipse M1.

d ¼ M1l: ð6Þ

The above three steps illustrates the procedure to obtain the common tangent line
equations from two ellipses by the rolling tangent line method. In Sect. 3, we will
verify the validity of the method through experiments.

Tangent line sequence number
1

0
n

|e|

1
0

n
Tangent line sequence number

|e|

   (a) (b) 

Fig. 3. Diagrammatic sketch that the absolute value of the deviation |e| varies with the tangent
line sequence number. (a) represents a general case, and (b) represents a special case.
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3 Experiment and Results

The experiment was done on a laptop, in which the CPU is Intel Core i3-2350M and
the memory size is 6 GB. Figure 4 is a 640 � 480 pixels image captured by a camera,
which contains two ellipse targets. After a series of image processing algorithms [5–
10], we can get the equations of the outer contour curves of two ellipse targets, which
are shown in the Fig. 4. In Fig. 4, the green curves represent the two ellipse and the
crossings represent the center of the ellipse. Then, the rolling tangent line method will
be used to obtain common tangent line equations and tangent points from the two
ellipses.

When writing a program to achieve the rolling tangent line method, we set the
parameter dy to 1, D1 and D3 to 0.01, D2 to 0.2. Using the rolling tangent line method
generated 1314 tangent points in total, corresponding to 1314 tangent line. The curve

Fig. 4. A 640 � 480 pixels image contains two ellipse targets. In this figure, the green curves
represent the two ellipse and the crossings represent the center of the ellipse. (Color figure online)
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Fig. 5. The absolute value of the deviation |e| varies with the tangent line sequence number.
There are 4 valleys in this figure corresponding to the 4 common tangent lines.
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that the absolute value of the deviation |e| varies with the tangent line sequence number
is shown in Fig. 5. The tangent line sequence numbers corresponding to the common
tangent lines are 125, 779, 934 and 1207. The detailed parameters of the four tangent
lines are shown in Table 1. The coordinates of the 8 tangent points are shown in
Table 2. Obtaining 4 common tangent line equations and 8 tangent point coordinates
took a total of 0.077 s.

In order to intuitively observe the 4 common tangent lines and 8 tangent points
obtained from the two ellipses, the tangent lines and the tangent points was marked in

Table 1. Tangent line equations obtained from the two ellipses

Tangent line sequence number Tangent line equations

125 21.95x − 38.44y + 1302.65 = 0
779 −21.115x + 38.89y − 5860.78 = 0
934 −44.36x + 9.18y + 10621.07 = 0
1207 −14.966x − 42.058y + 15065.51 = 0

Table 2. Tangent point coordinates obtained from the two ellipses

Tangent point
sequence
number

Column
coordinate

Row
coordinate

Tangent point
sequence
number

Column
coordinate

Row
coordinate

1 260.60 182.17 5 283.47 214.11
2 367.61 243.80 6 300.49 295.20
3 213.01 265.30 7 252.57 269.04
4 323.25 326.20 8 330.75 240.60

Fig. 6. The 4 tangent lines and 8 tangent points were marked in the image. The purple line
represents tangent lines, and the cyan point represents tangent points. (Color figure online)
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the image, as shown in Fig. 6. It can be seen that 4 common tangent lines and 8 tangent
points was obtained in high precision.

In order to verify the stability of the rolling tangent line method, the other 8 images
with ellipse targets were processed. The results are shown in Fig. 7. From the results
shown in Fig. 7, we can see that regardless of how the ellipse object is distributed in the
image coordinate system, the 4 common tangent lines and the 8 tangent points from the
two ellipses can be stably and quickly obtained by using the rolling tangent method.

4 Conclusion

This paper presents a rolling tangent line method to obtain common tangent line
equations and tangent point coordinates from two ellipses. The principle of this method
is simple and it is easy to program on a computer. There is no iterative calculation, so
this method can execute fast. The experimental results show that this method is stable
and the common tangent line equations with the tangent point coordinates can be
obtained in high precision. These advantages make the rolling tangent line method
applicable for engineering practice.
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Abstract. The signal processing on graphs has been widely used in var-
ious fields, including machine learning, classification and network signal
processing, in which the sampling of bandlimited graph signals plays an
important role. In this paper, we discuss the sampling of bandlimited
graph signals based on the theory of function spaces, which is consistent
with the pattern of the Shannon sampling theorem. First, we derive an
interpolation operator by constructing bandlimited space of graph sig-
nals, and the corresponding sampling operator is also obtained. Based
on the relationship between the interpolation and sampling operators,
a sampling theorem for bandlimited graph signals is proposed, and its
physical meaning in the graph frequency domain is also given. Further-
more, the implementation of the proposed theorem via matrix calculation
is discussed.

Keywords: Sampling · Signal processing on graphs · Graph signals

1 Introduction

With the rapid development of information technology, the demand for large-
scale data processing is growing, such as signals from social, biological, and sensor
networks. Different from traditional timeseries or images, these structured signals
are interconnected. The underlying connectivities between data points naturally
reside on the structure of graphs, which leads to the emerging field of signal
processing on graphs. In recent years, the graph signal processing has been widely
used in various application domains such as machine learning, classification and
network signal processing [1,2].

The sampling theory plays a fundamental role in digital signal processing.
The traditional Shannon sampling theorem bridges the continuous and discrete
domains. Unlike traditional sampling, the sampling for graph signals is more
challenging because the paradigm of leveraging frequency folding phenomenon
cannot be defined for graph signal due to its irregular structure. Therefore, the
sampling for graph signals has drawn lots of attention. Unfortunately, existing
works on sampling of graph signals [4–7] do not reveal the clear physical mean-
ing in the graph frequency domain, and the implementation of graph signal sam-
pling and reconstruction is still not discussed in the literature. Towards this end,
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we propose a new derivation of the sampling for bandlimited graph signals based
on the theory of function spaces. We first derive an interpolation operator by
constructing bandlimited space of graph signals, and then obtain its correspond-
ing sampling operator. Based on the relationship between these two operators, a
sampling theorem for bandlimited graph signals is proposed. The physical mean-
ing of the sampling and reconstruction process in the graph frequency domain is
also given. Furthermore, the implementation of the proposed theorem via matrix
calculation is presented. Finally, a numerical example of the derived results is
given.

The rest of the paper is organized as follows. Some facts of signal processing
on graphs are introduced in Sect. 2. Section 3 discusses the sampling for ban-
dlimited signals defined on graph. Finally, a conclusion is made in Sect. 4.

2 Preliminaries

In this chapter, some basic concepts of discrete signal processing on graphs [1–3]
are given, which are generalized from the traditional discrete signal processing.

Graph Signal. Discrete signal processing on graphs is focused on the signal
with irregular and complex internal structure, which can be represented by a
graph G = (V,A), where V = [v0, v1, · · · , vN−1] denotes the set of nodes and
A ∈ C

N×N , the weighted adjacency matrix, means the graph shift. Given a graph
representation G = (V,A), a graph signal is defined as the map on the graph
nodes that assigns the signal coefficient fn ∈ C to the node vn. The edge weight
Am,n between vm and vn can express the correlation and similarity between the
signals defined on those two nodes. When the order of the nodes is determined,
the graph signal can be represented by a vector

f = [f0 f1 · · · fN−1]T ∈ C
N . (1)

For simplicity, assume A can be completely decomposed as follows (unless A
should be decomposed on a set of Jordan eigenvectors)

A = VΛV−1 (2)

where the columns of matrix V is the eigenvectors of A, and Λ is the diagonal
matrix of corresponding eigenvalues λ0, · · · , λN−1 with λ0 >, · · · , > λN−1.

Graph Fourier Transform. Generally, a Fourier transform can achieve the
expansion of a signal on a set of basis functions which are invariant to filtering.
The eigenvectors (or the Jordan eigenvectors) of the graph shift A just satisfy the
requirement [1,3], so the graph Fourier transform and the inverse graph Fourier
transform can be respectively defined as

f̂ = V−1f (3)
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f = Vf̂. (4)

Eigenvalues λ0 >, · · · , > λN−1 denote the lowest to the highest frequencies of
graph signals, with a descending order of the eigenvalues [3]. Eigenvectors of
different frequencies correspond to different graph frequency components.

3 A Sampling Theorem of Bandlimited Graph Signals

For finite-dimentional discrete signal, sampling and interpolation mean the
decrease and increase of the dimension of input signal. Thus the sampling and
interpolation of a graph signal f ∈ C

N can be respectively expressed as

g = Ψf ∈ C
M (5)

f̃ = Φg = ΦΨf = Pf ∈ C
N , (6)

where M<N , g is the sampled graph signal, and matrix Ψ ∈ C
M×N and Φ ∈

C
N×M denote the sampling and interpolation operators respectively, and

P = ΦΨ ∈ C
N×N (7)

with
Ψ∗ = (ψ0, · · · , ψM−1) ∈ C

N×M (8)

Φ = (φ0, · · · , φM−1) ∈ C
N×M (9)

where ψi ∈ C
N and φi ∈ C

N . If vectors ψ0, · · · , ψM−1 and φ0, · · · , φM−1 con-
stitute two sets of basis of signal space Ss = span{ψ0, · · · , ψM−1} and Si =
span{φ0, · · · , φM−1}, the sampling (5) and interpolation (6) can be regarded as
the expansion and combination of signal f in the two spaces, where Ss and Si

represent the sampling and interpolation spaces respectively.

3.1 Sampling and Interpolation in Bandlimited Graph Signal Space

Similar to the Shannon theorem, for the possibility of perfect recovery, we con-
sider bandlimited graph signals, i.e., the input signal f is in bandlimited space.

A graph signal f is called bandlimited when there exists a K ∈ {0, · · · , N −1}
such that its graph Fourier transform f̂ satisfies

f̂i = 0 for all i ≥ K. (10)

The smallest K is the bandwidth of f. All the graph signals in C
N with bandwidth

of at most K can form a closed bandlimited subspace, represented by BLK .
Perfect recovery equals to achieve f̃ = f. Thus given f ∈ BLK , f̃ ∈ BLK must

be satisfied. From (6) we can know f̃ ∈ Si, so the problem has been transformed
into the construction of the bandlimited interpolation space which should satisfy:

Si = span{φ0, · · · , φM−1} = BLK . (11)
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The graph Fourier transform of interpolation operator Φ can be written as

Φ̂ = V−1Φ = (V−1φ0, · · · ,V−1φM−1)

= (φ̂0, · · · , φ̂M−1)
(12)

where φ̂i is the graph Fourier transform of vector φi. For vector u ∈ Si with
expansion coefficients a0, · · · , aM−1 on basis φ0, · · · , φM−1, û is as follows

û = V−1u = V−1(φ0, · · · , φM−1)(a0, · · · , aM−1)T

= (φ̂0, · · · , φ̂M−1)(a0, · · · , aM−1)T

= a0φ̂0 + · · · + aM−1φ̂M−1

(13)

where φ̂0, · · · , φ̂M−1 form a new set of basis in graph frequency domain, and
û ∈ span{φ̂0, · · · , φ̂M−1}. Thus if φ̂0, · · · , φ̂M−1 satisfy (10), (11) holds true.

If φ̂0, · · · , φ̂M−1 satisfy (10), then we have

Φ̂ = Φ̂BL = V−1Φ = V−1(φ0, · · · , φM−1) = (φ̂0, · · · , φ̂M−1)

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ̂0(1)
...

φ̂0(K)
0
...
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, · · · ,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ̂M−1(1)
...

φ̂M−1(K)
0
...
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ̂01 · · · φ̂(M−1)1

...
. . .

...
φ̂0K · · · φ̂(M−1)K

0 · · · 0
...

. . .
...

0 · · · 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎝

Q
0 · · · 0
...

. . .
...

0 · · · 0

⎞
⎟⎟⎟⎠

︸ ︷︷ ︸
N×M

=

⎛
⎜⎜⎜⎝

IK×K

0 · · · 0
...

. . .
...

0 · · · 0

⎞
⎟⎟⎟⎠

︸ ︷︷ ︸
N×K

Q

(14)

where I is the unit matrix, and the coefficient matrix Q ∈ C
K×M includes all

the nonzero frequency contents of bandlimited vectors φ̂0, · · · , φ̂M−1:

Q =

⎛
⎜⎝

⎛
⎜⎝

φ̂0(1)
...

φ̂0(K)

⎞
⎟⎠ , · · · ,

⎛
⎜⎝

φ̂M−1(1)
...

φ̂M−1(K)

⎞
⎟⎠

⎞
⎟⎠ =

⎛
⎜⎝

φ̂01 · · · φ̂(M−1)1

...
. . .

...
φ̂0K · · · φ̂(M−1)K

⎞
⎟⎠ . (15)

And V−1V = IN×N is true, so we have

V−1 · V(K) =

⎛
⎜⎜⎜⎝

IK×K

0 · · · 0
...

. . .
...

0 · · · 0

⎞
⎟⎟⎟⎠ (16)



On Sampling of Bandlimited Graph Signals 581

where V(K) ∈ C
N×K denotes the first K columns of V ∈ C

N×N, and satisfies

V(K) · Q = V

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ̂0(1)
...

φ̂0(K)
0
...
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

, · · · ,

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

φ̂M−1(1)
...

φ̂M−1(K)
0
...
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

= VΦ̂BL = Φ. (17)

Then combining (16) and (17), (14) can be expressed as

Φ̂BL =

⎛
⎜⎜⎜⎝

Q
0 · · · 0
...

. . .
...

0 · · · 0

⎞
⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎝

IK×K

0 · · · 0
...

. . .
...

0 · · · 0

⎞
⎟⎟⎟⎠ Q = V−1 · V(K) · Q = V−1Φ (18)

so that we can get
Φ = V(K)Q. (19)

By (19), the interpolation operator Φ can be constructed uniquely using a given
coefficient matrix Q, and simultaneously the interpolation space Si satisfies (11).

The interpolation operator Φ can be built through (19), so the next step of
perfect recovery is to find the corresponding sampling operator Ψ.

Under the sampling theory for finite-dimensional vectors discussed in [8],
two requirements must be satisfied for perfect recovery: (1) input signal f ∈ Si =
span{φ0, ..., φM−1} = BLK ; (2) P = ΦΨ is a projection operator, satisfying

P2 = P. (20)

The first requirement can be guaranteed by (19) when given a graph signal
f ∈ BLK , and the second one (20) just implies the relation between Φ and Ψ.

From (7) and (19) we obtain

P = ΦΨ = V(K)QΨ (21)

so (20) can be written as

P2 = ΦΨ · ΦΨ = V(K)QΨ · V(K)QΨ

= V(K) · (
QΨV(K)

) · QΨ = V(K) · W1 · QΨ

= V(K)Q · (
ΨV(K)Q

) · Ψ = V(K)Q · W2 · Ψ
= P = V(K)QΨ

(22)

where W1 = QΨV(K) ∈ C
K×K and W2 = ΨV(K)Q ∈ C

M×M . To achieve f̃ =
f ∈ BLK , sampled signal g ∈ C

M must include at least K graph frequencies to
avoid the truncation error. Thus the dimension M should satisfy M ≥ K. Then
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for Q ∈ C
K×M , rank

(
W2 = ΨV(K)Q

) ≤ rank (Q) ≤ K ≤ M ; and W2 = IM×M

only when M = K. So to make (22) true, W1 = IK×K should be satisfied, i.e.,

QΨV(K) = IK×K . (23)

The relation between Φ and Ψ is given by (23). From (19) and (23), Φ and
Ψ can be uniquely obtained. However, there are 3 unknowns in this problem: Φ,
Ψ and Q, so one of them must be built first to fix the rest. For the feasibility
and simplicity of sampling, we construct the interpolation operator Ψ first and
conclude the following sampling theorem for graph signals.

Theorem 1. For the sampling operator Ψ ∈ C
M×N and interpolation operator

Φ ∈ C
N×M of a bandlimited graph signal f ∈ BLK ∈ C

N , if M ≥ K and
rank (Ψ) ≥ K are true, then the perfect recovery of f can be achieved, where M
is the total sample number, with

Φ = V(K)Q and QΨV(K) = IK×K . (24)

The restriction of M ≥ K and rank (Ψ) ≥ K in Theorem 1 provides the
instruction for building sampling operator Ψ ∈ C

M×N , and the results are varied.
When this restriction is not satisfied or f /∈ BLK , perfect recovery is impossible
due to the truncation error in the graph frequency domain.

By Theorem 1, the implementation steps for the sampling and interpolation
of bandlimited graph signals are as follows:

(i) Select the total sample number M , satisfying M ≥ K;
(ii) Build operator Ψ with rank (Ψ) ≥ K and sample the input signal: g = Ψf;
(iii) Calculate Q using QΨV(K) = IK×K ;
(iv) Obtain Φ by Φ = V(K)Q and recover the signal: f̃ = ΦΨf.

3.2 Numerical Example

The perfect recovery of graph signals can be obtained via the given steps, and
the choices of sampling operator Ψ are varied. Next, we take one of them as an
example to demonstrate the validity of the proposed theorem.

We consider a 5-node graph with adjacency matrix

A =

⎡
⎢⎢⎢⎢⎣

0 1 0 0 1
1 0 1 0 1
0 1 0 0 1
0 0 0 0 1
1 1 1 1 0

⎤
⎥⎥⎥⎥⎦

(25)

and the corresponding inverse graph Fourier transform matrix is

V =

⎡
⎢⎢⎢⎢⎣

0.45 0.29 0.71 0.41 0.22
0.45 0.29 0 −0.82 0.22
0.45 0.29 0.71 0.41 0.22
0.45 −0.87 0 0 0.22
0.45 0 0 0 −0.90

⎤
⎥⎥⎥⎥⎦

. (26)
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Fig. 1. Sampling and interpolation of graph signal f = [f0 f1 f2 f3 f4]
T.

We input a graph signal f with bandwidth K = 3 as

f =
[
3.5643 −2.2893 2.1501 1.2213 −2.4374

]T
. (27)

Without loss of generality, we let the number of samples be M = K = 3, and
let rank (Ψ) = K. One possible sampling operator Ψ with simple form is

Ψ =

⎡
⎣

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

⎤
⎦ (28)

and we can obtain the following interpolation operator Φ by matrix calculation

Φ =

⎡
⎢⎢⎢⎢⎣

1.0000 −0.0000 −0.0000
0.0000 1.0000 0.0000

−0.0000 0.0000 1.0000
0.5411 0.8172 0.5411

−0.9086 −1.2033 −0.9086

⎤
⎥⎥⎥⎥⎦

. (29)

Then we can get following sampled signal g and recovered signal f̃

g =
[
3.5643 −2.2893 2.1501

]T (30)

f̃ =
[
3.5643 −2.2893 2.1501 1.2213 −2.4374

]T (31)

where (31) implies the perfect recovery achieved and can be expressed as Fig. 1.
As mentioned above, the choices of the sampling operator Ψ are not unique.

The following options of Ψ can also lead to perfect recovery

Ψ1 =

⎡
⎣

1 0 0 0 0
0 0 1 0 0
0 0 0 0 1

⎤
⎦ Ψ2 =

⎡
⎣

1 0 0 0 0
0 0 0 1 0
0 0 1 0 1

⎤
⎦ Ψ3 =

⎡
⎣

2 0 0 0 0
1 2 3 4 0
0 0 1 0 10

⎤
⎦ (32)

as long as the restriction in Theorem 1 can be guaranteed.
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4 Conclusion

In this paper, a new derivation for the sampling theorem of bandlimited graph
signals is proposed based on the theory of function space. After introducing nec-
essary preliminaries of signal processing on graphs, an interpolation operator is
derived by constructing bandlimited space of graph signals, and the correspond-
ing sampling operator is also obtained. On the basis of the relationship between
the interpolation and sampling operators, a sampling theorem for bandlimited
graph signals is obtained. Our proposed result states that perfect recovery is
possible for bandlimited graph signals, and the theorem can be achieved easily
in practice via matrix calculation, with the implementation given in the paper.
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Abstract. Complex scenarios are characterized by harsh multipath con-
ditions. Recently, strong single reflections among multipath components
(MPC) are proved to improve localization performance such as data-
association (DA) and multipath components mitigation. We first pro-
pose a novel DA method, which figures out the relationship between
the received signals and scatters based on an expectation maximization
(EM) based Gaussian mixture model. Furthermore, sensors themselves
often have uncertainties to be estimated, we propose a joint estima-
tion method to obtain the final estimate. Simulation results show the
effectiveness of the algorithm by considering sensors’ uncertainties after
demapping. As a result, the proposed algorithm can fit applications of
large-scale wireless sensor networks (WSNs) in practice.

Keywords: Passive localization · Multipath components
Data association

1 Introduction

Wireless sensor networks (WSNs) [1] holds enough number of battery-powered
sensors to transmit wireless signals and communicate with their neighbors. Sen-
sors cooperatively estimate the state of one object by limited communication,
ranging, and processing abilities. The idea of localization in WSNs has driven a
myriad of applications like tracking, monitoring and control appliances [2].

In general, existing algorithms such as cooperative localization [3] and simul-
taneous localization and mapping (SLAM) [4] can work well in the desired line-
of-sight (LOS) scenarios. However, in commercial shopping area, indoor, urban
canyon or jungle scenario with scatters, these algorithms will experience severe
performance declines, as each sensor may receive the same signals traveled from
different paths in a time slot, i.e., multipath components (MPCs).

In [5], an iterative process is presented. Authors adopt time-of-arrival (TOA)
measurements to estimate the ranging probability density function pdf. However,
the static and i.i.d. assumptions of ranging pdf constrain its usage in practical
scenarios. A TOA technique to utilize single reflections is presented in [6]. This
research improves the performance but demands the whole map of layout and
previous estimate to data-association (DA).
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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In this paper, we propose a expectation maximization (EM) method in Gaus-
sian mixture model to realize DA without the information of entire layout. Here
we focus on an expectation maximization (EM) process in Gaussian mixture
model. Gaussian mixture model is typically used in WSNs localization like [7].

This paper is organized as follows. Section 2 introduces the signal model.
Section 3 involves EM algorithm with Gaussian Mixture model. Section 4 elabo-
rates the proposed algorithm to estimate object’s location, followed by a compre-
hensive simulations in Sect. 5. Finally, concluding remarks are made in Sect. 6.

Fig. 1. A network with one anchor node S0, N(= 4) sensor nodes Si and L (= 8)
scatters with known number and tilt angles γk. S0 sends a TR signal. Then each node
i may receive several measurements (di,j).

2 System Model

We set a two-dimensional localization problem in Cartesian coordinate and this
work focuses on real multipath scenarios like Fig. 1.

Generally, sensor S0 is chosen as the reference sensor. Ranging measurement
d0,1 with the most accurate pseudo-range measurement is chosen to be a refer-
ence, which is calculated by d = τ̂1,TX × c. Then the i-th sensor obtains its j-th
TDOA measurement Δd̃i,j with zero mean Gauss white noise as

Δd̃i,j = di,j − d0,1 = g(θ̂i,j , γk)T (q − p̄i) − g(θ̂0,1, γS0)
T (q − p0) + ñi,j (1)

where object’s ground-truth position q � [xq yq]T , the i-th sensor’s original
position p̄i � [x̄i ȳi]T , where i = 1, · · · , N . In practice, the sensors may change
around their original positions. So we assume position’s uncertainty Δpi with
Gaussian distribution, which will discuss later. k denotes the index of scatter
associated to the measurement di,j , and γk is the known orientation of the k-th
scatter. We further denote

g(θ̂i,j , γk) =
1

cos(θ̂i,j − γk)
[cos γk, sin γk]. (2)
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which is decided by geometric Topology. θ̂i,j is the AOA measurement of the j-th
signal path at sensor i. With measurement noise, the estimated AOA measure-
ment is used to replace θi,j as θ̂i,j = θi,j + ηi,j , where ηi,j is noise with uniform
distribution, i.e., U [−η0, η0].

3 Data Association Algorithm

In [5], the single reflection MPCs can be distinguished from the received wave-
form. Let Δd̃i be the ranging block containing Mi measurements obtained in
sensor i. Generally, the ranging measurements comes from the scatters and LOS
components, but the sensor i doesn’t know the probabilities which measure-
ment stemming from which scatter or object directly from LOS path. Assuming
every range estimate has a certain weight αi,j,k, we obtain the Gaussian mixture
model as

p(Δd̃i,j , θ̂i,j |q,Δpi, θi,j) = p(θ̂i,j |θi,j)
Kj∑

k=1

αi,j,kΦ(Δd̃i,j |q,Δpi, θi,j) (3)

Φ(Δd̃i,j |q,Δpi, θi,j) =
1√
2πσ

exp(− (Δd̃i,j − μk)2

2σ2
) (4)

where αi,j,k ≥ 0,
∑Kj

k=1 αi,j,k = 1. q = (xq, yq).
As the first received signals in each sensor has the probability that coming

from LOS path instead of the single reflection (NLOS) path from the scatter
k(k ∈ L). L is the scatters’ number. So sensor i’s first signal has L+1 submodels
in Gaussian mixture model as Kj = L + 1(j = 1) or Kj = L(j! = 1), (L + 1)th
submodel means the LOS estimate.

The key to obtain the mapping information lies on the latent variable ρi,j,k,
which means one measurement coming from one certain submodel k.

ρi,j,k =
{

1 the measurement j coming from the model k
0 else

where ρi,j,k ∈ {0, 1}.
Having range estimate Δd̃i,j and latent variables ρi,j,k, we obtain the com-

plete data like (Δd̃i,j , ρi,j,1, · · · , ρi,j,Kj
). From the model assumptions, θ̃i is inde-

pendent of other variables in (Δd̃i,j , ρi,j,1, · · · , ρi,j,Kj
). Besides, scatter’s horizon-

tal angle and TDOA ranging measurements among sensors are also independent.
Here we express data’s log likelihood function in the following align

ln p(Δd̂, θ̂,ρ|x) = ln p({{{Δd̂i,j , θ̂i,j , ρi,j,k, }Kj
k=1}Mi

j=1}Ni=1|x)

=
N∑

i=1

Mi∑

j=1

ln p(θ̂i,j |θi,j) + ln p(Δd̂,ρ|q,Δp,θ) (5)
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where inaccurate sensors’ positions p̄ are used to solve the mapping issue in
subsection C, i.e. Δp’s influence is negligible first.

For item p(Δd̂,ρ|q,Δp,θ) in (5), we have a further mathematical expansion

p(Δd̂,ρ|q,Δp,θ) =
N∏

i=1

Mi∏

j=1

p(Δd̂i,j , ρi,1, ρi,2, · · · , ρi,Mi
|q,Δp,θ)

=
N∏

i=1

Mi∏

j=1

Kj∏

k=1

[αi,j,kΦ(Δd̂i,j |q,Δpi, θi,j)]ρi,j,k (6)

Based on the TDOA and AOA method, each submodel is shown as

Φ(Δd̂i,j |q,Δpi, θi,j) =
1√

2πσi

exp(− 1
2σ2

i

(Δd̂i,j + g(θ̂i,j , γk)T p̄i − g(θ0, γk)Tp1

− (g(θ̂i,j , γk) − g(θ0, γk))Tq)2

Then the item in (6)’s log-likelihood function is

ln p(Δd̂,ρ|q,Δp,θ) =
N∑

i=1

Mi∑

j=1

Kj∑

k=1

(7)

ρi,j,k

[
lnαi,j,k + ln(

1√
2π

) − ln σi − 1
2σ2

i

(Δd̂i,j − μi,j)2
]

where μi,j = g(θ̂i,j , γk)T (q − pi) − g(θ0, γk)T (q − p0). We define nk as the
number of submodel k among all the measurements in sensors. So nk =∑N

i=1

∑Mi

j=1 ρi,j,k,
∑Kj

k=1 nk = N . So (7) can be reformulated as

3.1 E Step of the EM Algorithm

In order to obtain Q function in lth iteration, we have

Q(x,xl) = E[ln p(Δd̂, θ̂,ρ|x)|ρ,q(l),Δp,θ] (8)

=E
{ N∑

i=1

Mi∑

j=1

ln p(θ̂i,j |θi,j) +
N∑

i=1

Mi∑

j=1

Kj∑

k=1

ρi,j,k

[
ln αi,j,k + ln(

1√
2π

) − ln σi − 1
2σ2

i

(Δd̂i,j − μk)2
]

We define E(ρi,j,k) as ρ̂i,j,k.

ρ̂l+1
i,j,k = E(ρi,j,k) ==

ρ̂l
i,j,kΦ(Δd̂i,j |ql+1,Δpi, θi,j)

∑Kj

k=1 ρ̂l
i,j,kΦ(Δd̂i,j |ql+1,Δpi, θi,j)

(9)

where ρ̂l+1
i,j,k names the possible weight of model k to the observed data Δd̂i,j .
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Using ρ̂i,j,k = E(ρi,j,k)

Q(x,xl) =
N∑

i=1

Mi∑

j=1

ln p(θ̂i,j |θi,j)
N∑

i=1

Mi∑

j=1

Kj∑

k=1

ρ̂i,j,k+

[
ln αi,j,k + ln(

1√
2π

) − ln σi − 1
2σ2

i

(Δd̂i,j − μi,j)2
]

(10)

3.2 M Step of the EM Algorithm

After the E step, iterative M step for maximum Q is

ql+1 = arg max
q

Q(q,ql)

After some manipulations, we can obtain

ql+1
x =

∑N
i=1

∑Mi

j=1

∑Kj

k=1 ρ̂l
i,j,k(Δd̂i,jAi,j − Ai,jBi,jq

(l)
y + Ai,jCi,j)/σ2

i
∑N

i=1

∑Mi

j=1

∑Kj

k=1 ρ̂i,j,kA2
i,j/σ2

i

(11)

ql+1
y =

∑N
i=1

∑Mi

j=1

∑Kj

k=1 ρ̂l
i,j,k(Δd̂i,jBi,j − Ai,jBi,jq

(l)
x + Bi,jCi,j)/σ2

i
∑N

i=1

∑Mi

j=1

∑Kj

k=1 ρ̂i,j,kB2
i,j/σ2

i

(12)

where Ai,j = ai,j − a0, Bi,j = bi,j − b0, Ci,j = ai,j x̄i + bi,j ȳi − a0x0 − b0y0,
which ai,j = cos γk

cos(θi,j−γk)
a0 = sin γk

cos(θ0−γk)
bi,j = sin γk

cos(θi,j−γk)
b0 = sin γk

cos(θ0−γk)
.

This is a coarse position estimation without considering the AOAs’ measurement
errors and sensors’ uncertainties, so we use it as the initial guess in the following
section.

Furthermore, α̂i,j,k is obtained by q̂ and Laplace method under the constrain
of

∑Kj
k=1 α̂i,j,k = 1.

αl+1
i,j,k = arg max

αi,j,k
Q(αi,j,k, αi,j,k

(l)) = ρ̂l+1
i,j,k (13)

where k = 1, 2, · · · ,Kj . Repeat this EM process Niter times until log likelihood
value are no longer changes obviously. The influence of Δpi to mapping is dis-
cussed in simulations.

3.3 Demapping

After we obtain the coarse position of object, we use the updated Gaussian mix-
ture model to realize the parameter evaluation, which means demapping. After
calculation, if αi,j,k’s value is the biggest and exceed the empirical threshold
in measurement Δd̂i,j , we choose the corresponding submodel to describe the
likelihood distribution

p(Δd̂i,j |q,Δpi, θi,j) = p(θ̂i,j |θi,j)
Kj∑

k=1

[αi,j,kΦ(Δd̃i,j |q,Δpi, θi,j)]ρi,j,k (14)
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where ρi,j,k = 1 if and only if αi,j,k’s value is the biggest and exceed the threshold,
otherwise, ρi,j,k = 0.

If ρi,j,k = 1 and k ≤ L, the measurement is NLOS signal, else if the mea-
surement is assumed LOS(ρi,j,k = 1 and k = L + 1).

4 Centralized Algorithm

As sensors’ position may move as time passes by. Here we further consider sensor
position’s uncertainty Δpi, which turns to be the parameter of interest in pi =
p̄i + Δpi. To further improve the positioning performance by joint estimation,
we will update the sensor uncertainty’s influence in (1) as

Δd̂i,j = g(θ̂i,j , γk)T (q − p̄i) − g(θ0, γk)T (q − p0) + n̂i (15)

Then we derive the likelihood function based on (14):

p̃(Δd̂i,j ,Δpi|q, p̄i, θi,j) = p(θ̂i,j |θi,j)α′′
i,j,ki,j

Φ̃(Δd̃i,j ,Δpi|q, p̄i, θi,j). (16)

Since the measurements are independent to each other,

p̃(Δd̂,Δpi|q,p,θ) =
∏

i∈N

∏

j∈Mi

p̃(Δd̂i,j , θ̂i,j ,Δpi|q, p̄i, θi,j). (17)

Here we define sets called N = {1, 2, ..., N} and Mi = {1, 2, ...,Mi}. Since
Δpi is independent of other random variables in the complete data, we fix other
interested parameters to obtain the new Q̃ function with the addition of Δpi as

Q̃(q,q′) = E[ln p̃(Δd̂,Δpi|q,p,θ)|Δd̂,α′′,q′] (18)

=
∑

i∈N

∑

j∈Mi

∫
p(Δpi|Δd̂i,j , p̄i, q

′) × ln p̃(Δd̂i,j ,Δpi|q, p̄i, θi,j)dΔpi

in which

ln p̃(Δd̂i,j ,Δpi|q, p̄i, θi,j) = ln p(θ̂i,j |θi,j)α′′
i,j,k + ln Φ̃(Δd̃i,j ,Δpi|q, p̄i, θi,j)

Substitute the align into (18). The first item doesn’t contain the parameter of
interest q to realize Q function minimization, which can be dropped. Q̃i(q,q′)
can be reformulated as

Q̃i(q,q′) =
∫

p(Δpi|Δd̂i,j , p̄i, q
′) × ln Φ̃(Δd̃i,j ,Δpi|q, p̄i, θi,j)dΔpi (19)

By Bayes’ rule, the posterior distribution of sensor i’s position uncertainty in
(19) is derived as

p(Δpi|Δd̂i,j , p̄i, q
′) ∝ p(Δpi)

∏
j∈Mi

p(Δd̂i,j , θ̂i,j |q, p̄i,Δpi, θi,j) (20)
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Generally, the posterior distribution of sensor i’s position uncertainty is
intractable to be analyzed and calculated with low complexity, thus rendering
the closed form of KullbackCLeibler divergence (KLD) as

DKL(f ‖ p) =
∫

f(Δpi) ln
f(Δpi)
p(Δpi)

dΔpi. (21)

Single Reflections. Combining the updated model in (15), then the global
Δp′′ with vector form can be expressed as

Δp′′ = arg min
Δp

{
DKL(Δp;α′′,q′, θ̂)

}
(22)

As each sensor’s uncertainty is i.i.d. with other sensors, the maximize the
global DKL(Δp;α′′,q′, θ̂) is equivalent to obtain the extreme value in each
DKL(Δpi;α′′

i ,q′, θ̂i).
The minimization of KLD can be derived by the partial derivatives of

DKL(f ‖ p) with respect to Δx̄i,Δȳi and σ̄2
Δpi

and setting the results are zeros.
After some manipulations, we have Δp′′ = (Δx′′

i ,Δy′′
i ), where

Δx′′
i =

Δy′
i

(1−ρ2)σΔxi
σΔyi

+
∑Mi

j=1
1

σ2
i
(Ei,j − ai,jbi,jΔy′

i)
1

(1−ρ2)σ2
Δxi

− 1
σ2

i

∑Mi

j=1 a2
i,j

, (23)

Δy′′
i =

Δx′
i

(1−ρ2)σΔxi
σΔyi

+
∑Mi

j=1
1

σ2
i
(Fi,j − ai,jbi,jΔx′

i)
1

(1−ρ2)σ2
Δyi

− 1
σ2

i

∑Mi

j=1 b2i,j
(24)

σ̄pi
=

√
2(1 − ρ2)

(1 − ρ2)σ2
Δxi

σ2
Δyi

∑Mi
j=1(a

2
i,j + b2i,j) + σ2

i (σ2
Δxi

+ σ2
Δyi

)
σiσΔxiσΔyi (25)

Then x′′
i = x̄i + Δx′′

i , y′′
i = ȳi + Δy′′

i .
Finally, we derive the closed form of Q function of the j-th measurement in

sensor i as

Q̃i,j(q,q′) =
∫

f(Δpi|Δd̂i, p̄i,q
′) ln Φ̃(Δd̃i,j ,Δpi|q, p̄i, θi,j)dΔpi

= − 1
2σ2

i

[
(ai,j − a0)2q2x + (bi,j − b0)2q2y − 2(ai,j − a0)

Hi,jqx − 2(bi,j − b0)Hi,jqy + 2Ki,jqxqy

]
+ C (26)

where

Hi,j =Δd̃i,j + ai,jx
′′
i + bi,jy

′′
i − a0x0 − b0y0, (27)

Ki,j =ai,jbi,j + a0bi,j + ai,jb0 + a0b0. (28)
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For each sensor i ∈ NLOS with Mi measurements, we obtain the global Q
function as

Q̃(q,q′) ∝ −
∑

i∈NLOS

∑Mi

j=1

1
2σ2

i

[
(ai,j − a0)2q2x + (bi,j − b0)2q2y−

2(ai,j − a0)Hi,jqx − 2(bi,j − b0)Hi,jqy + 2Ki,jqxqy

]
(29)

Finally, we can obtain the estimate of object like

q′′
x =

∑
i∈NNLOS

∑Mi

j=1
1

σ2
i

[
(ai,j − a0)Hi,j + Ki,jq

′
y

]

∑
i∈NNLOS

∑Mi

j=1
1

σ2
i
(ai,j − a0)2

(30)

q′′
y =

∑
i∈NNLOS

∑Mi

j=1
1

σ2
i

[
(bi,j − b0)Hi,j + Ki,jq

′
x

]

∑
i∈NNLOS

∑Mi

j=1
1

σ2
i
(bi,j − b0)2

(31)

5 Simulation Results

To evaluate the performance of the proposed algorithm in a centralized imple-
mentation, we realize the passive localization in a 100 × 100m2 plane with one
anchor node S0 and four receiver node S1, S2, · · · , S4 as shown in Fig. 1. The
parameters related to the simulations are summarized in Table 1. Each nodes’
positions are p1 = [20 20]T ,p2 = [80 30]T ,p3 = [60 90]T ,p4 = [70 70]T .
The corresponding scatter orientations is γ = [0◦, 86◦, 150◦, 90◦, 111◦, 55◦,
135◦, 11◦]. Furthermore, the ground-truth AOAs are θ = [45◦; 135◦;−135◦ 18.4◦;
0◦;−170◦ − 15.9◦]. In this simulation scenario, sensor nodes (S1–S4) received
number of measurements (|M1|–|M4|) as [1, 2, 1, 2]T respectively.

We consider a Monte Carlo experiment with 1000 independent trials in Fig. 2.
An initial guess of the proposed algorithm is tested according to the proposed
data association method in Sect. 3. However, without considering sensors’ uncer-
tainties, the value of each submodel’s weights are fluctuated and improve the
risk of mismatch in demapping process. Therefore, the positioning performance
of the data association method with different level of sensor position uncertainty
is generally worse than the ideal case without uncertainties. We also estimate
the position based on [5] for the comparison purpose. The error of [5] is larger
than our method as the assumption that all the TDOA ranging have the same
noise pdf. Compared with these five CDFs, the quality of demapping is reliable
with uncertainties and effective than [5] even with uncertainties.

More precisely, we optimize the positioning performance including sensors’
uncertainties by aligns (30) and (31) in Fig. 3. After sufficient number of itera-
tions, we can figure out the location errors are smaller than Fig. 2 as we itera-
tively update the object and sensors’ positions simultaneously. For comparable
reasons, we also estimate the method in As TOA based method in [5] is valu-
able to the i.i.d. assumption, the performance will be worse considering sensors’
uncertainties in Fig. 2’s description.
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Table 1. Major parameters in data association based algorithms.

Parameter Note Value

L×W Space dimensions 100 m × 100m

p0 Anchor node S1 [10 m 70 m]T

q Object node [40 m 50 m]T

αi,j,k Submodels’ weight 1/Kj

Δpi Sensor i’s uncertainty Δpi ∼ N (
0, σΔp i

)
σΔd̂ Ranging std. deviation for Δd̂ 1 m

ηi,j Ranging std. deviation for AOA ηi,j ∼ Unif[−3◦, 3◦]

Kj Submodels for first MPC K1 = 6

Submodels for other MPCs Kj = 5, j ≥ 1
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Fig. 2. Coarse location error based on different sensors’ uncertainties.
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Fig. 3. Location errors based on proposed algorithm.

6 Conclusion

In this paper, we proposed a low complexity multipath aided algorithm to local-
ization. For a further extension, we will study how to reduce the constrained
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known information to generalize the proposed algorithms and reduce the com-
putational complexity.
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Burst Frame Detector

Bing Zhao(&)

School of Information and Electronics,
Beijing Institute of Technology, Beijing, China

zhaobing@bit.edu.cn

Abstract. In order to realize the frame detection of signals which have different
unique word (UW) lengths in multi-channel receiver, multiple UWs correlation
detection algorithm is proposed. The algorithm judges whether the decision
variable is greater than the threshold according to the UW length, from large to
small, to determine whether a valid header is presented. Monte Carlo simulation
is used to analyze the feasibility of the algorithm. In addition, a barrel shift
register bank structure is adopted in hardware implementation, which can reuse
multipliers to calculate the square magnitude of the correlation value and the
energy of differential signal while traversing UWs. Simulations show that the
proposed algorithm improves the detection performance and results in an
easy-to-implement and resources saving structure.

Keywords: Frame detection � Barrel shift register bank

1 Introduction

Burst communication has the advantages of anti-interference, low intercept, etc., which
is widely used in frequency hopping communication and time division multiple access
(TDMA) communication, and has become an important way of digital communication.
Burst transmission signals usually have characteristics of short-term and burst, so the
receiving equipment requires the ability to synchronize and capture quickly, and frame
detection is the premise of other synchronization.

Although the commonly used algorithm of frame detection can detect the frame
head, there still exists the problems in terms of accuracy or the range of application.
Delay and correlate algorithm in [1–3] can detect the signal quickly, but it is not
accurate due to the flat correlation peak. The algorithm in [4, 5] improves the per-
formance of the delay and correlate algorithm. However, it improves the complexity
and can not realize the frame detection quickly. In [6], the hard decision is adopted, but
frame detection can not be realized with this method in low signal-to-noise ratio (SNR).
The differential correlation detection algorithm in reference [7] is advantageous to the
selection and judgement of the frame head because of the sharp output peak. None of
the above methods has considered frame detection problems in the case of multiple UW
lengths, so there is an urgent need for a highly scalable and highly practical frame
detection method.
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In multi-channel burst receivers, signal frames of different channels may have
different lengths of UW for different application conditions (such as SNR, frame length,
modulation scheme, etc.). These UWs may have some of the same characteristics, the
uniform use of the same UW length for detection will inevitably lead to the difference
between detection length and UW length of some frame, and there will be two cases:

(i) If UW length is longer than the detection length, the UW is not fully utilized and
the detection accuracy may be reduced.

(ii) UW length is less than the detection length which will introduce a certain inter-
ference and seriously affect the detection performance.

This paper proposes a correlation detection method for multiple UW lengths. The
algorithm can adapt to the frame detection with different UW lengths, which provides
accurate and reliable frame detection result for subsequent demodulation.

In addition, UW which is in different channels with the same length may also be
different, and needs to be detected at the same time. The use of multiple correlators to
detect different kinds of UWs will inevitably cause the multiplier resource waste. The
structure of a barrel shift register group is adopted in this paper, which reduces the
resource consumption and improves the versatility.

2 The UW Structure

Supposing that there are P kinds of UWs, and the length of each UW can be
L1; L2; � � � LN L1\L2\ � � �\LNð Þ. The structure of any kind of UWs is shown in
Fig. 1, and the short UW is the interception of long UW.

3 Frame Detection Algorithm

3.1 Differential Correlation Detection Algorithm

Since the frequency and phase of the transmitter and the receiver are not the same,
thereceived signal has a frequency and phase offset. In this regard, the effects of
frequency offset and phase offset can be reduced by differential correlation. Assuming
that the current received signal with ideal sampling is rn, then rn can be expressed as

rn ¼ ane
jð2pnDfTsam þDhÞ ð1Þ

UW

1L
2L

1NL −

NL

Fig. 1. UW structure of different lengths
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Where an is the signal transmitted, and Dh is the phase offset. DfTsam represents the
normalized frequency offset. After differential operation, the differential signal can be
written as

Yn ¼ r�nrnþ q ¼ a�nanþ qe
jð2pqDfTsamÞ ð2Þ

Where q is the sampling ratio. We can see that the influence of Dh is eliminated,
and the phase deflection caused by the frequency offset is limited to 2pqDfTsam.
Similarly, do differential operation with UW bn,

an ¼ b�nbnþ 1 ð3Þ

The decision variable of differential correlation detection algorithm can be
expressed as

Xn ¼ jCnj2
Wn

ð4Þ

where

Cn ¼
XL�1

k¼0

a�kYkþ n ð5Þ

and

Wn ¼
XL�1

k¼0

r�nþ qþ krnþ qþ k ¼
XL�1

k¼0

jrnþ qþ kj2 ð6Þ

The L in formula (5) and (6) is the UW length. Finally, if Xn is larger than the
corresponding threshold n, output the frame head. Otherwise, repeat the above oper-
ation when the new data comes.

3.2 Multiple UWs Correlation Detection Algorithm

The correlation detection algorithm adopts one of the detection lengths uniformly,the
algorithm proposed in this paper can adopt multiple detection lengths to detect from
large to small, the algorithm implementation structure is shown in Fig. 2.

The UW structure is shown in Fig. 1, and the procedure of multiple UW correlation
detection algorithm is summarized as follows :

step 1: calculate the decision variables XN;n;XN�1;n; � � �X2;n;X1;n with N kinds of
UW lengths respectively according to the UW length from large to small by
formula (4), and the corresponding threshold are nN ; nN�1; � � � n2; n1.

step 2: If XN;n is larger than nN , output the frame head; otherwise, go to the step 3;
step 3: If XN�1;n is larger than nN�1, output the frame head; otherwise, go to step 4;
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..

.

step N: If X2;n is larger than n2, output the frame head; otherwise, go to step N + 1;
step N + 1: If X1;n is larger than n1, go to step N + 2; otherwise, wait for the new data

and go to step 1;
step N + 2: If X1;n is larger than maxfX1;n�1;X1;nþ 1g, output the frame head;

otherwise, wait the new data and go to step 1.

4 Simulation Analysis

4.1 Theoretical Analysis

Based on the structure of the differential detector, we can sum up the frame detection
into a binary hypothesis testing problem [8]. Suppose that the decision variable of the
detector is X, we define H1 when X is larger than the threshold n, otherwise H0. And
the probability density functions (PDF) of X can be expressed as pXjH1ðXÞ and
pXjH0ðXÞ. Therefore, the probability of correct detection Pd is

Pd ¼
Z 1

n
pXjH1ðXÞdX ð7Þ

and the false alarm probability Pf u is

Pf u ¼
Z 1

n
pXjH0ðXÞdX ð8Þ

We can give the expression of X, but calculating the PDF of X is very difficult.
Hence, Monte Carlo simulation is adopted to observe Pd and Pf u. Figures 3 and 4 show
the PDFs of X when UW length is 20 and 40, respectively.

Fig. 2. The multiple UWs correlation algorithm implementation structure
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Figure 5 shows the pXjH1ðXÞ while detecting UW length of 20 and 40. From the
results shown in Fig. 5, pXjH1ðXÞ in the case of length 20 and 40 can be well distin-
guished, so it is reasonable to detect the higher threshold first and then detect the lower
threshold. With the simulation in Fig. 4 and formulas (7) and (8), we can get the Pd and
Pf u as shown in Fig. 6. The threshold of the choice should ensure Pd is high while Pf u

is low as far as possible which can refer to Fig. 6.

4.2 Simulation

To verify the effectiveness of the algorithm proposed, the two kinds of signals with UW
length of 20 and 40 are simulated respectively. Both adopt QPSK modulation, over-
sampling ratio is 4, SNR is 8 dB, the frequency offset is 7% and phase offset is p=4.
Simulate the detection rate of 10000 frames sent, and compare with the differential
correlation detection algorithm, the result is shown in Table 1. Besides, the threshold is
selected by the simulation of the local optimal.

Referring to Table 1, using the detection length of 20 to detect signals with UW
length of 40 will lead to a decline in frame detection rate. And using the detection

Fig. 5. pXjH1ðXÞ (UW length = 20 and 40) Fig. 6. The Pd and Pf u versus threshold

Fig. 4. The PDF of X (UW = 40)Fig. 3. The PDF of X (UW length = 20)
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length of 40 to detect signals with UW length of 20 will lead to frame head missed,
which caused by a higher threshold. However, the multiple UWs correlation detection
algorithm proposed in this paper can achieve the optimal detection at the same time.

5 Hardware Implementation

5.1 Barrel Shift Structure

In order to obtain the cross-correlation values with UWs of P kinds, the conventional
parallel frame detector simultaneously instantiates P structures, which is complicated
and resource consuming. In order to save the corresponding resources, we use a barrel
shift register bank which is shown in Fig. 7. Suppose that UWs need to be
cross-correlated are a1; a2; � � � aP of P kinds after the differential operation, and the
length is L.

The register RAMI and RAMQ in Fig. 7 control the outputs of the real parts Yre and
imaginary parts Yim of the differential signal Yn respectively, and then do cross cor-
relation calculation for the P kinds of UWs. Do correlation operation with a1

Real part:

rega1;I ¼
XL�1

k¼0

Yrekþ na
�
1;k ð9Þ

Imaginary part:

rega1;Q ¼
XL�1

k¼0

Yimkþ na
�
1;k ð10Þ

Similarly do correlation operation with other kinds of UWs, the corresponding
value rega2;I ; � � � regaP;I and rega2;Q; � � � regaP;Q are obtained. The input ports of the
multiplier M are rega1;I and rega1;Q, the multiplication results can be expressed as :

M1 ¼ rega1;I þ jrega1;Q
� �

rega1;I � jrega1;Q
� � ¼ XL�1

k¼0

a�1;kYkþ n

�����
�����
2

ð11Þ

Table 1. Frame detection performance comparison.

Detection length UW length Threshold Frame detection rate

20 20 10 0.9997
20 40 10 0.9993
40 40 18 1
40 20 18 0.2204
Algorithm proposed 20 10 0.9998
Algorithm proposed 40 18 1
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When the first barrel shift is performed after the complex multiplication operation,
we do the complex multiplication operation again. Since the data in the register which
connected to M has changed, M1 will be the square magnitude of cross correlation
value between data and a2. Repeat the barrel shift and multiplication P times, all of the
square magnitudes of cross correlation value between data and UWs can be obtained.
Then the energy of Yn. is obtained by controlling the input port of M according to (6).
Using the energy of Yn and the maximum value of P square magnitudes to calculate the
decision variable according to (7). For multi-channel cases, the corresponding resource
reuse can be accomplished by calculating corresponding values of different channels at
different time periods. The only difference between the multi-channel implementation
structure and Fig. 7 is that the front register will double.

5.2 Resource Evaluation

A burst frame detector for multi-channel is implemented in this paper. The related
parameters are as follows: 15 channels, 4 different symbol rates, two kinds of UW
lengths, and 17 types of UWs. Through the QUARTUS software synthesization, the
resource usage of the module which calculates correlation value and energy value is
shown in Table 2, where f represents the symbol rate, and the N means the number of
channels. Referring to Table 2, only one multiplier is used in each case, that is, two
DSP36� 36.

Fig. 7. Barrel shift register groups of single channel

Table 2. Resource usage.

f/kBaud N DSP36� 36 ALMs M4Ks Combinational ALUTs

16.8 1 2 1013 4 1264
33.6 2 2 1257 9 1305
67.2 4 2 1829 18 1344
151.2 8 2 2888 29 1572
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6 Conclusion

Aiming at the specific application environment of multi-channel burst frame detection,
multiple UWs correlation detection algorithm and a barrel shift register bank structure
are proposed in this paper to realize the frame detection. The simulation shows that the
algorithm can improve the detector performance, and the structure can greatly save the
multiplier and other resources to facilitate the realization of hardware circuits.
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Abstract. Ubiquitous in-network caching is one of key features of Information
Centric Network, together with receiver-drive content retrieval paradigm,
Information Centric Network is better support for content distribution, multicast,
mobility, etc. Cache placement strategy is crucial to improving utilization of
cache space and reducing the occupation of link bandwidth. Most of the liter-
ature about caching policies considers the overall cost and bandwidth, but
ignores the limits of node cache capacity. This paper proposes a G-FMPH
algorithm which takes into account both constrains on the link bandwidth and
the cache capacity of nodes. Our algorithm aims at minimizing the overall cost
of contents caching afterwards. The simulation results have proved that our
proposed algorithm has a better performance.

Keywords: ICN � Steiner tree � Link cost � Cache placement � Group multicast

1 Introduction

Recently, with the rapid development of internet, network architecture based on con-
tents gets the favor of researchers. The Palo Alto research center has put forward a
landmark ICN network architecture CCN in 2007, which aims to provide an efficient
and extensible content access application pattern for solving the insuperable internet
traffic explosion problem [1]. ICN directly names the contents and doesn’t focus on
where the contents are causing the extensive concern of academic community [2].
Many research institutes carry out the research work of Information Centric Network,
but the performance of many key technologies needs to be improved such as: caching
strategy, routing mechanism, mobility and so on [3, 4].

A major feature of designing the ICN network architecture is in-network infor-
mation caching, which has the advantages of improving the efficiency of contents
distribution, distributing contents to the network edge, balancing the network band-
width and load, etc. [5]. In recent years, researches on ICN network architecture have
achieved substantial progress in the optimization methods, theoretical models and
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many other fields, but there are still a lot of problems to be solved. In ICN network, the
redundant contents and the bandwidth consumption could be reduced through the
content caching of nodes, this paper focus on how to select the cache nodes optimally,
when requests returning to consumers. In the process of contents request returning to
consumers, contents are stored on path nodes according to the cache management
strategy. And the cache management strategy can be divided into two parts, i.e. cache
placement policy and cache replacement policy. Appropriate cache placement is better
support for content distribution, multicast, mobility, etc., therefore, the design of cache
placement strategy is the key technic to performance of ICN. This paper mainly focuses
on cache placement strategy.

Traditional algorithms generate a set of trees one by one, ignoring constrain of
cache capacity which could lead to deterioration in performance, such as contents
missing, larger delay, and network overload. In order to place contents effectively in the
intermediate path nodes, we formulate cache placement as an extension of Group
Steiner tree problem [6]. In our formulation, both the bandwidth and node’s cache
capacity are constrained, then meeting the needs of many-to-many data transmission
and reception by establishing multiple Steiner tree.

2 Related Work

Recently, the way of communication in the network has been developed from
one-to-one to one-to-many or many-to-many mode. So the research of multipoint
communication has become an important topic in the field of network communication.
Multipoint communication could be divided into two parts, i.e. “One-to-Many” and
“Many-to-Many”.

One-to-Many content distribution can be formulated as the minimum cost multicast
tree problem, which is a typical NP-complete problem. There are some well-known
algorithms such as MPH [7], Kou [8], Takahashi [9], Maxem-chuk [10] and Jingtao
[11] algorithm, and their time complexity and the overall cost are much the same.
Literature [12] proposes an improved MPH algorithm based on local search, which is
called LSMPH (locally search minimum path cost heuristic), and its time complexity is
low, but the total cost is generally greater than MPH algorithm. Literature [13] pro-
posed a FMPH (Fast Minimum Path Cost Heuristic) algorithm aiming at solving the
existing problems of MPH algorithm. The multicast tree established by FMPH algo-
rithm is exactly the same as the tree by MPH algorithm, but FMPH algorithm improves
the searching process of the shortest path node, so time complexity and the storage
space will be reduced. Therefore, the Fast Minimum Path Cost Heuristic (FMPH)
method can meet our need very well.

Many-to-Many content distribution problem is a typical group multicast routing
problem (GMRP). At present, the researches on GMRP are still rare. Two methods can
be generalized for solving the group multicast problem. The first method is to establish
a tree for each set of multicast memberships, doing some coordination while building
multiple trees so that the performance is optimal. Fei calls this method
“Per-source-tree” [14]. Jia and Wang give a group multicast algorithm based on KMB
algorithm called Jia and Wang’s algorithm [6]. And then, Low and Wang give another
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algorithm based on TM [15] called GTM, whose performance is better compared with
Jia and Wang’s algorithm, but its traffic distribution is not fair enough. The same author
gives a FTM based on the TM [16], which can fairly distribute the traffic, but the cost is
higher. The other method is CBT (Core Based Tree), which only constructs one tree,
then the root of the tree will be the center for multicasting to all member nodes, the
minimum cost is extended to the group, Fei calls this method STGM [14]. However,
when using CBT, the source has to pass through some of the edges connected with the
kernel, which can cause congestion at these edges. At the same time, the selection of
multicast kernel is crucial to the performance of the established group multicast trees.

On the actual network environment, the data packet may be sent to multiple des-
tination nodes when it returns, meantime, many consumers may request different
contents. In other words, the source node may also be the destination node, therefore,
we need to further study to solve our problem based on the group multicast routing. In
group multicast routing, each established tree must contain the given nodes set, but our
model is to assign some given nodes sets and each established tree must contain the
corresponding nodes set. So the first step is to establish the source nodes set, and then
each source node will be in the given collection. Finally, in the optimal tree sets we
build, each tree needs to contain those nodes which are in the collection, and the extra
nodes contained in those tree are intermediate nodes which is used to cache contents.

3 Problem Formulation

The network model is a graph G ¼ ðV ;EÞ, and the bandwidth bði; jÞ� 0 is asymmetric,
i.e. bði; jÞ 6¼ bðj; iÞ, and then the edge from node i to node j is eij, so if 8eij 2 E, then
8eji 2 E, each edge in G has a link cost cij [ 0. We define Bfi is the cache threshold of
each node.

Let DðD�V ; Dj j ¼ mÞ, D ¼ d1; d2; � � � ; dmf g is a group of source nodes in G, and
then define D0 ¼ D0

1;D
0
2; � � �D0

m

� � 2 G (di is the root of D0
i) is the group multicast sets.

The bandwidth requirement for the nodes in D0
i is defined as BW ¼ bw1;f

bw2; � � � bwmg, and then we need to find a set of directed routing tree T1; T2; � � � Tmf g,
Ti ¼ ðVi;EiÞ Assuming that all nodes in the optimal sets are collected to P,
P ¼ fp1; p2; � � � pqgpq�Vi ,so the following requirements are the constraints:

min
Xm

k¼1

X

ði;jÞ2Tk
cijX

k
ij; i2V ; j2V ð1Þ

Xm

k¼1

bwkX
k
ij � bði; jÞ; 8eij2E;Xk

ij ¼
1; eij2Ek

0; else

�
ð2Þ

Xm

k¼1

YTk
r bwk �Bfr; 8r2P ð3Þ
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In formula (1), it is used to ensure that the overall cost of the group multicast tree
sets is optimal. In formula (2), it is used to constrain the total bandwidth of each edge.
Formula (3) is the paper’s key, it is used to constrain the node’s cache threshold. A set
of trees fT1; T2; � � � Tmg (Tið1� i�mÞ) which satisfies those constrains is our feasible
solution called G-FMRP.

For the sake of contract, we should deal with the overall link cost of the algorithm
ignoring the cache overflow of nodes, the following are constrains:

Dx ¼ ð
Xm

k¼1

YTk
r bwk � BfrÞ=Bfr ð4Þ

The ratio of cache overflow is defined as Dx, if node r is belonging to the tree Tk,
then YTk

r ¼ 1 else YTk
r ¼ 0, so the final overall cost for all trees is:

cos tall ¼
Xm

k¼1

X

ði;jÞ2Tk
cijX

k
ij þ

Xm

k¼1

Xq

r¼1

Dx � YTk
r cTk ð5Þ

4 The Proposed Algorithm

According to the above analyzing process, the first step of our proposed algorithm is to
establish a multicast tree using FMPH algorithm, then generating a set of trees coop-
eratively based on the FMPH algorithm. We need to build group multicast trees, so we
call it G-FMPH algorithm. The procedure stops if some saturated edges occurs when
we build tree Ti, and then the saturated edges make up a set defined as E0. All trees
(except Ti) have the saturated edges make up a set defined as M. Finally we will
compare the alternative link cost of tree Ti with the most recently built tree (or trees),
the smaller one will be changed to the alternative tree. Simultaneously, each multicast
tree needs to determine whether the node cache constraints are satisfied or not, in order
to ensure that the cache of each node isn’t overflowed. If the tree does not satisfy the
cache constraint, we will delete the overflowed node. Note: no saturated edge is used
during adjustment. The details of G-FMPH are given in Fig. 1.

We take the topology in Fig. 2 to establish the group multicast trees. The number at
both ends of each arrow indicates the available bandwidth in the corresponding
direction, and then the number in the middle indicates the cost. Figures 3 and 4
illustrate the procedure of creating group multicast trees by G-FMPH. To better
describe the treatment processing for cache overflow, we assume that the available
bandwidth of nodes in the Fig. 2 is abundant. We suppose a situation where three
different requests appear, and then when data packets return to consumers, we need to
choose appropriate caching nodes. The source nodes set is denoted as D ¼ fA;B;Cg,
and the destination nodes sets are denoted as d1 ¼ fB;Cg, d2 ¼ fA;Cg and
d3 ¼ fA;Bg. The bandwidth requirement for each tree is BW ¼ f2; 2; 3g and the cache
threshold of each node is 5 units.
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Here we only consider cache overflows of nodes to simplify the process.

Input: graph ( , )G V E= , a set of source nodes kD 1 2{ , , }mBW bw bw bw=

Output: a multicast tree ( , )k t tT V E , kk D∈
1    if G is not connected then stop 
2    for each node kk D∈

3         if (min 1 2{ , , }mbw bw bw >the available bandwidth of the edge) 
4                    delete the edges and update G
5  if G is not connected then stop
6    compute shortest paths iV D→
7    for 1i =  to k
8           build multicast tree iT using FMPH algorithm; 

9           if there are overflowed nodes in iT , delete the nodes and edges connecting with the nodes

10         if there are saturated edges in iT

11                 a set of saturated edges in iT defined as E′ , and then delete E′ from G to get graph G′

12                 compute shortest paths iV D′ →

13                 build alternative multicast tree iT ′ using FMPH                     

14                 compute the overhead ( ) ( )i i iO c T c T′= −
15                 multicast trees contain edges in E′ make up a set M
16                 for each tree jT M∈

17                         compute shortest paths iV D′ →

18                         build alternative multicast tree jT ′ using FMPH

19                         compute the overhead ( ) ( )j j jO c T c T′= −

20                         if 
j

i j
T M

O O
∈

> ∑

21                                   iT use the saturated edges; all the other trees j jT M T ′∈ →

22                        replace iT by iT ′ ; end if;
23               update the bandwidth status of all the edges and the cache of nodes; 
24 end for;
25 end;   (Procedure G-FMPH)

Fig. 1. G-FMPH algorithm

Fig. 2. A simple network topology
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Starting from node A, the shortest path from A- > B is 19, which is smaller than
A- > C (shortest path 30). The path is A- > D- > B and the path node is D, and then
we need to update the available bandwidth of the used edges in the direction. The
shortest path from D- > C is 16, which is smaller than the shortest path from A- > C
(30). Therefore, the path D- > C is added to multicast tree. Finally, tree A is built
shown in Fig. 3(a). The other two trees are built using the same method shown in
Fig. 3(b) and 3 (c) respectively, ignoring the effect of cache overflow of node D.

The bandwidth requirement bw1 and bw2 is 4 units, and then bw3 is 3 units,
therefore, the cache of node D is overflowed when we build tree C. An alternative tree
C0 will be built using our proposed algorithm above. We will delete the node D and the
edges connecting with node D when we build tree C0, and then we build tree C0 in
graph G0. Finally, the group multicast trees are built in Fig. 4.

Finally, compute the cost of trees established by using above two algorithms. The
overall cost of traditional algorithm cos ttr and our proposed algorithm cos tpr are shown
below calculated by formula (5) and formula (1).

cos ttr ¼ cos tA þ cos tB þ cos tC ¼ 119 ð6Þ

cos tpr ¼ cos tA þ cos tB þ cos tC0 ¼ 112 ð7Þ

We can conclude that our proposed algorithm has smaller cost than the traditional
one because of cos tpr\ cos ttr , so our proposed algorithm has better performance. The
difference of the overall cost between the two algorithms will increase as the number of
group multicast trees grows.

Fig. 3. An illustration of the traditional algorithm

Fig. 4. An illustration of our proposed algorithm
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5 Simulation

In order to assess our proposed algorithm’s performance, the simulations are con-
ducted. The topology is randomly generated, and the link between two nodes i and j is
added by probability function:

Pði; jÞ ¼ k expð�dði; jÞ=qLÞ ð8Þ

In formula (8), dði; jÞ is the distance between i and j, and then the maximum distance
between any two nodes is defined as L. The range of the parameters k and q is 0\k� 1
and 0\q� 1. The average degree of nodes will be higher if we improve the value of k,
and then the density of shorter links compared with longer ones will be higher by
decreasing the value of q, therefore, we can construct the network topology by modi-
fying k and q [17]. In our simulation, k ¼ 0:3 and q ¼ 0:15. The cost from i to j is
calculated by random integers (20, 50). The bandwidth is calculated by the formula (9):

bði; jÞ ¼ bmin þ r mod ðbmax � bminÞ ð9Þ

In formula (9), bmax is defined as the maximum bandwidth, bmin is defined as the
minimum bandwidth. The bandwidth requirement of each tree is calculated by random
integers (3, 5), and the cache threshold of each node is calculated by random integers
(15, 20).

In the simulation, the overall cost is calculated by multicast trees. To insure the
accuracy of the result, we simulate 10 times to get the average result.

Figure 5 shows the result of our proposed algorithm and traditional algorithm
assigning bmax = 15, bmin = 5, L ¼ 200 and the network size is 150. The abscissa and
ordinate represent group size and network cost respectively. As the growth of the group
multicast size, the gap becomes larger and larger. In the beginning, the group multicast
size is small, therefore node cache may not be overflow, and then the overall cost of our
proposed algorithm is the same as the traditional algorithm. But, many multicast trees
are established as the growth of the group multicast size, this phenomenon may lead to
cache overflow of partial nodes. Our proposed algorithm considers the cache overflow
of nodes, but traditional algorithm ignores the cache overflow of nodes which will
cause large additional overhead. Therefore, the overall cost of tradition algorithm is
larger and the gap becomes larger as the growth of the group multicast size.

Figure 6 shows the result of our proposed algorithm and traditional algorithm
assuming group size = 16. The abscissa and ordinate represent network size and net-
work cost respectively. We can intuitively observe that the curve of traditional algo-
rithm is higher than our proposed method. As the growth of network size, the gap
becomes smaller. In the beginning, the network size is small, the group size that we
assign is 16 which means we need to establish 16 trees, so we need to use many
suboptimal paths and alternative trees because of constrains of bandwidth and cache,
and then the overall cost is large. As the growth of the network size, node cache may
not be overflowed, so the gap becomes smaller, finally two algorithms become nearly
the same cost, which means there is no cache of nodes overflow.
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6 Conclusion

Traditional algorithms generate a set of trees one by one ignoring the limits of cache
capacity which could lead to deterioration in performance, such as contents missing,
larger delay, and network overload. Choosing appropriate caching placement policy is
crucial to improving utilization of cache space and reducing the link cost when the data
packet retrieval in ICN. In this paper, we use an extension of Steiner tree formulating
the problem, and then we propose a G-FMPH algorithm which takes into account
constrains of both available link bandwidth and the cache capacity limitation of nodes.
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The simulation result shows that our algorithm has the superior performance over the
traditional algorithm.
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Abstract. With its nonsense, non-detection and robustness, chaotic security
technology is more widely used than cryptography in the field of secure com-
munication. In this paper, under the background of digital era, wavelet transform
is used to analyze the time-frequency energy concentration of Henon chaotic
signal and speech signal, and with the Henon chaotic signal as carrier, the
speech signal is hidden, which has important theoretical and practical signifi-
cance to improve the self-security of the chaotic secure communication system.
The speech signal, which chaos is hidden, is transmitted confidentially and it is
effectively made to extract blindly at the receiving end. Then similarity coeffi-
cient is compared and analyzed under different SNR, which to verify the validity
of the algorithm.

Keywords: Henon chaotic � Speech signal � Wavelet transform
Blind extraction � Masking

1 Introduction

Under the background of increasingly complex communication environment, infor-
mation has become one of the most important strategic resources in today’s society. In
order to make the eavesdropper can not intercept the real and effective information, it is
necessary to take the secure transmission of the speech signal. Meanwhile, the blind
source separation technique could be used to extract the speech signal in the case of
uncertain channel situation. The key point to secure the speech signal is the carrier
signal which we take. In recent years, the emergence of digital chaos has provided an
effective means for speech information hiding.

Compared with the traditional analog chaotic system, digital chaotic system [1–3]
retaining the excellent characteristics of analog chaotic system, based on this, it
strengthen the security and reliability of the system, improve the ability of anti-channel
interference of chaotic system and the distortion of channel, and then improve the
confidentiality and robustness of chaotic communication system. Under this back-
ground, based on the chaos signal processing, it has become a hot spot in the field of
chaotic secure communication, and it has presented a more and more obvious inter-
section and fusion [4–6]. The application of the chaotic characteristics in the field of
secure communication has become an emerging direction of research in recent years.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 612–621, 2018.
https://doi.org/10.1007/978-3-319-73447-7_66



Scholars between home and abroad have proposed many projects such as chaotic
masking method, chaos switching method, chaotic modulation and other programs.

There are many scholars at home and abroad studied on the blind separation [7–11].
Some researchers took advantage of ICA algorithm to separate two different sounds
from a non-accompaniment chorus recording, and realized blind separation in the
background of multiple linearly mixed chaotic signals. Then some scholars used the
geometric property of chaotic attractor and realized the separation of weak signal and
chaotic interference by means of the concept of differential manifold tangent space.
However, the above researches are based on analog signals. Neither do they take any
advantage of digital technology, nor do they take the hidden and secure transmission of
speech signals into account in the chaotic context.

2 Time Frequency Characteristics of Speech and Chaos

Chaos signal is easy to generate, and it possesses some characteristics, such as ran-
domness and wide spectrum. So chaos signal is hard to decipher. Therefore, in this
paper, with chaotic system as carrier, speech signal is hidden in chaos signal, which
help information transmit confidentially. The Henon chaotic system is the most used to
generate pseudo-random number sequence, and the theoretical basis is the sensitivity of
chaotic dynamical systems to initial values and parameters.

The dynamic equation of Henon map is

xnþ 1 ¼ 1þ byn � ax2n
ynþ 1 ¼ xn

�
: ð1Þ

Henon chaotic system exhibits different states with different values of parameter
x; y. In this paper, assuming initial value of the system is x0 ¼ 0:4; y0 ¼ 0:4, When
a ¼ 1:4; b ¼ 0:3, the time domain waveform of Henon chaotic system could be gotten,
which is shown in Fig. 1.

Fig. 1. Time domain waveform of Henon chaotic
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In order to hide speech signal in chaos signal successfully, wavelet transform
should be used to analyze the time-frequency characteristic of the chaotic signal. In
Fig. 2, the energy distribution of the Henon chaotic system is relatively uniform. In the
frequency range of 0–4000 Hz, the energy intensity is mainly about 0.4 J, but the
speech signal is a small signal, and its energy and amplitude are relatively low, so the
Henon chaotic system can be used as carrier to realize the concealment of the speech
signal.

The speech signal could be gotten in our daily life. But in order to eliminate the
interference of noise and ensure the validity and comparability of this algorithm, the
voice bank, which embodies vowel phoneme, is selected. This paper takes the SA2 in
the TIMIT voice bank as a hidden signal. As shown, the Fig. 3 is the waveform of SA2,
while the Fig. 4 represents the time-frequency distribution of wavelet transform of
SA2.

Fig. 2. Wavelet analysis of Henon

Fig. 3. SA2 speech signal waveform
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From the wavelet analysis of the speech signal in Fig. 4, it could be seen that the
power distribution of the speech signal is relatively wide, however, it is mainly con-
centrated in the frequency range of 500–1000 Hz.

3 System Model Establishment and Algorithm Evaluation
Standard

3.1 The Establishment of the Model

In this paper, based on the digital processing, considering the speech signal which hide
the chaotic signal which was blindly extract by the channel positive definite system.
The system model can be abstracted as shown in Fig. 5:

The mathematical expression of the model is

Y ¼ A� SþN: ð2Þ

Where A is an unknown channel of mixed matrix of N � N, and S ¼
s1 tð Þ; s2 tð Þ; � � � ; sN tð Þ½ �T represents N unknown source signal vectors. In order to
achieve the purpose of signal secrecy transmission, one of the vectors selected as
chaotic signal, while the others are the voice signals. After A/D conversion, the signals

Fig. 4. Wavelet analysis of SA2 speech signal

Extract
Unknown

Chaotic signal

Speech signal

Speech signal

Fig. 5. The system model diagram
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are mixed in the noisy channel, and N represents the additive white Gaussian noise in
the channel. The mathematical expression of the separation model is

Y 0 ¼ W � Y ¼ W � A� SþW � N: ð3Þ

Where W is the separation matrix obtained by using the blind extraction algorithm
at the receiver, and Y represents the observation signal vector at the receiving end.

In this paper, the speech signal as a hidden and extracted the desired signal, which
needs digital coding. Then, the chaotic system is used as the hidden carrier, and the
speech signal which is encoded hide in the binarized chaotic signal, with the help of the
uncertainty of the chaotic signal to make the eavesdropper can not intercept the real
information, so as to realize the purpose of confidential communication. The digital
coding method of speech signal can be divided into two categories: waveform coding
and parameter coding. Among them, Pulse Code Modulation (PCM) is one of the
simplest and earliest methods of speech waveform coding. In this paper, the encoding
of A law 13 segments is used to digitize the speech signals First, he voice signal is
sampled, and set the sampling frequency fs ¼ 8KHz, then the sampled values are
quantized. Finally, a set of binary code pulse sequences is used to represent the
quantized sampling values. The speech signal and the chaotic signal are mixed after the
transmitter sends the A/D conversion to obtain the corresponding symbol sequence,
meanwhile adds the additive white Gaussian noise N.

The receiver applies the classic fast ICA algorithm of the blind source separation
theory to separate the mixed signal. The separation matrix and the normalized sepa-
ration matrix expressions are

W� ¼ E Xg WTX
� �� �� E g

0
WTX
� �n o

W

W ¼ W�= W�k k:
ð4Þ

Mathematical expectations in (4) must be replaced by their statistical values.

3.2 Evaluation Criteria and Simulation Process of the Algorithm

In this paper, the bit error rate (BER) and the similarity coefficient are used to evaluate
the separation performance of the algorithm. The bit error rate is a measure of the
accurate indicators which used to measure the data transmission over a specified period
of time. The reason why the bit error emerged is due to the fact that in the signal
transmission, the decay changes the voltage of the signal, thus the signal is destroyed
during the process of transmission. While pulse, transmission equipment failure and
other factors caused by noise, alternating current or lightning also will generate errors.
The bit error rate is expressed as

Pe ¼ 1
2

1� erf
Affiffiffi
2

p
rn

� 	
 �
: ð5Þ
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Where A is the peak of the signal, rn is the noise rms value. In the same probability
of transmission and under the optimal threshold level, the total bit error rate of the
bipolar base band system only depends on the ratio of A and rn, regardless of the type
of signal being used, at the same probability of transmission and at the optimum
threshold level. The correlation coefficient is used to measure the degree of similarity
between the separation signal and the source signal. Assuming that Sj denotes the
source signal and y0i represents the separation signal. The mathematical expression of
the similarity coefficient is

nij ¼ nðSj; y0iÞ ¼
Pn
i¼1

y0iðtÞSjðtÞ
����

����ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

ðy0iÞ2ðtÞ
Pn
i¼1

S2j ðtÞ
s : ð6Þ

Where nij is regarded as a standard for verifying the performance of the separation
algorithm. When nij ¼ 1 means the two signals are fully correlated. When nij ¼ 0 the
two signals are completely independent. When nij become closer to 1 which indicates
the higher the similarity between the source signal and the separation signal. The better
the separation performance two signals are digitized and then mixed separation, after
the chaotic system and the voice signal are selected, and then the D/A conversion of the
separated symbol sequence is required to obtain the desired signal.

4 Simulation Experiment and Result Analysis

In this paper, the positive definite mixed model is considered, which is under the
additive white Gaussian noise. At first, assuming that the signal-to-noise ratio of noise
is SNR ¼ 18 dB, supposing N ¼ 2, and then randomly generating a full-rank
(rankðAÞ ¼ N) channel mixing matrix, which is

A ¼ 0:6706 0:1977
0:5845 0:7163


 �

In the processing of speech signal, at first, the simulative speech signal is processed
by the encoding of A law 13 segments, which makes it develop into digital 0/1
sequence, and its sampling frequency is fs ¼ 8KHz. Then 8-bit quantification is
adopted, and its quantized binary amplitude value is presented by a set of pulse
sequences. Therefore the corresponding symbol sequence could be obtained and the
output waveform could be finally decoded. In Fig. 6, it is the decoded waveform of
SA2 speech signal, which compared with the waveform of the source signal in Fig. 1,
and it is shown that the encoding method is successful in encoding the SA2 signal.

Also, chaos signal is digitized. Given the initial value of the Henon chaotic system,
and the corresponding real valued sequence will be generated by its iterative equation.
Since the mean of the real-valued sequence is l¼0:4980, therefore, 0.5 is selected as
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the criterion for quantization of the sequence, and the real-valued sequence is quantized
into a 0/1 sequence.

In order to verify the successful concealment and confidential transmission of the
speech signal, wavelet transform is applied to the mixed signal. The Figs. 7 and 8 show
the wavelet analysis of mixed first signal and wavelet analysis of mixed second signal
respectively. By comparing the wavelet analysis diagram of the chaotic signal and the
speech signal (Figs. 2 and 4), the time-frequency distribution characteristic of the

Fig. 6. SA2 speech signal decoding waveform

Fig. 7. Wavelet analysis of mixed first signal

Fig. 8. Wavelet analysis of mixed second signal
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speech signal is not displayed on the time-frequency analysis chart of the mixed signal,
so the speech signal is successfully hidden.

The next step is to adopt the FastICA algorithm at the receiver to blindly separate
the mixed signal. Because of the influence of channel and noise, the sequence after
separation is a real-valued sequence, so it is necessary to convert the real-valued
sequence into 0/1 sequence, and this simulation selects 0 as the decision threshold. For
the probability and polarity of the opposite signal [12], the optimal decision criteria:

z Tð Þ
H1
[

H2
\ ¼ 0: ð7Þ

After the separated signal is converted into a 0/1 sequence by a threshold decision,
it is necessary to verify the separation performance of the algorithm. The bit error rate
and similarity coefficient are two criteria for evaluating the separation performance.
When SNR ¼ 18 dB, the BER of speech signal and chaotic signal are 6:5894� 10�5

and 8:9978� 10�4 respectively; Similarity coefficient matrix is:

C ¼ 0:9783 0:0501
0:0217 0:9499


 �

The matrix C can be seen that the first column has a maximum of 0.9783, while the
second column is 0.9499, and the remaining numbers are close to zero. So it can be
explained that when SNR ¼ 18 dB, the algorithm realizes the blind separation of the
speech signal hidden in the chaotic signal.

Finally, the separated speech coding sequence is converted to parallel output by
serializer. And then its PCM decoding is reduced to an analog signal and the wavwrite
function is used to save the speech signal into an audio file, which is affected by noise.
Although there are some murmurs in the process, but the the content of talking of
source language signal would be restored clearly. Figure 9 shows the Waveform of the
SA2 speech signal, which has been decoded.

Fig. 9. Waveform of speech signal after mixed separation
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Figure 10 is the curves of similarity coefficients of two signals at different SNR. It
can be seen that with the increasing SNR, and the similarity coefficient shows a trend of
growth. So it can verify the effectiveness of this separation algorithm.

5 Conclusion

Chaotic confidential transmission is widely used in a variety of security communica-
tions, and the chaotic hidden transmission of speech signals is one of the most basic
problems. In this paper, based on the purpose of confidential transmission, the chaotic
system is used to encrypt the speech signal on the basis of digitization. And compared
with the traditional analog hybrid method, it is greatly improved from the aspects of
confidentiality, robustness and reliability. The receiver adopts the FastICA, the clas-
sical algorithm in the blind source separation algorithm, to separate the mixed signal.
And the separation performance of the proposed algorithm is verified by analyzing the
BER and similarity coefficients, and comparing the auditory effects of the source and
the separated signals. The follow-up work will study the hiding and separation of
multi-channel speech signals in varied chaotic backgrounds.
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Abstract. Due to the bad channel environment and poor image sampling
equipment, images are often contaminated by noise in the process of collection,
transmission and processing. Speckle noise, which is difficult and complex to
eliminate, is one of the common noise appearing in image processing. Denoising
methods based on Compressed Sensing (CS) technology have been proved as
useful tools in suppressing speckle noise of single-frame images. However,
temporal correlation in multi-frame images has not yet been utilized. Considering
that the traditional denoising methods do not work satisfactorily in speckle noise
reduction, a multi-frame image speckle denoising methods based on compressed
sensing using tensor model is proposed. The first step is to use the third-order
tensor to represent the blocks of image sequences, then the denoising tensor model
is established according to the CS theory and the corresponding optimization
problem is raised. The problem is divided into three parts: the sparse represen-
tation, the tensor dictionary update and the image reconstruction. A Kruskal
tensor-based Orthogonal Matching Pursuit (OMP) and Candecomp/Parafac
(CP) analysis are used to solve these problems and get the denoised image. At
last, simulations are conducted to compare theCSmethod and traditionalmethods.
It is shown that the CS-basedmulti-frame speckle denoisingmethod performswell
in noise variance and can significantly enhance the visual quality of the image.

Keywords: Compressing sensing � Multi-frame image � Image denoising
Tensor factorization

1 Introduction

In the course of the collecting and processing of images, it is inevitable that image
signal is polluted by noise. As a result, image denoising has always been a research
focus in the field of image processing. For ultrasound images and radar images, which
are formed from the reflection of the sound wave and electromagnetic wave, shade and
light image particles would be produced when two echoes reflected by the target are
overlapped. That is how speckle noise comes out in images, on account of the echo
interference and disturbance between dispersive wave beams.

In recent years, certain amounts of speckle denoising methods have been proposed,
in which filter denoising is the most widely used. For example, Lee filter [1] and Kuan
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filter [2]. However, the size of filter window is difficult to choose. Although denoising
effect turns out well, large size windows would lose most high frequency information.
Small size windows fail in the ability of denoising, in spite of protecting detail
information preferably. Aiming at solving this contradiction, several anisotropic dif-
fusion have been presented, such as Perona-Malik Anisotropic Diffusion [3] (PMAD),
Nonlinear Complex Diffusion Filter [4] (NCDF) and Speckle Reducing Anisotropic
Diffusion [5] (SRAD). Nevertheless, these methods are likely to mix up image edges
and speckle noises during edge detection.

A number of new speckle denoising methods have been suggested lately, for
instance, Nonlinear Multi-scale Wavelet Diffusion [6] (NMWD) and Speckle Reduc-
tion Bilateral Filter [7] (SRBF). Compressed Sensing-based speckle denoising methods
also perform well in speckle noise reduction of single-frame images. However, tem-
poral correlation in multi-frame images has not yet been utilized.

In this paper, we focus on multi-frame image speckle denoising method based on
Compressed Sensing using tensor model. Firstly, the third-order tensor is used to
represent the blocks of image sequences. Not only is the information in spatial
dimension kept, but also the information in temporal dimension is discovered. In the
process of training the tensor sparse dictionary, temporal redundancy in video signals is
utilized effectively. After the trained tensor sparse dictionary presents the images,
output results will contain more information that is useful and noises will be separated
extremely. The simulation results show that CS-based multi-frame speckle denoising
method outperform traditional ways in terms of image quality and noise variance under
the same conditions.

2 Speckle Denoising Tensor Model

2.1 Preliminaries

A tensor is also known as a multidimensional array, a higher dimensional form of data.
A first-order tensor, as we know, is a vector. Moreover, a second-order tensor is a
matrix. In addition, tensors of order three or higher are called higher-order tensors [8].
Multi-frame image cube is a typical third-order tensor. To distinguish higher order
tensors from matrices, Higher-order tensors (order three or higher) are denoted by black
letters. The nth order tensor is denoted by A 2 R

I1�I2����IN , and the number of all
elements of A is

QN
j¼1 Ij. A third-order tensor is as shown in Fig. 1.

The outer product of two vectors U and V is:

U � V ¼ A ¼
u1v1 u1v2 � � � u1vn
u2v1 u2v2 � � � u2vn
..
. ..

. . .
. ..

.

umv1 umv2 � � � umvn

2
6664

3
7775 ð1Þ

where U ¼ u1; u2; � � � ; umð Þ and V ¼ v1; v2; � � � ; vnð Þ.
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And the Kronecker product of tensors A and B is defined by:

A� B ¼
a11B a12B � � � a1KB
a21B a22B � � � a2KB
..
. ..

. . .
. ..

.

aJ1B aJ2B � � � aJKB

2
6664

3
7775 ð2Þ

where A 2 R
J�K and B 2 R

M�N .
After calculating the outer product, the number of dimensions of new tensor is the

sum of two original tensors. For instance, A 2 RI1�I2����IN and B 2 RJ1�J2����JM , then
A� B 2 RI1�I2����IN�J1�J2����JM . If N one-dimensional vector Ki(i ¼ 1; 2; . . .;N), and the
elements of each vector are I1; I1; . . .; IN , a N-order tensor A can be made up of these N
one-dimensional vector K1 � K2 � � � � � KN ¼ A: The symbol “�” represents the vector
outer product. An N-way tensor is rank one if it can be written as the outer product of N
vectors. The process, in turn, of factorizing a tensor into a sum of component rank-one
tensors is called the rank-one decomposition of A: Proportional coefficients are needed
sometimes, and then rank-one decomposition is defined by:

A ¼ CK1 � K2 � � � � � KN ð3Þ

However, most tensors are not rank-one. The rank of a tensor A; denoted rank (A),
is defined as the smallest number of rank-one tensors that generate A as their sum. For
formula (4), rank (A) equals to the minimum R.

A ¼
XR
i¼1

CiKi1 � Ki2 � � � � � KiN ð4Þ

2.2 Tensor Decomposition and Tensor Recovery

In the course of image processing, image recovery is necessary because images are
often polluted by noises for some reason, even some parts of images are lost on the

Fig. 1. A third-order tensor A 2 R
I�J�K
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receiving end. Using the characteristic low rank of images, images can be recovered by
applying the low-rank recovery of matrices. In this way, the low-rank recovery method
is applicable to recover any data that coincide the tensor model.

Kruskal decomposition and Tucker decomposition are two primary modes of tensor
decomposition [9]. At first, Kruskal decomposition of a third-order tensor is introduced
[10]. Consider a third-order tensor X of which the rank is R, i.e.,

X ¼
XR
i¼1

ki � ai � bi � � � � � ci ð5Þ

where A, B, C are rank-one component tensors of three directions, expressed as:

A ¼ a1; a2; . . .; aR½ �
B ¼ b1; b2; . . .; bR½ �
C ¼ c1; c2; . . .; cR½ �

ð6Þ

So the Kruskal decomposition of X is illustrated in Fig. 2.

The Tucker decomposition was first introduced by Tucker in [11] and refined in
subsequent articles by Levin and Tucker. Let X 2 R

X�Y�Z be a three-way tensor and
can be described as:

X ¼ g�1 U �2 V �3 W

¼
XR
r¼1

XS
s¼1

XT
t¼1

grstur � vs � wt
ð7Þ

where g 2 R
R�S�T is core tensor and U 2 R

X�R, V 2 R
Y�S, W 2 R

Z�T are three
projection matrices of each direction.

The Tucker decomposition is a form of higher-order principal component analysis.
It decomposes a tensor into a core tensor multiplied (or transformed) by a matrix along
each mode. In some cases, the storage for the decomposed version of the tensor can be
significantly smaller than for the original tensor. In the process of tensor recovery,
original tensors can be generally recovered by arranging the coefficients of these
components by values and adding the principal components.

1

1a

2 R

2a Ra

1b 2b Rb

1c 2c Rc

Fig. 2. Kruskal decomposition of a third-order tensor
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So the Tucker decomposition of X is illustrated in Fig. 3.

2.3 Multi-frame Image Denoising Tensor Model Based on CS

Because of the high sampling frequency in temporal dimension, contiguous frames are
very similar in video data. As a result, there’s a large amount of redundant information
over each frame. In this paper, cardiac ultrasound video is used as research data.
Cardiac ultrasound image sequences are shown in Fig. 4.

To begin with, images are divided into image blocks. After the sparse represen-
tation of these blocks, the integral image will be processed. The third-order Kruskal
tensor model is introduced in the sparse representation of image block sequences, and
the original images will be reconstructed by training the tensor dictionary. In this way,
the loss of spatial information is avoided in the process of turning image blocks into
one-dimensional signals. Meanwhile, the motional information of image blocks will be
utilized for denoising by considering temporal information. The model can be gener-
alized as:

X

= 1u1v 2v Sv

Ru
2u

U
V

W
1w 2w Tw

Fig. 3. Tucker decomposition of a third-order tensor

Fig. 4. Cardiac ultrasound image sequences
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X̂ k; D̂; Â
� � ¼ arg min

D;aijt ;X
k

Y � XffiffiffiffiXp
����

����
2

F

þ
X
ij2X

Xkþ f�1

t¼k�f þ 1

lijt aijt
�� ��

0 þ
X
ij2X

Xkþ f�1

t¼k�f þ 1

Daijt � RijtX
�� ��2

F

ð8Þ

A third-order tensor representing noiseless image sequences is denoted by X The
kth frame in X is denoted by X k , i.e. the noiseless form of the processing image. An
image sequence that contains noise is denoted by Y: An element of sparse coefficient
matrix A 2 R

K�N is denoted by aijt, K is the number of atoms in dictionary and N
equals to the number of blocks extracted from image sequences. The over-complete
tensor dictionary is denoted by four-way tensor D 2 R

m�n�f�K , the estimation of kth
noiseless frame is denoted by X̂ k , i.e. the resulting images after the process. When the
optimal solution of this optimization problem is obtained, the over-complete tensor
dictionary is denoted by D̂ and sparse coefficient matrix is denoted by Â. The position
of blocks in integral image is denoted by lijt and Rijt, in which the elements are either 0
or 1.

To solve the optimization problem described by (8), we suggest two steps to get the
results. Firstly, process the image block sequences and train the adaptive dictionary D:
Assuming that atoms of the tensor dictionary can represent each noiseless image
sequence sparsely, we have RijtX ¼ Daijt. Then the optimization problem can be
described as:

aijt
� �N

;D
� �

¼ argmin
aijt ;D

X
ij2X

XT
t¼1

lijt aijt
�� ��

0 þ
RijtY � DaijtffiffiffiffiffiffiffiffiffiffiDaijt
p

�����
�����
2

F

0
@

1
A ð9Þ

It is an optimization problem of two variate D and aijt, so sparse representation and
dictionary update are involved in the solution. In the optimum iterative procedure of
image sequences, D is fixed and corresponding sparse coefficient vector aijt is opti-
mized. In the dictionary update, the optimized sparse coefficient matrix A is fixed and D
is updated. Repeat this iteration until tensor dictionary D; which corresponds to the
processing image sequences, is obtained.

The second step is to define error rate of the sparse representation. Coefficient
matrix A is expected to be more sparse under the premise that error rate of the sparse
representation is less than a certain threshold value e, i.e.

min
aijt ;D

aijt
�� ��

0s:t:
RijtY �DaijtffiffiffiffiffiffiffiffiffiffiDaijt
p

�����
�����
2

2

� e ð10Þ

The image denoising begins with the adaptive dictionary D and the sparsity is
guaranteed in the above procedure. The optimization problem can finally be described
as:
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X̂k ¼ arg min
aijt ;X

k
Y � XffiffiffiffiXp
����

����
2

2
þ
X
ij2X

Xkþ f�1

t¼k�f þ 1

Dâijt � RijtX
�� ��2

2 ð11Þ

3 Method and Algorithm

3.1 Sparse Representation

Due to the high sampling frequency in temporal dimension in the ultrasound video
signal, we choose to collect the image block sequences that consists of the blocks in the
same position from each image frame [12]. The data collecting process is shown in
Fig. 5.

The processed image block sequences contain the information in both spatial
dimension and the temporal dimension, and they will be presented sparsely according
to the tensor dictionary [13, 14]. To avoid the loss of information of images in either
dimension, improved optimization algorithm based on tensor is proposed, called
Kruskal Tensor Orthogonal Matching Pursuit (KTOMP).

Image Block Sequences

Fig. 5. Image block sequences collecting process
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The steps of KTOMP are summarized in Algorithm 1.

3.2 Initialize Dictionary

In this paper, the dictionary is tensor dictionary and all the elements are rank-one
because the data is three-dimensional. Assuming the image blocks and elements are
tensors in space R

m�n�f and amount of elements is K. To begin with, three DCT
matrices are required, i.e. D1 2 R

m�K , D2 2 R
n�K , D3 2 R

f�K . Every atom in the
dictionary is generated by normalizing these three matrices and make up a third-order
tensor with the same column of each matrix. In this way, we obtain an initial DCT
rank-one tensor dictionary, shown in Fig. 6.

3.3 Tensor Dictionary Update

The CANDECOMP/PARAFAC(CP) decomposition [15] is applied to update the
tensor dictionary in this method. CP decomposition factorizes a tensor into a sum of

Fig. 6. Initial DCT rank-one tensor dictionary
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component rank-one tensors so that atoms in initial dictionary may keep rank-one in
the updating process. An error function is defined by:

E ¼ Y �DAffiffiffiffiffiffiffiDA
p

����
����
2

F

ð12Þ

The error function is defined as Frobenius-norm [16] of error tensors. Therefore, we
can update the atoms of tensor dictionary by:

E ¼ Y �DAffiffiffiffiffiffiffiDA
p

����
����
2

F
¼

Y �PK
k¼1

DkakTffiffiffiffiffiffiffiffiffiffiffi
DkakT

p
��������

��������

2

F

¼
Y �P

k 6¼p
DkakT

 !
�Dpa

p
TffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k¼1
DkakT

s
����������

����������

2

F

¼ Ep �Dpa
p
TffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPK

k¼1
DkakT

s
����������

����������

2

F

ð13Þ

DA will approach Y after multiple iteration, and the last step is to compute a CP
decomposition of Ep in the denominator. In the end, we have optimum Dp and the
corresponding sparse coefficient apT .

3.4 Image Recovery

The optimization problem can be described as (11) and the output is the kth frame X̂ k.
Analytic solution is difficult to obtain, so the problem is transformed into a easier one
by introducing ~k as new coefficients. After derivation the solution is expressed as:

X̂ k ¼ ~kIþ
X
ij2X

Xk
t¼k�f þ 1

RT
ijtRijt

 !�1

~kYk þ
X
ij2X

Xk
t¼k�f þ 1

RT
ijtDâijt

 !
ð14Þ

4 Experimental Results

The proportionality coefficient of error rate e and noise mean variance rn is denoted by
C. Based on the previous studies, processed cardiac ultrasound images have better
PSNR when C = 8. The size of image blocks is 8 � 8, because larger size makes
sparse representation a time-consuming process, and smaller size leads to discontinu-
ous blocks between frames. Experiments proved that 3 frames can meet the require-
ments. The detailed parameters of simulation are summarized in Table 1.
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Table 1. Simulation parameters

Methods Assumptions

Lee Window size 5 � 5
Kuan Window size 3 � 3
NCDF Window size 3 � 3
SRAD Initial value Q0 = 0.5, Dt = 0.1
NMWD Wavelet decomposition level J = 3, Dt = 0.1
SRBF Window size 3 � 3
CS-based Image block size 8 � 8, frame f = 3, C = 8

(a)Original Image (b)Lee              (c)Kuan

(d)NCDF                    (e)SRAD                     (f)NMWD

(g)SRBF                       (h)CS-based

Fig. 7. Denoising performance comparison of CS-based method and traditional methods
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Figure 7 demonstrates the CS-based speckle denoising method has better perfor-
mance in noise reduction and keeps more edge information.

The performance difference is difficult to tell by visual inspection so quantitative
results is also required. We compute the remaining noise variance r2n in the processed
images to compare the denoising ability of the methods above. For r2n, lower is better.
It is given by:

r2n ¼
r2

m
¼

PM�1

i¼0

PN�1

j¼0
½Iði; jÞ � �Iði; jÞ�2

PM�1

i¼0

PN�1

j¼0
Iði; jÞ

ð15Þ

The remaining noise variance of images processed by different methods are sum-
marized in Table 2:

5 Conclusion

In this paper, we have proposed a CS-based denoising method using tensor model.
Considering the temporal redundancy in multi-frame images, video data is divided into
image block sequences and represented by tensor models. In addition, an improved
OMP based on Kruskal tensor decomposition is utilized in sparse representation.
Aiming at the training problem of rank-one tensor dictionary, CP decomposition is
applied in the tensor dictionary update. Using the trained dictionary, the noise is
separated and the images are recovered in the end. Simulations show that CS-based
method outperforms the traditional methods in both visual results and quantitative
ones.

Acknowledgement. This work is supported in part by National Natural Science Foundation of
China (No. 61671184, No. 61401120, No. 61371100) and National Science and Technology
Major Project (No. 2015ZX03001041).

Table 2. Experimental results of r2n

Experiment 1 Experiment 2 Experiment 3 Experiment 4 Experiment 5

Original 9.2327 6.3542 7.7043 10.6013 9.3056
Lee 3.7621 2.0291 4.1677 5.4885 4.1175
Kuan 5.8392 3.4668 5.3789 7.2655 5.7603
NCDF 2.1080 1.1334 2.9522 3.9787 2.6482
SRAD 7.8007 2.2196 6.3844 8.3852 7.4011
NMWD 1.3690 1.4152 3.9535 6.0422 4.8639
SRBF 8.5283 3.6888 7.3209 9.5148 8.5044
CS-based 0.3909 0.7888 2.2784 3.1959 1.8510
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Abstract. In this paper, we proposed a frequency-hopped space-time coded
orthogonal frequency-division multiplexing (FHST-OFDM) over time-varying
multipath channels. Although OFDM is robust against frequency-selective
fading channels, it is more vulnerable to the time-varying channels and has a
higher peak-to-average power ratio (PAPR) than single-carrier systems. In
space-time block coded OFDM (ST-OFDM), channel time variations cause not
only the intertransmit-antenna interference (ITAI), but also the inter-carrier
interference (ICI). In this paper, based on the analysis of the ITAI and ICI in
ST-OFDM systems, the FHST-OFDM transmission scheme is proposed to
reduce both ITAI, ICI, and PAPR simultaneously. By combining the Alamouti
scheme and the frequency hopping, full data rate and frequency diversity can be
achieved by the proposed FHST-OFDM over the time-varying multipath
channels. Finally, simulation shows that the proposed FHST-OFDM scheme
gets better performance over time varying channels.

Keywords: STBC � OFDM � Intercarrier interference (ICI)
Intertransmit-antenna interference (ITAI) � Time-varying channel

1 Introduction

In order to eliminate the detrimental influence of the channel fading and increase
spectrum efficiency, both of the transmit diversity and the orthogonal frequency divi-
sion multiplexing (OFDM) technologies have drawn a lot of attentions and exhibited
great advantages in the next generation wireless communication systems.

Recently, transmit diversity has been studied extensively as a method of over-
coming the detrimental effects of wireless fading channels because it is relatively easy
to implement and multiple antennas at the base station are often available. One
attractive approach of implementing transmit diversity is space-time block codes
(STBCs) [1–3]. However, the orthogonal space-time block code (OSTBC) results in
data rate loss if more than two transmit antennas are used [2]. The quasi-orthogonal
space-time block code (QOSTBC) was proposed in [4, 5] to achieve full data rate at the
cost of performance loss. Moreover, STBC are typically designed assuming that
channel is quasi-static fading. However, in practice, the time-varying channel will

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 634–646, 2018.
https://doi.org/10.1007/978-3-319-73447-7_68



destroy the orthogonality of signals among the transmit antennas and result in
intertransmit-antenna interference (ITAI) in the STBCs.

Multi-antennas can be combined with OFDM to achieve spatial diversity and/or to
increase spectral efficiency through spatial multiplexing. for the multi-antenna OFDM
systems in frequency-selective channels, STBC schemes must be extended to include
frequency element, forming space-time block coded OFDM (ST-OFDM) [6–9]. Similar
to single antenna OFDM, ST-OFDM is also sensitive to the Doppler shift and fre-
quency offsets that destroy the orthogonality among the subcarriers. In the OFDM
systems with Ns subcarriers, the OFDM symbol duration is Ns, the number of sub-
carriers, times the modulated sampling period. Consequently, ITAI caused by channel
time variations in ST-OFDM systems is more pronounced than that in single-carrier
STBC systems. Interference cancellation schemes for ST-/QOST-OFDM over fast
varying channel were proposed in [10–14] to mitigate the ITAI and/or Intercarrier
interference (ICI). However, these interference cancellation schemes increase the
computational load at the receiver.

The performance of a mobile communication system heavily relies on how well the
system is designed to overcome the time-varying channel. In this paper, based on the
analysis of the ITAI and ICI in ST-OFDM systems, a simple FHST-OFDM trans-
mission scheme with four transmit antennas is proposed to mitigate the ITAI and ICI.
Additionally, the peak-to-average power ratio (PAPR) is also been suppressed. In the
proposed FHST-OFDM scheme, Alamouti STBC scheme and frequency hopping are
adopted to provide full data rate and frequency diversity over the time-varying mul-
tipath channels. By using frequency hopping, only Ns=2 subcarriers are active in each
time slot for each antenna. Therefore, the proposed FHST-OFDM experiences less ICI
and it has a lower PAPR.

This paper is organized as follows. The system description is provided in Sect. 2.
The proposed FHST-OFDM is derived in Sect. 3. Section 4 presents the simulation
results and Sect. 5 concludes this paper.

Notation: In this paper, a boldface letter denotes a vector or matrix, which will be clear
from the context; IM denotes an M � M identity matrix. The superscript (�)*, (�)T, and
(�)H denote the complex conjugate, the transpose and the Hermitian transpose opera-
tors, respectively. |�|, E(�) and var(�) represents absolute value, expectation and variance
operators, respectively. diag(�) denotes the diagonal parts of a matrix. ||�||F and tr(�)
denote the Frobenius norm and the trace of a matrix, respectively.

2 System Description

We focus on an ST-OFDM system with P transmit antennas, one receive antenna, and
Ns subcarriers in the time-varying multipath channels. The input sequence {a(i), i = 0,
…, Ns P − 1} is serial-to-parallel converted into P sequences, each of length Ns, as

ap kð Þ ¼ a kþ p� 1ð ÞNsð Þ;
for p ¼ 1; . . .;P; and k ¼ 0; . . .;Ns � 1:

ð1Þ
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Each sequences ap (k) is then serial-to-parallel converted and mapped into the
space-time coded matrix according to the ST-OFDM scheme.

Taking the inverse discrete Fourier transform (IDFT), the Ns � 1 complex vector
for each transmit antenna is converted into time-domain. The time-domain signals
transmitted from the p-th antenna during the q-th OFDM symbol period can be
expressed by

xp; q mð Þ ¼
XNs�1

k¼0

bp; q kð Þ � ej2pNsmk;

m ¼ 0; . . .;Ns � 1; and q ¼ 1; . . .;Q;

ð2Þ

where bp,q(k) is the space-time encoded symbol for the p-th transmit antenna during the
q-th symbol period on the k-th subcarrier, and Q denotes the block size of the
space-time code. After the cyclic prefixes are added, the OFDM symbols are
transmitted.

Since the channel is time-varying, the relationship between the channel coefficients
for path l (l = 0, …, L − 1) of antenna p at times nTs (Ts is the sampling interval) and
(n + m) Ts during the q-th OFDM symbol period can be described by using the
first-order autoregressive model as in [15, 16].

hp; q nþm; lð Þ ¼ amhp; q n; lð Þþ bp; q nþm; lð Þ; ð3Þ

where

am ¼ J0 2p � mfdTsð Þ; ð4Þ

and fd is the Doppler shift, J0(�) is the zeroth-order Bessel function of the first kind, bp,q
(n, l) are independent (for different indexes p, q, l, and n) complex Gaussian random
variables with zero mean and variance

r2b ¼ r2l 1� a2m
� �

; ð5Þ

where r2l denotes the variance of the l-th path of the channel.
The received signal at the sampling time n can be given as

yq nð Þ ¼
XP
p¼1

XL�1

l¼0

hp; q n; lð Þxp; q n� slð Þþwq nð Þ; ð6Þ

where sl denotes the delay of the l-th path, wq(n) is complex additive white Gaussian
noise (AWGN) with zero mean and variance of r2.

At the receiver, after removing the cyclic prefixes and performing FFT, the received
signal on the m-th subcarrier can be given as
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rq mð Þ ¼
XP
p¼1

XNs�1

k¼0

up; q m; kð Þbp; q kð Þe�j2pNsmk þ vq mð Þ;

k ¼ 0; . . .;Ns � 1 and q ¼ 1; . . .;Q;

ð7Þ

where vq (m) denotes the FFT of additive white Gaussian noise, and

up; q m; kð Þ ¼
XL�1

l¼0

gp; q; l m� kð Þe�j2pNskl; ð8Þ

gp; q; l m� kð Þ ¼ 1
Ns

XNs�1

n¼0

hp; q n; lð Þe�j2pNs m�kð Þn; ð9Þ

The notation ηp,q,l(m − k) represents the FFT of the l-th path component between
the p-th transmit antenna and the receive antenna during the q-th symbol period. Note
that up,q(m, k), for k 6¼ m, denotes the ICI from the k-th subchannel to the m-th
subchannel for the p-th transmit antenna, and up,q(m, k) = up,q(m) for k = m. The more
detailed interpretation of ηp,q,l(m − k) and up,q(m, k) is provided in [17].

The received signals can be expressed in matrix form as

R mð Þ ¼ H mð ÞA mð Þþ
XNs�1

k¼0; k 6¼m

H m; kð ÞA kð ÞþV mð Þ ;

for m ¼ 0; . . .;Ns � 1;

ð10Þ

where R mð Þ ¼ r1 mð Þ; r�2 mð Þ; . . .; rQ�1 mð Þ; r�Q mð Þ
h iT

, A mð Þ ¼ ½a1 mð Þ; . . .; ap mð Þ; . . .;

aP mð Þ�T , and V mð Þ ¼ v1 mð Þ; v�2 mð Þ; . . .; vQ�1 mð Þ; v�Q mð Þ
h iT

, H(m) is the equivalent

channel matrix with dimensions Q � P. The second term on the right-hand side of (10)
represents the ICI, and channel time-variations in H(m) induce ITAI.

CITAI mð Þ ¼ HH mð ÞH mð Þ � q mð Þ; ð11Þ

where

q mð Þ ¼ diag HH mð ÞH mð Þ� �
: ð12Þ

3 Frequency-Hopped Space-Time Code OFDM

In the ST-OFDM systems, the frequency-selective channel is converted into a col-
lection of parallel frequency flat fading subchannels. Therefore, a space-time block
code can be applied for each subcarrier. In general, the detector assumes that the
channel does not change during a space-time coded OFDM symbol block. This is a

Frequency-Hopped Space-Time Coded OFDM 637



critical restriction for OFDM compared to single carrier systems since the OFDM
symbol duration is Ns times larger than the symbol duration in single carrier system. In
ST-OFDM, the time-varying channels cause not only ITAI but also ICI among different
subcarriers. Consequently, the performance of ST-OFDM will become poor under fast
fading environments.

In this section, we present an FHST-OFDM equipped with four transmit antennas
over time-varying channels. The block diagram of FHST-OFDM is given in Fig. 1. At
the transmitter, the modulated symbols are space-time coded by using two STBC
encoders. For antenna 1 and antenna 2, during the first and second symbol durations,
the space-time coded symbols are transmitted on odd subcarriers, and during the third
and fourth symbol durations, the space-time coded symbols are transmitted on even
subcarriers. Contrarily, for antenna 3 and antenna 4, during the first and second symbol
durations, the space-time coded symbols are transmitted on even subcarriers, and
during the third and fourth symbol durations, the space-time coded symbols are
transmitted on odd subcarriers. The space-time coded symbols are modulated by IFFT
into OFDM symbols. After adding cyclic prefixes, the OFDM symbols are transmitted.

At the receiver, after removing the cyclic prefixes and performing FFT, the received
signal vector on the even and odd subcarriers can be given as

Re mð Þ ¼ He mð ÞAe mð Þþ
XNs�2

k¼0

He m; kð ÞAe kð ÞþVe mð Þ;

m; k ¼ 0; 2; . . .;Ns � 2

ð13Þ
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638 F. Cheng et al.



Ro mð Þ ¼ Ho mð ÞAo mð Þþ
XNs�1

k¼1

Ho m; kð ÞAo kð ÞþVo mð Þ;

m; k ¼ 1; 3; . . .;Ns � 1

ð14Þ

where He(m) and Ho(m) are the equivalent channel matrices on the even and odd
subcarriers, respectively, in the frequency domain, Ae(m)/Ao(m) and Ve(m)/Vo(m) are
the transmitted signal and the noise vectors on the even/odd subcarriers.

3.1 ITAI Caused by Time-Varying Channels

As shown in Fig. 1, since the even and odd subcarriers on the different antennas are
used alternately, there is no interference for the space-time coded symbols between two
STBC encoders. However, in the time-varying channel, the channel coefficients will
change in time, which may cause ITAI (11). Considering the time-varying character-
istics of the channel, we analyze the ITAI of the proposed FHST-OFDM.

The equivalent channel matrix in (13) and (14) can be given as

He=o mð Þ ¼ up; 1 mð Þ upþ 1; 1 mð Þ
�u�

pþ 1; 2 mð Þ u�
p; 2 mð Þ

� �
; p ¼ 1; 3 ð15Þ

where up,q(m) (up,q(m, k) = up,q(m), when k = m) denotes the channel frequency
response on the m-th (even/odd) subcarrier for the p-th transmit antenna and the q-th
(q = 1, 2) symbol time, and

up; 2 mð Þ ¼ c � up; 1 mð Þþ ep; 1; ð16Þ

where ep,1 are independent complex Gaussian random variables with zero mean and
variance

r2e ¼ 1� cj j2; ð17Þ

and the channel correlation factor c is given as

c ¼ J0 2p � fd Ns þ cð ÞTsð Þ; ð18Þ

where c denotes the length of cyclic prefix.
According to (15), we represent (11) as (19)

CFHST
ITAI mð Þ ¼

up; 1 mð Þ�� ��2 þ upþ 1; 2 mð Þ�� ��2 u�
p; 1 mð Þupþ 1; 1 mð Þ � u�

p; 2 mð Þupþ 1; 2 mð Þ
up; 1 mð Þu�

pþ 1; 1 mð Þ � up; 2 mð Þu�
pþ 1; 2 mð Þ upþ 1; 1 mð Þ�� ��2 þ up; 2 mð Þ�� ��2

0
@

1
A

� up; 1 mð Þ�� ��2 þ upþ 1; 2 mð Þ�� ��2 0

0 upþ 1; 1 mð Þ�� ��2 þ up; 2 mð Þ�� ��2
 !

¼ 0 u�
p; 1 mð Þupþ 1; 1 mð Þ � u�

p; 2 mð Þupþ 1; 2 mð Þ
up; 1 mð Þu�

pþ 1; 1 mð Þ � up; 2 mð Þu�
pþ 1; 2 mð Þ 0

 !

¼ 0 l12 mð Þ
l21 mð Þ 0

� �
:

ð19Þ
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Substituting (16) into (19), the magnitude of interference l1,2(m), l2,1(m) in (19)
can be given as

l1; 2 mð Þ ¼u�
p; 1 mð Þupþ 1; 1 mð Þ

� c�u�
p; 1 mð Þþ e�pþ 1 mð Þ

h i
cupþ 1; 1 mð Þþ epþ 1; 1 mð Þ� �

;
ð20Þ

l2; 1 mð Þ ¼up; 1 mð Þu�
pþ 1; 1 mð Þ

� cup; 1 mð Þþ ep; 1 mð Þ� �
c�u�

pþ 1; 1 mð Þþ e�pþ 1; 1 mð Þ
h i

;
ð21Þ

where ep,q(m) (q = 1, 2) has zero-mean and variance 1 − | c |2, and we assume that up,q

(m) is a complex Gaussian process with zero-mean and unit-variance. The variance of
l1 2(m) and l2,1(m) can be given as

var l1; 2 mð Þ� � ¼ var l2; 1 mð Þ� � ¼ 2 1� cj j2
	 


; ð22Þ

The variance of | up,1(m) |
2 + | up + 1,2(m) |

2 and | up + 1,1(m) |
2 + | up,2(m) |

2 in (19)
can be given as

var up; 1 mð Þ�� ��2 þ upþ 1; 2 mð Þ�� ��2	 

¼ var upþ 1; 1 mð Þ�� ��2 þ up; 2 mð Þ�� ��2	 


¼ 2:
ð23Þ

Therefore, at each subcarrier, the signal to ITAI ratio of the FHST-OFDM is

SIRFHST
ITAI ¼ 1= 1� cj j2

	 

; ð24Þ

According to (18) and (24), the SIRFHST
ITAI is the function of fd and Ts, as

SIRFHST
ITAI ¼ fFHST fd; Tsð Þ: ð25Þ

The equivalent channel matrix of QOST-OFDM can be given as

HQOST ¼
u1; 1 mð Þ u2; 1 mð Þ u3;1 mð Þ u4;1 mð Þ
�u�

2; 2 mð Þ u�
1; 2 mð Þ �u�

2; 2 mð Þ u�
3; 2 mð Þ

�u�
3; 3 mð Þ �u�

4; 3 mð Þ u�
1; 3 mð Þ u�

2; 3 mð Þ
u4; 4 mð Þ �u3; 4 mð Þ �u2; 4 mð Þ u1; 4 mð Þ

0
BB@

1
CCA: ð26Þ

Similar to the above analysis, with four transmit antennas, the signal to ITAI ratio
of QOST-OFDM at each subcarrier can be given as

SIRFHST
ITAI ¼ 1= 2� c2 � c4

� � ¼ fQOST fd; Tsð Þ: ð27Þ
For QOST-OFDM, since the interference caused by the code structure is manip-

ulated by a pairwise maximum-likelihood (ML) decoding scheme [4], only the inter-
ference caused by time-varying is considered in (27).
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As the functions of fd, SIRFHST
ITAI and SIRQOST

ITAI are compared in Fig. 2. As shown in
Fig. 2, in time-varying channels, as fd increases, the signal-to-ITAI ratio of
QOST-OFDM decreases more rapidly than that of the proposed FHST-OFDM scheme.
Compared to QOST-OFDM, the block size of the proposed FHST-OFDM is two
instead of four. Therefore the proposed FHST-OFDM scheme is less sensitive to the
time-varying channels than the QOST-OFDM, and it obtains better performance than
QOST-OFDM over time-varying multipath channels.

SIRFHST
ICI; e ¼

E He mð ÞAe mð Þk k2F
h i

E
PNs�2

k¼0; k 6¼m
He m; kð ÞAe mð Þ

�����
�����
2

F

2
4

3
5

¼ tr E He mð ÞAe mð ÞAH
e mð ÞHH

e mð Þ� �� �
tr E

PNs�2

k¼0; k 6¼m
He m; kð ÞAe mð Þ

 ! PNs�2

k¼0;k 6¼m
He m; kð ÞAe mð Þ

 !H" # !

¼ E qFHST mð Þ½ �

tr E
PNs�2

k¼0; k 6¼m
He m; kð ÞAe mð Þ

 ! PNs�2

k¼0; k 6¼m
He m; kð ÞAe mð Þ

 !H" # !

¼
E
P2
q¼1

P2
p¼1

up; q mð Þ�� ��2" #

E
PNs�2

k¼0; k 6¼m

P2
q¼1

P2
p¼1

up; q mð Þ�� ��2" # ; m; k ¼ 0; 2; . . .;Ns � 2;

ð28Þ
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and

SIRFHST
ICI;o ¼

E
P2
q¼1

P2
p¼1

up; q mð Þ�� ��2" #

E
PNs�1

k¼1; k 6¼m

P2
q¼1

P2
p¼1

up; q mð Þ�� ��2" # ; m; k ¼ 1; 3; . . .;Ns � 1; ð29Þ

respectively, and

SIRFHST
ICI ¼ SIRFHST

ICI;e ¼ SIRFHST
ICI;o : ð30Þ

3.2 ICI Caused by a Time-Varying Channel

Compared with QOST-OFDM, the proposed FHST-OFDM uses half subcarriers and
they are spaced twice as far apart. In each time slot, only Ns=2 subcarriers are used in
FHST-OFDM, so we can reduce the interference from adjacent subcarriers. Hence, the
proposed FHST-OFDM experiences less ICI than the QOST-OFDM.

When the channel is time-varying, channel variation within an OFDM symbol
gives rise to ICI as shown in (10). From (10), the signal to ICI ratio of the proposed
FHST-OFDM at each even and odd subcarrier can be given (28) and (29) at the bottom
of the previous page.

According to (10) and (24), the signal to ICI of QOST-OFDM can be given as

SIRQOST
ICI ¼

E H mð ÞAQ mð Þ�� ��2
F

h i

E
PNs�1

k¼0; k 6¼m
H m; kð ÞAQ mð Þ

�����
�����
2

F

2
4

3
5

¼
tr E H mð ÞAQ mð ÞAH

Q mð ÞHH mð Þ
h i	 


tr E
PNs�1

k¼0; k 6¼m
H m; kð ÞAQ mð Þ

 ! PNs�1

k¼0; k 6¼m
H m; kð ÞAQ mð Þ

 !H" # !

¼ E qQOST mð Þ� �
tr E

PNs�1

k¼0; k 6¼m
H m; kð ÞAQ mð Þ

 ! PNs�1

k¼0; k 6¼m
H m; kð ÞAQ mð Þ

 !H" # !

¼
E
P4
q¼1

P4
p¼1

up; q mð Þ�� ��2" #

E
PNs�1

k¼0; k 6¼m

P4
q¼1

P4
p¼1

up; q mð Þ�� ��2" # :

ð31Þ
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Since only Ns=2 subcarriers are used in the proposed FHST-OFDM, with (30) and
(31), we have

SIRFHST
ICI

SIRQOST
ICI

¼ 2: ð32Þ

the signal to ICI ratio of the FHST-OFDM is two times that of QOST-OFDM.

3.3 PAPR Reduction

One of drawbacks of the OFDM system is the PAPR. Since the complex baseband
OFDM signal is the combination of many sinusoids with different frequencies, the
instantaneous power of the resulting signal may be larger than the average power of the
OFDM signal, so the signal exhibits high peaks. When the fluctuant signal exceeds the
linear region of a high power amplifier (HPA), saturation caused by the large peaks will
induce intermodulation distortion clipping noise. This distortion deteriorates bit error
rate (BER) performance and causes spectral leaking, resulting in out-band interference
[18].

PAPR is defined as the ratio of the peak power to the average power of the OFDM
signal, and it is given by

PAPR ¼ 10 log10
PPEAK

PAVG

� �
10 log10 Ns dBð Þ: ð33Þ

where PPEAK and PAVG is the peak power and average power, respectively. In the
proposed FHST-OFDM, at each time slot, only Ns=2 subcarriers are used. The peak
and average power of the FHST-OFDM is Ns

2=4 (W), and Ns=2 (W), respectively.
Therefore, PAPR reduction achieved by the proposed FHST-OFDM can be deduced as

PAPRRD ¼ 10 log10 Ns � 10 log10
N2
s =4

Ns=2

� �
¼ 3 dBð Þ: ð34Þ

4 Simulation Results

In this section, we demonstrate the performance through computer simulations. Sim-
ulations are carried out based on the ITU channel model as shown in Table 1. We
assume that the OFDM systems equip four transmit antennas and one receive antenna,
and employ the quaternary phase-shift keying (QPSK) modulation. The turbo coding
with the channel code rate 1=2, the constraint length of 4 bits, and 8 iterations are
considered in our simulations. The available channel bandwidth is 10 MHz, which is
divided into 1024 tones, and we use a 1024-point IFFT and a 2.3 GHz center fre-
quency. Moreover, we assume that perfect channel state information (CSI) is available
at the receiver, and the transmit antennas are separated sufficiently.
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In Fig. 3, we compare the proposed FHST-OFDM and QOST-OFDM with
vehicular speed v = 5 km/h and v = 60 km/h. Alamouti decoding scheme [1] is used
for FHST-OFDM and a pairwise ML decoding scheme [4] is used for QOST-OFDM,
respectively. For v = 5 km/h, the FHST-OFDM outperforms the QOST-OFDM about
2.5 dB in the case of BER = 10−4. At a high signal-to-noise ratio (SNR), the signal to
interference ratio (SIR) is the dominant factor to the system performance. Since the
proposed FHST-OFDM suffers less ITAI and ICI than the QOST-OFDM, it outper-
forms QOST-OFDM especially in the high SNR region. When SNR > 20 dB, the
QOST-OFDM approaches saturation due to the effect of the SIR. As mentioned above,
the proposed FHST-OFDM suffers less ITAI and ICI than QOST-OFDM due to the
smaller block size and frequency hopping (only Ns=2 subcarriers are used in each time
slot), so a larger v makes the QOST-OFDM more vulnerable to time variations of the
channel coefficients. As shown in Fig. 3, at v = 60 km/h, the BER performance of the
QOST-OFDM is degraded more rapidly than that of the proposed FHST-OFDM.

Figure 4 compares the BER performance of the proposed FHST-OFDM and
QOST-OFDM when the decision feedback equalizer (DFE) is used to perform inter-
ference cancellation in the receiver. As shown in Fig. 4, at v = 60 km/h, the proposed
FHST-OFDM gets about 5.5 dB of performance gain compared to QOST-OFDM.

It should be mentioned that the frequency response might not be constant over Ns

subcarriers in a multipath channel environment. Therefore, the proposed FHST-OFDM

Table 1. ITU vehicular A channel model

Relative delay (ns) 0 310 710 1090 1730 2510
Power delay profile (dB) 0 −1.0 −9.0 −10.0 −15.0 −20.0
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Fig. 3. BER performance for the proposed FHST-OFDM and QOST-OFDM with conventional
decoding schemes.
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not only reduces the interference, but also achieves frequency diversity by using fre-
quency hopping. Moreover, the FHST-OFDM can achieve a 3 dB PAPR reduction
compared to QOST-OFDM since only Ns=2 subcarriers are used in each time slot.

5 Conclusion

In the ST-OFDM systems, time varying channel cause both the ITAI and ICI, which
significantly degrade the BER performance. In this paper, we analyzed ITAI and ICI
caused by channel variation, and a FHST-OFDM has been proposed. Compared with
QOST-OFDM, the proposed FHST-OFDM is more robust against the time-varying
channel. Frequency diversity can also be obtained over the multipath channel envi-
ronment, and the proposed scheme gets lower PAPR than QOST-OFDM. Furthermore,
since the proposed FHST-OFDM is a simple transmission scheme and no additional
manipulation is needed at the receiver, it is attractive in low cost scenarios, such as the
handset in the uplink of cellular networks.
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Abstract. In this paper, SE algorithm and C0 algorithm were described in
detail. The complexity characteristics of Lü chaotic system, Chua chaotic
memristive system, Bao hyperchaotic system, Chen hyperchaotic system are
analyzed based on SE algorithm and C0 algorithm. We have compared with the
dynamical characteristics of four systems by using the conventional dynamic
analysis methods and the methods of complexity, the comparative results
demonstrate that SE complexity and C0 complexity can reflect the complexity of
continuous chaotic systems accurately and effectually. Through the contrast for
the complexity characteristics of two continuous chaotic systems and two
continuous hyperchaotic systems, we can obtain that the varying trend of SE
complexity and C0 complexity have much well coherence, and it provides a
dynamical analytical method for the research of chaos theory.

Keywords: SE complexity � C0 complexity � Dynamic analysis
Chaotic system � Hyperchaotic system

1 Introduction

Chaos theory is a nonlinear dynamical science which has been thriving over the past
decades. The application of chaos theory is more and more widely, especially in the
information security areas [1–3]. The complexity is an ability of the chaotic system can
generates random sequences, the value of complexity depend on the random degree
with the sequences. Thus, the scientific community has been paying more and more
attention to the algorithm of complexity in recent years.

The algorithms of complexity are generally divided into the algorithms based on
behavioral complexity (FuzzyEn algorithm [4–6] and SCM algorithm [7, 8]) and the
algorithms based on structural complexity (SE algorithm and C0 algorithm). The larger
the complexity of time series, the greater randomness, the more difficult the sequences
are restored to the original sequences.

During mid-20th century, Kolmogorov et al. have expounded the concept of
complexity, and at the same time they have put forward the Kolmogorov algorithm of
complexity [9]. However, it is only a rough research. At that time, because of the
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X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 647–657, 2018.
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limitations with science and technology, it can also not verify the correctness by using
the computer. Until 1976, Lempel and Ziv presented the Limpel-Ziv algorithm [10] in
their papers, and this algorithm is also the sublimation of the Kolmogorov algorithm. It
is widely used in the fields of bio-medicine [11], weather forecasting [12] and cryp-
tography [13]. In 1991, Pincus introduced the algorithm of approximate entropy
(ApEn) [14]. Then in 2002, Bandt and Pompe developed the algorithm of permutation
entropy (PE algorithm) [15], it is also the improvement of ApEn algorithm. Although
these algorithms all can describe the complexity of continuous chaotic systems, but the
Limpel-Ziv algorithm only estimates the time scale of chaotic sequences simply, and it
needs coarse graining treatment for the non-pseudo-random sequences. When the
ApEn algorithm is used to deal with the variations of different embedding dimensions,
however, the problems of embedding dimensions and the resolution parameters will be
involved during the process of calculation, and the calculated results are also affected
by the subjective factors. At the same time, the calculated results of PE algorithm may
be influenced by many factors too. These algorithms above are fast to the calculation of
short sequences. While the length of the data increases to a certain amount, its cal-
culated speed would slow down, and the practicality would be lower. Compared to the
three algorithms, SE algorithm and C0 algorithm are used to calculate the value of
entropy based on Fourier transform (FFT). It not only has faster speed but also better
reflect the structures of related sequence, and it can also measure the complexity of
systems more effectively. Especially in the calculation of continuous stationary time
series, the advantages of SE algorithm and C0 algorithm are more obvious.

In this paper, we have analyzed the complexity characteristics of Lü chaotic system
[16], Chua chaotic memristive system [17], Bao hyperchaotic system [18] and Chen
hyperchaotic system [19] by using SE algorithm and C0 algorithm. Then, theirs cor-
rectness were verified too. Through the dynamic contrastive analysis for two contin-
uous chaotic systems and two continuous hyperchaotic systems, it shows that the
superiority of SE complexity algorithm and C0 complexity algorithm for calculating the
continuous chaotic sequences. Meanwhile, we can also see that the chaotic systems
have very rich dynamic characteristics. Finally, we compared and analyzed the max-
imum value and the average value of the four systems. The results shows that when we
do the research of chaotic systems, the continuous chaotic systems and the continuous
hyperchaotic systems are equivalent, there is no better or worse. All these above
provided the theoretical source and the experimental basis for the application of chaotic
theory.

2 SE Complexity Algorithm and C0 Complexity Algorithm

2.1 SE Complexity Algorithm

At present, there are several algorithms for measuring the complexity of chaotic
sequences. Among them, the SE [20–22] and C0 [23–25] complexity algorithms have
less parameters, faster calculation speed and higher accuracy. Spectral Entropy algo-
rithm gets the corresponding Shannon entropy value based on the Fourier transform,
the algorithm is described as follows:
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(1) Remove the direct-current: using Eq. (1) to remove the DC part of pseudo-random
sequence, which so that the spectrum can reflect the energy information of signal
more accurately.

xðnÞ ¼ xðnÞ � �x ð1Þ

where, �x ¼ ð1=NÞPN�1
n¼0 xðnÞ

(2) Do the discrete Fourier transform for Eq. (1)

XðkÞ ¼
XN�1

n¼0

xðnÞe�j2pN nk ¼
XN�1

n¼0

xðnÞWnk
N ð2Þ

in which, k = 0, 1, 2 …, N − 1

(3) Calculate the relative power spectrum: calculate the front half of X(k), then we
obtain the value of power spectrum in a certain frequency by using the Parseval
theorem.

pðkÞ ¼ 1
N

X(k)j j2 ð3Þ

where, k = 0, 1, 2 …, N/2 − 1, and the total power of sequence can be defined as:

ptot ¼ 1
N

XN=2�1

k¼0

XðkÞj j2 ð4Þ

So, the probability of relative power spectrum can be expressed as:

Pk ¼ pðkÞ
ptot

¼
1
N XðkÞj j2

1
N

PN=2�1

k¼0
XðkÞj j2

¼ XðkÞj j2
PN=2�1

k¼0
XðkÞj j2

ð5Þ

where,
PN=2�1

k¼0
Pk ¼ 1

(4) Using Eqs. (3), (4) and (5), and the Shannon entropy, we can obtain the Spectral
Entropy (SE) of signal:

se ¼ �
XN=2�1

k¼0

Pk lnPk ð6Þ

If Pk = 0 in Eq. (6), we will define Pk ln Pk = 0. And, the value of spectrum
entropy converges to ln(N/2). In order to comparison and analysis, the spectral entropy
can be normalized. Then, we obtain the normalized spectral entropy:
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SEðNÞ ¼ se
lnðN=2Þ ð7Þ

Through the formulas above, we can obtain that the more unevenly the power
spectrum distribution of sequence, the more simple the structure of sequence, the
smaller the corresponding measured value.

2.2 C0 Complexity Algorithm

The main idea of C0 complexity algorithm is to divide the sequence into the regular
part and the irregular part, the proportion of irregular part is what we need. The
computational steps as follows:

(1) Do the discrete fourier transform for the time series

XðkÞ ¼
XN�1

n¼0

xðnÞe�2p
N nk ¼

XN�1

n¼0

xðnÞWnk
N ð8Þ

where, k = 0, 1, …, N − 1.

(2) Remove the regular part of Eq. (8), get the mean square value of X(k):

GN ¼ 1
N

XN�1

k¼0

XðkÞj j2 ð9Þ

The parameter r is added into Eq. (9), then retains the part which more than
the r multiples of the mean square value, meanwhile set the remaining parts are zero,
that is:

~XðkÞ ¼ XðkÞ; XðkÞj j2 [ rGN

0; XðkÞj j2\rGN

�
ð10Þ

(3) Do the Fourier inverse transform for Eq. (10)

exðnÞ ¼ 1
N

XN�1

k¼0

eXðkÞej2pN nk ¼ 1
N

XN�1

k¼0

eXðkÞW�nk
N ð11Þ

Where, n = 0, 1, …, N − 1

(4) With Eq. (11), the measure of C0 complexity is defined as:

C0ðr;NÞ ¼
XN�1

n¼0

xðnÞ � ~xðnÞj j ð12Þ
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The C0 complexity algorithm is calculated based on the fast Fourier transform
algorithm, which deleted the regular part of the sequence, and retained the irregular
part. The larger proportion of irregular part the sequence has, the higher value of
complexity.

3 Dynamical Analysis of Continuous Chaotic Systems

3.1 Dynamic Analysis of Lü Chaotic System

Lü chaotic system is described as follows:

_x ¼ aðy� xÞ
_y ¼ cy� xz
_z ¼ xy� bz

8<
: ð13Þ

The mathematical model of Lü chaotic system is the simplest structure in the
groups of Lorenz system. Setting the initial value is (1, 1, 1), and the time step is
0.001 s. We calculate the complexity characteristics by using SE algorithm and C0

algorithm. When the parameters a = 36, b = 3, c = 20, the steady-state values of
Lyapunov exponents are LE1 = 1.3657, LE2 = 0, LE3 = −20.3620. In this case, we
can calculate the corresponding Lyapunov dimension is 2.0671. The phase diagrams of
chaotic attractor in Lü system as shown in Fig. 1. With the parameter b changing, the
system is in chaotic state, periodic state, stable point state and so on. It shows that the
algorithms of SE complexity and C0 complexity can reflect the complexity of con-
tinuous chaotic systems accurately and effectually (Fig. 2).

3.2 Dynamic Analysis of Chua Memristive Chaotic System

The Chua chaotic circuit is a classical circuit system, it is also a very hot circuit model
of the scientific community in recent years. The Chua chaotic oscillation circuit is
realized by using the parallel connection of a flue-controlled memristor and a negative
conductance.
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Fig. 1. Chaotic attractor of Lü system: (a) x-y plane (b) x-z plane
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The equations of Chua circuit system is:

_x ¼ a½y� xþ dx�WðwÞx�
_y ¼ x� yþ z
_z ¼ �by� cz
_w ¼ x

8>><
>>:

ð14Þ

In which,

qðwÞ ¼ gwþ hw3; WðwÞ ¼ dqðwÞ=dw ¼ gþ 3hw2 ð15Þ

Setting the initial value of Eq. (14) is (0.1, − 0.1, 0.1, 0.1), the time step is 0.001 s.
The complexity of x sequence is calculated by using SE algorithm and C0 algorithm.
When a = 10, b = 100/7, c = 0.1, d = 9/7, g = 1/7, h = 2/7, the steady-state values of
Lyapunov exponents spectrum are LE1 = 0.2935, LE2 = 0, LE3 = 0, LE4 = −3.3719.
Thus, the corresponding Lyapunov dimension is 3.0893. The Lyapunov exponents
spectrum in Chua chaotic system is shown as Fig. 5(a). The path of the system into the
chaotic state can be clearly seen from Fig. 5(b). All of these above show that the
algorithms of SE complexity and C0 complexity are right and effective dynamic
analysis methods (Figs. 3 and 4).
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diagram (c) SE complexity (d) C0 complexity
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3.3 Dynamic Analysis of Bao Hyperchaotic System

To generate a hyperchaotic signal from an autonomous dissipative system, the state
equation of the system must satisfy the following two basic conditions: (1) The
dimension of the state equation must be at least four, and the order of the state equation
must be at least two. (2) The system has at least two positive Lyapunov exponents, and
the sum of all the exponents is less than 0. So, the method of obtaining the hyperchaotic
system is that adding a state feedback controller to the 3D continuous chaotic system.
The 4D Bao hyperchaotic circuit by adding a state controller to the 3D Bao chaotic
circuit.

According to the voltage-current characteristic relation of the circuit and the
mathematically treated, we can get the mathematical model of Bao hyperchaotic
system is:

_x ¼ aðx� yÞ
_y ¼ xz� cyþw
_z ¼ x2 � bz
_w ¼ dðxþ yÞ

8>><
>>:

ð16Þ

Setting the initial value of Eq. (16) is (10, 10, 10, 10), the time step is 0.01 s.
When a = 20, b = 4, c = 32, d = 4, the steady-state values of Lyapunov exponents
spectrum are LE1 = 2.0722, LE2 = 0.0750, LE3 = 0, LE4 = −26.3259, and the corre-
sponding Lyapunov dimension is 3.0816. There are two positive Lyapunov exponents,
so the system is a hyperchaotic system. With the parameter d varying, the system goes
into the chaotic state from the hyperchaotic state. We can observed from the Fig. 6 that
SE complexity and C0 complexity also can precisely reflect the dynamical character-
istics as the same to the conventional dynamic analysis methods.
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3.4 Dynamic Analysis of Chen Hyperchaotic System

Chen system belongs to the groups of Lorenz system too. A feedback term is added to
the equations of the classical 3D Chen system, and then we can get a 4D hyperchaotic
Chen system. Chen hyperchaotic system can be described as follows:

_x ¼ aðy� xÞþw
_y ¼ dx� xzþ cy
_z ¼ xy� bz
_w ¼ yzþ ew

8>><
>>:

ð17Þ

Let the initial value of Eq. (17) is (1, 0, 1, 0), the time step is 0.01 s. The com-
plexity of x sequence is calculated by using SE algorithm and C0 algorithm. When
a = 35, b = 3, c = 12, d = 7, e = 0.083, the steady-state values of Lyapunov exponents
spectrum are LE1 = 0.3745, LE2 = 0.0405, LE3 = 0, LE4 = −26.3259. We can cal-
culate the corresponding Lyapunov dimension is 3.0158. The system has two positive
Lyapunov exponents under the certain conditions, so it is a hyperchaotic system. When
the parameter c varying, the state of system changing within periodic state, chaotic state
and hyperchaotic state. The results of dynamic analysis in Fig. 10 are correspondence,
it also shows that SE algorithm and C0 algorithm are very correct and necessary for the
dynamical analysis of the chaotic system (Figs. 7 and 8).

3.5 Analysis of Complexity Characteristics for Continuous Chaotic
Systems

Using the SE complexity algorithm and C0 complexity algorithm, the complexity of
four different continuous chaotic systems are compared and analyzed. The maximum
value of complexity and the average value of complexity as shown in Table 1. We can
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obtain that the maximum value of complexity generated in Chen hyperchaotic system,
the maximum average value of complexity generated in Lü chaotic system. And the
minimum value of complexity generated in Chua memristive chaotic system, the
minimum average value of complexity generated in Chua memristive chaotic system
too. Through the comparative analysis to the Lü chaotic system and the Bao hyper-
chaotic system, we can see that the value of complexity in hyperchaotic system is not
necessarily greater than that in chaotic system. Thus, the relationship of size of com-
plexity in the different systems cannot be determined. The Table 2 shows the com-
plexity of continuous chaotic systems in the chaotic state and the hyperchaotic state.
Through the comparative analysis for the complexity of Chen hyperchaotic system in
the chaotic state and in the hyperchaotic state, we can know that for a same system, the
value of complexity in the hyperchaotic state is not necessarily greater than that in
chaotic state. All the results show that the size of complexity for the different states in
different chaotic systems can also not be determined. But, the varying tendencies of SE
complexity and C0 complexity are basically consistent.
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Table 1. Analysis of complexity characteristics for continuous chaotic systems

SEmax SE C0max C0

Lü chaotic system 0.7318 0.5834 0.5598 0.3756
Chua chaotic system 0.4593 0.2422 0.0677 0.0382
Bao hyperchaotic system 0.7195 0.3432 0.1415 0.0426
Chen hyperchaotic system 0.7428 0.4948 0.6220 0.2838

Table 2. Analysis of complexity characteristics in the chaotic state and the hyperchaotic state

System SEmax SE C0max C0

Lü chaotic system Chaotic state 0.7318 0.6662 0.5598 0.4436
Chua chaotic system Chaotic state 0.4593 0.4027 0.0677 0.0449
Bao hyperchaotic system Chaotic state 0.6877 0.6160 0.1209 0.0740

Hyperchaotic state 0.7195 0.7026 0.1415 0.1260
Chen hyperchaotic system Chaotic state 0.7428 0.6839 0.6220 0.4714

Hyperchaotic state 0.6623 0.6313 0.3810 0.3041
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4 Conclusion

In this paper, we have done the analysis of complexity characteristics by using SE
algorithm and C0 algorithm for two chaotic systems and two hyperchaotic systems.
From the results of comparison and analysis, we can obtain that the following con-
clusions: (1) SE complexity and C0 complexity can reflect the complexity of contin-
uous chaotic systems accurately and effectually. (2) For the different systems, the value
of complexity in hyperchaotic system is not necessarily greater than that in chaotic
system. For the same system, the value of complexity in hyperchaotic state is not
necessarily greater than that in chaotic state. Generally, the maximum value of com-
plexity generated in the chaotic state or the hyperchaotic state. The complexity char-
acteristic of chaotic system is its inherent property, which is decided by the variation of
parameters and the selection of initial value. Therefore, when we choose the chaotic
system to study, the chaotic state and the hyperchaotic state all can be used as the
experimental subjects, there is no better or worse. That is to say, when we choose the
research object, the chaotic system and the hyperchaotic system are equivalent. (3) The
varying tendency of SE complexity and C0 complexity are basically consistent.
Because they all reflect the complexity of sequence based on Fourier transform.
However, the difference which between the specific value of two algorithms is larger,
this is determined by the algorithm itself. (4) The value of complexity varying within a
certain range, that is the complexity of continuous chaotic system has boundedness.
This is one of the inherent characteristics with chaotic system. The research based on
complexity characteristics of SE algorithm and C0 algorithm, which provide a relevant
theoretical basis and an experimental guidance for the applications of cryptography,
secure communication and information security.
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Abstract. This paper proposed a scheme to design and implement an
embedded emulation node, which provided an approach to emulate a pre-
cision network environment for the measurement of network protocols in
the space information network. The design scheme employed the Beagle-
bone black (BBB) board which owns the approximate hardware perfor-
mance as a satellite has, ported the real-time operating system RTEMS
to BBB board, and then loaded the ION-DTN on it. We established the
RTEMS development environment on BBB board, and then designed and
implemented the network adapter driver associated with BBB board for
RTEMS. The emulation results show that the designed emulation node
is stable and reliable. With the DTN protocol stack working properly on
emulation node, the function and performance of the designed emulation
node can meet the requirements of space network protocol tests.

Keywords: DTN · RTEMS · Satellite emulation node

1 Introduction

A Space Information Network (SIN) is the network system based on space plat-
forms, such as geostationary (GEO) satellites, medium earth orbit (MEO) satel-
lites, low earth orbit (LEO) satellites, stratospheric balloons, etc., which can
obtain, transmit and process space information in real time. Its goal is for the
increasingly demand of information sharing among the connected heterogeneous
networks, and the efficient data delivery in SIN.

Due to the harsh transmission conditions in space communication environ-
ment, such as the long propagation delay, high loss of data, frequent link disrup-
tions, dynamic changes of the network infrastructure, the condition or environ-
ment of space networking is quite different to that of terrestrial network. It is
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necessary to carry out the research on basic theory and key technologies for SIN
before they are directly employed in space networking. While some of the existing
network simulators can provide flexible, scalable network Emulations, e.g. Open-
Net and NS-2, they are just discrete event-driven state simulators which only
create an open Emulation environment, and can not generate real data stream
inside the network as the actual network does. This greatly limits the emulation
to satisfy many experimental requirements of the network applications.

For research on SIN, we can construct a measurement platform to create
the scenarios as the environment of space networking. Generally, we employ a
PC as a satellite node in the emulation platform. However, the performance of
PC hardware is much better than that of satellite hardware which would cause
deviations of the emulation results in some measurements.

To eliminate such effects, this paper studies how to design and implement
an embedded emulation node to provide an approach to emulate a precision
network environment for the measurement of network protocols in SIN.

2 General Scheme Design

As mentioned before, it is important to develop an emulation node with similar
properties owned by the satellite, which can improve the authenticity of the
space networking environment for SIN protocol measurements.

In this paper, we develop the emulation node in SIN based on Beaglebone
Black (BBB) embedded core board [1], which can provide the approximate hard-
ware performance as a satellite does.

BBB board is a low cost embedded core board developed by TI company. The
board hardware specification includes a TI AM335x [2] series ARM processor
running at 1 GHz, 512 MB of DDR3 RAM and 4 GB of flash memory. Its standard
ports include 1 × RJ-45 interface for 100 Mbit LAN, 1 × USB 2.0 host and client,
1 × SDIO (for SD memory cards), etc. Compared with the PC, its hardware
resources are closer to those of a satellite. It is more suitable for the hardware
platform of the satellite emulation node.

To ensure that the satellite works reliably in the harsh space environment,
and can deal with the emergencies instantaneously, stability and timeliness are
specific requirements for the satellite operating system. Therefore, real-time
operating system replaces Linux or Windows operating system and becomes
the priority of the satellite operating system.

RTEMS [3] is a hard real-time embedded operating system developed by the
United States military. It has been widely used in communications, aerospace,
industrial control, military and other fields. Table 1 shows the performance com-
parison between RTEMS and other systems.

As listed in Table 1, compared with the time-sharing operating system Linux
and the real-time operating system VxWorks, RTEMS works with higher reli-
ability and better real-time nature [4]. So far, RTEMS has been running on
THEMIS, REXUS 5 rockets and other aircraft [5]. Hence, RTEMS is chosen as
the operation system of the satellite emulation node in our scheme.
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Table 1. Performance comparison between RTEMS and other systems [6]

Interrupt delay Context transfer

System load balancing

Max Average Max Average

RtLinux 13.5 1.7 33.1 8.7

RTEMS 14.9 1.3 16.4 2.2

VxWorks 13.1 2.0 19.0 3.1

Heavy load

RtLiunx 196.8 2.1 193.9 11.2

RTEMS 19.2 2.4 213 10.4

VxWorks 25.2 2.9 38.8 9.5

It has been proved that TCP protocol works inefficiently when it is directly
employed in space networking. Currently, the delay-/disruption-tolerant net-
working (DTN) originated from the deep space communications is widely recog-
nized as the most suitable technology to be employed in space networking. Many
research problems will focus on the studies of DTN protocols and their uses in
space networking. Thus, DTN protocol stacks will be ported to the emulation
node. Since the ION-DTN developed by the California Institute of Technology’s
Jet Dynamics Laboratory (JPL) is a implementation of the DTN network pro-
tocol architecture, we consider porting the ION-DTN to the operating system
of the emulation node.

The general design scheme of the emulation node is shown in Fig. 1. The
Beaglebone Black embedded core board is used as the hardware development
platform. The satellite operating system selects RTEMS real-time operating sys-
tem and runs ION-DTN on it to realize the data transmission based on the DTN
stack.

Since RTEMS does not provide a network adapter driver for the BBB broad,
one of the difficulties in this scheme is to develop the network adapter driver
for RTEMS on BBB broad. In addition, the architecture of ION-DTN is more
complex, and how to port the ION-DTN on RTEMS is also one of the difficulties.
Hence, to complete the design scheme of the emulation node proposed in this
paper, the following problems should be solved:

– Development of network adapter driver for BBB board;
– Transplantation of ION-DTN protocol stack;
– Development application for ION internetworking.

3 Establishment of RTEMS Development Environment

The development and operation of embedded applications are carried out on
different machines. So first of all, we need establish a cross-development envi-
ronment. Embedded development environment software is usually composed of
operating system, compiler, debugger and so on.
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Fig. 1. System general program design

Development environment of the design scheme is based on Ubuntu 16.04
64-bit and RTEMS 4.11.

Download the latest version of RTEMS from official website. Its open source
code already contains Beaglebone Black’s BSP. The work approach [8] is shown
in Fig. 2.

Fig. 2. Development diagram

RTEMS-Source-Build (RSB) is RTEMS official cross compiler. First config-
ure the RSB to match the development environment and the RTEMS. Then run
the bootstrap script file in the root directory of the source code. After that,
RTEMS kernel trimming and configuration can be implemented by running the
configuration file. For example, the parameter “-target” is set to compile the
target, and thus “-target = beaglebonblack” indicates the target is BBB board;
The parameter “Cenable” indicates that a function is enabled, so that “Cenable-
networking” can enable the network protocol stack function.

After the configuration and cross-compiling aforementioned, RTEMS system
image for BBB board can be achieved and transplanted on BBB board by the
command “Make install” [10].
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4 Development of the Network Adapter Driver
for RTEMS

Since RTEMS does not have the network adapter driver associated with
BBB board, we need design and implement its network adapter driver before
other application transplantation. Consider the implementation of U-Boot and
FreeBSD driver as references. Although the implementation of U-Boot network
driver is simple and easily understood, we cannot duplicate its implementation to
RTEMS since it should also obey the open source protocol GPL3. As the network
protocol stack of RTEMS is developed from TCP/IP protocol stack of FreeBSD,
the API function of RTEMS’s protocol is similar to that of FreeBSD. Thus,
it is convenient for porting driver. In addition, the development of FreeBSD is
according to the BSD open source protocol, which allows the code modification
done by the developers arbitrarily. The details of the implementation for the
network adapter driver on RTEMS is described in Fig. 3 [11].

Fig. 3. Network adapter workflow

The transplantation of the network adapter driver is according to the follow-
ing steps.

– Registration and mounting for network adapter;
– Operation of the initial configuration on network adapter;
– Implemention of interrupt on network adapter;
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– Implemention of transceiver on network adapter;
– Function test on network adapter;
– Application test on network adapter.

Some key issues should be noted in the process of development. For exam-
ple, BBB board fulfills the network adapter management via the TI instruction
“CPSW”. Then interface function associated with the network adapter registra-
tion is named “cpsw attach”, and it will be called by the network usage or the
system initialization. Usually, CPU is authorised to read data from cache first.
However, the transmission method adopted by DMA is directly transmitting
data via memory. Thus, it is important for DMA that the operation on the data
cache should be disabled while data exchanged with the network adapter.

After the development of network adapter driver, we carry out its functional
test by the instruction set “shell” integrated with RTEMS.

5 ION-DTN Transplantation

5.1 DTN Protocol Stack Transplantation

DTN, as an overlay networking architecture, is widely recognized as the most
suitable technology to be employed in space networking. Therefore, many
researchers focus on the studies of the heterogeneous protocol stacks and overlay
networking of DTN for their use in space networking. ION-DTN developed by
JPL is one of the implementation for DTN. We thus transplant ION-DTN to
RTEMS in our emulation node scheme.

The DTN protocol stack has been described in Fig. 2. As the fact that
the source code of ION-DTN already contains the Makefile file and the appli-
cation for RTEMS, transplantation can be implemented by the Makefile file
modification.

First of all, configure the environment variable in the Makefile to make
it suitable for the development environment. The objective of Makefile is to
generate “ion.exe” file. The source files include ICISOURCES, LTPSOURCES,
BPSOURCES, TESTSOURCES, etc. If one wants to add a new function, the
source file list needs to be modified, e.g. entering a new source file into the
list. Suppose that the node expects to provide the ability of the space router,
the function of BP packet transmitting-receiving in Bundle layer will be added
on list.

In addition, RTEMS static library should be also added in the Makefile file,
because the interface function between Bundle layer and OSI protocol layer needs
the support of sockets integrated with RTEMS. After that, the “ion.exe” file is
generated once again, and then converted into an image. Burn it to the SD card,
BBB board thus can boot from such SD card.

5.2 Application for ION Internetworking

Interplanetary Overlay Network (ION) is an implementation of the space inter-
networking based on DTN protocol stack. Its data flow processing is shown in
Fig. 4 [12].



664 S. Zhao et al.

Fig. 4. ION data stream

The source code of ION-DTN contains a demo file, ionrtems.c, which imple-
ments the loopback function of the BP package. However, it only transfers data
packets between the Bundle layer, which does not involve using the RTEMS
network protocol and the physical layer Ethernet frames.

After reconfiguration aforementioned, the pseudoshell function in ionrtems.c
file is modified to obtain the command “bpdriver” and “bpcounter” as follows.

bpdriver -1000 ipn:1.1 ipn:3.1 -1000
bpcounter ipn:3.1

where the first parameter of bpdriver indicates the size of the bp packet, e.g.
1000 is 1000 KB, the second and third arguments indicate the source node and
the destination node respectively, and the last argument indicates the number
of the bp packets. The parameter of bpcounter indicates the source node. With
the help of these two commands, the entire protocol stack is enabled to send and
receive BP packets successfully.

6 Emulation Results and Discussion

According to the scheme proposed in this paper, we implement the development
of emulation node network adapter driver, ION-DTN protocol stack transplan-
tation and application for ION internetworking.

The performance of our designed emulation node will be evaluated via the
following experiments. Most of our emulation parameters are listed in Table 2.

We use ping as the diagnostic tool to test the reachability of our emulation
node on the network. Taking our designed emulation node as the destination
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Table 2. Emulation parameters

Parameter Setting/Value

Space Router Hardware BBB Platform

Bandwidth Limit 100Mbps

Liunx host PC Ubuntu 16.04

BP Hosted Transport No

ACK Packet Size/bytes 70

LTP Block Size/bytes 240

LTP Segment Size/bytes 1400

MTU Size/bytes 1500

Number of samples Independent test 8 times

BP: Bundle protocol layer MTU: Maximum transfer unit

host, we send Internet Control Message Protocol (ICMP) Echo Request pack-
ets to the target host from a Linux host and wait for the ICMP Echo Replies.
Figure 5 is the output of running ping on Linux for sending 50 probes to the tar-
get node. It lists the statistics of the entire test and the red line in Fig. 5 indicates
the value of average round trip time (RTT). In this experiment, the first RTT
spent the longest time since the source host at first needs to go through ARP
broadcasting via the router to find the physical address corresponding to the tar-
get host IP address. The value of other RTTs was fluctuated around the average
slightly which indicates the emulation node network adapter working stably.

Fig. 5. The Emulation node sends
ICMP packets

Fig. 6. FTP test

Further, we develop an FTP server program to test the transmission ability
of our embedded emulation node. Here, function rtems initialize ftpd is called
to initialize the ftp, and the structure rtems ftpd configuration is used for the
corresponding parameters configuration, including ftp port, the maximum num-
ber of connections, etc. The tests had been done after setup the FTP server
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on RTEMS, and the measurement results are illustrated in Fig. 6. It shows that
uplink rate of network adapter on BBB board is about 32 Mb/s and the downlink
rate is 90 Mb/s, which are approximate to the rate available at network adapter
on BBB board.

As can be seen from Fig. 6, the transfer rate is maintained at 90 Mbps, the
network adapter has a good performance.

Fig. 7. BP, LTP, CFDP protocol

Finally, we do experiments to test whether the DTN protocol stack working
properly on RTEMS. We send data from our emulation node to a Linux host,
and both of them load the DTN protocol for data transmission. In the tests, a
packet analyzer named Wireshark runs on the Linux host to capture the packets
transmitted between two nodes, and some of the results are illustrated in Fig. 7.
As can be seen in Fig. 7, two nodes can employ BP and LTP protocol for data
delivery successfully. It shows that the embedded emulation node can load DTN
protocol effectively and run it properly, which makes our designed emulation
node meet the requirements for space network protocol testing.

7 Conclusion

This paper proposed a scheme to design and implement an embedded emulation
node, which provided an approach to emulate a precision network environment
for the measurement of network protocols in the space information network. The
design scheme uses the Beaglebone Black (BBB) embedded core board owned
the approximate hardware performance as a satellite has, ports the real-time
operating system RTEMS to BBB board, and then loads and runs the ION-
DTN on it. The experiment results show that the function and performance
of the designed emulation node can meet the requirements for space network
protocol testing.
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Abstract. Spiking neural P systems are a class of distributed and parallel
computing models that incorporate the idea of spiking neurons into P systems.
Membrane computing (MC) combining with evolutionary computing (EC) is
called evolutionary MC. In this work, we will combine SNPS with heuristic
algorithm to solve the travelling salesman problem. To this aim, an extended
spiking neural P system (ESNPS) has been proposed. A certain number of
ESNPS can be organized into OSNPS. Extensive experiments on TSP have been
reported to experimentally prove the viability and effectiveness of the proposed
neural system.

Keywords: OSNPS � GA � Membrane algorithm � TSP

1 Introduction

Membrane computing is one of the recent branches of natural computing. The obtained
models are distributed and parallel computing devices, usually called P systems. There
are three main classes of P systems investigated: cell-like P systems [1], tissue-like P
systems [2] and neural-like P systems [3]. Spiking Neural P system (SNPS, for short) is
a class of neural-like P systems, which are inspired by the method of biological neuron
processing information and communicating with others by means of electrical spikes.
Evolutionary computing (EC) is based in Darwin’s theory of evolution, simulating the
evolution process and structuring a kind of heuristic optimization algorithms with
characteristics of self-organization, adaptive and self-learning, such as genetic algo-
rithm, ant colony optimization, particle swarm optimization and so on.

MC combining with EC is called evolutionary membrane computing [4], in which
the membrane algorithm is a research direction. Membrane algorithm is a kind of
hybrid optimization algorithm which combines the structure of membrane system,
evolution rules, calculation mechanism and the principle of evolutionary computation.

The research on the membrane algorithm can be dated back to 2004 and Nishida
combined a membrane structure with the way of tabu search to solve the traveling
salesman problems [5]. In 2008, a one-level membrane structure combining with a
quantum-inspired evolutionary algorithm was put forward to solve knapsack problems
[6]. In 2013, a tissue membrane system was used to solve parameter optimization
problems [7]. These investigations indicate the feasibility of the P systems for multi-
farious optimization problems. But, at present, the membrane algorithm is mainly
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X. Gu et al. (Eds.): MLICOM 2017, Part II, LNICST 227, pp. 668–676, 2018.
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focused on the cell-like P system and tissue-like P system. The research of membrane
algorithm on the neural-like P system is relatively few. In 2014, Professor Zhang
designed an optimization spiking neural P system [8], which can be used to solve the
knapsack problem-a famous NP complete problem. The results show that the design
optimization spiking neural P system has obvious advantages in solving knapsack
problems.

The Traveling Salesman Problem (TSP) is a widely studied NP-hard combinatorial
problem, and it’s famous for being difficult to solve. So, it is meaningful both in theory
and applications to develop techniques to solve such problems. In this paper, we
combine SNPS and genetic algorithm (GA) to solve the TSP. First, we design the
optimization SNPS (OSNPS), achieving the connection between the GA algorithm and
the membrane system. Second, we implement our ideas on the platform MATLAB.
The ideas of this article not only contribute to the membrane algorithm of the
neural-like P system, but also find a new way to solve the TSP.

2 Related Background

Generally, an SNP system is composed of neurons, spikes, synapses, and rules.
Neurons may contain a number of spikes, spiking rules and forgetting rules, and
directed connections between neurons and neurons are accomplished by synapses.
A neuron can send information to its neighboring neurons by using the spiking rule. By
using the forgetting rule, a number of spikes will be removed from the neuron, and thus
they are removed from the system.

An SNP system of degree m� 1 is a construct of the form:

Y
¼ O;r1;r2; � � � rm; syn; in; outð Þ

Where

• o ¼ af g is the alphabet, a is spike;
• r1;r2; � � �rm are neurons of the form ri ¼ ni;Rð Þ with 1� i�m. ni is a natural

number representing the initial number of spikes in neuron ri; R is set of rules in
each neuron of the following forms:

(a) E=ac ! a; d is the spiking rule, where E is the regular expression over af g; (c
and d are integer and c� 1; d� 0)

(b) as ! k is the forgetting rule, with the restriction that for any s� 1 and any
spiking rule E=ac ! a; d; as 62 L Eð Þ, where L(E) is set of regular languages
associated with regular expression E and k is the empty string;

• syn� 1; 2; :::;mf g � 1; 2; . . .;mf g is set of synapses between neurons, where i 6¼ j,
z 6¼ 0 for each i; jð Þ 2 syn, and for each i; jð Þ 2 1; 2; :::;mf g � 1; 2; :::;mf g there is
at most one synapse i; jð Þ in syn.

• In; out 2 1; 2; :::;mf g indicate the input and output neurons respectively.

Optimization Spiking Neural P System for Solving TSP 669



In SNP systems, spiking rules E=ac ! a; dð Þ can be applied in any neuron as
follows: if neuron ri contains k spikes a with ak 2 L Eð Þ and k� c , the spiking rule
E=ac ! a; d is enabled to be applied. By using the rule, c spikes a are consumed, thus
k� c spikes a remain in the neuron ri, and after d time units, one spike a is sent to all
neurons rj such that i; jð Þ 2 syn. For any spiking rule, if E ¼ ac, the rule is simply
written as ac ! a; d and if d ¼ 0, we can omit it, and then the spiking rules can be
written as ac ! a.

Rules of the form as ! k; s� 1 are forgetting rules with the restriction as 62 L Eð Þ
(that is to say, a neuron cannot apply the spiking rules and forgetting rules at the same
moment), where L Eð Þ is a set of regular languages associated with regular expression
E . k is the empty string. If neuron ri contains exactly s spikes, the forgetting rule
as ! k can be executed, and then s spikes are removed from the neuron.

The TSP is a class of problem that finding a shortest closed tour visiting each city
once and only once. Given a set c1; c2; . . .cnf g of n cities and symmetric distance
d ci; cj
� �

which gives the distance between city ci and cj, the goal is to find a permu-
tation p of these n cities that minimizes the following function:

Xn�1

i¼1
d cp ið Þ; cp iþ 1ð Þ
� �þ d cp nð Þ; cp 1ð Þ

� � ð1Þ

3 OSNPS for TSP

3.1 The Structure of OSNPS

The SNPS can be represented graphically. A directed graph is used to represent the
structure: the neurons connect with each other by the synapses; the output neuron emits
spikes to the environment using outgoing synapse.

Inspired by the fact that spiking neural P system can generate string languages or
spike trains [9], an extended spiking neural P system (ESNPS, for short) has been
proposed to produce a binary string, and corresponding probability string is used to
represent a chromosome. An ESNPS of degree m� 1 is shown in Fig. 1.

Each ESNPS consists of m neurons. r1;r2; . . .rm are neurons of the form ri ¼
1;Ri; Pið Þ with 1� i�m, where Ri ¼ r1i ; r

2
i

� �
(r1i ¼ a ! af g and r2i ¼ a ! kf g) is a

set of rules and Pi ¼ p1i ; p
2
i

� �
is a set of probabilities, where p1i and p2i are the selection

probabilities of rules r1i and r2i respectively, and p1i þ p2i ¼ 1. If the ith neuron spikes,
we get its output 1 and probability p1i , otherwise, we get its output 0 and p2i . That is to
say we get 1 by probability p1i and we get 0 by probability p2i .

For example, as for an ESNPS of degree m = 5, its probability matrix is shown in
below. If we get the spike train [0 0 1 1 0], then the corresponding probability vector is
[0.49 0.65 0.42 0.79 0.45].

p1i
p2i

���� 0:51 0:35 0:42 0:79 0:55
0:49 0:65 0:58 0:21 0:45

� �
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From Fig. 2, we can see that a certain number of ESNPS can be organized into
OSNPS by introducing a guider to adjust the selection probabilities and adding a
subsystem (rmþ 1 and rmþ 2) to be the spikes supplier. OSNPS consists of H ESNPS,
ESNPS1, ESNPS2…, ESNPSH. Each ESNPS is identical (Fig. 1) and the operation
steps are illustrated in Subsect. 3.2. Thus, each ESNPS outputs a spike train at each
moment of time, and then OSNPS will output H binary string, and we can get the
corresponding probability matrix.

In the OSNPS, rmþ 1 ¼ rmþ 2 ¼ 1; a ! af gð Þ;rmþ 1 and rmþ 2 spike at each
time, send spike to each ESNPS and reload each other continuously. We record the
spike train matrix Tt (t is current evolution generation) outputted by OSNPS and the
corresponding probability matrix Pt. If we can adjust the probabilities, we can control
the outputted matrix. In this paper, we put GA algorithm as the guider algorithm to
adjust the probability.

Fig. 1. An example of ESNPS structure

Fig. 2. The structure of OSNPS
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We introduce the idea of smallest position value (SPV) [10] method into the genetic
algorithm and we give a Table 1 to explain this encoding and decoding method. We
put 2 4 1 3 5 as the city sequence.

The input of the guider is a spike train Tt with H�m bits. The output of the guider

is the rule probability matrix Pt ¼ pij
h i

H�m
, which is made up of the rule probabilities

of H ESNPS. Where pij is the probability of spiking rule or forgetting rule. For
example, as for an ESNPS of degree m = 5, one of the vectors mentioned above [0.49
0.65 0.42 0.79 0.45] could be a part of the Pt.

3.2 The Operation Steps

1. Initialize system parameters;
2. Neuron rmþ 1 and neuron rmþ 2 spike and supply neurons for H ESNPS. At the

same time, H ESNPS spike and output spike training matrix Tt(0–1matrix);
3. Put Tt into the guider and rearrange it as corresponding probability matrix Pt; We

put Pt as the initial population of GA and convert Pt to real matrix Mt by using the
SPV idea;

4. Calculate fitness function;
5. Selection operation: Roulette wheel selection algorithm and optimal individual

preservation strategy are used; we select the first ten percent of the best individual to
save;

6. Cross operation: Adopting OX crossover algorithm;
7. Mutation operation: Using transposition mutation techniques;
8. Judge whether the termination condition (the max generation) is met or not. If it

reached, output the final result, end; otherwise t ¼ tþ 1 and go to step 9;
9. We combine the updated probability matrix Pt with the corresponding 0–1 matrix Tt

to update the probability of each ESNPS and go to step 1;

In the implementation process of OSNPS, each of the neuron in ESNPS according
to the rules of probability to spike spiking rules or forgetting rules, which will increase
the population diversity (Fig. 3).

Table 1. An example of SPV

Dimension j Position Pij Sequence

1 0.65 2
2 0.32 4
3 0.87 1
4 0.46 3
5 0.21 5

672 F. Qi and M. Liu



4 Experimental Results

In this section, our system was implemented using matlab and tested on a personal PC
with Pentium IV 3.0 GHz CPU and 512 MB memory. The population size is taken as
30; Crossover probability pc ¼ 0:8 and the mutation probability pm ¼ 0:2. The max-
imum iteration number N is taken as 500. Since OSNPS mainly uses the combination
of SNPS and GA algorithm, we make a contrast experiment between the improved GA
algorithm in the guider and the OSNPS system (Figs. 4 and 5).

Through experiments, we can see that when the number of cities is 30, the results of
OSNPS are better than guider algorithm, but OSNPS find the optimum in 402 gen-
eration and guider algorithm in 247 generation (Fig. 6).

Fig. 3. The system flow diagram
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Fig. 4. 30 cities in guider algorithm

Fig. 5. 30 cities in OSNPS
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5 Conclusion

In this paper, we proposed the OSNPS for solving the TSP. The OSNPS achieve the
connection between the GA algorithm and the membrane system. Experimental results
show that the OSNPS can effectively solve TSP and prevent GA algorithm from falling
into local optimum. The ideas of this article not only contribute to the membrane
algorithm of the neural-like P system, but also find a new way to solve the TSP.

Certainly, the OSNPS has some drawbacks in solving the TSP. When the scale of
the problem is getting bigger and bigger, the advantage of OSNPS is increasingly
obscure and the system need more time to solve problems than standard GA. So the
future work is to improve the SNP system or GA algorithm to optimize experimental
results.
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