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Abstract. Every day optimization problems arise in our life and indus-
try. Many of them require huge amount of calculations and need special
type of algorithms to be solved. An important industrial problem is cut-
ting stock problem (CSP). Cutting with less possible waste is significant
in some industries. The aim of this work is to cut 2D items from rect-
angular stock, minimizing the waste. Even the simplified version of the
problem, when the items are rectangular is NP hard. When the num-
ber of items increases, the computational time increases exponentially.
It is impossible to find the optimal solution for a reasonable time. Only
for very small problems the exact algorithms and traditional numerical
methods can be applied. We propose a stochastic algorithm which solves
the problem, when the items are irregular polygons.

1 Introduction

The 2D CSP is a significant problem coming from the industry. Most of the
authors solve the simplified model when the items are rectangular. CSP with
rectangular items appear in paper and glass industries [6], container loading,
Very-large-scale integration (VLSI) design, and various scheduling tasks [8].
When the items are not rectangular the problem becomes much more com-
plicate. This problem arises in building constructions in fasteners production,
clothes production, shoes production and so on. In some applications the rota-
tion is not possible, for example in some types of clothes, while in other it is
possible and can be used for minimizing the waste.

In [6] the main topic is a two-dimensional orthogonal packing problem, where
a fixed group of small rectangles must be fitted into a large rectangle so that, most
of the material is used, and the unused area of the large rectangle is minimized.
The algorithm combines a replacement method with a genetic algorithm. In [1]
a number of heuristic algorithms for two-dimensional cutting problems (on large
scales) are developed. In this study, there is a large primary stock that has to be
cut into smaller pieces, so as to maximize the value of the pieces. They developed
a greedy randomized adaptive search procedure. Cintra et al. [3] propose an exact
algorithm based on dynamic programming. This kind of algorithms are appro-
priate for small problems, because the problem is NP-hard. For these problems
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some method based on stochastic search is more appropriate to apply. Stochastic
search do not guarantee finding optimal solution, but for the practitioners, solu-
tion which is about 5% from the optimal solution is acceptable. Dusberger and
Raidl [4,5] propose two metaheuristic algorithms based on variable neighborhood
search.

Above mentioned works solve the simplified problem with rectangular items.
In this paper investigation on more general problem is presented, when the items
are arbitrary polygons including convex and concave. Proposed algorithm is
tested on real data. The performance is compared with commercial software.

The rest of the paper is organized as follows. In Sect. 2 the CSP problem
is described. In Sect. 3 we propose a stochastic algorithm for solving CSP. In
Sect. 4 experimental results and comparison with other algorithms are shown. In
Sect. 5 some concluding remarks and directions for future work are done.

2 Problem Formulation

The CSP where the items are arbitrary polygons is very difficult. Therefore
most of the authors prefer to concentrate their effort on simplified variant of
the problem, where the items are rectangles. The rectangular variant of the
problem arises in paper and glass industries. Some authors try to solve the
problem with arbitrary polygons by completing the items to rectangle, but in
most of the cases it is not effective [2]. Completing some polygons to rectangle,
the received rectangles can have surface more than two times larger, than the
original polygon. In some of the existing softwares, the ordered polygons are
sorted by their surface. After, only the first half of the polygons with larger
surface are completed to rectangles. It is verified if some of the polygons with
smaller surface, can be positioned in some of the rectangles, without overlapping
with the other polygon. This variant of the algorithm improve the achieved
solutions, but is not effective too.

In our variant of CSP rectangular sheet with fixed width and unlimited length
is done. The set E = {i1, i2, . . . , in} of ordered items are polygons, which can be
convex and concave. On Fig. 1 examples of items, which are plates from metal
building construction, are shown.

Fig. 1. The polygons which will be cut.
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Every item is specified with the coordinates of his nodes and number of orders
di, for i = 1, . . . , n. When positioning, the items can be rotated.

The objective is to find a cutting pattern P with a minimal waste. The
solution is the arrangement of the items from E on the stock sheet, without
overlapping. Let x is the width of the sheet and y to be cutting height of P . The
cutting pattern with a minimal waste is equivalent to the cutting pattern with
a minimal cutting height, because the area of all ordered items is fixed and the
width sheet is fixed. So the objective function C(P ) is:

C(P ) = min(y). (1)

The solution can be represented by cutting sequence and coordinates of the
nodes of the cutting items.

3 Algorithm Description

In many industries a task of cutting stock arises. Cutting with minimal waste is
important for practitioners. The problem needs exponential number of calcula-
tions, but even the simplified problem, where the cutting items are rectangular
continue to be NP-hard [2,7]. Before starting the main optimization algorithm
we verify if the input data are correct: if there is self-crossing; if all the points,
describing the polygon, are the line; are there more than two points on the line,
redundant points.

The cutting items are not necessary to be convex, they need to be correct.
Each edge is linear and the nodes of the polygon describe it. The sheet, from
which we will cut the item is rectangular with fixed width and infinity length. A
random item is chosen from the set E of items and one of its nodes is fixed on
the point with minimal height in the sheet. Let m is the number of the nodes
of the current item. We will translate the item m times and will rotate it as it
is shown on Fig. 2. Feasible positioning is the one for which all points inside the
polygon are in the sheet of cutting. The best positioning between all feasible
is one with a minimal cutting height. In our example from Fig. 2 only two of
possible positioning are feasible and the cutting with minimal cutting height is
shown on Fig. 3.

When the next item is positioned, again it is chosen in a random way from
the polygons in the set E of items and the procedure of fixing it with in a
position with a minimal height is repeated. If there are more than one possible
positioning with a same minimal height, we select the next positioning between
them in a random way. If it is impossible to position chosen item on this point
we select the next one with minimal height. We do this till there are no more
items in the set E. Figure 4 illustrates this kind of positioning. The stochastic
element of the algorithm is a way for diversification of the search process.

When all items are positioned we run a procedure for decreasing the cutting
height. In above described algorithm a possible nodes of positioning are the
nodes of positioned items. The next procedure starts from the item with minimal
positioning height, which is more than 0. We try to decrease this height with a
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Fig. 2. Translations and rotations of a polygon

Fig. 3. Best positioning of the cutting item
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Fig. 4. Algorithm performance

fixed step. Thus an item can be positioned in a point which is on some of the
edges of other items. This procedure is like adjusting, “shaking” the solution
with aim to improve it. With this procedure we decrease the cutting height of
all items, respectively the waste. Proposed algorithm can be applied when the
bottom part of the stock sheet is not a straight line. This situation arise when
cutting of some order is finished and later the producer is prepared to cut a
new order. With very small changes our algorithms can solve the variant of the
problem, where there are several stock sheets with fixed length.

4 Test Results

The CSP is a real industrial problem and is very important if we can test it on
real data. Assessment of the results require comparison with other algorithms.
Although many scientists are working hard in this direction, published results
are not sufficient and require further efforts. Therefore our results are compared
with the results, achieved by commercial software.

Our test example consists of steel plates from real steel structure, Fig. 5. Some
of them are convex and others are concave polygons. The plates are 242 different
shapes and 1958 targets. The overall area of the plates is 129,053,789 mm2. The
width of the cutting sheet is fixed and is equal to 1500 mm. The minimum waste
is equal to find a solution with minimal cutting height and respectively minimal
filling factor. The filling factor is the ratio between the sum of the area of the all
plates and the cutting area (x× y). Processing the input data, it is taken in to
account that the cut width is 5 mm. We process the input data, before running
the optimization algorithm. The input data are polygons, described by points
and edges between them. We verify the input data and we remove redundant
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Fig. 5. Steel structure. Composite from steel profiles and steel plates.

points. After the processing the plates are described only with their nodes. The
algorithm is run on desktop computer with 2.8 GHz CPU.

We run the proposed algorithm 30 times and we compare achieved best
result with result achieved by one commercial software used by professionals.
We chose a professional software, which do not complete the items to rectan-
gular. In Table 1 we report the value of cutting height and filling factor of the
commercial algorithm, algorithm without improvement procedure and the algo-
rithm with improvement procedure. Regarding the table we observe that pro-
posed algorithm achieves better result than the commercial one and improve-
ment procedure improves the achieved results. Our algorithm achieves solution
with smaller height and respectively less filling factor, which is equal to solution
with less waste. We can conclude that proposed algorithm performs better and
receives very encouraging results.

Table 1. Results comparison

Properties Commercial algorithm Proposed algorithm Algorithm with “shaking”

Cutted height 200,014mm 170,273mm 136,133

Filling factor 0.43 0.505 0.632

The Fig. 6 shows part of the solution, found by the algorithm with improve-
ment procedure.
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Fig. 6. Arrangement of the plates.

5 Conclusion

In this paper we propose a stochastic algorithm to solve cutting stock problem
where the cutting items are convex and concave polygons. The algorithm can
be divided in to two main parts, feasible solution construction and solution
improvement. The algorithm is applied on real data from steal structure. We
compare the results achieved by our algorithm with the results achieved by one
commercial software. We show that our algorithm performs better than other.
For a future work we plan to propose an heuristic algorithm for 2D cutting stock
problem.
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