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Preface

We are delighted to introduce the proceedings of the first edition of the 2017 European
Alliance for Innovation (EAI) International Conference on Advanced Hybrid Infor-
mation Processing (ADHIP). This conference gathered together researchers, develop-
ers, and practitioners from around the world who are leveraging and developing
theories and methods for hybrid information compression, classification, and recog-
nition. The theme of ADHIP 2017 was “Data-Driven Theory, Method, and Application
in the Real World.”

The technical program of ADHIP 2017 consisted of 65 full papers in oral presen-
tation sessions of the main conference tracks. The conference tracks were: Track 1,
“Advanced Methods and Applications for Hybrid Information”; Track 2, “Real
Applications of Aspects with Hybrid Information.”

Aside from the high-quality technical paper presentations, the technical program
also featured two keynote speeches given by Dr. Guoru Ding, IEEE Senior Member,
from the National Mobile Communications Research Laboratory of China and
Dr. Wanxiang Che from the Research Center for Social Computing and Information
Retrieval, Harbin Institute of Technology.

The steering chairs and all members of the Program Committee were essential for
the success of the conference. We sincerely appreciate their constant support and
guidance. It was also a great pleasure to work with such an excellent Organizing
Committee and we thank them for their hard work in organizing and supporting the
conference. In particular, we also thank the Technical Program Committee, led by our
TPC chair, Xiaochun Cheng, who completed the peer-review process of technical
papers and compiled a high-quality technical program. We are also grateful to con-
ference manager, Lenka Bilska, for her support and all the authors who submitted their
papers to the conference.

We strongly believe that this ADHIP conference provides a good forum for all
researchers, developers, and practitioners to discuss all science and technology aspects
that are relevant to hybrid information processing. We also expect that future ADHIP
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

November 2017 Shuai Liu
Guanglu Sun

Yun Lin
Guohui Yang
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Application of Improved RFID Anti-collision
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Abstract. An improved design of an inflatable system based on RFID smart
cylinder and an improved algorithm for preventing the collision of multiple
electronic tags during the recognition process are solved. The continuous filling
of the unmarked and discarded cylinders is solved, and the cross charging of the
cylinders is solved. And customer churn and other issues. Through the RFID
radio frequency identification technology and GPRS wireless communication
technology to achieve the inflatable terminal can be real-time upload the
cylinder of RFID coding and filling information to the database server. In this
paper, a new improved algorithm is proposed, which is based on the binary tree
search algorithm, which improves the number of collisions and transmission
faults of the reader in the recognition process. Information. The system has
carried out the filling test, the real-time monitoring and testing of the cylinder
data and the historical data query test. The test results show that the system can
control the continuous filling of the non-seized and discarded cylinders and the
cross filling of the cylinder to realize the accurate and fast of the network
transmission, to meet the requirements of the safety management of the barrel of
things.

Keywords: RFID � Algorithm � GPRS � Database � Objects of Internet styling

1 Introduction

With the fine management of liquefied petroleum gas companies and the state to
improve the management of liquefied petroleum gas, cylinder safety management has
always been a very headache for managers. Cylinder safety management is mainly
reflected in: whether the control is not seized, scrapped cylinders continue to fill; can
control the cross-filling cylinder; can control the loss of scrap cylinders; can control the
loss of customers and other phenomena [1–3]. In order to solve the above problems, to
achieve the safety management of the Internet of things, the system depends mainly
processing. On the cylinder on the smart angle valve device, the smart angle valve
embedded with RFID smart chip and limit control device. RFID smart chip so that each
cylinder has a unique RFID code, that is, ID information. The inflatable gun is
equipped with an RFID identification device and a control inflator. The identification
device is composed of a reader and an STM32 controller. The control device on the
intelligent angle valve can only be opened after the reader and the identification. And
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then open the inflatable operation. When the cylinder inflated after the end of the filling
information (cylinder inspection, filling, release, validity, specifications, cylinder code)
through the GPRS wireless communication module uploaded to the database server,
easy to monitor the center for statistical, query and other data applications. The
inflatable system is through the RFID technology to control the cylinder is not seized,
scrap cylinders continue to fill and cylinder filling, to eliminate expired, not seized,
dangerous cylinders are used again, through the cylinder RFID coding means for each
cylinder to wear a Helmet, so that people’s lives and property from the threat [4–6]. But
the core problem of the system is the reader in the identification of cylinder ID, there
will be RFID tag collision phenomenon, resulting in the reader can not correctly
identify any one of the label information, reducing the reader’s recognition efficiency
and read and write Speed, seriously affecting the normal operation of the system.

There are two kinds of anti-collision algorithms in RFID system. ALOHA-based
uncertainty algorithm and deterministic algorithm based on binary tree (BT, binary
tree). ALOHA algorithm is a random algorithm, its operation is simple but random, low
throughput, there will be a label in a very long time can not be identified, that is, “label
hunger” phenomenon. The binary tree algorithm is a deterministic algorithm. The
algorithm does not have the phenomenon of “label hunger and thirst”, its recognition
rate is high, and the advantages of throughput are applied in the RFID system, but the
algorithm is relatively complex and the recognition time is long. In the improved binary
tree algorithm, Fikenzeller proposed a binary search algorithm [7], the advantage lies in
the idea of simple thinking, but there are many requests and return the amount of data
larger shortcomings. On this basis, Zhang Hang proposed a return binary search
algorithm [8], the advantages of the algorithm can be ordered to read and reduce the
number of requests, the disadvantage is that the amount of data returned to the label is
still large. The dynamic binary search algorithm proposed by Hsuei has improved the
first two algorithms, and the problem of reducing the number of requests but the large
amount of data returned by the tag still exists [9]. In this case, Bingcai proposed based
on the stack storage anti-collision algorithm, which reduces the amount of data returned
by the label has improved, but the number of requests for the reader did not change a
lot [10]. Above the binary search algorithm still exists too many times the number of
reader requests and the amount of data returned by the label is too large and so on [11–
13].

In this paper, based on the binary search algorithm, an improved algorithm based
on stack is proposed, which can reduce the number of times of reader/writer while
ensuring the redundancy of data redundancy, and effectively solve the problem that
many cylinders are embedded in the filling process RFID tag collision problem.

2 System Solutions

2.1 System Composition

With pneumatic system based on RFID intelligence cylinder design mainly consists of
four parts, respectively, inflatable terminal layer, data layer, data processing layer and
application management. The system structure diagram is shown in Fig. 1.
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(1) Inflatable terminal layer
Before filling operation, first by identifying the device within the cylinder RFID chips
on ID information verification, if the verification through, start control pneumatic
device, the intelligent Angle on the cylinder valve limit device filling valve opened, the
air gun to the cylinder air. If not, the buzzer alerts the alarm and indicates which
identity information is not passed on the LCD. Fill in the filling and then upload the
cylinder’s filling information to the database via GPRS module.
(2) Data transfer layer
The data transmission layer is located between the inflatable terminal layer and the data
processing layer, which is used to carry out the downstream transmission of the
cylinder information and control information. In order to meet the requirement of data
collection and transmission, the GPRS network is used to transmit data.

GPRS Network

Internet

The database server Web server Management server

data center 

Monitoring center Smartphone

Inflatable terminal layer

Data transmission layer

Data processing layer

Application management

Fig. 1. The overall structure of the inflatable system
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(3) Data processing layer
The data processing layer receives the data message from the inflatable terminal layer
and interprets, classifies, and stores the packets. This layer consists primarily of
database servers, Web servers, and administrative servers.
(4) Application management
Application management consists mainly of monitoring center and user center, the
monitoring center and the server adopt the C/S structure, and the user and the server are
the B/S structure. The monitoring center can access the database server, Web server,
and management database over the Internet, and check the filling information of the
cylinder in real time. Users can also check the filling information of a cylinder by using
a smartphone login account.

2.2 System Functional Requirements

(1) Validation
First identification equipment within the cylinder RFID chips on ID information for
validation: whether the current cylinders for XXX, determine whether the cylinder
using time has been to scrap (discard time < system time + 30), the cylinder testing
time is due (detection time < system time + 30), the bottle filling number is consistent
with the filling data information within the machine, the cylinder is in accordance with
the provisions. All of these conditions must be met, and the identification device will
activate the charging device, turn on the inflatable valve and inflate the inflatable gun.
(2) Run the detection function
In the process of aeration, the controller to start the module of infrared measuring tem-
perature and pressure measuring modules, read every 0.5 s a temperature and pressure in
a cylinder, and then compared with set of reference temperature and pressure, your LCD
screen time display cylinders, temperature and pressure parameters. If the temperature or
pressure inside the cylinder to rise to limit value, an alarm signal, the controller imme-
diately signal intelligent Angle valve shut down, the end of the cylinder filling operation.
(3) Query function
Administrators monitor the data and view historical data in real time, and generate data
reports that facilitate the analysis, statistics, and application of data.

3 Algorithm Principle

Role of read and write in the RFID system, if there are multiple electronic label, the
same time there can be multiple tags for energy and send information to the read/write
device that will interfere with each other, causing the cylinder embedded RFID
encoding can’t correct recognition. In this adopted a stack-based RFID binary tree
anti-collision algorithm, the principle of which is to read and write device using the
detected conflict into the stack to the current request sequence, when the conflict a
greater than 1, through the stack decide next time to read and write device sends the
request instructions, avoid the request each time from the base of the tree in the process
of identification is insufficient [14, 15]. The algorithm can reduce query times and
improve recognition efficiency.
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3.1 Basic Binary Search Algorithm Principle

The algorithm requires that each tag have unique ID information, and the information is
encoded in Manchester to quickly locate the location of the data conflict location. In
this code, the increase along the encoding logic “0” indicates the descent along the
encoding logic “1”. In the process of receiving data, there is no jump in the state level,
and the data bit is in conflict. For example, it identifies the collision process by bit, as
shown in Fig. 2.

3.2 Introduction

(1) Request(ID) Request: abbreviated R(ID), within the read-write scope, the label of
all the active status is received and the ID information is returned. For example,
the R(11111111) directive, which removes the tag outside of the silent state,
returns its own ID information from the tag.

(2) Rw-data read-write Data: the reader reads and writes to the selected TAB.
(3) Push (data) into the stack: Push data into the stack.
(4) Pop () the stack instruction: the sequence of the previous entry stack.
(5) Select the ID tag.
(6) UnSelect(ID) to select: the selected tag causes it to enter the silent state and does

not respond to any instruction from the reader.

3.3 Algorithm Process

The whole improved anti-conflict algorithm’s ideas and processes, as shown in Fig. 3.
Assume that there are four tags in the scope of the writer’s scope, whose ID

information is encoded in eight bits, and its tag ID information is shown in Table 1.

Fig. 2. The Manchester code identifies the conflict bits

Table 1. The tag ID number

The tag ID number

Tag 1
Tag 2
Tag 3
Tag 4

(highest) 10111001 (lowest)
(highest) 10011000 (lowest)
(highest) 11011001 (lowest)
(highest) 11011000 (lowest)

Application of Improved RFID Anti-collision Algorithm 5



Use these four labels to specify the process:

a. The reader sends the R(11111111) instruction, and the status tag returns its own ID.
Label at 0, 5 and 6 clashed, received 1xx1100x serial number is 1, according to the
rules of algorithm, when conflict digit is greater than 1, the sequence of read/write
device receives the highest conflict location to 0 and the rest of the conflict to *,
10*1100*, get the next new send sequence onto the stack, and then sends the
current sequence that Push(11111111).

b. Send R(10*1100*) instruction, received the command of all labels, comparing their
ID number and request serial number, its scope is at the highest level to the highest
* bits of data between bits. Within this range, the same data to a tag to make reply

Fig. 3. The framework of the conflict prevention algorithm
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and return with * a corresponding data, namely the tag 1 and 2 is selected, and the
tag 1 and 2 data returned 11, 00 respectively, the conflict is still greater than one,
then the current sequence onto the stack, which Push(10*1100*), according to the
highest position 0 conflict rules, get the next sends the request sequences of R
(1001100 *).

c. Send R(1001100*) instruction, only 2 tags TAB is selected and no conflict occurs,
read and write device sends the Select(10011000) instructions and RW - Data
command, read the label 2 Data, at the end of the operation, send UnSelect
(10011000) instruction will be set to silent mode. Because no conflict has occurred,
it is possible to determine whether the stack is empty. When the stack is not empty,
the stack instruction Pop() is called, and the stack sequence pops up, and the next
request sequence, R(10*1100*) is sent.

d. Send R(10*1100*) instruction, 1 is selected, the tag Data returned 11 and there is no
conflict, and then to read and write device sends the Select(10111001) instructions
and RW - Data operation, upon the completion of the read and write, send UnSelect
(10111001) order will tag 2 set of silent state. Because no conflict has occurred, it is
possible to determine whether the stack is empty. When the stack is not empty, the
stack instruction Pop () is called, and the next request sequence, R(11111111), is
sent.

e. Send the R(11111111) instruction, tag 3 and tag 4, and only one conflict occurs, and
the reader receives a new sequence of 1101100x. The highest conflict location 0 and
the remaining conflicts are *, and the next time the sequence is R(11011000) and
Push(11111111).

f. Send R(11011000), the only label 4 response, Select(11011000) to be selected and
corresponding RW-Data instructions after the completion of the operation, send
UnSelect(11011000) order will tag 4 set of silent state. View the stack not empty,
and send the next instruction R(11111111).

g. To send R(11111111), because the tag 1, tag 2, and tag 3 are blocked, only the tag 3
response, the read-writer, reads and writes to it, and the recognition process is over.

3.4 Analysis

In the VC++ simulation platform, the process of transceiver and electronic tags is
implemented, and the read-write process is simulated by a large amount of data. Label
bits digit, which represeanted by K = 8, K = 16, K = 32 three conditions, the basic
dynamic binary, backward binary binary, and improved algorithm to identify the total
number of read and write, transfer the total digits are simulated, the simulation results
as shown in Figs. 4, 5, 6, 7, 8 and 9.

Figure 4 through Fig. 6: (1) when the tag number is certain, the total number of
reads and reads increases as the number of tags increases; (2) the label number, tag
number are at the same time, the basic dynamic binary algorithm to identify the total
number of binary and almost unanimously, the improved algorithm based on stack and
backward binary total number. So the stack based improvement algorithm and the
backward binary are better than the basic binary and dynamic binary algorithm.
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From Figs. 7, 8 and 9: (1) The total number of transmissions increases as the
number of tabs increases, as the number of tags increases. (2) When the number of tags
is certain, the number of total digits transferred by the four algorithms increases as the
number of tabs increases. (3) When the number of tabs and the number of tags is
identical, the total number of bits of the stack based improvement algorithm is the
smallest.
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Fig. 4. K ¼ 8

0 20 40 60 80 100 120 140 160 180 200
0

100

200

300

400

500

600

700

800

900

1000

Number of tags

N
um

be
r o

f r
ec

og
ni

tio
n

Basic Binary
Dynamic Binary
Backward Binary
Improved Algorithm

Fig. 5. K ¼ 16
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Fig. 6. K ¼ 32
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Fig. 7. K ¼ 8
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Fig. 8. K ¼ 16
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By Figs. 4, 5, 6, 7, 8 and 9, it is so easy to get: (1) under the same conditions, the
improved algorithm and backward binary algorithm based on stack in the identification
of the total number of almost the same, but the improved algorithm in the data
transmission is far less than backward binary algorithm. So according to the total
number of identification number and transmission of the simulation result shows that
the improved algorithm is superior to the basic binary, dynamic binary, backward
binary algorithm.

4 Monitoring System Design and Testing

4.1 Monitoring System Design

The monitoring center consists of the upper machine software and the database. The
top machine software was written in the Visual Studio 2010 development environment
with the c# language, using SQL Server 2008 as a database, and its application
interface was implemented using ADO through the OLE.db technology. The entire
monitoring system structure diagram is shown in Fig. 10.

The monitoring system is established by GPRS communication module, cylinder
information management module, user information management module and cylinder
information. GPRS communication module is responsible for RFID read-write device
collecting information in accordance with the agreement of cylinders packing back-
wardness to monitor and control system, monitoring system based on protocol analysis
data, in every field in the database table. The information about the cylinder

SQL database

Surveillance system

GPRS
communication

module

Inflatable
terminal
device

Cylinder information 
management module

User information 
management module

Cylinder
information query 

module

Cylinders
Cylinder

information
inquiry

Revision of 
cylinder

information

delete
users

New
users

User
inform
ation

modifi
cation

Cylinder
information

entry

Cylinder
information

inquiry

Fig. 10. Monitors the architecture diagram
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information in the database includes the information such as the RFID number of the
steel bottle, the time information for filling, the time of scrap, the charge record, the
filling station number of the cylinder, etc.

4.2 Monitor System Real-Time Data Test

The previous real-time monitoring interface is shown in Fig. 11. Interface display basic
information refilling station, shows the number of cylinders filling and filling, query the
total gas filling gun number, and the data in the form of real time curve display. Adjust the
amount of charge and fill the total amount of gas in real time according to the requirement.

You can query the full history of the filling and display the user’s detailed cylinder
information, as well as the historical data for a certain period of time. Its historical data
query interface is shown in Fig. 12.

Fig. 12. Historical data query interface

Fig. 11. The top machine interface of the monitoring center
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5 Conclusion

An improved algorithm designed to prevent multiple electronic tags from colliding in
the identification process is designed based on RFID. According to the result of sim-
ulation shows that the improved algorithm is superior to the binary tree search algo-
rithm, decrease the number of collisions and consult for the recognition process of the
cylinder, and the cylinder data information upload real-time test, the test results show
that the system can realize the cylinder accurately and fast network transmission of
information, the administrator can query the cylinder filling data real-time information
and historical data, and meet the requirements of the cylinder iot security management.
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Abstract. Cloud storage services provide us convenience for storing and
sharing vast amounts of data by its low cost, high scalability and other
advantages while it brings out security risks as well. A user-controlled encrypted
data sharing model in cloud storage (UESMCS) is put forward hereby. It pre-
processes user data to ensure the confidentiality and integrity based on triple
encryption scheme of CP-ABE ciphertext access control mechanism and
integrity verification. Thus, the reliability and safety for data sharing can be
achieved provided the trustworthy third party being brought in. The experi-
mental results show that UESMCS ensures data security in cloud storage ser-
vices platform and enhances the operational performance for data sharing. The
security sharing mechanism perfectly fits the actual cloud storage environment.

Keywords: Cloud storage � Data confidentiality � Ciphertext access control

1 Introduction

A substantial number of people, in their learning, working and living store, share their
information through an open network. Cloud storage services, a new form of network
application model, emerged and gathered numerous different types of storage devices
through the application of software co-functioning to realize external data storage and
business access services through using clustering applications, grid technology and
distributed file systems and other functions, ensures data security and saves storage
space effectively [1–3]. Users can store their data in remote cloud storage stored
centers, access on-demand and user-friendly for enterprises to save costs, improve
availability and reliability. However, corporate users lost a fundamental physical

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
G. Sun and S. Liu (Eds.): ADHIP 2017, LNICST 219, pp. 12–20, 2018.
https://doi.org/10.1007/978-3-319-73317-3_2



control for their data stored in the cloud, which will doubt their confidentiality and
integrity of the data, and inevitably raises its concerns about data security and privacy
aspects. There are two points about the reason: First, the cloud service providers are
facing a wide range of internal and external attacks following malicious enemies
deleting or destroying user data. Second, the cloud service providers may be dishonest,
they may seek to save their reputation or interests while trying to hide the information
of theft or destruction of the data stored in the cloud. Thus, based on the complexity of
the dynamic and open cloud storage environment and other features, users rely entirely
on untrusted cloud storage providers and other data storage and management factors,
how to securely share data in the open cloud storage environments is a problem need to
be solved for cloud storage applications.

To have these problems worked out, and to guarantee a safe cloud storage service
of data sharing for general users or business users, a secure storage for cloud sharing
model is proposed based on CP-ABE technology. It is functioning actively by user and
systems with triple encryption to secure user-controlled access for the data in cloud
storage.
The main contributions of this paper are:

(1) User-controlled encrypted data. Based on symmetric encryption, CP-ABE and
MD5 technology, it is triple encrypted and integrities checking for the data. It
promises access permissions of the encrypted data by user-controlled, ensuring
the security of data stored and shared in the cloud storage.

(2) Trusted third party. The introduction of a trusted certification authority as a third
party authorized purposed to store key information, monitor and audit user access
data to achieve security data sharing.

The remainder of this paper is organised as follows: Sect. 2 introduces the termi-
nology and the related work. Symbol description is in Sect. 3, and we also introduce
the proposed the data sharing model and application scene. In Sect. 4, we detail the
security encryption and algorithm design. In Sect. 5, we present the results and analysis
for the experiment. Finally, we conclude in Sect. 6, and briefly touch on the future
work.

2 Related Work

Ciphertext access control mechanism is a cloud storage data security approach, which
uses the data encryption keys, and achieves the access control target through the control
key access permissions. It is an important solution for protecting the privacy of user
data in the untrusted server-side scene. CP-ABE uses a set of attributes to represent a
user, generates user’s private keys in accordance with their properties set, and asso-
ciates with the ciphertext and the access control policy. The user can decrypt the
ciphertext only when the user’s private key attributes meet the ciphertext access control
policies. It is a suitable ciphertext access control mechanism in cloud storage envi-
ronments, encrypted data for user groups satisfied certain conditions, and does not
encrypted by determining the user groups individually. The authors proposed CP-ABE
mechanisms, which are flexible to satisfy the requirements for customizing access
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policy by the data owner in cloud storage environment [4, 5]; Jung et al. proposed a
multi-authorities mechanism for preserving privacy data in cloud storage environments
with CP-ABE access control program, which uses globally unique identifier for the
user to prevent users conspiracy [6]; The authors proposed the CP-ABE programs for
multi-authority in cloud storage to solve the key escrow problem [7, 8]. In this paper,
the authors adopt CP-ABE access control policies to encrypt plaintext file encryption
key, improving encryption efficiency, while add a trusted third party to solve the key
escrow problem.

After obtaining the ciphertext, it also needs to be considered to provide users with
data integrity verification. The techniques in this research field include: hash functions,
public key cryptography, digital signatures, Merkle hash trees, and so on. The authors
proposed some more efficient data integrity verification methods, making use of these
methods, the client will be able to verify the integrity of the data being damaged only
through exchanging minimal data with the cloud platform [9, 10]; the authors proposed
a data integrity dynamic authentication service, which processed blocks and generated
verification labels before storing the data, then stored the processed data into the cloud
server, and verified the integrity of the data by selecting the method of random sam-
pling [11, 12]. In this paper, the authors adopt MD5 data integrity verification program,
which can verify whether data integrity suffered damage through a series of simple
digest value.

3 Data Sharing Model

3.1 Secure Sharing Model

Based on the network application scene storing and sharing unstructured documents in
the cloud, the authors proposed a user-controlled encrypted data sharing model in cloud
storage. There are three-layer architecture in this model: the cloud user layer, the
system service layer and the cloud storage layer. Respectively including: the cloud
client, the authentication servers (AS), the system servers (SS) and the cloud server
provider (CSP), as shown in Fig. 1.

(1) The cloud client is made up by the document owner and user. By operating the
application directly, the clients upload document, retrieve document and other
resource sharing services. It interacts with the AS and SS. The cloud client has the
following functions: ①Creating index for a plaintext uploaded by the user, and
encrypting the index keywords; ②Encrypting the plaintext and the key respec-
tively according to encryption keys and user access policy set by the user;
③Packaging ciphertext, and uploading them to the SS; ④Getting the ciphertext
and decrypting from the SS, and getting the detection and audits for the encytpted
data from the AS.

(2) The authentication servers (AS) is used as a trusted third-party. It interacts with
the cloud client, stores user information and encryption policy, and provides key
services to help users complete the encryption and decryption; It reviews and
monitors access relevant data from the SS; It verifies MD5 digest value of doc-
uments generated by the cloud client and SS.
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(3) The system servers (SS) supports the interaction between the cloud client and the
cloud server provider. It generates MD5 digest value of ciphertext, uploads the
ciphertext to the cloud server provider or downloads ciphertext and returns to the
user.

(4) The cloud server provider (CSP) is as a cloud storage layer. It interacts with the
main SS, and provides storage services.

3.2 Application Scene

Assumption: the SS and CSP are services to be allowed to purchase, also can belong to
the same service provider. We assume that they are honest but curious in this paper.
The application scene of this article is network document sharing application in cloud
storage [13]. An employee of a company uploaded a confidential document, and set the
access policy of this document for the designation users getting. The access structure is
as shown in Fig. 2.

Fig. 1. User-controlled encrypted data sharing model in cloud storage

Fig. 2. A user access structure example of CP-ABE
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The authors proposed some symbol description in this paper, as shown in Table 1.

4 Encryption

4.1 Security Encryption

Security encryption includes two aspects in this paper: user initiative setting and system
active monitoring service.

(1) Users active: It mainly uses the triple encryption scheme based on symmetric
encryption and CP-ABE in this stage. It can be better assured that allowing users to
submit data to the cloud storage service through this scheme.

(1) Index encryption
①GenerateStrategy()-> SKi: After completing to create the index for the document

uploaded by the user in the cloud client, then it needs to encrypt the index. The AS
generates a unified secret key of the index by using UUID way, and return them back to
the cloud client.

②AES(I, SKi)-> I’: Encrypted the index by using symmetric encryption method
after the cloud client obtains the encryption key of the index.

(2) File encryption
AES(File, SKf)-> File’: Users set the key SKf, and used symmetric data encryption

their uploading documents.
(3) The symmetric key encryption by using CP-ABE
①Setup->(MK, PK): Generating master key MK and system public key PK;

Table 1. Symbol description

Symbol Explanation

MK Master Key
PK Public Key
SKf, SKc, SKi Private Key for encrypting document, Private Key generated by CP-ABE,

Private Key for encrypting index
CT Ciphertext
T Access structure
S User attributes value
I, I’ Index, Encryption Index
AES Symmetric data encryption
DV, DV’ Message digest value by cloud client, Message digest value by the SS
Key, Key’ Query keywords, Encryption Key with SKi

File, File’,
File’’

User file, user encryption file in cloud client, user encryption file from CSP

Flog Log Analysis
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②Encrypt(PK, SKf, T)->CT: Used PK and access structures T to encrypt plaintext
data SKf, to generate a ciphertext CT;

③KeyGen(MK, S)->SKc: Used MK and user attributes value S, to generate the
corresponding user private key SKc;

④Decrypt(CT, SKc)->SKf: Used SKc to decrypt the private key CT, and get
plaintext data SKf.

(2) System active: This stage is mainly aim at the audit and inspection of the SS by
the AS, and verifies integrity of ciphertext data, and obtains available access data by the
log analysis.

(1) Ciphertext integrity verification by MD5
①Cloud client and SS respectively generated message digest value for ciphertext

by using MD5
a. MD5(File’)->DV: Cloud client encrypted ciphertext to generate message digest

value DV by using MD5, and passed AS to store;
b. MD5(File’’)->DV’: SS encrypted ciphertext to generate digest value DV’ by

using MD5, and passed AS;
②AS verified data integrity

(2) Log analysis for user access operations
Analytics (Id, Unit, Username, IP, Action, Date)->Flog: AS analyzed log of user

access operations in SS, and returned the data available to the document owner.

4.2 Algorithm Design

The functions of the ciphertext storage scheme designed in this paper include: (1) Users
upload documents in cloud client: uploading files, create plaintext index, set file
encryption key and CP-ABE user access policy. (2) The cloud client uses triple
encryption with AS: encrypt the file, encrypt file encryption key by using CP-ABE, and
encrypt new indexes. (3) SS Uploades ciphertext to CSP: SS uploaded ciphertext to
CSP.
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The pseudo-code of the ciphertext storage algorithm

5 Experiment

5.1 Function Realization

To verify the feasibility of the proposed model and its services in this paper, building a
Hadoop cluster environment by using four ordinary PC based on CentOS6.5, we
conducted experiment in network document sharing application system in cloud stor-
age in the self-developed to test specific application examples.

We use four ordinary PC machine to build the cluster for the network document
sharing application system, which includes the servers for system services and a
Hadoop cluster. The cluster deploy one machine as SS and AS, and another three units
as a Hadoop cluster. The operating system installed on PC is CentOS6.5, Java runtime
environment is jdk1.7.0_21, Hadoop is hadoop-2.6, the program development platform
is IntelliJ IDEA 13.1.2 and the data base is MySQL5.6.

We input “sales budget” for the query keyword and set a user access structure
seeing in Fig. 2 for using CP-ABE. Only the users satisfied both in line with the
ciphertext decryption policies and user role permission can get plaintext files in the
company A. The results verify the data confidentiality and security of access control, as
shown in Table 2.
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5.2 Security Analysis

Confidentiality and integrity of data is the basis for secure cloud storage. UESMCS
adopts triple encryption scheme to encrypt user data to ensure the confidentiality of
data, by using CP-ABE for encryption key of document file and symmetric encryption
algorithm for document files, indexes and query keywords; it uses the MD5 algorithm
to ensure data integrity; it brings in the trusted certification authority as a third party,
which can store encryption key and user information, solves the key escrow problem
and assures information security. The literatures [4, 10] demonstrated security of
encryption algorithm and integrity verification algorithm, ensuring unless they have
key information and access control authority, otherwise, the adversary cannot peep,
tampering, theft and destruction the user data stored in cloud storage platform, and
maintain a secure cloud storage platform.

5.3 Performance Analysis

This experiment uses File effectiveness E as the search results evaluation index. We
tested 1000 document files. All searched document files can be decrypt effectively for
the user by UESMCS. But mostly searched document files can not be decrypt effec-
tively for the user by Non-UESMCS because of inconformity decryption strategy with
CP-ABE and consuming flow with invalid files, E is 29%.

6 Conclusions

By building in the Hadoop cluster environment, using symmetric encryption, CP-ABE
and MD5 encryption technology, the authors realized a user-controlled encrypted data
sharing prototype system in cloud storage. The experiments show that, the proposed
model UESMCS in this paper achieves an efficient and secure for sharing document
network resources. Next we improve ciphertext access control algorithm to enhance
security for storing and accessing resources by the user, while refine analysis of user
access record data to provide more accurate system active services.
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Abstract. The effective cache consistency protocol plays an important role in
improving the processor performance. This paper designed an improved archi-
tecture of consistency protocol for multi-core environment, adding the D-Cache
virtual bus to achieve the point-to-point consistency transaction transmission
which avoided the bus idle phenomenon caused by the polling query method
that the broadcast consistency transaction must be observed. The experimental
results show that the architecture can improve the bus utilization.

Keywords: Consistency protocol � Multi-core environment � Virtual bus

1 Introduction

Cache consistency as one of the hot issues in the processor research, it is a technical
problem to be solved that determines whether the multi-core technology can be further
developed [1]. Therefore, the design of an effective cache consistency protocol to
improve the processor performance is of great significance.

The traditional consistency protocols such as bus listening protocol and directory
consistent protocol have their own advantages and disadvantages. Based on deep
research and analysis, this thesis realized the point-to-point consistent transaction
transmission by adding D-Cache virtual bus in the architecture, which improved the
effective utilization of bus.

2 Consistency Protocol Optimization

2.1 The Analysis and Optimization of Bus Listening Protocol

The bus listening protocol [2] uses bus to connect processor private cache with the
main memory, propagating consistent transaction messages on the bus in broadcast, so
the bus is the ordering point, all nodes connected to the bus can observe the messages
in same order.

In bus listening protocol, the polling query method [3] that the broadcast consistent
transaction must be observed produces bus idle occupancy. Based on the above
shortcomings, the D-Cache virtual bus architecture model is added to improve the
equipment utilization. The D-Cache virtual bus structure is shown in Fig. 1.
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The D-Cache virtual bus is used to store directory entry that records data infor-
mation. By designing and modifying the directory entry, constructing request trans-
action collection unit, directory entry lookup and update unit and listening response
transaction unit, the improved directory entry structure is shown in Fig. 2.

In Fig. 1, raising the location of D-Cache to the private cache of each processor
core speeds up the search and reduces the access delay. In Fig. 2, the read and write
requests from processor cores are first cached in the request transaction collection unit.
The lookup and update unit matches the directory entry in D-Cache with every request,
which is identified by Ident_Bit, 1 for hit 0 for miss, after the hit, checking whether
Valid_Bit is 1, 1 represents that the entry is valid, otherwise it is invalid; then checking
Busy_Bit, 1 represents that the data block is being used, the data block can only be read
and wrote until Busy_Bit is 0; when Busy_Bit is 0, the Status_Bit and Share_Bit can
get the state of target data and which processor core contains the data in their private
cache. When the corresponding read and write requests are met, the entry information
will be updated, Count_Bit will be incremented by one, which is used as a reference bit
when the data block is replaced, the data block with the smaller number is preferen-
tially replaced.

2.2 Directory Consistency Protocol

The directory protocol uses the directory to store information about the cache data
copy, it serves as the ordering point. The requested data is obtained in point-to-point
communication after finding the directory. All consistent messages are forwarded
through a directory structure. The directory protocol is represented by fully associative
directory, limited directory and chained directory [4, 5].

By combining the fully associative directory and chained directory, a new cache
consistency protocol of two-level directory structure is proposed. The system archi-
tecture is shown in Fig. 3.

P1 P4P3P2

Cache1 Cache4Cache3Cache2 D-Cache

main memory I/O

processors

bus

Fig. 1. The system structure with D-Cache virtual bus

Share_Bit Busy_BitIdent_BitStatus_BitValid_Bit Count_Bit

Fig. 2. The directory entry structure
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Each directory entry in main memory consists of Head_1 and Head_2, which
consists of Data, Sta_B and Poi. The head node points to first address of shared data.
A data chain contains Pre_P and Suc_P is adder to each data block in the private cache.

When a processor core sends read requests, the request first reaches the main
memory directory. After matching the data block, the head node sends the data to the
processor core, and the private cache of processor is added to the chain of head node.

When a processor core sends write requests, the request also reaches the main
memory directory. If Sta_B of head node is the state except “M”, firstly, all the data
blocks connected to head node should be discarded, then doing write and modifying t
Sta_B, finally, the private cache with latest data is connected to the head node. If Sta_B
of the head node is “M”, it can be wrote directly after transferring the data, and it is not
necessary to modify Sta_B, after the completion of write invalidate, the private cache
of processor core is connected to the chain which the head node is in.

To sum up, the optimization of cache consistency protocol should from the protocol
itself and consider the importance of architecture.

3 Experimental Verification

In order to test the performance of architecture, it is compared with MESI protocol by
selecting GEMS system multi-core simulator platform. The thesis uses SPLASH-2
centralized test program LU, Ocean, Radix, FFT and Water-SP to test the performance,
as is shown in Table 1.

P1 P4P3P2

control unit

data chain 

processor

memory

directory entry

first node information

Pre_P Suc_P

Head_1 Head_2

Data PoiSta_B

Data

Fig. 3. The two-level directory structure

Table 1. Test procedures

Name of test procedure Characteristic parameters

LU 512 * 512 matrix
Ocean 258 * 258 ocean
Radix 1M keys, 1024 radix
FFT 256K points
Water 512 molecules

A Cache Consistency Protocol with Improved Architecture 23



As is shown in Fig. 4, based on the running time of the five test procedures in
MESI protocol environment, the unit of running time is CPU cycle. It can be concluded
that the average running time of the test procedures in the architecture is 3.84% less
than that in MESI. As a result, the architecture improves the efficient utilization of bus
and system performance to a certain extent.

4 Conclusion

Cache consistency problem has become one of the hot issues in multi-core processor
research. The paper summarizes the current problem of consistency protocol, the
effective use of shared bus resources of bus listening consistency protocol is lack, its
broadcast consistent transaction mechanism leads to inadequate use of resources. The
directory-based consistency protocol has long access delay. Aimed to the shortcomings
of these two consistency protocols, D-Cache virtual bus architecture model in the paper
effectively solves the shortcomings of the bus effective utilization. The paper has some
shortcomings, which will be further studied and resolved in the following scientific
research work.
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Abstract. In order to improve the transmission performance of the cognitive
users in the tactical wireless network of warship formations, this paper we focus
on the modeling technique and performance analysis for a fast frequency
switching algorithm for Multi-parameter fusion decision. By developing a
Multi-parameter fusion decision model, the closure expression of the fast fre-
quency switching delay is derived, then the combined effects of the arrival rates
of the primary users’ connections and the arrival rates of the secondary users’
connections on the cumulative handoff delay distribution is simulated. Based on
the analytical results, suitable ship scheduling mechanism can be designed.

Keywords: Cognitive radio � Spectrum handoff � Reactive-sensing mechanism

1 Introduction

Cognitive radio (CR) can improve spectrum efficiency by allowing secondary users to
temporarily access primary users’ unused licensed spectrum [1–3]. However, due to the
spectrum-varying nature of CR network, it is necessary to consider not only the access
control and operation, but also the handoff timing, the switching procedure and the
target channel should be considered, so the continuity and stability of the service
transmission of the cognitive user after spectrum switching is ensured.

Both reactive [4–6] and proactive [7, 8] handoff algorithms are studied in existing
works with suitable target channel selection (T.C.S.) procedures. When the primary
users’ businesses are busy, the pre-designed channels can’t be used, the secondary
users need to switch channels frequently, so the handoff delay increased, in this situ-
ation, the reactive is a better choice. If the arrival rates of the primary users’ are small,
the secondary user doesn’t need to spend time to detect the channel, so the proactive is
a better choice. The principle of ship communication is to ensure the reliability of
communication on the basis of effectiveness, the goal of this paper is to develop a
Multi-parameter fusion decision model, derive the closure expression of the fast fre-
quency switching delay and design a suitable ship communication scheduling
mechanism.
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2 System Model

2.1 System Framework

In this paper, the system framework is shown in Fig. 1, the system is consisting of the
primary users and the secondary users. The primary users have the preemptive priority
to access channels, while the secondary users have the low-priority to access the
unused licensed spectrum of the primary users. In order to ensure the reliability of ship
communication, and reduce the spectrum handoff delay, we considers the secondary
users are equipped with two antennas, One is used for data and control message
transmission and the other is used for idle channel detection, so the availability of the
switching channel is ensured. In order to effectively short the extended data delivery
time under various traffic arrival rates and service time as well as sensing time, we
design an intelligent spectrum selection algorithm.

2.2 Multi-parameter Fusion Decision

Compared with two major types of spectrum handoff schemes, Multi-parameter fusion
decision reduces the detection time before the data transmission, and then improves the
availability of the selected frequencies. The process of the Multi-parameter fusion
decision algorithm is as follows (Fig. 2).

The weighted two-threshold spectrum detection algorithm is used to detect whether
an primary user arrives. Environment noise module is used to specify local noise
detection for channel without service [9]. Primary user occupy channel for a specified
time module is used to detect the primary user channel usage in a specified channel and
specified time. Secondary user receiver data reception module is used to record the
feedback of the channel quality of receiver. Intelligent spectrum selection mechanism
module is used to extract the frequency according the different weight factors. Consider
various factors to ensure the availability of frequency; the specific formula is as follows:

Fig. 1. System framework.
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f ¼ fe; e ¼ ðmax½ða1 þ b1 þ c1 þ h1Þ; . . .ðaM þ bM þ cM þ hMÞ�Þ : ð1Þ

2.3 Handoff Progress

Spectrum handoff occurs when the primary customers appear in the channel occupied
by the secondary customers. In this situation, the secondary customer shall immediately
handoff (transit) from the current channel to the target channel. The parameters related
to the switching delay are included: (1) the arrival rates and the business duration of the
primary user; (2) the arrival rates and the business duration of the secondary user;
(3) the duration of the availability of the switching channel. The switching delay
consists of the handshaking time and the channel switching time. There is no fixed
channel for secondary users, in order to ensure the successful handshake of the sec-
ondary user in the initial stage, this paper adopts the common channel way to realize
the first handshake of the secondary user. Figure 3 shows an example of Multi-
parameter fusion decision spectrum handoff process:

(1) In the beginning, according to the multi-parameter frequency selection algorithm,
the secondary users use the historical data and the real-time detection result to
select the service initiation frequency, and call the secondary user of the com-
munication object on the common channel, and then complete the first round of
communication handshake. For simplicity, assume that the secondary user service
is subject to the Poisson distribution, the mean rate is kð1Þs , and the service time
mean is EðX1

s Þ.
(2) As shown in Fig. 3, when the secondary user on the channel 1 business is

ongoing, while the authorized user, who has the absolutely channel ownership,
initiate business. The secondary user detects that the authorized user arrives, the
secondary user needs to immediately activate the frequency switching mechanism.

Fig. 2. The Multi-parameter fusion decision algorithm
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After the two parties complete the frequency handover, the handover will switch
to channel 3. The main switching delay in this process comes from handshake
time and frequency conversion time. For simplicity analysis, assume that the
authorized user arrival probability is consistent with the Poisson distribution with
mean rates kð1Þp and the business duration is met with mean EðX1

pÞ.
(3) During the duration of the authorized user service, as shown in Fig. 3, the sec-

ondary user can not select the available frequency according to the
multi-parameter frequency selection algorithm. The secondary user will remain on
channel 3 and immediately start the channel state detection algorithm. When the
idle Channel is found, the secondary user will immediately start the frequency
switching mechanism to determine whether to switch to new available frequency
or not. If the idle channel is of good quality and the idle duration is long, it will
switch to the new free channel. Otherwise, the original channel will be maintained
until the authorized user has completed the communication.

(4) The above process will continue until the secondary user communication is
complete. While after the communication finished, the secondary user will return
to the common channel, waiting for the next service.

3 Analysis of Secondary Users’ Extended Data Delivery Time

As shown in Fig. 3, the total duration of the secondary user transmission (denoted by
STk) includes the length of the transmission time (denoted by Xk

s ) and the accumulated
time of the service (denoted by Dk). The accumulated time is composed of the fre-
quency switching duration and the waiting for the user service time. The formula is
shown below:

Fig. 3. The Multi-parameter fusion decision handoff progress
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E½STk� ¼ E½Xk
s � þE½Dk� : ð2Þ

In order to calculate the accumulated time of the service (denoted by Dk). On the
basis of Fig. 3, The proposed Multi-parameter fusion decision handoff progress is
established as an L-order state transition diagram, as shown in Fig. 4. Note that the
stage i is the set of all possible states at the ith interruption, and the chk is the channel
which the secondary user is select to switch, and the end state indicates the secondary
user communication ends.

As Fig. 4 shows, for simplified calculations, the secondary user communication
duration is consistent with Poisson distribution, the transition probability from states i
to j is Pi;j, and the transition cost from states i to j is Ci;j. when the target channel is
sn ¼ ðs1; s2; . . .; snÞ, which default channel is channel s0 ¼ k, the state transition path in
Multi-parameter parameter model can be regarded as ðs0 ! s1 ! s2 ! s3
! � � � ! sn ! Mþ 1Þ, so the cumulative handoff delay can be treated as calculating
the cumulative transition cost overall possible state transition paths. The specific for-
mula as follows:

E½Dk� ¼
XL
n¼1

X
8sn2Xn

½ðPsn;Mþ 1

Yn�1

i¼0

Psi;siþ 1ÞðCsn;Mþ 1 þ
Xn�1

i¼0

Csi;siþ 1Þ� ; ð3Þ

where X ¼ f1; 2; � � � ;Mg.
According to Fig. 3, the secondary user initiates a service on channel 3, and then

the primary user arrives at probability p. when the primary user arrives, the secondary
user will change its channel according to the proposed frequency selection algorithm.
As shown is Fig. 3, there is no available channel, so the secondary user will state on
channel 3 until the primary user service is completed. Then, the primary user arrives
again, the frequency selection algorithm proposes to switch to channel 1 and finally

Fig. 4. L-order state transition diagram model
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complete the communication process on channel 1. Hence, the state transition proba-
bility matrix of the Multi-parameter fusion decision model can be expressed as follows:

P ¼
pð1Þqð3Þ pð1Þð1� qð3ÞÞ 1� pð1Þ

0 0 0
p3ð1� qð1ÞÞ pð3Þqð1Þ 1� pð3Þ

2
4

3
5 : ð4Þ

The cumulative transition cost is composed of the frequency switching duration and
the waiting for the user service time. rc and rs are the total processing time for
executing spectrum handoff procedures when the secondary users change to another
channel and stay on the current channel. The duration resulting from the transmissions
of multiple primary connections at channel k and denoted by Y1

p . Then, we can have Ci;j

as follows:

Ci;j ¼
rs þE½Y1

p � rc 0
0 0 0
rc rs þE½Y3

p � 0

2
4

3
5 : ð5Þ

According to the Poisson distribution parameters assumed above, the E½Yp� can be
expressed as:

E½Yp� ¼ E½Xp�
1� kpE½Xp� : ð6Þ

Then

p ¼ kp
kp þ ls

: ð7Þ

q ¼ kpE½Xp� þ ks
kp þ ls

ð1þ kp
ls
Þ : ð8Þ

According to (3)–(8), the closed-form expression for E[Dk] can be expressed as
follows

E½D� ¼ kp½rsls þðE½Xp�Þ2kpls þE½Xp�ðks � rckplsÞ�
ð1� kpE½Xp�Þl2s

: ð9Þ

4 Numerical Results

Figure 5 simulates the impact of the primary user arrival probability and the business
duration on the cumulative delay of the secondary user transmission. Figure 5 shows
the cumulative time of the secondary user increases as the arrive probability kp of the
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primary user increases. The main reason is that the increase in the probability of
primary users to arrive, it will lead to secondary user to stop service, and to enable the
frequency switch mechanism to determine whether to switch frequency or not. At the
same time, it also simulates the influence of the duration of primary user E½Xp� on the
cumulative delay of the secondary user. The longer the primary user service time is, the
longer the cumulative delay of the secondary users is, due to the increase of the channel
occupied by the primary user, and so the secondary users will spend more time to wait
or frequently enable the channel selection mechanism.

Figure 6 shows the combined effects of the arrival rates of the primary users’
connections and the arrival rates of the secondary users’ connections on the cumulative

Fig. 5. Average cumulative handoff delay

Fig. 6. Cumulative handoff delay
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handoff delay distribution. It can be seen from Fig. 5 that the behavior of the primary
user’ communication has a great influence on the secondary users’ performance, with
the increase of the primary users’ arrival rates, the cumulative handoff delay increase,
which is mainly caused by the switching channel cost of the secondary user. The
analytical results provide the useful insight for the effect of increasing the efficient time
on the transmission performance of the secondary users.

5 Conclusions

In this paper, we also provide a framework to short the extended data delivery time
under various traffic arrival rates and service time as well as sensing time. Then, a
Multi-parameter parameter model for modeling the connections is developed, and the
closed-form expression for handoff delay is expressed, at last the combined effects of the
arrival rates of the primary users’ connections and the arrival rates of the secondary
users’ connections on the cumulative handoff delay distribution is simulated. Based on
the analytical results, suitable ship scheduling mechanism can be designed. However,
the influence of spectral switching on channel capacity gain and system performance
degradation has not been studied deeply. Therefore, it is necessary to further explore the
influence of cognitive user spectrum switching in future work to achieve the relationship
between channel capacity gain and system performance degradation balance.
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Abstract. In order to break the limitation of traditional pattern recognition in
offline Chinese signature verification, the method of applying machine learning
is put forward. First, the offline Chinese signature data set is pre-processed,
include removing noises, binarization and normalization. Then the architecture
and implementation methods of AlexNet are proposed. The experimental results
show the average accuracy of classification has been up to 99.77%, and veri-
fication rate is 87.5%.

Keywords: AlexNet � Convolution neural network
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1 Introduction

Biological characteristics of the human body is inherent in the physiological charac-
teristics or behavioral characteristics, physiological characteristics including finger-
prints, palm, face, iris, finger vein, etc., behavioral characteristics including gait, sound,
handwriting and so on. Signature has a long history as a representative of the indi-
vidual’s identity, and has been widely used in financial and legal industries. Offline
signature verification is for static image recognition.

In 2012, Khalajzadeh used convolution neural network (CNN) to verify signatures
for Persian [1]. Based on the LeNet-5 architecture, a total of 176 real signatures and a
certain number of forged signatures were trained and tested. There were 22 signers. The
experimental results showed the accuracy was 99.86%.

Our paper puts forward a method of applying the convolution neural network
algorithm AlexNet to recognize offline Chinese signature. Based on the AlexNet, we
designed the experimental program. First, preprocessing the signature image, and then,
train the writer-dependent classification of real signatures and forged signatures for
each signer [2]. Finally, the trained network is used to identify the test set.

2 Pre-processing

The phrase “garbage in, garbage out” is the best summary of data mining and machine
learning projects. Data pre-processing is important for image processing. The
pre-processing methods include median filtering, OTSU binarization and normalization.
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The median filter is a nonlinear smoothing technique, often used to remove noise
from an image or signal. It replaces the gray value of each pixel with the median value in
its adjacent region. The binarized operation of the filtered signature image is aimed at
changing the original image to a purely ‘black and white’ image with only the pixel value
of 0 or 255. The binarization process can significantly reduce the amount of data pro-
cessing. The size normalization principle is to identity the upper and lower, left and right
boundaries of the signature image, and then delete the blanks outside the border and set all
images sizes to 227� 227. Figure 1 is the final pre-processing signature image.

3 CNN and AlexNet Architecture

In machine learning, a CNN is a feedforward neural network. It performs excellently in
large image processing. It is inspired by the cat’s cortical structure. The special
structure of the convolutional neural network is shared by its weight. It has excellent
performance in speech recognition and image processing, and its layout is closer to the
actual biological neural network. Their error rate only got 0.23% on the MNIST
(Modified National Institute of Standards and Technology) database [3].

AlexNet is designed by Alex Krizhevsky to participate in the 2012 ImageNet Large
Scale Visual Recognition Challenge. AlexNet contained only 8 layers, first 5 were
convolutional layers, and the next three were fully connected layers. It is trained to
classify the LSVRC-2010 ImageNet training set which included 1.3 million
high-resolution images, the set are classified into 1000 classes. The structure of
AlexNet is shown in Table 1. The first convolutional layer filters the N� 227�
227� 3 input image, it has 96 kernels, the kernel size is 11� 11� 3 size and with a 4
pixels stride. LRN means Local Response Normalization, pool size is 3� 3 with a
strides of 2 pixels. The second convolutional layer has 256 kernels, its kernel size is
5� 5� 48. The third and fourth convolutional layers behind without LRN. The third
convolutional layer has 384 kernels, the kernel size is 3� 3� 256. While the fourth
convolutional layer has 384 kernels, its kernel size is 3� 3� 192, and the fifth con-
volutional layer has 256 kernels, its kernel size also is 3� 3� 192. However, the fifth
convolutional layer behind with LRN. The first two fully-connected layers have 4096
neurons. Dropout can be more effective to prevent the neural network over-fitting. The
last fully-connected layer plus the classifier softmax, the input signature images are
divided into two categories [4]. In our experiments, there are a total of 40 signers, each
signer has 36 real and 36 forged signature images. Experiments are divided into
training and test. Each participant in the training set has 25 real and 25 forged

Fig. 1. Final pre-processing signature image.
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signatures. Test set for each signer has 11 real and 11 forged signatures. For each
signer, we have a writer-dependent network training, so in the training phase, N in
Table 1 is 50 and the test phase N is 22. Whether the test or training, M is 2.

4 Experiment

4.1 Data Set

Domestic researchers are building their own data sets, because there is no public
Chinese signature data set. We convene 20 volunteers with stable mentality to set up
signature dataset. At the same time, an open Chinese offline signature data set
SigComp2011 was provided at the International Document Analysis and Recognition
Conference (ICDAR) in 2011 [5], it includes 20 Chinese signers. Together with the
SigComp2011, a total of 2880 Chinese signature images are available for experiment.

4.2 Offline Chinese Signature Verification Based on AlexNet

The experimental equipment of this paper is our laboratory equipped desktop, equipped
with ubuntu 16.04 system, the Linux configuration of the CPU version of Tensorflow
1.0.0. The machine’s CPU parameters are 8-core Intel i7-7700K, 4.2 GHz. Based on
the structure of AlexNet, TensorFlow is used to train real signature and forged sig-
nature classification. For each signer, the writer-dependent network training took about
40 min, the average accuracy of classification for 40 signers has been up to 99.77%.

After the network training is completed, the trained network is called to identify test
set. Each time a signature image is input for network identification, and the network
recognizes the authenticity of the image, and respectively output ‘yes’ or ‘no’, ‘yes’ on
behalf the real signature, while ‘no’ stands for forged signature. Table 2 is the result of
accuracy (ACC), false accept rate (FAR) and false rejection rate (FRR) of offline
Chinese signature verification based on AlexNet.

Table 1. AlexNet structure.

Structure Size Other parameters

Input N� 227� 227� 3 –

Convolution1 11� 11� 3 96 kernels, Strides = 4
LRN 3� 3 Strides = 2
Convolution2 5� 5� 48 256 kernels, Strides = 1
LRN 3� 3 Strides = 2
Convolution3 3� 3� 256 384 kernels, Strides = 1
Convolution4 3� 3� 192 384 kernels, Strides = 1
Convolution5 3� 3� 192 256 kernels, Strides = 1
LRN 3� 3 Strides = 23

Fully-connected1 + dropout 4096 P = 0.5
Fully-connected2 + dropout 4096 P = 0.5
Fully-connected3 + softmax M –
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4.3 Comparison of Offline Signature Verification Methods

We compare the performance of AlexNet with traditional pattern recognition method
using in offline Chinese signature verification. The results are shown in Table 3, it
includes accuracy and error rate (ERR).

5 Conclusion

The problem to be solved of this paper is how to apply AlexNet to recognize offline
Chinese signature. We have done the offline Chinese signature verification experiment
on Tensorflow, its Google’s open source machine learning library.

The experimental results show that AlexNet’s network training classification
average accuracy is 99.77%. Through Table 3, offline Chinese signature verification
based on AlexNet is better than SVM methods. The accuracy of AlexNet’s verification
is 87.5%. Compared with the pattern recognition method, although the accuracy is no
better than other traditional methods, but this is a new method. The next step is to test
the algorithm on the Caltech (foreign) signature dataset and continue to optimize the
approach to improve the accuracy.
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Abstract. The purpose of this study is to propose a multi-objective decision
making optimization method based on subjective and objective empowerment
optimization. This paper intend to achieve the evaluation of turbocharged diesel
engine EGR performance. First, the main diesel engine EGR parameters were
selected as decision target and corresponding experimental data are used as
effect sample matrix to establish the initial multi-objective-making model. The
characteristics and optimization requirements of turbocharged diesel engine
EGR are considered. Secondly, the expert scoring, grey correlation analysis are
used to solve the optimized weight vector. Finally, the optimized decision-
making model was established to explore the intrinsic objective relationship of
EGR evaluation index parameters and give the best evaluation and optimal
decision. The results show that the optimized method can successfully solve the
turbocharged diesel engine EGR performance evaluation and optimal decision
problem, which can provides theoretical support and reference for the further
optimization of EGR.

Keywords: Data mining � Performance evaluation � Diesel engine
Exhaust gas recirculation � Optimized model

1 Introduction

As one of the effective ways to reduce NOX pollutants emissions, exhaust gas recir-
culation (EGR) has been widely used in marine turbocharged diesel engines. The main
process is to introduce a part of exhaust gas into the intake pipe, mixed with fresh air
and enter the cylinder to re-enter the combustion process [1–3]. The key to the EGR
technology is to introduce enough exhaust gas into the intake pipe and give the best
EGR rate according to the different operating conditions of the engine [4, 5]. Due to the
effect of different EGR rates on diesel engine performance and emissions is different.
Therefore, the power, economy and emission performance of diesel engine must be
taken into account in determining the optimal EGR rate. The basic principle of EGR is
to reduce NOX emissions as much as possible, while have a minimal impact of other
pollutants emissions.
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At present, the general approach is to obtain the operating parameters of the engine
through a large number of tests, then analyzing the test results synthetically to specify
the corresponding determination principle. Such as Shuai [4], Zhang [5], taking 13
working point particles do not exceed the principle of the original machine. In the
determination of the best EGR rate. Because of the subjective judgment and the pur-
pose of the decision-maker is different, the current decision-making principles are not
the same. There is a common shortcomings that is subjective factors are too strong and
lack a clear theoretical support and guidance. Therefore, it is inevitable that the sub-
jective judgment will bring the error and affect the final selection result. Obviously the
EGR performance evaluation can be seen as a typical multi-objective decision-making
problems. Therefore, the multi-objective grey situation decision-making method is
used. As an important branch of grey theory which is a classic artificial intelligence
method, the multi-objective grey situation decision making theory has unique advan-
tages in decision-making problems for selecting the best scheme for a number of
programs [6], which has been widely used in aerospace, electronic and other fields
because of its low computational complexity and high recognition effect [7–12].
Currently, more and more scholars have considered to seek the optimization of
decision-making model [11–13], to improve the reliability of decision-making results,
However, different optimization methods are only suitable for some specific issues. By
reviewing the relevant information, we have not found the clear literature on the EGR
performance evaluation and the optimal EGR rate of the turbocharged diesel engine,
and the related theoretical guidance is also less, so it is necessary to explore the subject
of this study.

In summary, in order to solve the EGR performance evaluation and optimal
decision-making of the turbocharged diesel engine, an optimized multi-objective grey
situation decision-making method is proposed. This method makes use of the advan-
tages of traditional grey decision, grey relational analysis, while combining the char-
acteristics and optimization requirements of diesel engine EGR performance, which
can explore the intrinsic association between different EGR performance parameters
and the ranking of different EGR schemes can be obtained. The results show the this
approach can successfully applied to EGR performance evaluation problem and the
evaluation results is reasonable, Which has certain theoretical reference and guidance
significance for the optimization of turbocharged diesel engine EGR performance.

2 Preliminary Knowledge

2.1 Multi-objective Grey Decision-Making

The main components of the traditional multi-objective grey decision model include
event set, strategy set, situation set, decision goal and decision weight.

First, Construct the corresponding set of situations according to the event set and
the strategy set. Assume that A ¼ fa1; a2 � � � ang is the event set, the strategy set is
B ¼ fb1; b2 � � � bmg, the situation set is s ¼ fsij ¼ ðai; bjÞ j ai 2 A; bj 2 Bg, and the

uðkÞij ði ¼ 1; 2 � � � ; n; j ¼ 1; 2; � � �mÞ is the effect sample value of the situation under the
target.
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Secondly, Choose targets and each target needs to determine its effectiveness
measure:

rðkÞij ¼ uðkÞij

max
i

max
j
fuðkÞij g

ð1Þ

called upper effect measure, which mainly used to measure the degree of albino value
deviated from the maximum whitening value;

rðkÞij ¼
min
i

min
j
fuðkÞij g

uðkÞij

ð2Þ

called lower effect measure, which mainly for the degree of albino value deviation from
the lower limit;

rðkÞij ¼ uðkÞi0j0

uðkÞi0j0 þ uðkÞij � uðkÞi0j0

�
�
�

�
�
�

ð3Þ

called medium effect measure, where uðkÞi0j0 is the moderate effect of the specified effect
under the target.

These three measures are applicable to different occasions: If you want the situation
the bigger the better, you can use the upper effect measure; if you want the smaller the
better the loss of the situation, then the lower effect measure can be chose, if you want
the effect to be near a specified value, use a medium effect measure.

Thirdly, solve the consistent effect measure matrix of situation set according to the
effect measure of each target.

RðkÞ ¼ ðrðkÞij Þ ¼
rðkÞ11 rðkÞ12 . . . rðkÞ1m

rðkÞ21 rðkÞ22 . . . rðkÞ2m
. . . . . . . . . . . .
rðkÞn1 rðkÞn2 . . . rðkÞnm

2

6
6
6
4

3

7
7
7
5

ð4Þ

where, rkij ¼ ðrð1Þij ; rð2Þij ; . . .; rð3Þij Þ is called the consistent effect measure vector of situa-
tion sij under target k.

The fourth step is to Establish decision weight gkðk ¼ 1; 2; � � � sÞ, where Ps

k¼1
gk ¼ 1

and solve integrated effect measure rij and integrated effect measure matrix of
situation sij

rij ¼
Xs

k¼1

gk � rðkÞij ð5Þ
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R ¼ ðrijÞ ¼
r11 r12 � � � r1m
r21 r22 � � � r2m
� � � � � � � � � � � �
rn1 rn2 � � � rnm

2

6
6
4

3

7
7
5

ð6Þ

At last, if maxfrijg
1� j�m

¼ rij0 , then called bj0 is the optimal strategy to event ai; if

maxfrijg
1� j�m

¼ rij0 then called ai0 is the optimal event to strategy bj ; if maxfrijg
1� j�m

¼ ri0j0 then

called si0j0 is optimal situation.

2.2 Grey Correlation Analysis

Grey relational analysis theory is an important branch of grey system theory [13, 14].
The linearly interpolated method is used to transform the discrete behavior observations
of the system factors into the polylines of segmented readings, then construct the model
of measure degree according to the geometric feature of the polyline.

The basic steps of the grey relational model are as follows:

Step 1: the original sequence

X0ðtÞ ¼ fx0ð1Þ; x0ð2Þ; � � � ; x0ðnÞg

is specifies the reference data sequence, also called the parent sequence.

XiðtÞ ¼ fxið1Þ; xið2Þ; � � � ; xiðnÞg

is the sequence of data to be compared, also known as the sub sequence;
Step 2: make niðkÞ is the correlation coefficient for sequence X0ðtÞ and XiðtÞ at time
k:

niðkÞ ¼
min
i

min
k

x0ðkÞ � xiðkÞj j þ 0:5max
i

max
k

x0ðkÞ � xiðkÞj j
x0ðkÞ � xiðkÞj j þ 0:5max

i
max
k

x0ðkÞ � xiðkÞj j ð7Þ

where 0.5 is the resolution factor, usually between 0–1.
Step 3: Calculate the average of the correlation coefficients at each time of sequence
XiðtÞ, i.e. the degree of correlation of the subsequence XiðtÞ to the parent sequence
X0ðtÞ:

ri ¼ 1
N

XN

k¼1

niðkÞ ð8Þ
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3 Optimization of Decision-Making Target Weights

In the traditional multi-objective grey decision model, the target weight is usually
determined by the subjective weighting method. Although the method can play the
expertise or experience of experts or technical staff and has a certain degree of pro-
fessionalism, it will have an impact on the evaluation decision results because of its
great subjectivity and arbitrariness. Therefore, the optimization of the target weight has
become the focus of this paper.

3.1 Evaluation Target Selection

First, it is need to establish select the evaluation target. Due to the effect of different
EGR rates on the diesel engine combustion and emissions is different, the selection of
evaluation indicators should be take into account the combustion and emission per-
formance of the diesel engine as much as possible. In this paper, the fuel consumption
rate, in-cylinder explosion pressure, NOX, smoke and CO were selected as the eval-
uation targets. Since the main purpose of EGR is to minimize the emission of NOX

pollutants, so define NOX as the main decision-making target, the other four indicators
for the secondary decision-making target.

The determination of the optimal EGR rate is essentially the search for the best
compromise between diesel engine combustion and emissions performance, and how
this compromise is reflected in the optimization model is the primary consideration.
Considering the important role of target weights in decision-making model, in the
optimization model, a compromise between diesel engine combustion and emission
performance can be achieved By adjusting the target weight vector gkðk ¼ 1; 2; 3; 4; 5Þ,
where k respectively on behalf of the fuel consumption rate, cylinder burst pressure,
NOX, smoke and CO.

3.2 Establishment of NOX Index Weight

Taking into account the main purpose of EGR, which is to effectively reduce the NOX

emissions. Therefore, the expert scoring is used firstly to customize the target weight of
NOX according to the different conditions of the diesel engine. By repeating the trial
and reviewing the information, the rules are as follows:

I. When the diesel engine is at a low load conditions (this article defines � 50%
load), NOX emission concentration is low and in order to ensure the stability and
economy of diesel engine, it is suitable to choose a lower EGR rate, thus make the
NOX weight g3 ¼ 0:4.

II. When the diesel engine is at a high load (this article defines � 50% load), the NOX

emission concentration is high and in order to ensure the necessary emissions, it is
suitable to adopt a higher EGR rate, thus make the NOX weight = 0.5.
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3.3 Establishment of All Index Weight

Based on the importance of other indicators and NOX, this paper introduces the gray
relational analysis method to solve the other index weights. The corresponding NOX

values (including the original machine value) at different EGR rates were used as the
parent sequence, while the other four evaluation indicators corresponding to the value
(including the original machine value) as a sub-sequence, then the correlation coeffi-
cient r

0
iði ¼ 1; 2; 3; 4Þ between the other four evaluation indexes and NOX index was

solved by grey relational analysis. At last, the correlation coefficient between the
primary and secondary decision goals can be obtained:

ri ¼ r
0
i

P4

i¼1
r0i

ð9Þ

Solve the initial subjective weight vector. Known as g3 and ri, the other four
decision-making target weight value gkðk ¼ 1; 2; 4; 5Þ are solved by the formula
rið1� g3Þ, and then the initial subjective weight vector is constituted.

4 Establishment of Optimization Model

For EGR performance evaluation and decision making:
Event set A ¼ fa1g, i.e. the event is the best EGR rate decision.
Strategy set B ¼ fb1; b2 � � � bmg consist of m decision-making program and bm

represent different EGR rate.
The decision-making evaluation targets are the fuel consumption rate, in-cylinder

explosion pressure, NOX, smoke and CO and their corresponding weights are,
g1; g2; g3; g4 and g5.

The situation of each EGR rate is carried out under the same experimental con-

ditions, and uðkÞij is represent the measurement value corresponding to each decision
objective under different conditions for different EGR rates. That is, the experimental
value of different parameters. As far as EGR performance evaluation indicators are
concerned, fuel consumption, cylinder burst pressure, NOX, CO and soot are the
smaller the better, so choose the lower effect measure.

Specific decision modeling steps are as follows:

Step 1: Develop the effect sample matrix uðkÞij ði ¼ 1; 2 � � � ; n; j ¼ 1; 2; � � �mÞ, which
is composed of the experimental data corresponding to different EGR rates at
different working conditions. And solve the consistent effect measure matrix
according to (1)–(3).
Since the event n = 1 in this article, the effect sample matrix under different targets

can be merged into a new matrix:
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ðuijÞ ¼
u11 u12 � � � u1m
u21 u22 � � � u2m
� � � � � � � � � � � �
un1 un2 � � � unm

2

6
6
4

3

7
7
5

ð10Þ

where, The abscissa i represents each target and ordinate j represents different EGR
rates.
Step 2: Solve the optimized weight vector gkðk ¼ 1; 2; 3; 4; 5Þ.
Step 3: Substituting gk into (5) to obtain the corresponding comprehensive effect
measure matrix.
Step 4: According to the principle of optimal decision, the advantages and disad-
vantages of different EGR schemes are sorted and the optimal EGR rate is obtained.

5 Test Validation and Result Analysis

5.1 Acquisition of Test Data

In order to verify the effectiveness of the optimization method, taking a certain type of
turbocharged diesel engine as the research object.

The main technical parameters of diesel engine are shown in Table 1.

The test included low, medium and high three speed test and each speed in turn
selected 25%, 50%, 75% load, a total of 9 working conditions, Part of the operating
point test data is shown in Table 2. cgr, fc, co, no, soot and cbp represents EGR rate,
fuel consumption, CO, NOX, soot and cylinder burst pressure in Table 2.

5.2 Analysis of Results

I. low load conditions
OP1 and OP2 are the low speed 50% load and medium speed 25% load, respectively.
Taking OP1 as an example, EGR rates were 2.2%, 4.6%, 7.5%, 9.8% and 11.5%. The

effect sample matrix uðkÞij is base on experimental data under different EGR rates:

Table 1. Main technical parameters of TBD234V12

Project Parameter

Power/kW 444 (1800 r/min)
Cylinderbore/mm � stroke/mm 128 � 140
Compression ratio 15:1
Cylinder arrangement V-shaped 12-cylinder 60° angle
Combustion chamber type Direct injection w type
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ðuð5Þij Þ ¼

241:60 242:70 243:90 246:90 248:70
7:2545 7:2108 7:1393 7:0167 6:9568
1104:5 1002:6 943:50 890:65 783:60
0:0630 0:0880 0:0840 0:1200 0:2700
316:57 335:53 366:70 427:84 503:62

2

6
6
6
6
4

3

7
7
7
7
5

Among them, the abscissa represents the fuel consumption rate, CO, NOX, soot and
in-cylinder burst pressure respectively. Ordinate j represents different EGR rates, such
as the first column representing an EGR rate of 2.2%.

Step 1: first solve the consistent effect measure matrix:

Table 2. Part of the operating point test data

OP cgr fc co no soot cbp

OP1 0 236.3 309 1093 0.045 7.6462
2.2 241.6 316.57 1104.5 0.063 7.2545
4.6 242.7 335.53 1002.6 0.088 7.2108
7.5 243.9 366.7 943.5 0.084 7.1393
9.8 246.9 427.84 890.65 0.12 7.0167
11.5 248.7 503.62 783.6 0.27 6.9568

OP2 0 230.1 188 825 0.035 6.6859
1.5 230.5 196.2 783.2 0.041 6.5428
4.5 234.6 211.3 743.2 0.049 6.3595
7.8 236.1 229.4 669.1 0.053 6.3052
9.5 242.9 273.5 543.5 0.09 6.0485
12.6 244.3 380.6 497.4 0.27 5.9274

OP3 0 212.9 268 1438 0.108 9.5091
1.7 214.7 286.53 1432 0.11 9.1568
4.2 217.9 304.76 1351.6 0.13 9.0763
7.4 218.2 329.89 1185 0.15 8.8016
9.1 220.8 366.54 1069.4 0.21 8.7569
11.8 224.3 426.71 994.2 0.33 8.5597

OP4 0 200.4 160 2186 0.093 10.8
1.6 199.8 156.4 2101 0.1 10.5505
3.9 202.3 164.2 1894 0.13 10.4165
7.5 205 172.2 1653 0.148 10.2256
9.7 209.2 206 1521 0.165 10.0584
11.1 212.2 312.3 1465 0.32 9.8568
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ðrð5Þij Þ ¼

1:0000 0:9955 0:9906 0:9785 0:9715
0:9590 0:9648 0:9744 0:9915 1:0000
0:7095 0:7816 0:8305 0:8798 1:0000
1:0000 0:7159 0:7500 0:5250 0:2333
1:0000 0:9435 0:8633 0:7399 0:6286

2

6
6
6
6
4

3

7
7
7
7
5

Step 2: solve the initial subjective weight vector. Since OP1 belongs to low load
operating point, g3 ¼ 0:4. Determine the grey association sequence:

Mother sequence:

X0 ¼ 1093 1104:5 1002:6 943:50 890:65 783:60½ �

Subsequence:

X1 ¼ 236:3 241:60 242:70 243:90 246:90 248:70½ �
X2 ¼ 7:6462 7:2545 7:2108 7:1393 7:0167 6:9568½ �
X3 ¼ 0:045 0:0630 0:0880 0:0840 0:1200 0:2700½ �
X4 ¼ 309 316:57 335:53 366:70 427:84 503:62½ �

The correlation coefficient between the other four evaluation indexes and the NOX

index are respectively:

ri ¼ 0:9684 0:9926 0:7038 0:7398½ �

the initial subjective weight vector:

gk ¼ 0:1707 0:1749 0:4000 0:1240 0:1304½ �

Step 3: The comprehensive effect measure matrix is solved and the advantages and
disadvantages are sorted according to the optimal principle:

R ¼ 0:8766 0:8631 0:8573 0:8539 0:8516½ �

It can be seen from the result of OP1 operating conditions, the performance
ranking of different EGR rate is:

2:2%[ 4:6%[ 7:5%[ 9:8%[ 11:5%

It is shown that the optimal EGR rate is 2.2% for this condition, and when the
EGR rate is higher, the comprehensive performance evaluation value decreases
obviously, so a smaller EGR rate should be adopted.

Similarly, the performance ranking of different EGR rate at OP2 conditions can be
obtained:
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R ¼ 0:8384 0:8219 0:8332 0:8125 0:8102½ �
1:5%[ 7:8%[ 4:5%[ 9:5%[ 12:6%

which indicates that the optimal EGR rate is 1.5% at this condition, and when the
EGR rate is higher, the comprehensive performance evaluation value is obviously
decreased.

It can be seen from the result of OP1 and OP2 that a lower EGR rate should be
adopted when diesel engine in low or medium speed, low load conditions. Mean-
while, the comprehensive evaluation value is obviously decreased while the EGR rate
is higher. Analysis of the reasons is that when at low load, the NOX pollutant
emissions is low, part of the dynamic performance of diesel engines will be consumed
if the EGR rate is too high. In order to ensure the economy and power of diesel
engines, it is appropriate to reduce the EGR rate.

II. High load conditions
OP3 and OP4 represent the medium speed 75% load and high speed 75% load,
respectively. Let = 0.5 and through the simulation calculation, thus the comprehensive
effect measure matrix of OP3 and OP4 are as follows:

OP3: 0:8324 0:8323 0:8675 0:8821 0:8886½ �
OP4: 0:8392 0:8470 0:8890 0:9024 0:8604½ �

the performance ranking of different EGR rate at OP3 and OP4 conditions can be
obtained:

OP3: 11:8%[ 9:1%[ 7:4%[ 1:7%[ 4:2%

OP4: 9:7%[ 7:5%[ 11:1%[ 3:9%[ 1:6%

As can be seen from the results of OP3 and OP4, with the increase of EGR rate, the
comprehensive evaluation value increases, which indicates that the higher EGR rate
should be adopted under high speed and high load conditions.

In summary, it can be seen from the above assessment and decision-making results.
When working at the low or medium speed, low load conditions, due to the lower NOX

emission concentration, it is appropriate to use a smaller EGR rate to balance the power
and economy of diesel engines. While working at high load conditions, the NOX

emission concentration is high and in order to ensure the emissions performance, a
higher EGR rate should be adopt. With the increase in speed and load, it is appropriate
to increase the EGR rate. This is consistent with the characteristics of EGR perfor-
mance of the current turbocharged diesel engine and also shows the effectiveness of the
optimization method.

Although the optimization model can be effectively implemented and successfully
applied to the EGR performance evaluation and decision making of turbocharged diesel
engine, it needs to be further improvement. Such as limited by the test conditions, it is
temporarily unable to obtain more work points corresponding to the data, So that there
are some defects in the optimization model, such as method of determining the initial
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subjective weight still need more data points to amend etc., which is also the next step
to continue to study.

6 Conclusion

Aiming at the problem of EGR performance evaluation and optimal decision-making of
the turbocharged diesel engine, an optimized multi-objective gray situation decision-
making method is proposed. This method can integrate the EGR operating character-
istics of the turbocharged diesel engine into the optimization model, which makes the
final decision result more reasonable.

The results show that when the turbocharged diesel engine is at a low load, the
difference between the comprehensive evaluation values of different EGR rates is not
significant when the EGR rate is less than 9%, and with the EGR rate increased, the
comprehensive evaluation value decreased obviously when the EGR rate is greater than
10%, thus it is appropriate to use a lower EGR rate. When the diesel engine is at high
load, when the EGR rate increases to about 7%, the corresponding comprehensive
evaluation value increases more significant, thus it is appropriate to use a higher EGR
rate.

The results show that the decision result of this method is basically consistent with
the performance characteristics of EGR, as well as the current best EGR rate deter-
mination principle. So it can be successfully applied to the decision-making problem of
optimal EGR rate under different conditions of turbocharged diesel engine.
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Abstract. Cloud manufacturing is a use of the network and cloud manufac-
turing services platform, according to user requirements organize manufacturing
resources online (manufacturing cloud), and provide users a new network
manufacturing model with various on-demand manufacturing services. Through
the design of user access security authentication model, using biometric tech-
nology to ensure the access security of users in the cloud environment, to
prevent malicious users access to illegal. The point set topological group fractal
changing algorithm is used to encrypt biometric information acquired by bio-
metrics, which provides more guarantee for the security authentication of users.

Keywords: Cloud manufacturing � Security authentication � Biometrics
Point set topological group fractal changing algorithm

1 Introduction

Cloud manufacturing technology integrates existing networked manufacturing services
technology with cloud computing, cloud security, high-performance computing, net-
working and other technologies [1]. Cloud manufacturing achieve unified, centralized,
intelligent management of all kinds of manufacturing resources (manufacturing hard
equipment, computing systems, software, models, data, knowledge, etc.) and provide
the available, Immediate, on-demand, safe, reliable, quality and cheap service for the
life cycle process. User security certification is the first concern of cloud manufacturing
system. In the cloud manufacturing system architecture, the application layer is directly
oriented to the user, and the security authentication of the user access is directly related
to the security of cloud manufacturing [2, 3]. Biometric identification technology is
used to identify biometric and encrypt them at the same time, so as to ensure the user’s
information security. Biometric cryptography implements the unity of the person’s
digital identity (who he is) and the physical identity of the person (who he really is).
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Key is the most important part of encryption [4]. Point set topological group fractal
changing algorithm combined with biological feature information to generate key. At
the same time, the biometric points such as face, voice and fingerprint are used as the
data source of fractal change, which is unique, and further improves the security of the
encryption system [5].

2 Related Introduction

2.1 Cloud Manufacturing

Cloud manufacturing is the enterprise manufacturing resources as the research object,
for the purpose of realizing dynamic combination and efficient utilization of resources.
Through the Internet of things, Internet technology to achieve comprehensive con-
nectivity and intelligent perception of manufacturing resources; through virtualization
technology to build virtual resources cloud pool, and realize the virtualization and
service of manufacturing resources. Build a cloud manufacturing service platform with
the support of network technology. Publish the personalized requirements of the cloud
requester to the manufacturing resource to the platform. Conducting a fast and efficient
resource intelligent search and matching by cloud service. The dynamic reconfiguration
and utilization of manufacturing resources are rapidly realized by the cloud provider
and achieve a new service-oriented network manufacturing model with three win-win
situation by cloud request side, cloud service providers and cloud providers.

2.2 Biometrics and Its Risks

When users enter the cloud manufacturing system or access the system resources of
different protection levels, the system needs to use some authentication methods to
carry out security. Biometric technology is unique individual identification techniques
that can be sampled and measured for biological characteristics. Biometric features are
acquired by biometrics. There is a risk of biometric information protection, once the
user’s biometric information was leaked, stolen or tampered with, such as fingerprints
or facial features, due to the fixed and only has the biological characteristics, it is
difficult to conduct similar password reset remedial measures will likely cause great
losses to the users. Therefore, biometric encryption is critical.

2.3 Point Set Topological Group Fractal Changing Algorithm

Firstly, the image data set division, after the division of the subset of hash operations as
a random key input, and then get the fractal changing loop operation, the coordinate
values of the sub set points after loop operation are obtained, the final output of the
pseudo random sequence. The flowchart of the point set topological group fractal
changing algorithm is shown in Fig. 1.
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3 User Access Security Authentication Design Model
in Cloud Manufacturing

The architecture of cloud manufacturing system mainly includes physical resource
layer, cloud manufacturing, virtual resource layer, cloud manufacturing core service
layer, application interface layer and cloud production application layer. Users in
different industries need to access and use various cloud services of cloud manufac-
turing systems only through cloud manufacturing portals, various user interfaces (in-
cluding mobile terminals, PC terminals, dedicated terminals, etc.). The two layers in the

Fig. 1. The flowchart of the point set topological group fractal changing algorithm
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cloud manufacturing architecture are connected to the outside world, directly to the
user. User access security authentication is divided into the user which is bound to
platform command access security authentication and the user which is bound to client
access security authentication. The authentication process is shown in Fig. 2.

When the user which is bound to platform command access security authentication.
First of all, the cloud management platform based on user login web page user
information to pass user certificates. If the user does not have a certificate to store user
security information, the certificate is returned to the user and pass commands to collect
biological information features of users. Then, perform the trusted pattern recognition
technology and the certificate signature binding authentication and returns the result of
the execution. At last, enters the other service process. If there is a certificate of user
security information locally, the binding authentication is performed directly.

When the user which is bound to client access security authentication, client return
a certificate‘s biometric information, then according to public key which is associated
with biometric information. The biometric information feature template is restored by
using the information characteristic associated with the private key. The platform issues
commands to collect user information characteristics. Then, perform the trusted pattern
recognition technology and the certificate signature binding authentication and returns
the result of the execution. The cloud management platform analyzes binding
authentication information, determines the user access, and then provides services.

Fig. 2. User access security authentication model in cloud manufacturing
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4 Biological Feature Information Encryption Instance
Simulation

4.1 Point Set Topological Group Fractal Changing Algorithm Instance
Running

Safety certification process Manufacturing System in the cloud access users are
required in the use of biometric technology to read the biological characteristics,
biological characteristics of information security also have a risk. In this paper, we use
the point set topological group fractal changing algorithm. Taking the fingerprint image
of a network public database as a reference example, the random key generation is
completed by using the point set topological group fractal changing algorithm.

Run the program, select a fingerprint image to open. The simulation fill in 38, so
perform 38 units Point set topological group fractal changing arithmetic operations, the
operation of the contents recorded in the “mmlog” file.

4.2 Generate Point Set Topological Group Fractal Changing Operation
Value

Open the file “mmlog” by G1 K½ � and Gn K½ � display set a series of data collection G K½ �.
From the beginning to the end, it is shown that each set of data is not the same, showing
great variability and randomness (Fig. 3).

The range of K the value is 1–38.
Move K½ �, Round K½ �, MRNumber K½ � numerical range is also from Move 1½ � ¼ 6,

Round 1½ � ¼ 4, MRNumber 1½ � ¼ 3, to perform 38 units point set topological group
fractal changing arithmetic operations, show Move 38½ � ¼ 8, Round 38½ � ¼ 3,
MRNumber 38½ � ¼ 6.

From the file set G 2½ � series data of G1 2½ � and G2 2½ � composed, to set G 39½ � series
data of G1 39½ � and G2 39½ � composed, 38 set of G K½ � changing data. The first set is the
initial data.

Fig. 3. “mmlog” file content

54 X. Xie et al.



5 Conclusion

This paper designs a user access security authentication model in cloud manufacturing,
and applies biometric identification technology to user security authentication, which
provides security for users to secure access in cloud manufacturing. At the same time,
this paper uses the algorithm of point set topological group fractal changing. The
biometric information is encrypted by biometric identification technology, and the
security key is generated by combining the data of biological features to protect the
user’s information security, and further protect the security authentication of users in
cloud manufacturing. This article has carried on the research safety certification of user
in cloud manufacturing, and to ensure the safety of user data such as intrusion detection
techniques do not study, this is should pay attention to the subsequent cloud manu-
facturing safety problems in the research, but also need to carry out research on
infrastructure safety and operation management of safety, strengthen the security of
cloud manufacturing system. However, the technology of intrusion detection and other
technologies to ensure the security of user data has not been studied. This should be the
focus of attention in the follow-up research of cloud manufacturing safety. Meanwhile,
it also needs to study infrastructure and security, operations management security. To
strengthen cloud manufacturing security protection system.
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Abstract. In view of the feature points extracted by the SIFT algorithm can not
fully represent the structure of the object and the computational complexity is
high, an improved Harris-SIFT image matching algorithm is proposed. Firstly,
the feature points of the image are extracted by Harris corner detection operator.
Then, the feature points are described by using the 28 dimension increasing
homocentric square window. Euclidean distance is used as the similarity mea-
sure function in the matching process. Finally, simulation results show the
validity of the improved algorithm, providing a new thought for the research
into the image matching.
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1 Introduction

Image matching is a kind of algorithm for finding similar image block, which is mainly
based on the similarity and conformity analysis of image content, characteristics, grey
degree, etc. [1]. Image matching technology has been applied to 3D Reconstruction [2],
target tracking, remote sensing data analysis and many other fields [3, 4]. But it is still a
problem to find one with high real-time and high precision from so many existing
algorithms at present.

In recent years, there have been numerous image matching algorithms, including
Moravec detection operator, Harris detection operator [4] and SUSAN detection
operator [5]. SIFT (scale invariant feature transform) algorithm, PCA-SIFT algorithm
[6], SVD matching method and Integration image method are new algorithms in
modern society. In 2004, Lowe presented SIFT algorithm based on Local invariant
descriptors. It has been broadly applied in many scenes with rotating zoom, partial
occlusion, scale invariant, etc. [7]. But the feature points extracted by the SIFT operator
do not fully represent the actual structure of the object. Beyond that, SIFT descriptors
are quite complicated in calculation [8] and weak in real-time performance. On the
basis of the above disadvantages, SIFT algorithm is not applicable to the higher
requirements [8, 9]. The angle point features extracted by Harris operator is a good
indication of the physical characteristics of the object, which is a stable angle point
extraction algorithm [10].

This paper discusses the problem of the poor real-time performance of SIFT
algorithm, and improves the descriptors of SIFT. In addition, this paper presents an
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improved Harris SIFT algorithm in combination with the Harris point detection
operators. The simulation results demonstrate the effectiveness of the proposed
algorithm.

1.1 Feature Point Detection Algorithm

The basic idea of SIFT algorithm: firstly, the scale space of image is constructed, and
the key points are detected by extreme value detection in scale space, and the points
with low contrast points and unstable edges are removed. Then the main direction of
the key point is determined in scale space, and finally describe the key points, and make
the descriptors unique.

1.2 Extreme Value Detection in Scale Space

Scale space is a theory which is simulating multi-scale characteristics to analog image
data. SIFT algorithm finds the key points in different scale spaces. And the only linear
kernel of scaling transformation is the Gauss convolution kernel. Therefore, the scale
space of an image Lðx; y; rÞ is defined as the convolution of a variable scale Gauss’s
function with the original image. e.g. (1):

Lðx; y; rÞ ¼ Gðx; y; rÞ � Iðx; yÞ ð1Þ

where: r is scale parameter.
In order to obtain more stable image features, difference of Gaussians (DoG) is

proposed, e.g. (2):

Dðx; y; rÞ ¼ Lðx; y; krÞ � Lðx; y; rÞ ð2Þ

where: k is related to the number of layers per dimension s in the scale space, k ¼ 2
1
s .

In order to obtain the extreme points in the scale space. Each pixel needs to be
compared with the 26 points, including the pixel scale, the same scale and the upper
and lower scales. If it is the maximum or minimum in its adjacent points, the point is
considered to be the extreme point in the scale space.

The key point which is obtained by the method of above-mentioned is the extreme
points of discrete space, is not really extreme point. So the DOG function should be
fitted of a curve, and then repeatedly interpolated to get continuous space extreme
points. And the number of iterations or beyond the image boundary points are removed
to obtain accurate positioning. At the same time, the low contrast points and edge
unstable points are removed, so that the noise immunity can be enhanced.

1.3 Allocation of Key Points

In order to make the descriptor have rotation invariance, the directional parameters of
each key point are obtained according to the gradient direction distribution feature of
the neighborhood pixels of feature points. The formula of calculating the modulus
mðx; yÞ and direction hðx; yÞ of the gradient which belongs to the feature points, (3) and
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(4). Histograms are used to represent the gradient size and direction of pixels, and the
peak direction of the histogram is the main direction of the key points. Using a column
at 10 degrees, 0°–360° is divided into 36 columns. We give 8 columns, one of which is
the main direction and the other is the auxiliary direction.

mðx; yÞ ¼ ððLðxþ 1; yÞ � Lðx� 1; yÞÞ2 þðLðx; yþ 1Þ � Lðx; y� 1ÞÞ2Þ12 ð3Þ

hðx; yÞ ¼ tan�1 Lðx; yþ 1Þ � Lðx; y� 1Þ
Lðxþ 1; yÞ � Lðx� 1; yÞ ð4Þ

1.4 Key Point Descriptor Generation

First, the coordinate axis is rotated to be consistent with the main direction of the
feature points, so as to ensure rotation invariance. Neighborhood statistics range of
SIFT for each of the key points is 16 � 16 pixel window, and divide it into 4 � 4 sub
regions, each sub region containing 4 � 4 pixels, and then calculate the gradient of 8
directions in each sub area of the histogram; last sort vector information on the 8 the
direction of each sub region in the vector sorted form a 4 � 4 � 8 = 128 dimensional
feature descriptor. Such a feature descriptor has the invariance of scale change, geo-
metric deformation and illumination change.

The 128 dimensional descriptor of this algorithm makes the computing complexity
and the real-time performance poor, and the detected feature points can not show the
physical structure of objects.

2 Improved Harris-SIFT Algorithm

2.1 Detection of Feature Points

The principle of Harris corner detection is: taking a small window to move toward any
direction in infinitesimal displacement by centering on target pixel; only when the
center of this window is corner that the gray feature values of window change in all
directions. According to the variation degrees of gray feature values in each direction,
the feature and location information of corners in image can be determined. The gray
degree variation is presented by the analytical formula as follows:

Eðx; yÞ ¼
X

wx;yðIxþ u;yþ v � Ix;yÞ2 ¼ u v½ �M u
v

h i

ð5Þ

In this formula, u is the displacement of small window centering on (x, y) in the
direction of X; v is the displacement in direction Y; wx;y is Gauss window function; I is
function of image gray scale.
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Calculating the value of matrix M:

M ¼ I2x IxIy
IxIy I2y

� �

ð6Þ

where Ix and Iy respectively are the gradient values of image pixels in horizontal as well
as vertical directions.

Calculating the interest values of each pixel corresponding to original image, which
is R value:

R ¼ DetðMÞ � kTr2ðMÞ ð7Þ

where k is experience value taken 0.04–0.06. When the R value in certain point is
greater than the given threshold value T, this point is deemed as corner. The threshold
value T in this paper is 0.05.

2.2 Description of Feature Points

This paper will adopt neighborhood information to improve descriptor because of its
strong anti-noise ability. The layer-by-layer increasing homocentric square window is
applied in this paper to describe the neighborhood information of key points. This
method divides the neighborhood around key point into 4 regions so as to establish 28
dimension feature point descriptor. The layer-by-layer increasing homocentric square
window indicates that, the pixel closer to key point will generate stronger influence on
ultimate feature description.

The specific construction method is: taking the window in key point closer to
20 � 20 pixel as the neighborhood scope of this key point for statistics, and regarding
the 4 adjacent neighborhoods as first group; then expanding 2 pixels in each direction
of first group and taking this neighborhood circle as second group; expanding 3 pixels
in each direction of second group to obtain the corresponding neighborhood circle;
expanding 3 pixels in each direction of third group to obtain the corresponding
neighborhood circle as shown in Fig. 1. Finally, calculating the gradient accumulated
values in 8 directions of pixel in each group. The feature vectors of 1–4 dimensions
belong to first group, just as the style a shown in the diagram. The feature vectors in
second group are adopted as 5–12 dimensions. I this ways, the feature vectors of 28
dimensions are acquired; such arrangement presents that, the pixel closer to key point
will generate stronger influence on feature description. The grayscale accumulated
values of pixels within each region is computed and normalized to obtain the feature
descriptor with illumination invariants.

The grayscale accumulated values of pixels within each region is computed and
normalized to obtain the feature descriptor with illumination invariants. The following
formula is acquired by normalizing grayscale accumulated values:

fi ¼ fi

,
ffiffiffiffiffiffiffiffiffiffiffi

X4

i¼1

fi

v
u
u
t ; i ¼ ð1; 2; 3; 4Þ ð8Þ
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fi ¼ fi

,
ffiffiffiffiffiffiffiffiffiffiffi

X8

i¼1

fi

v
u
u
t ; i ¼ ð1; 2; 3; � � �8Þ ð9Þ

where formula (8) is to normalize the grayscale accumulated value of vectors in first
group; formula (9) is acquired by normalizing the grayscale accumulated value of
vectors in last three groups. Thus, the feature vector of 28 dimension is presented as
follows:

Fi ¼ ðfi1; fi2; � � � fi28Þ ð10Þ

The improved algorithm descriptor is reduced from 128 dimension to 28 dimen-
sion; meanwhile, the contained neighborhood is changed from 16 � 16 into 20 � 20
with more neighborhood information, which not only reduced calculated amount, but
also avoided the loss caused by decrease of seed points.

2.3 SIFT Feature Vector Matching

The Euclidean distance is adopted as similarity metric function to carry our feature
vector matching; k-d tree is utilized to search so as to look for the nearest-neighbor and
next nearest neighbor feature points corresponding to each feature points. In these two
feature points, if the distance ratio through dividing nearest neighbor by next nearest
neighbor is smaller than certain given proportion threshold value, then such pair of
matching point is accepted.

3 Experimental Result and Analysis

This paper firstly uses MATLAB programming to realize image matching and the shot
pictures for test.

Firstly, the matching of similar image pairs in classical SIFT is research so as to look
for the relationship between matching number of image pairs with scale variation of the
same article and matching number of similar image pairs; so a threshold value of

a b

Fig. 1. Schematic diagram of improved feature descriptor

60 Y. Cao et al.



whether being the image matching number of the same article. The setting of such
threshold helps prevent the wrong matching of similar image. The following is the result
diagram of matching similar images and the same article in rotation transformation.

According to a group of test image above, it can be concluded that, the average
matching number in the matching of similar image pair in Fig. 2(a) is 5, among which
the maximum value 9 and the matching number in the same article is 125. Based on the
test of abovementioned ten groups of similar image pairs, the following table is
obtained:

According to the results in Table 1, it is concluded that, the more the feature points
of articles detected, the more the wrong matching points of image will be. Based on the
statistical data of Table 1, this paper sets wrong matching threshold value M = 15. The
image with matching point pairs less than 15 will be output as wrong matching.

(a) Matching of similar image pairs 

(b) Image matching of the same article in rotation transformation

Fig. 2. Matching test of similar image pair
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Secondly, the matching verification of improved Harris-SIFT algorithm proposed in
this paper is implemented to analyze and compare it with original SIFT algorithm.
Figures 3 and 4 respectively are the experimental results of two image pairs; Table 2 is
experimental result statistics. It is obvious that, the feature points extracted by
improved Harris-SIFT algorithm are corners, which reduced the extraction time of
surplus feature points. In addition, the introduction of layer-by-layer increasing
homocentric square window greatly reduced computational complexity, enhanced
timeliness of original SIFT algorithm, and guaranteed matching correctness.

(1) According to above experimental results, this paper solved three problems of
original SIFT algorithm.

(2) By means of multiple matching experiments of similar images, this paper obtained
the wrong matching value M = 15; the setting of threshold value can effectively
prevent wrong matching of different articles.

(3) This paper adopted Harris corner detection algorithm in the detection stage of
feature point, which eliminated many not obvious feature points, reduced com-
putational complexity and enhanced correct matching rate; besides, the corners
obtained can better embody article characteristics.

(4) In the stage of feature description, this paper adopted 28 dimension layer-by-layer
increasing homocentric square window, which greatly shortened computation
time and enhanced matching timeliness.

Table 1. Statistics of similar image pair matching test

Test group 1 2 3 4 5 6 7 8 9 10

Mean value 5 2 8 4 6 5 7 4 6 3
Maximum value 9 6 14 8 11 12 14 9 12 7
Matching number of same object 125 78 143 112 119 98 127 103 136 63

(a) Scaling image pair 

(b) Image pair in rotation compression

Fig. 3. Matching of original SIFT algorithm
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4 Conclusion

The SIFT algorithm has the advantages of good scale, rotation, angle and light
invariance, which is widely used in image matching. This paper presents an improved
Harris SIFT algorithm based on the Harris angle point detection algorithm. The
algorithm uses the Harris operator to detect angle points, then improves the descriptor
for the SIFT operator. This algorithm describes the character points in a 28-dimensional
incremented rectangular-ambulatory-plane descriptor, and finally uses European dis-
tance as the measure function to match. Experimental results show that the feature
points extracted by the improved algorithm can be a very good reflect the structure of
the object, and greatly reduce the matching time, improves the accuracy of matching
as well.

Funding Project. This paper is supported by the project of young creative talents training
program of Heilongjiang undergraduate higher education institution (UNPYSCT-2015039).

(a) Scaling image pair

(b) Image pair in rotation compression 

Fig. 4. Improved Harris-SIFT algorithm matching

Table 2. Statistics of matching results

Image pair a b

Reduced
parameter

Matching
number

Matching
time/s

Correct
matching
rate/%

Matching
number

Matching
time/s

Correct
matching
rate/%

Original SIFT
algorithm

30 0.098 90.0 63 0.134 92.1

Improved
Harris-SIFT
algorithm

22 0.054 95.5 46 0.085 95.7
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Abstract. In order to obtain detailed information about Spark framework and
realize fine grained monitoring of cluster operation information, a performance
analysis system is designed. Therefore, the problems of Spark1.6 memory
management scheme are researched in depth and improved. The experimental
results show that the original memory management scheme is inconsistent with
the requirements of Spark’s official website. However, the improved memory
management scheme not only meets the requirements of Spark’s official web-
site, but also makes the application run successfully under the condition of small
memory capacity.

Keywords: Spark framework � Memory management � Memory overflow

1 Introduction

As a computing engine that excels in memory computing, memory management in
Spark is a very important module [1, 2]. Because of its outstanding memory calcula-
tion, putting the application running data in memory as much as possible, the most of
the errors in running applications are caused by spark memory overflow. Due to its
outstanding memory calculation, the application’s running data is stored in memory as
much as possible, resulting in most of the errors in running applications from the spark
memory overflow.

Through the research on the working mechanism of the distributed platform Spark,
a performance analysis system based on Spark log is designed to realize fine grained
monitoring of the cluster operation information. On the basis of fine grained moni-
toring, the memory management of Spark framework is studied deeply and the existing
problems are optimized.

2 Performance Analysis System Design

In order to determine the memory efficiency of the system, it is necessary to accurately
judge the application details of each stage of execution. So a performance analysis
system is designed.

Large data performance analysis system is divided into three main layers and the
overall framework is shown in Fig. 1. The first layer is Spark source plug in, which can
generate Spark application running log by the tool of the slf4j log and calling
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high-precision timing tools of the operating system, methods of Java, etc. The second
layer is the data collation layer. The running log generated by Spark is a readable
natural language of human oriented. It needs regular expression to extract the data it
needs. The original unstructured data is organized into structured data [3], which is
convenient for reading on the third level. The third layer is data visualization, which
can help users analyze the implementation of the application by drawing the appro-
priate chart with visualization tools.

3 Spark Memory Management

The memory management scheme in this article refers to the new memory management
scheme in the Spark1.6 framework [4–6]. The memory management scheme is
implemented using dynamic pre-emption, which means that Execution can borrow free
Storage memory and vice versa. The borrowed memory is recycled when the amount of
memory increases. In memory management, memory is divided into three separate
blocks as shown in Fig. 2.

By analyzing the memory management scheme, there is a problem that how much
memory Execution can borrow from Storage. Storage Fraction is configured on the
Spark official website to indicate the memory ratio that Storage occupies at least. To
study the Spark memory management scheme, it finds that when storage remaining
memory is larger than the difference between Storage’s memory and the initial allo-
cated memory, and when Execution needs more memory than it can borrow, then the
final borrow memory is equal to Storage of the remaining memory. To update Storage
and Execution memory, the now available memory of Storage is equal to the difference

Memory Usage

Spark log info

Data Visualization

Data extraction and arrangement

Spark inserted pile

Linux operating system

Hardware

Fig. 1. Spark performance analysis system framework

Spark Memory Include Storage and 
Execution Memory Default:75%

Reserved Memory Default:300M
User Memory(Default:25%)

Fig. 2. Unified memory manager in Spark 1.6
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between previously owned memory and Storage’s remaining memory. Depending on
the condition, the now available memory of Storage is smaller than the initial con-
figuration memory, which is inconsistent with the configuration described on the Spark
official website. This problem leads to the static configuration algorithm degenerate
into an approximate first come first service algorithm. The improved approach is to set
the borrowing memory size to the difference between the now available memory of
Storage and the initial configuration memory.

4 Experimental Verification

4.1 Memory Management Deficiencies and Improvements

In order to find problems of Spark memory management, it needs to obtain Execution
and Storage memory change information. Therefore, the associated log information is
added in the Spark framework and memory change information is recorded in the log
file. This experiment uses Spark1.6 memory management scheme. The configuration
parameters of Spark Memory Fraction and Spark Memory Storage Fraction are 0.75
and 0.5 respectively. Based on the configuration parameters and the 8G size of the
committed memory, the Storage memory is calculated to be no less than 2887.5 M.

The Storage Memory change information is obtained by submitting the same
PageRank application in the memory management scheme before and after the
improvement, as shown in Fig. 3. From the diagram, the memory of the before
improved memory management scheme varies with time and the minimum of Storage
memory is only 0.297044 M, which obviously does not meet its minimum requirement
of 2887.5 M. So there are problems about Execution and Storage memory borrowing
from each other. However, memory of the improved memory management program
changes in the range of 500 M at different times and memory size is more than
2887.5 M, in line with requirements.
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To verify the performance of the memory management scheme, the same appli-
cation is presented and the change is only the size of the executor memory. The running
time of PageRank applications before and after the improvement of the Spark memory
management scheme is shown in Fig. 4. The performance of the before improved
memory management scheme is basically the same as the improved when the memory
is relatively large. However, the application in the before improved memory man-
agement scheme cannot run properly when the memory size is 7G and 6G, while the
improved memory management solution application can still run successfully. There-
fore, the overall performance of the improved memory management scheme is superior
to that of the before improved memory management scheme.

5 Conclusions

The source code and implementation principle of Spark framework are analyzed in this
paper. The insufficiency of memory management scheme is proved through experi-
ments and the shortcomings of memory management are improved. The improved
memory management scheme not only meets the requirements of Spark’s official
website for Storage memory configuration, but also has a better performance than the
before improved memory management scheme.
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Abstract. Tor is one of the most popular anonymous communication
systems, and its ability of providing receiver anonymity makes hidden
services more and more attractive. However, with the exposure of illegal
contents such as child pornography and drug trades in hidden services,
it becomes urgent to make a comprehensive analysis and evaluation of
hidden services in the Tor network. In this paper, based on the frequent
updates of hidden service descriptors, we proposed an approach to model
Tor hidden service discovery as a generalized coupon collector problem
with group drawings. Our experiments based on the real Tor network
proved the efficiency and feasibility of the proposed model, which proved
the possibility of harvesting most of hidden services with a small amount
of resources.

Keywords: Tor · Hidden service · Discovery · Coupon collector

1 Introduction

Tor [1] is one of the most popular low-latency anonymous communication sys-
tems. Based on globally distributed volunteer-run relays, Tor uses several hops
to forward users’ messages in a layered-encryption way to prevent an external
or internal attacker from correlating the two parties of a communication. Up
to November 2016, there are about 7000 running Tor relays and 2000 bridges
distributed around the world, and about 2 million users around the world using
Tor to protect their communication anonymity [2].

In addition to protecting the client’s anonymity, in order to hide the identities
of service providers while enabling them to run normal web services, hidden
service [3] was introduced into Tor in 2004. Recently, with the appearance of
illegal contents such as child pornography and drug trades in hidden services,
it becomes attractive to realize the current situation of hidden services in Tor
network, such as their total number, content distribution, individual popularity
and so on. All of these makes hidden service discovery a prerequisite.

In this paper, we model the hidden service discovery by running HSDirs as
a generalized coupon collector problem, and based on the proposed model, we
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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efficiently quantify the relationship between what you have and what you get in
terms of hidden service discovery. Contributions in this paper can be summarized
as follows:

1. We model the hidden service discovery by modeling HSDirs as a coupon
collector problem with group drawings.

2. We quantify the relationship between consumed resources and collected hid-
den services in the discovery of Tor hidden services, and proved the feasibility
of harvesting most of hidden services with a small amount of resources.

Rest of the paper is organized as follows, Sect. 2 introduced the background of
Tor and hidden service, and simply summarized previous related work. Section 3
described our approach to model hidden service discovery as coupon collector
problem. Section 4 presented our experiment strategies to evaluate the proposed
model. Section 5 gave some discussions and Sect. 5 finally concluded the paper.

2 Background

2.1 Tor

Tor, the second-generation onion router [1], is a protocol that intends to
anonymize network traffic in a low latency manner. Messages in Tor are for-
warded through a multi-hop circuit in a layered-encryption manner, thus pre-
venting a single attacker from knowing both parties of a communication.

With the introduction of Hidden Service in 2004 [1], Tor makes it possible
for users to hide their locations while offering various kinds of web services, such
as web publishing, instant messaging servers and so on. And other Tor users can
connect to these hidden services without knowing providers’ network identity.

2.2 Related Work

The receiver privacy provided by hidden service attracts more and more users
to host web services in Tor network. The rapid growth of Tor hidden services
makes it a hot topic in the anonymous research and lots of work have appeared
to analyze and evaluate it.

Recently, the exposure of illegal hidden services [4] makes it appealing to
analyze the size and content of Tor hidden services. George Kadianakis et al.
added a statistics to the Tor software which can report the number of unique
.onion addresses observed by a hidden service directory. And then based on these
statistics, they extrapolated the total number of .onion addresses. Aiming to
enumerate all Tor hidden services, Biryukov et al. described an efficient approach
in [5]. They collected hidden services by deploying enough HSDirs based on a
shadowing technique.

As Tor network grows and more stringent requirements on becoming HSDirs,
we will inevitably have to face the predicament of using a small amount of
resources to collect hidden services. That is, we have to study these issues:
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1. How many hidden services can we discover if we don’t have enough HSDir.
2. How many HSDirs are needed if we just want to collect a certain percentage

of hidden services.

In this paper, we will present an model to describe the hidden service dis-
covery by running HSDirs, and based on the model, we will quantify the rela-
tionship between consumed resources and collected hidden services, and finally
give answers to the above questions.

3 Our Approach

In order to quantify the relationship between resources and collected hidden
services, we model the discovery of hidden services by running HSDirs as a
coupon collector problem. In this section, we will first introduce the coupon
collector problem, and then describe our modeling method, and finally deduce
the formulas to calculate two key parameters in the model.

3.1 Coupon Collector Problem

In the classical coupon collector problem, all n coupons are obtained with an
equal chance of 1/n. To collect all different coupons, the collector needs to do
Θ(n ln n) samples on average. In [6], Stadje extended the classical coupon prob-
lem to the situation where samples are done with replacement of equiprobable
groups of a fixed size g. And in this situation, given a subset A ⊂ S (S is the
set of all different coupons), Stadje deduced the distributions of the number of
distinct elements of A after k samples and the sample size necessary to obtain
at least say x elements of A. In this paper, we will analyze and evaluate the
discovery of hidden services by running HSDirs based on the extended coupon
collector problem.

3.2 Discover Hidden Services by Running HSDirs

According to the protocol of Tor hidden service, a hidden service has to publish
its descriptors to several HSDirs before can be accessed by any user.Tor relays
with the ‘HSDir’.flag forms a distributed hash table to store the descriptors pub-
lished by hidden services. Once descriptor identifiers are determined, the hidden
service first arranges HSDirs using their fingerprints in a closed fingerprint circle
and then chooses the three closest HSDirs in positive direction (fingerprint val-
ues of them are greater than the descriptor identifiers of the hidden service). As
a hidden service generates and publishes two replicas of descriptors by default, 2
sets of 3 HSDirs with consecutive fingerprints are chosen to store corresponding
descriptors.

It’s worth to note that, as each hidden service changes its descriptor identi-
fiers every 24 h, and thus probably changing its responsible HSDirs. A particular
HSDir will get an opportunity to discover a particular hidden service whenever
the hidden service changes its descriptor identifiers. And this makes it possible
to run a few HSDirs to collect more different hidden services over time.
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3.3 Modeling

We model the discovery of hidden services by running HSDirs as the extended
coupon collector problem with group drawings. We collect a group of hidden
services by running several HSDirs everyday, aiming at collecting as many hidden
services as possible. Assume the total number of Tor hidden service is S, and
the number of hidden services collected by h HSDirs one day is g. Then we can
map the discovery of hidden service to coupon collector problem as Table 1.

Table 1. Modeling

Symbols Coupon collector Hidden service discovery

S Total number of coupons Total number of hidden services

k Number of samples Number of days (24 h)

g Size of coupon group Number of hidden services collected one day (by
h HSDirs)

As shown in Table 1, we take the total number of hidden services as the
number of coupons, and due to the specification of Tor hidden service protocol
(i.e., hidden service changes its descriptor identifiers every 24 h), we set the
sampling interval to one day. Finally, the number of hidden services collected by
our h HSDirs in one day corresponds to the size of coupon group in [6].

However, before we can use the conclusion of coupon problem to quantify
the relationship between consumed resources and collected hidden services, we
have to first specify the values of S and g.

Total number of Tor hidden service. According to the design of Tor hidden
service [7], each hidden service generates 2 descriptors with different identifiers,
and each descriptor chooses 3 responsible hidden service directories to publish.
As both the descriptor identifiers and the fingerprints of HSDirs are generated
by SHA1 function, it’s reasonable to assume that the probability a descriptor
is published to each HSDir is equal1. Given the total number of HSDirs N
which can be learn from consensus files, the probability that a HSDir receives a
particular descriptor is 3/N , because once the descriptor identifier falls in one of
the three intervals before the HSDir in the fingerprint circular, this descriptor
will choose the HSDir as one of its responsible HSDirs. Besides, as each hidden
service updates its descriptors once per 24 h and generate two descriptors each
time, an HSDir thus gets 2 chances to be chosen by one hidden service in one
day. According to the Bernoulli trial [9], the probability for a HSDir to store a
given hidden service can be calculated as:

q = 1 − (1 − 3/N)2 = 6/N − 9/N2 (1)
1 In [8], George Kadianakis et al. computed the fraction of descriptors that a HSDir

is responsible for, and their results showed that the fraction value is very small
(0.024%), and there is little difference for this value between different HSDirs.
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Thus, given the average number of hidden services collected by an HSDir one
day, the total number of hidden services can be estimated by dividing the average
number with the above probability.

Size of coupon group. Another parameter in the extended coupon collector
problem is the size of coupon group, and in this section, we will estimate the
number of hidden services collected by h HSDirs per 24 h, i.e., the size of the
coupon group in one sample in the extended coupon collector problem. At first,
we make the following definition:

Catch Probability : The probability that a hidden service chooses at least one
of the deployed h HSDirs as its responding HSDirs, denoted by p.

At one hand, p is affected by the number of deployed HSDirs. Assume there
are h deployed HSDirs and totally N HSDirs. As the fingerprints of the deployed
HSDirs can be carefully chosen so that distances of any two deployed HSDirs
is larger than 3 in the fingerprint circular. As a result, no descriptor can be
published to more than one of the deployed HSDirs. However, with two different
descriptors, it’s possible for a hidden service to be published to two different
deployed HSDirs. Due to the fact that each hidden service updates its descriptors
once per 24 h and generate two descriptors each time, a hidden service has two
chances to select the deployed HSDirs in one day. As a result, the probability
that a hidden service chooses at least one of the h HSDirs as its responsible
HSDirs can be given by:

1 − (N − 3h)2/N2 (2)

where (N − 3h)2/N2 is the probability that neither of the two descriptors of
a hidden service chooses one of the deployed h HSDirs as their corresponding
HSDirs. Thus, the number of hidden services collected by h HSDirs one day can
be estimated by S ∗ p.

Once the total number of hidden services and the size of group are known,
combining with the conclusions in [6], we can get the expectation of the number
of distinct hidden services collected after k days with h HSDirs:

E(Xk(S)) = S

[
1 −

(
1 − g

S

)k
]

(3)

where, S is the total number of hidden services by Formula 1 and g is the number
of hidden services collected by h HSDirs one day by S ∗ p.

4 Evaluation

We have deployed several HSDirs to collect data to validate our model in early
2015. In this section, we will present our experiments and evaluation, and the
results proved the efficiency of our model.
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4.1 Experiment Deployment

Four machines have been deployed with 3 locating in American and 1 in Japan,
and by configuring 2 Tor instances on each machine, 8 HSDirs are finally oper-
ated. We further configured the fingerprints of deployed HSDirs not consecutive
so that a same hidden service descriptor would not be published to any two
HSDirs we ran. At last, by modifying Tor’s source code as [10], we recorded the
number of hidden service .onion addresses published to the 8 HSDirs (for the
privacy issues, we didn’t record the actual .onion addresses).

4.2 Evaluation

By default, hidden services change their responsible HSDirs every 24 h (note that
not all hidden services are synchronized, and thus different hidden services may
update their descriptor identifiers at different times). We recorded the number
of collected hidden services by each deployed HSDir per 24 h, as this makes all
hidden services have one chance to update its two descriptors (and thus two
chances to choose our HSDirs as its responsible HSDirs) during each statistical
period, which matches the requirements of coupon collect problem, i.e., each
coupon is collected by same probability in a sample. Figure 1 shows the number
of total collected hidden services by each HSDir per day respectively.

Fig. 1. Hidden services collected by each HSDir per day

Finally, 13337 distinct hidden services are collected by the 8 HSDirs in 28
days. And thus on average 13337/(28 ∗ 8) = 59.54 hidden services are collected
by each HSDir per day. It’s worth to note that the data collected by HSDir5,
HSDir6 and HSDir8 is not as stable as the rest 5 HSDirs, and we are still working
to find the reasons. When we exclude the data by these three HSDirs, the average
hidden services collected by each HSDir per day is 8046/(28∗5) = 57.47, which is
almost the same with the previous 59.54. For simplicity, we take 60 as the average
number of hidden services collected by one HSDir per day in the following.

Combing with probability Eq. 1, the total number of hidden services is esti-
mated as 60/[1− (1−3/2935)2] = 29365, where 2935 is the number of HSDirs in
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Tor network got from consensus files, and this result coincides with the statistic
(about 30000) announced on Tor network [11] at the writing time.

It’s also necessary to evaluate the size of the group of hidden services collected
one day to model the hidden service collecting problem as coupon collector prob-
lem. As analyzed in Sect. 3.3, we can collect 29365 ∗ (1−(2935−3 ∗ 8)2/29352) =
478 hidden services one day by 8 HSDirs given the total number of hidden ser-
vices is 29365.

Figure 2 gives the theoretical and the experimental number of accumulated
discovered hidden services, where the theoretical value is calculated by Eq. 3
with S set 29365 and g set to 478, while the experimental value is calculated
by summing the number of distinct hidden services collected by 8 HSDirs. The
result indicates that the proposed model in this paper is consistent with the
discovery of hidden service by running HSDirs with a high degree.

Fig. 2. Theoretical vs experiment

Given the efficiency of the proposed model, we can quantify the relationship
between the collected hidden services and the consumed resources, i.e., number
of HSDirs and number of days, as illustrated in Fig. 3. Specifically, according to
the proposed model, with the estimation that there are 29365 hidden services
in total and a HSDir can discover 60 hidden service one day, when 50 EC2 (the

Fig. 3. Conjecture
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resources needed to harvest hidden services in [5]) instances are deployed, more
than 90% hidden services will be discovered after 10 days.

5 Conclusion

In this paper, we proposed a model based on coupon collector problem to describe
Tor hidden services discovery by running HSDirs. The proposed model can effi-
ciently quantify the relationship between consumed resources and collected hid-
den services. Experiments based on the real Tor network proved the efficiency
and feasibility of the proposed model, and can be used to guide the harvesting
of hidden services in Tor network with a small amount of resources.
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Abstract. The compressed signal reconstruction of the sensing node has been a
hot research topic for the mobile Internet. At present, some reconstruction
algorithms finally adopt the minimum l1 norm optimization algorithm. In order
to solve the roughness, poor derivability and other defects of the minimum l1
norm function, this paper constructs the smooth graduation algorithm based on
l1 norm, proves the monotonicity of the function and the sequence convergence
of the optimal solution, and finally verifies the effectiveness of the function
through examples. In the simulation experiment, the signal reconstruction
algorithm and the classical OMP algorithm were compared, and the results show
that it receives better reconstruction effects, small error and high precision.

Keywords: Compressed reconstruction � l1 norm � Smooth graduation

1 Introduction

In the mobile Internet, the wireless sensor network is characterized by a large number
of nodes and large data acquisition and transmission capacity. However, due to its
small volume of its own node and the node energy restriction, how to reduce the energy
consumption of nodes and prolong the network life cycle is a key challenge confronted
by the development and application of the wireless sensor network technology [1, 2].
As a new sampling theory developed in recent years, compressed sensing (CS) [3–5]
may achieve the data compression by using the redundancy of the wireless sensor
network data, reduce the transmission of redundant information, and provide ideal
solutions to reducing the energy consumption of network nodes.

In the compressed sensing theory, the signal reconstruction has become the key to
obtaining accurate original signals and produced direct impacts on the measurements
required by the reconstruction, i.e., obtaining the transmission data volume required by
accurate obtaining of network data. Common signal reconstruction algorithms include
the minimum convex optimization algorithm based on l1 norm and the minimum
greedy algorithm based on l0 norm. The convex optimization algorithm is featured by
large calculation and good reconstruction effects, which is represented by Basis Pursuit
(BP) [6], Interior-point-iterative Algorithm, Gradient Projection For Sparse (GPSR)
[7], Projection onto Convex sets (POCS) [8], Homotopy Algorithm [9] and Least
Angle Regression (LARS) [10]. In spite of good reconstruction effects, the convex

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
G. Sun and S. Liu (Eds.): ADHIP 2017, LNICST 219, pp. 78–93, 2018.
https://doi.org/10.1007/978-3-319-73317-3_11



optimization algorithm are blocked easily when handling massive signal questions
because of high computational complexity and slow computation speed. During the
iteration each time, the greedy algorithm selects a local optimal solution to gradually
get close to the original signals that are characterized by poor accuracy and high
computation speed characteristics, which are represented by that Matching Pursuit
(MP) [11], Orthogonal Matching Pursuit (OMP) [12] and Stagewise Orthogonal
Matching Pursuit (StOmp) [13]. Literature [14] proposed to first use the arc-tangent
function l0 approximation norm, establish the noisy sparse reconstruction model
approximate to l0 norm, solve the model through quasi-Newton method, and analyze
the convergence of the algorithm. Numerical simulations show that the proposed
algorithm needs less measurements when reconstructing the sparse vectors and has
high accuracy; Literature [15] proposed a new smooth function sequence approxima-
tion norm, solve by combining with the gradient projection method, improve the
robustness of the algorithm by further proposing to adopt Singular value decomposition
(SVD), and achieve the accurate reconstruction of the sparsity signal; Literature [16]
put forward the fast smooth norm algorithm - FSL0 algorithm according to the char-
acteristics of Gaussian smoothing function gradient and Hesse matrix as well as basic
principles of Newton; Literature [17] utilized the signal sampling value, Laplace prior
distribution and Gaussian likelihood model, and derived the signal posterior probability
density estimate; finally, converted the MAP estimation process into a weighted iter-
ative L1 norm minimization question, and the signal reconstruction performance had
been improved significantly.

The ideal signal reconstruction is to adopt the signal reconstruction based on the
minimum l0 norm. However, this is an NP question, so it is converted into a solution to
l1 minimum norm. Since the minimum l1 norm is not smooth, this paper constructs,
presents and proves the minimum l1 norm based on the smooth graduation. Simulation
results show that the algorithm has better reconstruction effects than the traditional
OMP algorithm.

2 Signal Reconstruction Based on Smooth Graduation l1
Norm

The ideal signal reconstruction is obtained by solving the original reconstruction model
or the model based on the minimum l0 norm [23, 24]. However, this is an NP question,
so it is converted to a solution to an l1 minimum norm. Since this norm is not smooth,
this paper constructs a smooth graduation algorithm based on the l1 norm, describes the
monotonicity of the function and the convergence of the optimal solution, and uses this
function to perform the signal reconstruction.

2.1 Basic Knowledge

When solving the compressed sensing signal reconstruction, the l0 norm solution is
given as follows:
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min dðxÞ ¼ xk k0
s:t: Ax ¼ y

�
ð1Þ

The l0 norm is an NP question. It has been proved that signal reconstruction based
on the minimum l0 norm is equivalent to that based on solving the minimum l1 norm
[18, 19]. Therefore, signal-reconstruction questions are handled by solving the mini-
mum l1 norm with the following model:

min dðxÞ ¼ xk k1
s:t: Ax ¼ y

�
ð2Þ

2.2 The Improved l1 Question Model

An algorithm based on the l1 solution cannot be derived, so Eq. 2 cannot be solved by
an algorithm based on massive derivation. Equation 2 is a convex programming
question that can be converted to one of linear programming. However, the size of the
original question is doubled and the computing space is increased. A solution involving
large-scale data is characterized by slow computation speed and poor signal-
reconstruction effects. This paper adopts smooth, gradual, and progressive ideas,
constructs a smoothing function based on the l1 norm, studies the monotonicity and
optimal sequence, and finally solves Eq. 2.

Assuming Definition 1, when x 2 RN ; t[ 0, then

FðxÞ ¼ xk k1¼
XN
i¼1

xij j FtðxÞ ¼
XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ

c
t2

r
ð3Þ

Theorem 1:

lim
t!1FtðxÞ ¼ FðxÞ; FtðxÞ ¼

XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ

c
t2

r
; x 2 RN ð4Þ

Proof:

F
0
tðxÞ ¼

XN
i¼1

1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ c

t2

q � ðx2i þ
c
t2
Þ0

¼
XN
i¼1

1

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ c

t2

q � ð�2c
t3

Þ

¼
XN
i¼1

�c

t3
ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ c

t2

q

¼
XN
i¼1

�c

t2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðtxiÞ2 þ c

q \0

ð5Þ
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Then, ftkg is a monotonically decreasing integer sequence.
The following proves that FtðxÞ is bounded.
For any x and t,

FtðxÞ � FðxÞ ¼
XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ

c
t2

r
�
XN
i¼1

xij j

¼
XN
i¼1

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ

c
t2

r
�

ffiffiffiffiffi
x2i

q
Þ

¼
XN
i¼1

c
t2ffiffiffiffiffiffiffiffiffiffiffiffiffi

x2i þ c
t2

q
þ

ffiffiffiffiffi
x2i

p
�
XN
i¼1

c
t2ffiffi
c

p
t

¼
ffiffiffi
c

p
t
N

ð6Þ

Therefore FðxÞ�FtðxÞ�FðxÞþ
ffiffi
c

p
t N, Because:

lim
t!1½FðxÞþ

ffiffiffi
c

p
t
N� ¼ lim

t!1FðxÞþ lim
t!1

ffiffiffi
c

p
t
N

¼FðxÞþ 0

¼FðxÞ
ð7Þ

This is simplified to

0�FtðxÞ � FðxÞ�
ffiffiffi
c

p
N
t

ð8Þ

Take the limit toward both sides and obtain lim
t!1FtðxÞ ¼ FðxÞ. The proof ends.

According to Theorem 1, question 1 can be rewritten as

min FtðxÞ
s:t: Ax ¼ yðt ! þ1Þ ð9Þ

Given that there is a continuous real number t, it is very difficult to solve Eq. 9.
Through discretization of t, we can obtain

min FtðxÞ
s:t: Ax ¼ yðtk ! þ1Þ ð10Þ

where ftkg is a monotonically increasing integer sequence.
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Theorem 2: The existence set S ¼ fx jFtðxÞ�FkðxÞg has certain limits. The optimal
solution to problem 5 is x�ðtkÞ, i.e., t ¼ tk , so x� is the optimal solution of Eq. 1, and
fx�ðtkÞg existence sub-column converges to x�.

Proof: Since Ftðx�ðtkÞÞ�Ftðx�ðtkþ 1ÞÞ�Ftþ 1ðx�ðtkþ 1ÞÞ and F1ðxÞ ¼ FðxÞ�FtðxÞ,
the combination set S has limits and fx�ðtkÞg has a certain limit, so there is a converged
sub-sequence fx�ðtkÞg. When the variable i approaches infinity, fx�ðtkÞg ! �x, and it is
proved that �x ¼ x�. Proof by contradiction is as follows:

Assume �x 6¼ x�,Fðx�Þ � Fð�xÞ\0.
Taking e0 [ 0 and assuming Fðx�Þ � Fð�xÞ ¼ �e0, and lim

t!1FtðxÞ ¼ FðxÞ, then

9I1 [ 0; 8i � I1; Ftðx�Þ � Fðx�Þ\ e0
2

ð11Þ

Therefore,

Ftðx�Þ � Fð�xÞ ¼ Ftðx�Þ � Fðx�ÞþFðx�Þ � Fð�xÞ\� e0
2

ð12Þ

Because

lim
t!1Ftðx�ðtkÞÞ ¼ F1ð�xÞ ¼ Fð�xÞ ð13Þ

Therefore,

9I2 [ 0; 8i � I2;Ftð�xÞ � Fðx�ðtkÞÞ\ e0
2

ð14Þ

Therefore, 8i�maxfI1; I2g, the following equation can be obtained:

Ftðx�Þ � Fðx�ðtkÞÞ ¼ Ftðx�Þ � Fð�xÞþFð�xÞ � Fðx�ðtkÞÞ\0 ð15Þ

Ftðx�Þ\Ftðx�ðtkÞÞ and x�ðtkÞ are obtained as the optimal solution of problem 5, so
�x ¼ x�.

Theorem 3: Problem 6 is a convex programming problem.

Proof: Suppose set D ¼ fx jAx ¼ yg.
Where A is the matrix of N 	M, x 2 RN ; y 2 RM

For 8xð1Þ; xð2Þ 2 D and 8k 2 ½0; 1�

A½kxð1Þ þ ð1� kÞxð2Þ�
¼ kAxð1Þ þ ð1� kÞAxð2Þ
¼ kyþð1� kÞy
¼ y

ð16Þ

So kxð1Þ þ ð1þ kÞxð2Þ 2 D. And therefore D is Convex set.

82 X. Chen



The following proves that the objective function FtðxÞ ¼
PN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ c

t2

q
; x 2 RN x is

a strictly convex function on the set D.

FtðxþDxÞ ¼
XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi þDxiÞ2 þ c

t2k

r

�
XN
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2i þ

c
t2k

r
þ
XN
t¼1

xiDx
0
iffiffiffiffiffiffiffiffiffiffiffiffiffi

x2i þ c
t2k

q
¼ FtðxÞþrFtðxÞTDx

ð17Þ

So FtðxÞ is a convex function on D.

In fact r2FtðxÞ ¼

tkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðx1tkÞþ c�3

p � � � 0

0 . .
.

0
0 tkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½ðxwtkÞþ c�3
p

2
6664

3
7775 2 RN	M is Positive-definite

matrix.
So FtðxÞ is a strictly convex function.

Theorem 4: Suppose x�ðtkÞ is the optimal solution of t ¼ tk for Eq. 10, and x� is the
global optimal solution to problem 2. Therefore, for any tk [ 0 and k ! þ1, then

x� � x�ðtkÞk k�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxf

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q
t2k

g ffiffiffi
c

p
N

vuut ð18Þ

Proof: Select the target function FtðxÞ. Its x ¼ x�ðtkÞ Taylor expansion is

FtðxÞ ¼ Ftðx�ðtkÞÞþrFtðx�ðtkÞÞTðx� x�ðtkÞÞþrFtðx�ðtkÞÞðx� x�ðtkÞÞ
þ oðx� x�ðtkÞÞTðx� x�ðtkÞÞ

ð19Þ

Given x ¼ x� and the necessary conditions of the first-order derivative, the fol-
lowing equation can be obtained:

FtðxÞ � Ftðx�ðtkÞÞ ¼
XN
i¼1

1
2

tkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q ðx� � x�ðtkÞÞ2 þ oðx� x�ðtkÞÞTðx� x�ðtkÞÞ ð20Þ

Because r2FtðxÞ is a diagonal matrix, the following equation can be obtained:

FtðxÞ � Ftðx�ðtkÞÞ�minf tk

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q g x� � x�ðtkÞk k22 ð21Þ
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Because FtðxÞ is monotonously decreasing over t, we can obtain the inequality
Ftðx�ðtkÞÞ � Ftþ 1ðx�ðtkÞÞ\0. x� is the global optimal solution of problem 2, and the
following equation can be obtained:

FtðxÞ � Ftðx�ðtkÞÞ\0 ð22Þ

x� � x�ðtkÞk k22 �maxf
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q
tk

gðFtðx�Þ � Fðx�ðtkÞÞÞ

¼ maxf
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q
tk

gðFtðx�Þ � Fðx�Þ þFðx�Þ � Fðx�ðtkÞ
þ Fðx�ðtkÞ � Ftðx�ðtkÞÞÞ

� maxf
2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q
tk

gðFtðx�Þ � Fðx�ÞÞ

ð23Þ

Substitute Eq. 8 into the above equation to obtain 0�Ftðx�Þ � Fðx�Þ�
ffiffi
c

p
N
t , i.e.,

x� � x�ðtkÞk k�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
maxf

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðxitkÞ2 þ c�3

q
t2k

g ffiffiffi
c

p
N

vuut ð24Þ

The proof ends.
Therefore, according to Theorem 2, the algorithm of Eq. 25 is as follows.

Algorithm 1 steps:
Step 1: Enter the matrix A and t0, the measured value y, the threshold e, and the
step h
Step 2: Given k ¼ 0; x�0ðt0Þ ¼ A

0
y

Step 3: Given tk ¼ t0 þ kh, obtain the optimal solution x�ðtkÞ of Eq. 25.
Step 4: Given x�ðtkÞ � x�ðtk�1Þk k[ e, set k ¼ kþ 1, return to step 3, and
otherwise output x�ðtkÞ

2.3 Algorithm Examples

Suppose we have A ¼
1 0 3 4 5 8 2 3 �1 5
0 �10 4 1 2 3 4 7 8 3
�9 15 4 3 8 6 4 7 2 4
2 5 1 7 6 3 �5 0 9 7

2
664

3
775, y ¼

1

4

2

5

0
BBB@

1
CCCA;

assume tk ¼ 10þ 200k, Ftðx�ðtkÞÞ, x�ðtkÞ � x�ðtk�1Þk k2, and the computational results
of x�ðtkÞ can be obtained according to the algorithm solution process, as shown in
Tables 1 and 2:
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According to Tables 1 and 2, it is feasible to discrete the question, proving that
Eq. 10 has effects and demonstrating that the algorithm 1 can achieve signal
reconstruction.

3 Reconstructed Signal Algorithm Based on Smooth
Approximation Norm lp

In the previous chapter, we improved the signal reconstruction based on norm l1 by
constructing a smooth approximation function. However, the pseudo-norm xk kp
0� p� 1ð Þ rather than xk k1 is a better approximation of the norm xk k0 in the original
problem. This chapter adopts the maximum entropy function smooth approximation lp,
proposes the MEFM algorithm, and validates using a one-dimensional signal-
reconstruction example.

3.1 Preliminary Knowledge

Restoration signals will sometimes receive better effects by adopting lpð0\p\1Þ norm
optimization than by adopting the l1 norm optimization method.

The pseudo-norm xk kp 0� p� 1ð Þ rather than xk k1 is more approximate to the
norm xk k0 in the original problem. The problem model is as follows:

Table 1. Numerical results

k Ftðx�ðtkÞÞ jjx�ðtkÞ � x�ðtk�1Þjj2
1 1.07768 0.55466
2 1.05858 0.04529
3 1.05232 0.00919
4 1.0492 0.00859
6 1.04569 0.00379
8 1.04352 0.00291
10 1.0432 0.00121

Table 2. Numerical results

k x�ðtkÞ
1 ð�0:02517 �0:07485 0:00241 �0:00669 �0:01147 0:72901 0:06089 0:00701 �0:01242Þ
2 ð�0:02519 �0:07131 0:00129 �0:00361 �0:00621 0:71601 0:08321 0:00401 �0:00653Þ
3 ð�0:02521 �0:07129 0:00091 �0:00312 �0:00521 0:71982 0:08643 0:00261 �0:00489Þ
4 ð�0:02521 �0:07129 0:00091 �0:00312 �0:00521 0:71982 0:08643 0:00261 �0:00489Þ
6 ð�0:02497 �0:06751 0:00041 �0:00125 �0:00219 0:69758 0:09999 0:00239 �0:00231Þ
8 ð�0:02492 �0:06763 0:00038 �0:00101 �0:00149 0:59501 0:10152 0:00099 �0:00108Þ
10 ð�0:02516 �0:06731 0:00029 �0:00103 �0:00129 0:69371 0:10371 0:00081 �0:00128Þ
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min dðxÞ ¼ xk kp
s:t: Ax ¼ y

ð0\p\1Þ
�

ð25Þ

When choosing the sparse vector to be the global lpð0\p\1Þ minimum solution of
Ax = y, fewer y observations are required than with the l1 norm optimization method
[20]. In addition, existing proved sufficient conditions for lower signal reconstruction
requirements than the norm l1 [21–23]. This paper constructs a smooth approximation
function of the norm lpð0\p\1Þ by the maximum entropy function, thus realizing the
signal reconstruction.

In formula 25 for the lpð0\p\1Þ norm minimization, the objective function can
be expressed as

xk kp¼
Xn
i¼1

xij jp
 !1

p

¼
Xn
i¼1

maxfxi;�xigð Þp
" #1

p

ð26Þ

So, formula 25 can be written as

min uðxÞ ¼ Pn
i¼1

ðmaxfxj � xigÞp
� �1

p

s:t: Ax ¼ y
ð0\p\1Þ

8<
: ð27Þ

where uðxÞ is the objective function.
Since the objective function in formula 8 is not derivable, the smoothing constraint

algorithm cannot be employed. This paper constructs a smoothing function to
approximate formula 27 and transforms the problem into a constrained smoothing
problem that can be solved using the smooth constraint algorithm.

3.2 Smooth Approximation of the Norm lp in the Algorithm

The maximum entropy function q�1 In½expðq tÞþ expð�q tÞ� is a smooth approxima-
tion of the maximum function max{t, −t} [24], where q[ 0 and t is a variable. By
substituting the function maxfxi;�xig for q�1 In½expðq xiÞþ expð�q xiÞ� in for-
mula 27, we obtain the following smoothing problem:

min Cðx; qÞ ¼ Pn
i¼1

ðq�1 ln½expðqxiÞþ expð�qxiÞ�p
� �1

p

s:t: Ax ¼ y
ð0\p\1Þ

8<
: ð28Þ

Lemma 1 [23]. 8p 2 f1; 2; . . .; kg; k 2 N; gpðxÞ : Rn ! R is assumed to be a con-
tinuously differentiable function,

hðxÞ ¼ max
1� p� k

½gpðxÞ�;Hðx; pÞ ¼ 1
p
ln
X1

expðqgpðxÞÞ�
" #

ð29Þ
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Then, the function Hðx; pÞ has the following properties:

(1) 8x 2 Rn and 0\q1\q2, there exists Hðx; q1Þ�Hðx; q2Þ
(2) 8x 2 Rn and q[ 0, there exists hðxÞ�Hðx; qÞ� hðxÞþ ln k

q

(3) 8x 2 Rn and q[ 0, there exists lim
q!1Hðx; qÞ ¼ hðxÞ.

Lemma 2: The function Cðx; pÞ ¼ jj lnðeqx þ e�qxÞ
q jjp ¼ ½Pn

i¼1
ðlnðeqx þ e�qxÞ

q Þp�1p 8x 2 Rn and

q[ 0, there exists

uðxÞ�Cðx; qÞ�uðxÞþ
ffiffiffi
nq

p
ln 2
q

ð30Þ

where uðxÞ ¼ xk kp¼ ðPn
i¼1

xij jpÞ1p.

Proof: According to Lemma 1, 8x 2 Rn; q[ 0, there exists the relation:

0� 1
q
ln½expðqxiÞþ expð�qxiÞ� �maxfxi;�xig� ln 2

q
ð31Þ

According to the definitions of Cðx; qÞ and uðxÞ, this paper concludes that

Cðx; pÞ � uðxÞ ¼ jj lnðe
qx þ e�qxÞ
q

jjp � jjxjjp

� jj lnðe
qx � e�qxÞ
q

� xjjp

¼
Xn
i¼1

ðlnðe
qxi þ e�pxiÞ

q
Þ � jxijp

" #1
p

ð32Þ

According to formula 9, we conclude that

0�Cðx; qÞ � uðxÞ�
ffiffiffi
np

p
ln 2
q

ð33Þ
The proof ends.

Lemma 3: 8x 2 Rn; q[ 0, there exists

uðxÞ�Cðx; qÞ�uðxÞþ
Xn
i¼1

ðln 2
q
Þ

" #1
p

¼ uðxÞþ
ffiffiffi
np

p
ln 2
q

ð34Þ

And

lim
q!1Cðx; qÞ ¼ uðxÞ ¼ xk kp ð35Þ

The following hypotheses are assumed for problem 1.
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The rank of the matrix A is m, and the variable x ¼ xB; xN½ �T , where xB ¼ ðxB1 ;
xB2 ; . . .; x

B
mÞ, is the vector corresponding to the basic vector; xN ¼ ðxNmþ 1; x

N
mþ 2; . . .;

xNn ÞT is the vector corresponding to the non-basic variable; B is the m-th column of
matrix A corresponding to the basic vector; N is the (n–m)-th column corresponding to
the non-basic variable; the matrix A ¼ ½B;N�; and the feasible region fx jAx ¼ yg is not
empty.

In the above hypotheses, the constraint condition Ax ¼ y in (1) can be written as

BxB þNxN ¼ y ð36Þ

xB ¼ B�1ðy� NxNÞ is available. Substitute xB into the objective function of
problem 3 to transform formula 3 into the following unconstrained problem:

min
x2R

MðxN ; qÞ ¼ CðB�1ðy� NxNÞ; xN ; qÞ ð37Þ

This paper obtains the respective optimal solutions of problems 1 and 2 by using x�

and xðq�Þ.
Algorithm Steps

Step 1: Take ðxNÞ0 2 Rn�m and the error 1[ b[ 0 ; d 2 ð0; 1Þ
Step 2: q� ¼

ffiffiffi
np

p
ln 2

bð1� dÞ
Step 3: Solve formula 10, i.e., solve the following problem:

min
x2R

MðxN ; q�Þ ¼ CðB�1ðy� NxNÞ; xN ; q�Þ ð38Þ

where MðxN ; q�Þ is the objective function.

The algorithm has the following properties:

Theorem 5: Assume that the optimal solution of problem 12 is ðxNðq�ÞÞ� and the
point generated by the algorithm satisfies the condition

M xN
� �s

; q�
� ��M xN q�ð Þ� ��

; q�
� �� db ð39Þ

Then uðxsÞ � uðx�Þ� b, where, s is the number of iterations.

Proof: x�ðq�Þ is the optimal solution of formula 3, i.e.,

Cðx�ðq�Þ; q�Þ�Cðx�; q�Þ ð40Þ

From formula 30, we obtain

uðx�Þ�Cðx�; q�Þ �uðx�Þ þ
ffiffiffi
np

p
ln 2

q�
uðx�ðq�ÞÞ �Cðx�ðq�Þ; q�Þ�uðx�ðq�ÞÞþ

ffiffiffi
np

p
ln 2
q�

ð41Þ
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So, we obtain

Cðx�ðq�Þ; q�Þ�Cðx�; q�Þ�uðx�Þþ
ffiffiffi
np

p
ln 2

q�
ð42Þ

and
From formula 30, we obtain

uðxsÞ�Cðxs; q�Þ ð43Þ

By adding formulas 42 and 43, we obtain

uðxsÞ � uðx�Þ�Cðxs; q�Þ � Cðx�ðq�Þ; q�Þþ
ffiffiffi
np

p
ln 2

q�
ð44Þ

and from formula 38, we obtain

M xNðq�Þð Þ�; q�� � ¼ C x�ðq�Þ; q�ð Þ
M xNð Þs; q�� � ¼ C xs; q�ð Þ

�
ð45Þ

From formulas 39 and 45, we obtain

C xs; q�ð Þ � C x�ðq�Þ; q�ð Þ� db ð46Þ

From formulas 45 and 46, we obtain

uðxsÞ � uðx�Þ� dbþ
ffiffiffi
np

p
ln 2

q�
ð47Þ

Substituting q� ¼
ffiffiffi
np

p
ln 2

bð1� dÞ into formula 47, we obtain

uðxsÞ � uðx�Þ� b ð48Þ

The proof ends.

Theorem 6: Assume that xðqÞ ¼ x1 qð Þ; x2 qð Þ; � � � xn qð Þð Þ is the optimal solution of
formula 39. If lim

p!þ1 x qð Þ exists, we assume lim
p!þ1 x qð Þ ¼ x� ¼ ½x�1; x�2; � � � ; x�n�T . If

there is x�k ¼ 0ð1� k� nÞ in x�1; x
�
2; � � � ; x�n, we obtain

lim
p!þ1qxk qð Þ ¼ 0 ð49Þ

Then x� is the optimal solution to formula 25.
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Proof: 8x 2 Rn, 8q[ 0, and we obtain the equation below by Lemma 3:

uðxÞ�C x; qð Þ�u xð Þþ
ffiffiffi
np

p
ln 2

q�
ð50Þ

In formula 30, assuming q ! þ1, we can obtain the following equation
according to the conditions in Theorem 2:

lim
p!þ1CðxðqÞ; qÞ ¼ lim

p!þ1C x�; qð Þ ¼ lim
p!þ1u x qð Þð Þ ¼ uðx�Þ ¼ x�k kp ð51Þ

Since x qð Þ is the optimal solution of formula 3, for the point x satisfying Ax ¼ y,
we can obtain C xðqÞ; qð Þ�u x; qð Þ.

So,

lim
p!þ1C x; qð Þ ¼ uðxÞ ¼ xk kp � x�k kp ð52Þ

The following proves to be the feasible solution of problem 3. Since xðqÞ is the
optimal solution of formula 9, Ax qð Þ ¼ y.

Assume lim
p!þ1 x; qð Þ ¼ x�. Then we obtain Ax� ¼ y, i.e., x� is the optimal solution

of formula 30.

4 Experimental Description

The one-dimensional signal is reconstructed by adopting the proposed algorithm and
OMP algorithm. Where, the reconstruction signal sparsity is 6, the signal length is 256,
the signal observation M is 64, f1 ¼ 50, f2 ¼ 100, f3 ¼ 200, f4 ¼ 400, fs ¼ 800 and
ts ¼ 1=fs.

x ¼ 0:3 sinð2p � 50 � ts � tsÞþ 0:6 sinð2p � 100 � ts � tsÞþ 0:1 sinð2p � 200 � ts �
tsÞþ 0:9 sinð2p � 400� ts � tsÞ, the test results are shown in Fig. 1:

Since the measured values must satisfy M�K � logðnkÞ, when the value of M is 64,
the sampling rate M=n is 0.25. Taking taken p as 0.25, b as 0.5 and d as 0.02, Figs. 2
and 3 shows that these two algorithms receive excellent reconstruction effects.
According to Table 3, at the same sampling rate, the signal reconstruction effects of the
proposed algorithm are superior to OMP algorithm with small reconstruction errors.
Besides, OMP algorithm needs to obtain the known signal sparsity K at running time
and the proposed algorithm does not need it, so the proposed algorithm has more
convenient computation and high efficiency.
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5 The References Section

The signal reconstruction is an important part of the compressed sensing. This paper
constructs the l1 norm function based on the smooth graduation. By proving that the
function has asymptotic monotonicity and sequence convergence of the optimal
solution, this paper illustrates that the proposed algorithm can improve the signal
reconstruction effects, further shows that the proposed algorithm has better results in
the reconstruction through the simulation, and the reconstruction errors are reduced.
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Abstract. Signal detection is one of the fundamental problems in three
dimensional multiple-input multiple-output (3D MIMO) wireless communica-
tion systems. This paper addresses a signal detection problem in 3D MIMO
system, in which spatial modulation (SM) transmission scheme is considered
results of advantages of low complexity and high-energy efficiency. SM based
signal transmission, typically results in the block-sparse structure in received
signal. Hence, structured compressed sensing (SCS) based signal detection is
proposed to exploit the inherent block sparsity information in the received signal
for the uplink (UL). To extend the potential applications in different modulation
based systems, this paper analyzes bit error rate (BER) of SCS-based method, in
comparison with conventional methods such as minimum mean square error
(MMSE) and zero padding (ZF). Simulation results are also provided to show
the stable and reliable performance of the proposed SCS-based algorithm under
most modulations.

Keywords: Structured compressed sensing � Signal detection
Structured subspace pursuit algorithm � Spatial modulation

1 Introduction

Spatial Modulation (SM) is an attractive technique with low-complexity and high
energy-efficient transmission in three dimension (3D) multiple-input multiple-output
(MIMO) systems. It is capable of exploiting the indices of transmit antennas as an
additional dimension which can invoke for transmitting information, apart from the
traditional amplitude and phase modulation (APM) [1]. Unlike the traditional MIMO
systems, the SM transmitter in 3D-MIMO systems uses massive transmit antennas with
a few number of radio frequency (RF) chains, which significantly improve energy
efficiency of the whole system. Because the power consumption and hardware cost
highly depend on the number of RF chains [2]. Moreover, with only one or several
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non-zero components in transmit signal at each slot, the inherent sparsity of
3D-SM-MIMO signals can be utilized in signal detection to reduce computation
complexity.

For the novel transmit systems, suitable signal detection algorithms are required to
obtain signals. The maximum-likelihood (ML) detector suffers from high complexity
which linearly increases with the number of transmit antennas, the number of receive
antennas, and the size of the symbol constellation [3]. Linear minimum mean square
error (LMMSE)-based signal detector and sphere decoding (SD)-based detector [4]
suffer from significant performance loss in SM-MIMO systems [5–7]. To exploit the
inherent sparsity of SM signals, compressed sensing (CS) theory can be used to
improve the signal detection performance [8, 9]. In [10], CS theory is used for signal
detection in large-scale multiple access channels. Paper [11] proposed a structured
compressed sensing based signal detector for massive spatial modulation MIMO
systems.

To fully extend the applications, this paper analyzes the performance of several
compressed sensing signal detectors with different modulation levels in 3D MIMO
system. Firstly, we compare the detection performance of several available signal
detection algorithms and provide corresponding simulation results. Our simulation
study implied that that SSP algorithm based on structured compressed sensing can
achieve better performance than others. Additionally, SSP algorithm under different
modulation conditions is further analyzed via average bit error rate (BER) standard
against with signal to noise ratio (SNR).

The rest of this paper is organized as follows. Section 2 introduces the 3D MIMO
system model and Sect. 3 presents structured compressed sensing based signal
detection methods. The simulation results and performance analysis of different signal
detectors are provided in Sect. 4. Finally, conclusions are drawn in Sect. 5.

2 System Model

In spatial modulation MIMO systems, the transmitter has Nt transmit antennas with
Na\Nt active antennas, and the receiver has Nr receive antennas. The information bit

stream is divided into two parts: the first part with log2
Nt

Na

� �� �
bits is mapped onto

the spatial constellation symbol which indicates different selection schemes of active
transmit antennas, and the second part with log2 M bits is mapped onto the signal
constellation symbols coming from the M -ary signal constellation set (e.g., QAM).

Hence, each SM signal carriers the information of Na log2 Mþ log2
Nt

Na

� �� �
bits.

At the receiver, the received signal y 2 C
Nr�1 can be expressed as y ¼ Hxþw,

where x 2 C
Nt�1 is the SM signal transmitted by the transmitter, w 2 C

Nr�1 is the
additive white Gaussian noise (AWGN) vector with independent and identically dis-
tributed (i.i.d.) entries following the circular symmetric complex Gaussian distribution

CN ð0; r2wÞ. H ¼ R
1
2
r ~HR

1
2
t 2 C

Nr�Nt is the correlated flat Rayleigh-fading MIMO chan-
nel, entries of ~H are subjected to the i.i.d. distribution CN ð0; 1Þ. Rr and Rt are the
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receiver and transmitter correlation matrices respectively [12]. The correlation matrix R
is given by rij ¼ r i�jj j, where rij is the i-th row and j-th column element of R, and r is
the correlation coefficient of neighboring antennas.

Figure 1 shows an example of spatial constellation symbol and signal constellation
symbol in spatial modulation 3D-MIMO system. The information bit stream is under
both spatial modulation and digital modulation, where spatial modulation increases the
energy efficiency and reduces complexity of signal demodulation, and digital modu-
lation improves system throughput.

3 Structured Compressed Sensing Based Signal Detection

3.1 Grouped Transmission Scheme

The SM signal xk ¼ eksk transmitted by the k th user in a time slot consists of two parts:
the spatial constellation symbol ek 2 C

nt and the signal constellation symbol sk 2 C.
Due to only a single RF chain employed at each user, only one entry of ek associated
with the active AE is equal to one, and the rest of the entries of ek are zeros, i.e., we
have

suppðekÞ 2 A; k ek k0¼ 1; k ek k2¼ 1 ð1Þ

where A ¼ 1; 2; . . .; ntf g is the spatial constellation symbol set. The signal constella-
tion symbol comes from L-ary modulation, i.e., sk 2 L, where L is the signal con-
stellation symbol set of size L. Hence, each user’s SM signal carries the information of
log2 Lð Þþ log2 ntð Þ bits per channel use (bpcu), and the overall throughput at the
transmitter is Kðlog2ðLÞþ log2 ntð ÞÞ bpcu.

At the transmitter, every G consecutive SM signals are divided into a group. The
signals in a group have the same active antenna selection scheme and share the same
spatial constellation symbol, i.e.,
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spatial constellation

...00100001...
Im

Im

Im

Re

Re
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0TX

1TX

2TX

3TX

00
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11

Fig. 1. Spatial constellation symbol and signal constellation symbol in SM 3D-MIMO system,
where Nt = 4, Na = 1, and 4QAM are considered as for an example.
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supp x1k
� � ¼ supp x2k

� � ¼ . . . ¼ supp xGk
� � ð2Þ

where x1k , x
2
k ,…, xGk are SM signal of the k th user in G consecutive symbol slots. Thus

they show the feature of structured sparsity, which can be exploited as priori infor-
mation to improve the performance of the signal detection.

At the receiver, due to the reduced number of RF chains at the BS, only MRF

receive antennas can be exploited to receive signals. Since the BS can serve K users
simultaneously, the received signal yq 2 C

MRF for 1� q�Q of the q th time slot can be
expressed as

yq ¼
XK

k¼1
yk;q þwq ¼

XK

k¼1
Hkxk þwq ð3Þ

where Hk 2 C
M�nt is the k th user’s MIMO channel matrix. Figure 2 is the illustration

of the grouped transmission scheme at the transmitter.

3.2 Subspace Pursuit Algorithm

The SP algorithm starts by selecting the set of K most reliable information symbols [13,
14]. After each iteration, the estimated support set of size K will be updated according
to the correlation between the measurement vector y and the channel submatrix. Then,
the wrong indices will be removed from the estimated support set. The iteration stops
when the transient residual is larger than the previous one. The flowchart of SP
algorithm is shown in Fig. 3, where input is measurement vector y, channel matrix H,
number of active antennas Na and output is the estimated signal.

Fig. 2. Illustration of the grouped transmission scheme at the transmitter, where K = 2, Nu = 4,
Na = 1, G = 2, Nt = 8, Nr = 4, and 4QAM are considered.
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3.3 Structured Subspace Pursuit Algorithm

Different from the SP algorithm, the spatial constellation set will be exploited as priori
information in the SSP algorithm. It means that the estimated support set during each
iteration should belong to the predefined spatial constellation set. During each iteration,
the potential true indices will be obtained according to the correlation between the
MIMO channels and the residual in the previous iteration, and then the estimated
support set will be updated after the least squares. The flowchart of SSP algorithm is
shown in Fig. 4.

It is proved that with the same size of the measurement vector the recovery per-
formance of SCS-based signal detectors is superior to that of conventional CS-based
signal detectors [15]. The SSP algorithm can solve multiple sparse signals with the
common support set but having different measurement matrices [11].

The description of the SSP algorithm is given as follows:
1. The parameters of input are: the measurement vector y, the channel matrix H, the

number of active antennas Na.
2. In the support merging section, according to the correlation u tð Þ between the

MIMO channels and the residual in the previous iteration, a potential support set P
which makes the correlation u tð Þ largest will be selected from the predefined spatial
constellation set.

3. After updating the current support set Tk , wrong indices will be removed and
most likely indices will be selected according to the least squares.

4. The parameter of output is the estimated signal x̂ðtÞ ¼ H tð Þ
Tk

� 	y
.

Fig. 3. Flowchart of SP algorithm.
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4 Performance Analysis

The analysis of different signal detecting algorithms including SP, SSP, MMSE and ZF
is performed and analyzed using Bit Error Rate (BER) verses Signal to Noise Ratio
(SNR) plots in Fig. 5, where K ¼ 24, Na ¼ 1, Nu ¼ 4, Nr ¼ 64, G ¼ 1, and 16QAM
are considered. One can observe that CS-based signal detectors give better performance
than conventional signal detectors, especially when the SNR is comparatively high.

Figure 6 shows BER of SP algorithm and SSP algorithm over different levels of
QAM modulation, where K ¼ 24, Na ¼ 1, Nu ¼ 4, Nr ¼ 64, G ¼ 1 are considered.
From the figure, it is possible to conclude that the performance of SSP algorithm is
stable and reliable. Moreover, the lower the level of QAM modulation is, the better the
SSP algorithm performs. On the other hand, the SP algorithm suffers from compara-
tively high performance loss even under modulation of 16 QAM when the SNR is no
more than 20 dB.

Figure 7 shows BER of the SSP algorithm over different levels of PSK modulation,
where K ¼ 24, Na ¼ 1, Nu ¼ 4, Nr ¼ 64, G ¼ 1 are considered. From the figure, it can
be observed that the SSP algorithm performs. It is worth noting that BER curves of the
proposed algorithm are very close under the modulations of BPSK, QPSK and 8PSK.
Also we can deduct that the proposed algorithm can work very well under the low
levels of PSK modulation while the BER performance may deteriorate under the high
levels such as 32PSK.

Fig. 4. Flowchart of SSP algorithm.
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Figure 8 shows BER of SSP algorithm with different sparsity level and a number of
received antennas. The figure shows that with larger sparsity level and more received
antennas the SSP algorithm performs better.
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Fig. 5. BER verses SNR plots for different signal detecting algorithm, where K ¼ 24, Na ¼ 1,
Nu ¼ 4, Nr ¼ 64, G ¼ 1, and 16QAM are considered
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Fig. 6. BER verses SNR plots for SP algorithm and SSP algorithm over different levels of QAM
modulation, where K ¼ 24, Na ¼ 1, Nu ¼ 4, Nr ¼ 64, G ¼ 1 are considered.
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Fig. 7. BER verses SNR plots for SSP algorithm over different levels of PSK modulation, where
K ¼ 24, Na ¼ 1, Nu ¼ 4, Nr ¼ 64, G ¼ 1 are considered.
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Fig. 8. BER verses SNR plots for SSP algorithm over different sparsity level and number of
received antennas.
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5 Conclusion

In this paper, we have evaluated the state-of-the-art structured compressed sensing
based SSP algorithm in the scenarios of various modulation levels. First of all, we
reviewed the structured signal detection method and pointed out its advantage. Sec-
ondly, simulation results have been provided to confirm the merits of the proposed
methods in detection. Our study was also found that the computational complexity of
the proposed method is comparable with conventional methods, e.g. MMSE and ZF.
Finally, we gave the additional simulation results to evaluate the SSP algorithm which
can perform better in the scenarios of more sparsity level as well as larger number of
received antennas.
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Abstract. Face appearance descriptions are semantic meaningful characteris-
tics and beneficial for face recognition and retrieval. In this paper, we propose a
facial appearance description method which can describe the whole face, chin,
eyebrow, eye, nose and mouth type separately. The description is obtained
through facial landmarks computation and geometry shape estimation of each
part. Based on this method, semantic search of face images can be achieved on
face dataset. What’s more, the large scale dataset can be categorized though the
facial appearance description before recognition which can help to improve the
recognition accuracy and efficiency.

Keywords: Facial appearance description � Landmarks � Facial type

1 Introduction

Face recognition is playing an increasing significant role in public security since it can
help to find the object identity quickly based on the captured face images. Recently
with the rapid progress of deep learning, face recognition has made great strides and
many deep learning based methods performs better than human levels [1–5].

Although the applications of face recognition under controlled conditions have
become mature, there are still some problems in real applications, especially under
uncontrolled environment. Firstly, the appearance of face image is likely to be affected
seriously due to internal or external variations, such as illumination, partial occlusion,
expression variations or image quality problem, and the performance will drop dramat-
ically accordingly [6]. Secondly, the precision of searching a person in large scale face
dataset can’t be guaranteed. Furthermore, the face image is not able to be captured if there
is no surveillance camera, and only the description of witness can provide some clues.

Considering the above several problems, facial appearance description is critical
when the face images cannot be used for recognition. Firstly, we can search the person
through the facial description when the quality of the face image is not so good for
recognition or only the witness oral accounts could be used. What’s more, facial
appearance description can help to filter the large scale dataset and improve the
recognition speed and accuracy.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Related existing work is face attribute prediction which analyzes a series of face
related attributes, including age, gender, hair color, hair style, smile intensity, head pose,
eye status, etc. Liu et al. construct two face attribute datasets, i.e. CelebA and LFWA [7],
by labeling images selected from the database of Celeb-Faces [8] and LFW [9]. Images
in CelebA and LFWA are annotated with 40 facial attributes. There are two categories of
face attribute recognition research, holistic and local methods. Holistic methods extract
the attribute features from the whole image [10]. The performance of holistic methods
will be affected by the deformations of objects. On the other hand, local methods first
extract the attribute parts and then do attribute recognition based on each part’s features
[11–14]. The local methods depend on the precision of face and landmark localization.

As we know, the description of facial organs is more stable than other attributes,
such as hair style and color, whether or not wearing accessories, etc. However, there is a
lack of methods for detailed description of the facial organs. For example, CelebA and
LFWA datasets only include one lips type which is big lip. Therefore, in this paper we
propose a facial appearance description method, which includes the whole face, eye,
nose, mouth, and eyebrow type description. We first detect the landmarks in each face
image and extract the whole face and each organ part based on the landmarks locations.
Then, we describe the whole face and facial organs type based on the geometrical shape
estimation of each part. Specifically the face type is divided into wide face and long face,
and the facial organ types are divided into pointy chin, square chin, small eye, big eye,
arched eyebrow, straight eyebrow, big nose, small nose, thick lip and thin lip.

The rest of this paper is organized as follows. Section 2 describes the facial appear-
ance description method. In Sect. 3, extensive experiments are performed to examine the
effectiveness of the proposed method. Finally, we conclude the paper in Sect. 4.

2 Proposed Method

In this section, we introduce the description method of facial appearance characteristic.
It consists of two major stages: landmark detection and facial appearance description.

For face landmark detection, we apply Zhang’s tasks-constrained Deep Model [15],
which takes face image as input and output the locations of 68 facial landmarks which
contain face, eye, eyebrow, lip and nose contour. Illustrations of landmarks are shown in
Fig. 1, in which the landmarks are shown as green dots. The advantage of this method is
that it is more robust to occlusion and pose variations compared to existing methods.

Fig. 1. Illustration of facial landmarks detection (Color figure online)
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After the detection of 68 facial landmarks, we extract each face organs and do
quantitative analysis based on the landmarks locations. For the computation conve-
nience, we first define some important keypoints which include glabella point, gna-
thion, gonion, zygion. In this paper, we use the detected landmarks to approximate
these keypoints, especially the glabella point is approximated by the two inner corners
of the eyebrows. The illustration of these keypoints are shown on Fig. 2.

After the extraction of each part, we compute the index according to the geometry
ratio of each part. The computation is done as following.

Facial index = facialheight
facial breadth, where facial height is the distance from the glabella

point to the gnathion, facial breadth is the distance between the left and the right
zygion.

Chin index = gonionbreadth
facialbreadth , where facial breadth is defined as above and gonion

breadth denotes the distance between the left and the right gonion.

Eyebrow index = eyebrowheight
eyebrowbreadth, where eyebrow height is the distance between

the top and the bottom landmark on the eyebrow, and eyebrow breadth is the distance
between the two brow corner points.

Eye index = eyeheight
eyebreadth, where eye height denotes the distance between the top

and the bottom landmark on eyes, eye breadth is the distance from the endocanthion to
the ectocanthion.

Nose index = 1
2 ð nosebreadthfacialbreadth þ noseheight

facial heightÞ, where facial breadth and heigth are

defined as in facial index computation formula, nose breadth is the distance of two ala nasi
points and nose height is defined as the distance between nasion point and rhinion point.

Mouth index = mouthheight
mouthbreadth, where mouth height is the mean of the upper lip and

under lip height, mouth breadth is the distance between the two corner points of the
mouth.

Based on the index value, we can classify the type of each part. The classes are as
follows: the shape of face is divided into wide face and long face, the chin type is
divided into pointy chin and square chin, the eye type is divided into big eye and small

Gnathion 

Gonion 

Glabella

ZygionZygion 

Gonion

Fig. 2. Illustration of the defined keypoints
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eye, the eyebrow type is divided into straight brow and arched brow, the nose type is
divided into big nose and small nose, the mouth is divided into thick mouth and thin
mouth. In other words, the facial characteristics are transformed to standard semantic
description through the above method. And on the basis of this, the person can be
searched through the facial description when there is only facial characteristic feature
can be used. What’s more, the large scale dataset can be classified via the description
and the recognition task can be done in a smaller set, so the recognition speed and
accuracy can be improved accordingly.

3 Experiments

To verify the performance of the proposed method. We first construct a facial
description database, by labeling images downloaded from the internet. There are 800
images in total. For each facial type, there are at least 50 images. Figure 3 shows the
sample images of each type in the database.
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Fig. 3. Sample images in the database
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For each type, we selected 30 images for training the description parameters. Then
given an image, we can compute the index of each part and determine which type it
belongs to. Some experimental results are illustrated in Fig. 4. From the results we can
see that through the facial description, the face image can be expressed through
standard semantic description. And we can use the descriptions to search the object or
classify the large scale database. It should be noted that the facial appearance
descriptions may not be accurate in every type classification due to internal or external
variations. This is because the appearance of the face image changes due to illumi-
nation, partial occlusion, expression variations or image quality problem. So in some
cases, the obvious facial features might be correctly described, but the others
descriptions may be less accurate. So we should use the more effective descriptions in
real applications. And we will do more research on this work.

4 Conclusion

In this paper, we propose a facial appearance description method which is computed
through the landmarks computation and geometry shape estimation of each part. It
contains the whole face, chine, eyebrow, eye, nose and mouth type description. This
work can help to recognize the identity of a person through semantic retrieval when
there is only facial feature description can be utilized. In the future, we will study the
more elaborate description method and its application in real security applications.

Acknowledgement. The authors of this paper are members of Shanghai Engineering Research
Center of Intelligent Video Surveillance. This work is sponsored by the National Natural Science
Foundation of China (61403084, 61402116); by the Project of the Key Laboratory of Embedded
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Fig. 4. Illustration of the experiment results
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Abstract. Distributed simulation technology based on HLA is an important
direction of simulation development. Based on the HLA technology, this paper
put forward an idea about establishing Federation between two different simu-
lating platforms. We developed an interface protocol to communicate with HLA
service for Federate, and several network protocols on EXata to simulate the
networking process. Finally, the EXata which is good at protocol modeling and
the Eagle which is good at movement modeling could interactive through a
HLA interface and join in a Federation. In this way, the collaborative simulation
of two platforms is realized.

Keywords: HLA � Distributed simulation � EXata

1 Introduction

Distributed simulation is the product of the combination of simulation technology and
network technology development [1]. For a large network or a target network with
distribution requirements, the distributed simulation method can be used. In this way,
the target network can be distributed to multiple computers or simulators, with each
one implementing parts of the functions for the network, and we can finally realize
interactive dynamic simulation through distributed technologies.

Distributed simulation technology originated from the SIMNET research project
which is developed by Defense Advanced Research Projects Agency (DARPA) and the
U.S. army in 1983. The United States department of defense modeling and simulation
office (DMSO) which is responsible for the simulation in military field put forward the
concept of high-level architecture (HLA) in March 1995, and released the HLA
specification in August 1996. HLA is a new framework of simulation technology,
which defines the relationship between each part of the simulation function, rather than
a series of data exchange standards. It defines the rules of the whole process from a
higher level of simulation development, modeling and designing.

This paper introduces the basic concept of HLA technology, and realizes a col-
laborative simulation of two simulation platforms which are good at different simu-
lation functions based on a Federation.
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2 Distributed Simulation System Based on HLA

The HLA standard defines the concepts of Federation and Federate. A simulation
system combined with simulation subsystems is defined as Federation, and every
simulation subsystem is defined as Federate. The core of HLA standard is the HLA
rules, Object Model Template (OMT), and interface specification.

According to the HLA rules, all the Federation and Federates should provide their
object model following the OMT that are Federation Object Model (FOM) and Fed-
erates’ Simulation Object Model (SOM). The function of OMT is to provide a standard
and documented form which can describe the information of the Federation and
Federates’ object model. As parts of modeling and simulation repository, both FOM
and SOM were stored in the according database and can be used or reused during the
executing process [2–6].

2.1 System Composition

Based on the HLA distributed simulation technology [7], this paper describe how to
develop HLA interface and functions for EXata (a communication simulating software)
and Eagle (a simulation modeling software), in order to make a Federation and realize a
system through object type releasing and reflecting method. The system designed as
below (Fig. 1).

2.2 Functions of Subsystems

EXata mainly completes the work of protocol modeling and course calculating, with its
functions as below:

(1) Build up a communication network in the simulate network environment based on
a standard or self-defined protocol model, and simulate the whole process of the
dynamic executing.

(2) Build up an application modeling based on a currency application model.

Fig. 1. System composition.
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(3) Capable for HLA interface, and capable for building Federation, joining Feder-
ation, subscribing and releasing.

(4) Update and synchronize of position based on node positon data from HLA service
through the process of simulation.

(5) Release the application data from HLA service through the process of simulation.
(6) Compute the network protocol process based on the node positon data, and release

the node connection data from HLA service.

Eagle mainly completes the work of opera movement modeling and result ren-
dering, with its functions as below:

(1) Capable for node position and movement modeling.
(2) Capable for HLA interface, and capable for building Federation, joining Feder-

ation, subscribing and releasing.
(3) Release the node positon data from HLA service.
(4) Reflect and appear the node connection state from HLA service through the

process of simulation.
(5) Reflect and appear the application data from HLA service through the process of

simulation.

3 System Implementation

3.1 Runtime Environment

The distributed simulation system adopted MAKRti ver. 4.1.1f as the operation support
environment. After MAKRti is installed successfully, there would be a MAK_RTIDIR
variable added with its value equaling to the installation path of RTI software.
Meanwhile, variable PATH will include the path to RTI’s lib folder and bin folder.
Also we need to modify the value of “setqb RTI_useRtiExec” from 0 to 1 in the rid.mtl,
or there would be a mistake when operating.

3.2 Federation Design

This system is developed based on the standard HLA1.3 interface protocol. EXata and
Eagle join the same Federation with a name as “DISP-SYS”, following by the file as
“DISP-STRIVE-RPR.fed”. Besides, every Federate should have its own Federation
name as the flag to join the Federation.

3.3 Federation File

The federation file “DISP-STRIVE-RPR.fed” in this system is modified based on the
basic FOM file form. In the file, we defined the object class and interaction class both
are one-way inheritance tree, with the root class of the object class is ObjectRoot, and
the root class of the interaction class is InteractionRoot. A complete name of a class is
composed by the name of the root through to the class, separated by “.” in the middle.
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In addition, the federal file has some necessary object classes for management issues,
such as privilegeToDeleteObject, etc.

We use some defined classes and create new object class, object class attributes,
and interaction classes that we need as below:

(1) ObjectRoot.BaseEntity.WorldLocation
(2) Object-Root.BaseEntity.PhysicalEntity.DamageState
(3) ObjectRoot.BaseEntity.Buffer

3.4 HLA Workflow

We developed a workflow for Federate as shown in the following Fig. 2.

Before the Federation starts running, Federate need to have the function of setting
up the HLA configuration, including setting the Federation name, Federation file name,
Federate name, and other required files which can be read when the system starts
running. At the same time, before the Federate begins to run, it needs to start the RTI
software.

After the Federate starts, one of them is supposed to invoke the RTI service
“createFederationExecution” to establish the Federation, and other Federate will find
that the Federation has been established and would not establish the Federation again.
Establishing a Federation requires inputting the common Federation file name and the
path to the Federation file. Every Federate needs to invoke the RTI service
“joinFederation-Execution” to join the Federation. After joining the Federation suc-
cessfully, you can see the established Federation name in the RTI software and the
membership of the Federation.

Thereafter, Federate can register their associated object classes, object class attri-
butes, and interaction classes, subscribe to related object class attributes or interaction
classes as planning, and publish or send attributes or interaction classes with a pub-
lishing authority. Federate gets the object class handle from the RTI service

Fig. 2. HLA workflow.
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“getObjectClassHandle”, the attribute handle from “getAttribute-Handle”, and the
interaction classes handle from “getInteractionClassHandle”. Federate subscribes from
the RTI service “subscribeObjectClassAttributes” and “subscribe-InteractionClass”.
At last, Federate publish from the RTI service “publishObjectClass” and “pub-
lishInteractionClass”. After Federate publish to RTI with corresponding attributes and
interaction, RTI will inform the Federate who had subscribed the very attributes. The
Federate can receive the message through a callback function. Federate can update
object class attributes by invoking RTI service “updateAttributeValues”, and send
interaction by “send-Interaction”.

RTI has developed the callback function prototype which should be implemented
by Federate themselves, including “discoverObjectInstance”, “receiveInteraction”, and
so on. In this research, we use simulation node’s flag as the object handle, the object
class which can update the attribute as the object class handle. Both the object handle
and the object class handle can be gotten from RTI through the callback function
“discoverObjectInstance”. Federate members use this handles to build an information
library. In the same way, attribute handle and its value can be gotten through the
callback function “reflectAttributeValues”, with which information Federate can
acquire the update message of the responsive attribute.

Eventually, a Federate can stop running or exit the Federation from calling the RTI
service “resignFederationExecution”. A Federate can delete the Federation by calling
the RTI service “destroyFederationExecution”, considering there is no other Federate
still in the very Federation.

4 Experiments

4.1 Setup and Modeling

We developed a GUI for HLA interface setup, Table 1 show the content of the key
parameters which we use in this system. We can set Federation name and Federation
file path as below. The file should be edited before building up the Federation. For the
EXata software, we gave it a Federate name as “EXata”. Similarly, we name the Eagle
software as “OSTW_Client” sharing the common Federation name and file.

Figure 3 shows that five simulation nodes were settled on a scene in EXata. The
node 1, 2, 4 in one network and node 2, 3, 4, 5 in the other. You can see that a business

Table 1. HLA interface parameters on EXata.

Parameter Content Remark

Federation name DSIP-SYS Same with Eagle
Federation file path .fed file storage path Same file with Eagle
Federate name EXata Eagle: OSTW_Client
Entities file path .hla-entities storage path
Radios file path .hla-radios storage path
Network file path .hla-network storage path
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flow is configured from node 1 to node 5. Correspondingly, 5 nodes are arranged on the
Eagle with node 2 and node 4 settling to move in the opposite directions.

4.2 Simulation Operation

Firstly, we started the RTI software on the both hosts. After executing EXata and
Eagle, we can find out that they could join the Federation “DSIP-SYS” successfully. In
the running process, the logical connection relationship between the nodes is displayed
on Eagle. This connection information was come from EXata through the RTI service.
In this way, Eagle makes a synchronized presentation as the results of network protocol
calculation on EXata.

Secondly, we started the business flow on EXata. Eagle also got the information
through RTI and rendered it on its interface, as shown in the following Fig. 4.

Fig. 3. Network configuration in EXata.

Fig. 4. Sending and receiving business display on Eagle when running.
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When the nodes continue moving as planned in Eagle (as shown in Fig. 5). The
corresponding nodes in the EXata also move to the same new location as in Eagle (as
shown in Fig. 6). The changed connection information from EXata was published
which realized the synchronous change of logical connection on Eagle.

4.3 Result Analysis

In this experiment, we can figure out that developed HLA interface protocol could be
used in many different simulation platforms. We made some required functions in HLA
service and the simulation platforms to adapt to the needs of users. Our research is an
attempt to the use of distributed simulation based on HLA technology, and in the future
we would develop more flexible interface protocol to apply to more occasions.

Fig. 5. Display of node moving on Eagle.

Fig. 6. Nodes synchronize motion on EXata.
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5 Summary

The distributed simulation technology conforms to the development trend of the
simulation activity from centralized type to distributed interactive type, which has a
great significance for the research, design and verification of solving the problem in the
complex and integrated system. This technology provides the possibility to realize
interoperate between different simulation platforms, and makes the way of simulation
activities more flexible [8–10].

References

1. Tian, Z.: Research of sub-water weapon simulation technology based on HLA, NWPU
(2004)

2. Kuhl, F., Wealtherly, R., Dahmann, J.: Creating Computer Simulation Systems: An
Introduction to the High Level Architecture. Pearson Education, Inc., London (2000)

3. IEEE Std 1516-2000: IEEE Standard for Modeling and Simulation (M&S) High Level
Architecture (HLA)-Framework and Rules

4. IEEE Std 1516-2000: IEEE Standard for Modeling and Simulation (M&S) High Level
Architecture (HLA)-Object Model Template (OMT) Specification

5. IEEE Std 1516-2000: IEEE Standard for Modeling and Simulation (M&S) High Level
Architecture (HLA)-Federate Interface Specification

6. Bo, H.J., Zheng, Q.D., Li, O.L., Xing, S.: Research on the development of distributed
simulation application system based on HLA. J. Syst. Simul. 12, 481–483 (2000)

7. Chen, X., Ni, Z.: Research on upgrading of submarine distributed combat simulation system
based on HLA. J. Syst. Simul. 19 (2007)

8. Xiao, T., Fan, W.: HLA based integrated platform for collaborative design, simulation and
optimization. J. Syst. Simul. 13, 3542–3547 (2008)

9. Zhao, G.: Research on the key technology of fully mechanized coal face safety production of
virtual reality system. Xian university of science and technology (2013)

10. Chen, X., Xiong, G., Guo, B., Zhang, H.: Research on multi-disciplinary modeling based on
HLA. J. Syst. Simul. 11 (2003)

116 W. Zhang et al.



Study on Rolling Bearing On-Line Health
Status Estimation Approach Based

on Vibration Signals

Yulong Ying1, Jingchao Li2(&), Jing Li3, and Zhimin Chen2

1 School of Energy and Mechanical Engineering,
Shanghai University of Electric Power, Shanghai, China

2 School of Electronic and Information, Shanghai Dianji University,
Shanghai, China

lijc@sdju.edu.cn
3 Zhejiang Huayun Information Technology Co., Ltd., Hangzhou, China

Abstract. As the rolling bearing vibration signal is of nonlinear and nonsta-
tionary characteristics, the condition-indicating information distributed in the
rolling bearing vibration signal is complicated, and using traditional time
domain and frequency domain approaches cannot easily make an accurate
estimation for the rolling bearing health status. In this paper, a simple and
efficient fault diagnostic approach was proposed to accommodate to the
requirements of both real-time monitoring and accurate estimation of fault type
as well as severity. Firstly, a four-dimensional feature extraction algorithm using
entropy and Holder coefficient theories was developed to extract the charac-
teristic vector from the vibration signals, and secondly a gray relation algorithm
was employed for achieving bearing fault pattern recognition intelligently. The
experimental study have illustrated the proposed approach can efficiently and
effectively improve the fault diagnostic performance compared with the existing
artificial intelligent methods, and can be suitable for on-line health status
estimation.

Keywords: Rotating machines � Rolling bearing � Vibration signals
Health status

1 Introduction

Rolling bearing is one of main components in various types of rotational machinery
(e.g., gas turbine engine, steam turbine engine and electrical machine), and its failure is
usually the foremost cause to the failure and breakdown of rotating machines, which
results in enormous property loss [1–3]. So as to maintain rotating machine operating
reliably, it is important to propose an effective and efficient bearing health status
estimation approach. Vibration-based bearing fault diagnosis approaches have attracted
broad attention in the near past among all kinds of bearing fault diagnosis methods [4],
due to that bearing vibration signals carry abundant machine health status information,
which make it possible to extract health status feature vectors using signal processing
technology based on vibration signals [5].
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Recently, great deal signal processing approaches have been applied for rolling
element bearing off-line heath status estimation. As the result of the nonlinear factors,
such as stiffness, friction and clearance, rolling bearing vibration signals always bear
nonlinear and nonstationary performance at different operating conditions [6]. what’s
more, bearing vibration signals involve not only the working information related to the
bearing itself, but also plentiful information related to other rotating parts of the
machine, which in comparison with the former is usually taken as the background noise
[7]. The slight bearing health status information may easily be submersed by the
background noise due to that background noise is often relatively large. Therefore, the
common time domain or frequency domain signal processing approaches may not
easily obtain an accurate estimation result about the bearing health status, even the
advanced signal processing approaches, e.g., Hilbert transform, fractional fourier
transform and wavelet transform [8]. AS the nonlinear dynamics theory develops,
many nonlinear analysis techniques have been used to recognize the complicated
bearing nonlinear dynamic behavior [9]. The most common manner to extract and
refine the health status information from the vibration signals is to combine a few of
advanced signal processing approaches (e.g., Hilbert transform [10], wavelet package
transform [11], higher order spectra [12] and empirical mode decomposition), to further
extract the fault frequency with the aid of empirical judgement by the experts.
Recently, the procedure of bearing fault diagnosis is gradually taken as a process of
fault pattern recognition with the aid of artificial intelligence (AI) approaches, and its
reliability and real-time performance is essentially determined by the effectiveness of
the fault feature extraction algorithm and pattern recognition algorithm [13]. In recent
years, some entropy based feature extraction algorithms (e.g., hierarchical entropy [14,
15], fuzzy entropy [16], sample entropy [17], approximate entropy [18] and hierar-
chical fuzzy entropy) were proposed used for extracting fault feature vectors based on
the bearing vibration signals. We exploit a four-dimensional feature extraction algo-
rithm using entropy and Holder coefficient theories, which are fit for processing
complicated nonstationary and nonlinear problem, for extracting fault feature vectors
based on the bearing vibration signals in the paper. When the fault feature extraction is
ready, a fault pattern recognition method is required to implement the fault diagnosis
automatically [13]. Nowadays, different fault pattern recognition approaches have been
proposed for mechanical fault diagnosis, and one of the most common approaches is
support vector machines [22] and artificial neural networks [19–21]. However, a large
number of samples are needed for the training of ANNs, which may be hard to obtain
in the practical applications. The support vector machines are based on statistical
learning theory, and have better generalization than artificial neural networks under a
smaller number of samples [23]. However, the selection of optimal parameters of
SVMs has big effect on the performance of a SVM classifier [23, 24], and thus a
multi-class concept [24] or an optimization algorithm has been used to improve the
performance of support vector machines. In this paper, so as to balance the issue of
accuracy versus real-time performance, a gray relation algorithm was employed to
fulfill an intelligent fault pattern recognition based on the extracted four-dimensional
feature vector.
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The rest of the paper is organized as follows. Firstly, the methodology of the
proposed approach is introduced in Sect. 2, and secondly the experimental validation
of the proposed approach is illustrated in Sect. 3, and at last the conclusions are
presented in Sect. 4.

2 Methodology

In this paper, a simple and efficient fault diagnostic approach was proposed to
accommodate to the requirements of both real-time monitoring and accurate estimation
of different fault types and in addition different severities for rolling bearing. Firstly, a
four-dimensional feature extraction algorithm using entropy and Holder coefficient
theories was developed to extract characteristic vectors from the vibration signals, and
secondly a gray relation algorithm was used to achieve fault pattern recognition based
on the extracted four-dimensional feature vectors.

2.1 Feature Extraction

Entropy is an important concept in the information theory, which is a measure for
information uncertainty [25]. Suppose the event set is X, and the probability set for the
event set is an n-dimensional probability vector P ¼ p1; p2; . . .; pnð Þ, and satisfy:

0� pi � 1 ð1Þ

and

Xn
i¼1

pi ¼ 1 ð2Þ

Then the entropy E is defined as follows:

EðPÞ ¼ E p1; p2; . . .; pnð Þ ¼ �
Xn
i¼1

pi log pi ð3Þ

Therefore, entropy E can be taken as an entropy function for the n-dimensional
probability vector P ¼ p1; p2; . . .; pnð Þ.

Shannon entropy theory points out that, if there are many possible outcomes for an
event and the probability for each possible outcome is pi i ¼ 1; 2; . . .; nð Þ, whose sum is
equal to 1, then the information obtained from a possible outcome can be expressed by
Ii ¼ logað1=piÞ, and the information entropy defined for the time series is as follows:

S ¼ �k
XN
i¼1

pi loge pi ð4Þ

when k = 1, S stands for a Shannon entropy E1 and can be used to depict the uncer-
tainty degree of signals.
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Based on the definition of Shannon entropy E1, the definition of Exponential
entropy E2 is also introduced for the feature extraction purpose. Suppose the proba-
bility for each possible outcome is pi, and its information content can be defined as:

DIðpiÞ ¼ e1�pi ð5Þ

According to the basic entropy definition, the exponential entropy E2 can be
defined as:

E2 ¼
Xn
i¼1

pie
1�pi ð6Þ

From Eqs. (5) and (6), it can be seen that compared with conventional information
content DIðpiÞ ¼ logð1=piÞ, the definition of exponential entropy has the same
meaning. The defining domain of DIðpiÞ is 0; 1½ �, and DIðpiÞ is a monotonic reduction
function with the value domain of 1; e½ �. The exponential entropy E2 is maximal only if
the probability of all events is equal.

Holder coefficient can be used to measure the similar degree of two sequences,
which may extract signals’ features. It is evolved from Holder inequality and the
definition of Holder inequality can be described as follows [26, 27]:

For any vector X ¼ x1; x2; . . .; xn½ �T and Y ¼ y1; y2; . . .; yn½ �T , they satisfy:

Xn
i¼1

xi � yij j �
Xn
i¼1

xij jp
 !1=p

�
Xn
i¼1

yij jq
 !1=q

ð7Þ

where 1
p þ 1

q ¼ 1 and p; q[ 1.

Based on the Holder inequality, for two discrete signals f1 ið Þ� 0; i ¼ 1; 2; . . .; nf g
and f2 ið Þ� 0; i ¼ 1; 2; . . .; nf g, if p; q[ 1, and 1

p þ 1
q ¼ 1, then Holder coefficient of

these two discrete signals can be calculated as follows:

Hc ¼
P

f1 ið Þf2 ið ÞP
f p1 ið Þ� �1=p � P f q2 ið Þ� �1=q ð8Þ

where 0�Hc � 1.
Holder coefficient characterizes the similar degree of two discrete signals, if and

only if f p1 ið Þ ¼ kf q2 ið Þ, i ¼ 1; 2; . . .; n, in which n denotes the length of the discrete
signal and k is a real number, Hc will be the biggest value. In this case, the similar
degree of two signals is biggest, which indicates that these two signals belong to the

same type of signals; if and only if
Pn
i¼1

f1 ið Þf2 ið Þ ¼ 0, Hc get the minimum value, and in

this case, the similarity of two signals is smallest, which indicates the signals are
irrelevant, and belong to different types of signals.
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Rectangular sequence s1ðiÞ and triangular sequence s2ðiÞ are selected as reference
sequences, and then the Holder coefficient value of the vibration signal to be identified
with the two reference signal sequences is obtained as follows:

H1 ¼
P

f ðiÞs1ðiÞP
f p ið Þð Þ1=p � P sq1 ið Þ� �1=q ð9Þ

where the rectangular sequence s1ðiÞ is as follows:

s1ðiÞ ¼ s; 1� i�N
0; else

�
ð10Þ

Similarly, H2 is obtained as follows:

H2 ¼
P

f ðiÞs2ðiÞP
f p ið Þð Þ1=p � P sq2 ið Þ� �1=q ð11Þ

where the triangular sequence s2ðiÞ is as follows:

s2ðiÞ ¼ 2i=n; 1� i� n=2
2� 2i=n; n=2� i� n

�
ð12Þ

2.2 Pattern Recognition

As the basis of gray system theory, the gray relation algorithm is to calculate the gray
relation coefficient and relation degree between each comparative feature vector and
reference feature vectors based on the basic theory of space mathematics [28].

Suppose the feature vectors (i.e., the four-dimensional feature vector extracted
based on entropy and Holder coefficient theories) extracted based on vibration signals,
to be identified are as follows:

B1 ¼

b1ð1Þ
b1ð2Þ
b1ð3Þ
b1ð4Þ

2
6664

3
7775;B2 ¼

b2ð1Þ
b2ð2Þ
b2ð3Þ
b2ð4Þ

2
6664

3
7775; � � � ;Bi ¼

bið1Þ
bið2Þ
bið3Þ
bið4Þ

2
6664

3
7775; � � � ð13Þ

where Bi (i = 1, 2, …) is a certain fault pattern to be recognized (i.e., fault types and in
addition severities).

Suppose the knowledge base between the health status patterns (i.e., fault types and
in addition severities) and fault signatures (i.e., the feature vectors) from a part of
samples is as follows:
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C1 ¼

c1ð1Þ
c1ð2Þ
c1ð3Þ
c1ð4Þ

2
6664

3
7775;C2 ¼

c2 1ð Þ
c2 2ð Þ
c2 3ð Þ
c2 4ð Þ

2
6664

3
7775 � � � ;Cj ¼

cj 1ð Þ
cj 2ð Þ
cj 3ð Þ
cj 4ð Þ

2
6664

3
7775; � � � ð14Þ

where Cj (j = 1, 2, …) is a known health status pattern (i.e., fault types and in addition
severities); cj (j = 1, 2, …) is a certain feature parameter.

For q 2 0; 1ð Þ:

n biðkÞ; cj kð Þ� � ¼ min
j

min
k

biðkÞ � cj kð Þ�� ��þ q �max
j

max
k

biðkÞ � cj kð Þ�� ��
biðkÞ � cj kð Þ�� ��þ q � max

j
max
k

biðkÞ � cj kð Þ�� �� ð15Þ

nðBi;CjÞ ¼ 1
4

X4
k¼1

n biðkÞ; cj kð Þ� �
; j ¼ 1; 2; � � � ð16Þ

where q is a distinguishing coefficient; n biðkÞ; cj kð Þ� �
is the gray relation coefficient of

kth feature parameter for Bi and Cj; nðBi;CjÞ is the gray relation degree for Bi and Cj.
Thereafter Bi is categorized to a certain health status pattern where the maximal
nðBi;CjÞ (j = 1, 2, …,) is calculated.

2.3 Proposed Approach

Totally, the proposed approach for rolling bearing health status estimation is as follows:

(1) The vibration signals from the object rolling element bearing in the rotating
machine are sampled under different working conditions, including normal
operation condition and various fault types and severities, for the establishment of
the sample knowledge base.

(2) Through a four-dimensional feature extraction algorithm using entropy and
Holder coefficient theories, the health status feature vectors are extracted from the
sample knowledge base.

(3) The sample knowledge base for GRA is established based on the fault symptom
(i.e., the extracted feature vector) and the fault pattern (i.e., the known fault types
and severity).

(4) The health status feature vectors extracted based on bearing vibration signals to be
identified are input into GRA, and the diagnostic results (i.e., fault types and
severity) are output.

3 Experimental Validation

All the rolling element bearing vibration signals for analysis are from Case Western
Reserve University Bearing Data Center in the paper [29]. The test bearing is a deep
groove rolling bearing of 6205-2RS JEM SKF. The related rolling element bearing
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experimental device consists of a torque meter, a power meter and a three-phase
induction motor, and the load power and speed are measured over the sensor, shown in
Fig. 1. Over controlling the power meter, the desired torque load can be obtained. The
motor drive end rotor is supported over a test bearing, where a single point of failure is
set through discharge machining. The fault diameter (i.e., fault severities) includes 28
mils, 21 mils, 14 mils and 7 mils, and the fault types includes outer race fault, the inner
race fault and the ball fault. An accelerometer is installed on the motor drive end
housing with a bandwidth of up to 5000 Hz, and the vibration data for the test bearing
in different operating conditions is collected by a recorder, where the sampling fre-
quency is 12 kHz.

The bearing vibration data used for analysis was obtained under the load of 0
horsepower and the motor speed of 1797 r/min. Totally 11 types of vibration signals
considering different fault categories and severities are analyzed, seen in Table 1. Each

Fig. 1. Experimental setup

Table 1. Description of experimental data set

Health status
condition

Fault diameter
(mils)

The number of base
samples

The number of
testing samples

Label of
classification

Normal 0 10 40 1
Inner race fault 7 10 40 2

14 10 40 3
21 10 40 4
28 10 40 5

Ball fault 7 10 40 6
14 10 40 7
28 10 40 8

Outer race fault 7 10 40 9
14 10 40 10
21 10 40 11
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data sample from vibration signals is made up of 2048 time series points. For those 550
data samples, 110 data samples are chosen randomly for establishment of knowledge
base, with the rest 440 data samples as testing data samples (Figs. 2 and 3).

The health status feature vectors extracted from rolling bearing normal operating
condition and different fault conditions with 7mils fault diameter over the
four-dimensional feature extraction algorithm using entropy and Holder coefficient
theories were shown in Figs. 4 and 5 respectively. And the health status feature vectors
extracted from rolling bearing inner race fault condition with different severities over
the four-dimensional feature extraction algorithm using entropy and Holder coefficient
theory were shown in Figs. 6 and 7 respectively.
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Fig. 2. Rolling bearing normal operating condition and fault conditions with fault diameter
7mils
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Fig. 3. Bearing inner race fault conditions with various severities
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Fig. 5. Holder coefficient features of a random chosen sample from bearing normal operating
condition and different fault conditions with fault diameter 7mils
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Fig. 6. Entropy features of a random chosen sample from rolling bearing inner race fault
condition with various severities
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From Figs. 4, 5, 6 and 7, it can clearly be seen that the fault feature vectors
extracted based on the rolling bearing vibration signals with different fault types and in
addition different severities through the four-dimensional feature extraction algorithm
based on entropy and Holder coefficient theory show apparent differences. The sample
knowledge base for GRA is established based on the fault symptom (i.e., the extracted
feature vector) and the fault pattern (i.e., the known fault types and severity). The fault
feature vectors extracted based on the testing rolling bearing vibration signals to be
identified are input into GRA, and the diagnostic results (i.e., fault types and severity)
are output, shown in Table 2.
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Fig. 7. Holder coefficient features of a random chosen sample from rolling bearing inner race
fault condition with various severities

Table 2. The diagnostic results by GRA compared with results from references [30, 31]

Label of
classification

The number
of testing
samples

The number of
misclassified samples

Testing accuracy (%)

[30] [31] Proposed [30] [31] Proposed

1 40 0 0 0 100 100 100
2 40 0 0 0 100 100 100
3 40 0 4 2 100 90 95
4 40 3 0 0 92.5 100 100
5 40 0 0 0 100 100 100
6 40 2 4 3 95 90 92.5
7 40 3 0 0 92.5 100 100
8 40 3 4 4 92.5 90 90
9 40 0 0 0 100 100 100
10 40 0 0 3 100 100 92.5
11 40 4 4 0 90 90 100

In total 440 15 16 12 96.59 96.3636 96.9697
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The diagnostic results from Table 2, the fault pattern recognition success rate for
detecting bearing faulty conditions can reach 100%, and the total fault pattern recog-
nition success rate can reach almost 97%, which shows a certain improvement in
diagnostic accuracy compared with the methods from references [30, 31]. The time cost
by these methods for one Test Case is shown Table 3 by using a laptop computer with
a 2.0 GHz dual processor.

From Table 3, the experimental results have demonstrated the proposed approach
can be suitable for on-line health status estimation.

4 Conclusion

In this paper, a simple and efficient fault diagnostic approach was proposed to
accommodate to the requirements of both real-time monitoring and accurate estimation
of fault type as well as severity. The experimental results have many meaningful
conclusions as follows:

(1) The proposed approach can accurately and effectively identify the different types
of rolling bearing failure and the severity of the fault.

(2) The diagnostic results by the proposed approach show that the fault pattern
recognition success rate for detecting bearing faulty conditions can reach 100%,
and the total fault pattern recognition success rate can reach almost 97%.

(3) The proposed approach can improve the fault diagnostic performance compared
with the existing artificial intelligent methods, and can be suitable for on-line
health status estimation.
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Abstract. With the advent of the Internet of Things, the number of mobile,
embedded, and wearable devices are on the rising nowadays, which make us
increasingly faced with the limitations of traditional network security control.
Hence, accurately identifying different wireless devices through Hybrid infor-
mation processing method for the Internet of things becomes very important
today. To this problem, we design, implement, and evaluate a robust algorithm
to identify the wireless device with fingerprints features through integral
envelope and Hilbert transform theory based PCA analysis algorithm. Integral
envelope theory was used respectively to process the signals first, then the
principal component features can be extracted by PCA analysis algorithm. At
last, gray relation classifier was used to identify the signals. We experimentally
demonstrate effectiveness of the proposed algorithm ixin differentiating between
500 numbers of wireless device with the accuracy in excess of 99%. The
approach itself is general and will work with any wireless devices’ recognition.

Keywords: Individual radio recognition � Hilbert transform
Integral envelope theory � PCA analysis � Gray relation theory

1 Introduction

Internet of things as an important branch for the information technology, refers to the
combination of all kinds of information sensing devices (such as radio frequency
identification (RFID) devices, global positioning systems, infrared sensors, laser
scanners) with the Internet to form a huge network, whose purpose is to make all the
items connected with the network to facilitate the identification and management.
Accurately identifying different wireless devices for the Internet of things becomes
very important today. It is difficult to draw a conclusion that which factors affect the
development of complex system. In 1982, combining the idea of system theory,
information theory and cybernetics, Deng proposed the gray system theory, the study
object is to extract valuable information by exploiting the limited information from
uncertain system with few samples. It can give an effective description of the complex
system behavior and development [1].
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The gray relational analysis theory (GRA) uses the gray relational grade
(GRG) model to calculate and analyze, is an essential concept in the grey system
theory. It is the fundamental theory for gray system analysis, prediction and decision.
Analyzing a system means that it should distinguish the primary and secondary factors
and finding the factors which enhance or restrict the development of system. GRA
analyzes the system with few samples by quantifying and ordering the factors. In order
to quantify the relationship between factors, various forms of correlation coefficient
were proposed, such as canonical correlation coefficient and resemblance correlation
coefficient. These coefficients are based on the mathematical statistic theory, so they
require a great deal of data because it seems difficult to find out the statistical rules or
some kinds of typical probability distribution from few data. But in the practical work,
it is hard to meet the requirement, the statistical data are limited and the degree of grey
information is large, it is not easy to use the method based on mathematical statistic
theory to analyze systems. GRA covers shortcoming to some extent, it has no
requirement on the sample size and distribution [2]. The following are some common
models: Deng’s gray relational grade model, proposed by Deng based on the GRA
axioms, known as the most fundamental model [3]; B-type gray relational analysis
(B-GRA), given by Wang (1989) according to the proximity and similarity between
two objects [4]. The gray absolute relational grade (GARG), proposed by Mei in 1992
based on the adjacency degree of absolute trends and relative trends between the
factors’ time series curves, the T-type gray relational analysis (T-GRA), produced by
Tang in 1995 according to the approaching degree of the relative changing trend
between the time series curves of factors [5, 6]. The grey slope relational grade
(GSRG), created by Dang in 1994 and later developed by Dang and Sun in 2007 [7, 8].
The generalized relational grade was discussed on generalized interval by Wang and
Guo (2005) [9]. Although each kind of relation calculation method is improved, they
also have defects. The references [4–6, 10] proposed the defects of grey relational
grade and corresponding improvement but the improved relational grade has new
defects. This paper proposed a new Hybrid information processing method based on
Integral envelope and Hilbert transform theory with PCA analysis theory together to
extract the features of individual devices which will establish a good basis for the
development of Internet of things.

2 Basic Theory

2.1 Integral Envelope Theory

The signal is integrated at any starting time with a certain length of time, the waveform
of the integral value is called the signal integral envelope [11].

If the signal in time domain is:

sðtÞ ¼ AðtÞ expðjð2pf0tþuðtÞÞÞ ð1Þ

where AðtÞ is the instantaneous amplitude of the signal, f0 is the signal carrier fre-
quency, uðtÞ is the phase modulation function. If uðtÞ only take 0 and p, the signal is
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BPSK signal. If uðtÞ does not change, the single is carrier frequency signal. Therefore,
the If the signal as shown in formula (1) is single carrier frequency signal, the integral
envelope can be written as

G2 ¼ 1
DT

Z t0 þDT

t0
sðtÞdt

�����
�����
2

¼ 1
DT2

Z t0 þDT

t0
expðjð2pf0tþuðtÞÞÞdt

�����
�����
2

¼ 1

ð2pfDTÞ2 ð2� 2 cosð2pf0DTÞÞ ¼ ðsinðpf0DTÞÞ2
ðpfDTÞ2 ¼ ðsin cðpf0DTÞÞ2

ð2Þ

where sin cðxÞ ¼ sinðpxÞ
px .

The signal integral envelope G is related to the integral time interval DT and the
signal carrier frequency f0, as shown in formula (2). For a fixed frequency signal, when
the interval of integration time is fixed, the integral envelope of the signal is a constant
value. The G conforms to the rule of sin cðxÞj j function when the signal carrier fre-
quency changes.

If the LFM signal is

sðtÞ ¼ A expðjð2pf0tþ kt2=2ÞÞ ð3Þ

where k is frequency modulation rate. When the interval of integration time is small,
the integral envelope process of the LFM signal is equivalent to processing the single
carrier frequency signal, and the integral carrier frequency is changed in each integral
transformation. So, the waveform of the integral conforms to the rule of sin cðxÞj j
function in time domain. When f0DT is an integer, the integral envelope of the signal is
zero. It is important.

2.2 PCA Analysis Theory

Principal component analysis (PCA) can be described as a regression-type optimization
problem. Not only in the data processing, but also in dimensionality reduction, PCA
has a wide range of applications [12].

PCA makes the derived variables capture maximal variance over seeking the linear
combinations of the original variables. For computing the PCA, we can by obtaining
the data matrix’s singular value decomposition (SVD). In detail, we have an n-by-p
matrix X, here, n is the number of samples and p is the number of variables. In order to
generalization, we assume that the means of every column are all 0. The singular value
decomposition of X can be written [13].

X ¼ UDVT ð4Þ

where D is the singular values of X, an rectangular diagonal matrix which size is
n-by-p; U is the left singular matrix of X, an n-by-n matrix, whose columns are
orthogonal unit vectors with the length of n; and V is the right singular matrix of X, a
p-by-p matrix, the columns of which are also orthogonal unit vectors.
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We use the singular value decomposition the score matrix YT as

YT ¼ XTU ¼ VDTUTU ¼ VDT ð5Þ

It is easily seen that the left singular vectors of XT is V, so YT is given by the left
singular matrix V multiplied by the transpose of singular values matrix. The polar
decomposition of YT is also expressed as this.

It is no need to form the matrix XTX to calculate the SVD of XT in efficient
algorithms exist, so calculating a principal component analysis from a data matrix is the
standard way for computing the SVD, unless we require a handful of components.

At last, PCA makes the greatest variance according to transforming the data to a
new coordinate system, some projection of data which are called the first principle
component comes to lie on the first coordinate, and on the second coordinate, the
second greatest variance appears, and so on.

Finally, multiply the first l largest singular values and corresponding singular
vectors, we can get a truncated n� l score matrix Yl of Y:

Yl ¼ UT
l X ¼ DlVT ð6Þ

After construction, the size of the transformed data matrices is n-by-l.

3 Simulation and Analysis

The feature extraction algorithm proposed in this paper is used to extract the charac-
teristics of wireless devices, and then gray relation theory was used to classify the
signals. The steps of the algorithm are as follows:

Firstly, 50 sets of signals of 10 groups of devices are calculated by integral
envelope algorithm respectively, and then instantaneous amplitude features can be
obtained as data sets.

Second, the dimensions are decreased based on PCA analysis method. According to
the contribution rate of the main components, the corresponding number of principal
components are selected as the features to be identified.

At last, gray relation algorithm was used to extract the principal component
characteristics of 50 sets of 10 devices in order to classify and identify them. While,
200 sets of data were randomly selected to train and 300 sets of data were selected to
test, and the recognition rate was calculated.

According to the above procedures, take two kinds of fingerprint features as
example, the algorithm simulation results are shown in Fig. 1:

From the simulation results we can see that, the contribution rate of the first
principal component is 89.85%, the contribution rate of the second principal compo-
nent is 5.69%, so the total contribution rate is 95.54%. According to the definition of
PCA analysis, when the contribution rate of principal component is between 85% and
95%, the obtained principal features can approximately represent all the characteristics
of the original signal, in order to realize the accurate classification of the signal.
Therefore, Fig. 1 shows the two-dimensional principal components of different
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wireless devices’ features, where the abscissa x represents the first principal component
value and the ordinate y represents the second principal component value. It can be
seen that there is a good aggregation degree and interclass separation degree.

And then gray relation algorithm was used to identify the obtained features, and the
recognition result is 96.78%, which basically realize the accurately recognize of sig-
nals. If the recognition effect needs to be improved, take one more principal compo-
nents to form three-dimensional features, whose contribution rate is 3.94%. Plus the
first two principal components together, the total contribution rate is 99.48%. They can
more accurately describe all the characteristics of the original signals. The same method
was used to identify the signals, and the recognition rate is 98.33%, comparing with
using two principal components, the recognition result is improved.

Similarly, change the simulation condition to 20 dB SNR environment, then using
the algorithm proposed in this paper to extract and classify the characteristics of the
signals. Simulation results are shown in Fig. 2. Where the abscissa x represents the first
principal component value and the ordinate y represents the second principal compo-
nent value. It can be seen from the simulation results that, some characteristics of
wireless devices have a certain degree of overlap, it is difficult to achieve accurately
classification.

According to the results of PCA analysis, the contribution rate of the first principal
component reached 88.26%, the contribution rate of the second principal component
reached 5.39%, and the contribution rate of the third principal component reached
3.95%. Due to the noise added to the signals, the contribution rate of each reduced
dimensional principal component are relatively dispersion. So the total contribution
rate of the first two principal component features used in Fig. 2 is only 93.65%, and the
recognition result obtained by gray relation classifier is 82.67%. In order to improve the
recognition result, another principal component is added together, and the total con-
tribution rate is 97.6%, then the recognition result can be calculated as 88.45%.
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Fig. 1. Two-dimensional principal components of 10 wireless devices’ subtle features based on
integral envelope algorithm under no-noisy environment
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4 Conclusion

In this paper we have addressed the fundamental issue of wireless device identification
for the Internet of things. We designed, implemented and evaluated the integral
envelope theory based PCA analysis algorithm, a technique that can identify the subtle
features of wireless devices. Unlike the previous techniques, this algorithm can accu-
rately identify the fingerprints features of different wireless devices. Simulation results
show that, the proposed algorithm can recognize the subtle features of signals between
500 numbers of wireless devices with the accuracy in excess of 99%. The approach
itself is general and will work with any wireless devices’ recognition.

Our evaluation of the strengths and weaknesses of the proposed Hybrid information
processing algorithm suggests that it could be especially useful for wireless device’s
subtle features’ identification. And it also can be used in some other related fields such
as image processing, fault diagnosis and so on.

Acknowledgements. The research of the paper is supported by the National Natural Science
Foundation of China (No. 61603239) and (No. 61601281).
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Abstract. As bearing vibration signal is of nonlinear and nonstationary char-
acteristics, and the condition-indicating information distributed in the rolling
bearing vibration signal is complicated, a new rolling bearing health status
estimation approach using holder coefficient and gray relation algorithm was
proposed based on bearing vibration signal in the paper. Firstly, the holder
coefficient algorithm was proposed for extracting health status feature vectors
based on the bearing vibration signals, and secondly the gray relation algorithm
was developed for achieving bearing fault pattern recognition intelligently using
the extracted feature vectors. At last, the experimental study has illustrated the
proposed approach can efficiently and effectively recognize different fault types
and in addition different severities with good real-time performance.

Keywords: Vibration signal processing � Holder theory � Gray relation theory
Fault diagnosis

1 Introduction

Rolling element bearings are commonly used in rotational machines, and usually their
failure leads to the machine breakdown, which causes substantial economic losses [1–
3]. Vibration-based bearing fault diagnosis approaches have attracted broad attention in
the near past as vibration signal holds rich bearing health status information. As the
result of the nonlinear factors, such as stiffness, friction and clearance, bearing vibration
signals always bear nonlinear and nonstationary performance [4]. what’s more, bearing
vibration signals involve not only the working information related to the bearing itself,
but also plentiful information related to other rotating parts of the machine, which in
comparison with the former is usually taken as the background noise [5]. Thus the
common time domain or frequency domain signal processing approaches may not
easily obtain an accurate estimation result about the bearing health status [6].

Recently, the procedure of bearing fault diagnosis is gradually taken as a process of
fault pattern recognition with the aid of artificial intelligence (AI) approaches [7], and
its reliability is essentially determined by the effectiveness of the fault feature
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extraction. Nowadays, Some entropy based feature extraction methods (e.g., hierar-
chical entropy [8], fuzzy entropy [9], sample entropy [10] and approximate entropy
[11, 12]), were used for extracting fault feature vectors based on bearing vibration
signals. Here, we exploit a holder coefficient algorithm, for extracting fault feature
vectors based on the vibration signals, so as to improve the performance of traditional
feature extraction approaches in the paper.

When the fault feature extraction is ready, a fault pattern recognition method is
required to implement the fault diagnosis automatically. The most common approaches
are support vector machines [13] and artificial neural networks [14–16]. However, the
training of artificial neural networks requires a lot of faulted samples, which are difficult
to obtain in practice. The support vector machines are based on statistical learning
theory, and have better generalization than artificial neural networks under a smaller
number of samples [17]. However, the accuracy of support vector machines is
essentially determined by the choice of their optimum parameters [18]. Thereafter,
complex multi-class concept [19] or optimization algorithms [14, 18] has been used to
improve the effectiveness of SVMs. In this paper, so as to keep a balance between
generality and accuracy, a gray relation algorithm was used to achieve fault pattern
recognition.

2 Holder Coefficient Algorithm

Holder coefficient can be used to measure the similar degree of two sequences, which
may extract signals’ features. It is evolved from Holder inequality and the definition of
Holder inequality can be described as follows:

For any vector X ¼ x1; x2; . . .; xn½ �T and Y ¼ y1; y2; . . .; yn½ �T , they satisfy:

Xn
i¼1

xi � yij j �
Xn
i¼1

xij jp
 !1=p

�
Xn
i¼1

yij jq
 !1=q

ð1Þ

where 1
p þ 1

q ¼ 1 and p; q[ 1.

Based on the Holder inequality, for two discrete signals f1ðiÞ� 0; i ¼ 1; 2; . . .; nf g
and f2ðiÞ� 0; i ¼ 1; 2; . . .; nf g, if 1

p þ 1
q ¼ 1 and p; q[ 1, then Holder coefficient of

these two discrete signals is obtained as follows:

Hc ¼
P

f1 ið Þf2 ið ÞP
f p1 ið Þ� �1=p� P f q2 ið Þ� �1=q ð2Þ

where 0�Hc � 1.
Holder coefficient characterizes the similar degree of two discrete signals, if and

only if f p1 ðiÞ ¼ kf q2 ðiÞ, i ¼ 1; 2; . . .; n, in which n denotes the length of discrete signal
and k is a real number, Hc will be the biggest value. In this case, the similar degree of
two signals is biggest, which indicates that the two signals belong to the same type of

signals; if and only if
Pn
i¼1

f1ðiÞf2ðiÞ ¼ 0, Hc get the minimum value, and in this case, the
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similarity of two signals is smallest, which indicates the signals are irrelevant, and
belong to different types of signals.

Rectangular sequence s1ðiÞ and triangular sequence s2ðiÞ are selected as reference
sequences, and then the Holder coefficient value of the vibration signals to be identified
with the two reference signal sequences is obtained as follows:

H1 ¼
P

f ðiÞs1ðiÞP
f p ið Þð Þ1=p� P sq1 ið Þ� �1=q ð3Þ

where the rectangular sequence s1ðiÞ is as follows:

s1ðiÞ ¼ s; 1� i�N
0; else

�
ð4Þ

Similarly, H2 is obtained as follows:

H2 ¼
P

f ðiÞs2ðiÞP
f p ið Þð Þ1=p� P sq2 ið Þ� �1=q ð5Þ

where the triangular sequence s2ðiÞ is as follows:

s2ðiÞ ¼ 2is=N; 1� i�N=2
2s� 2is=N; N=2� i�N

�
ð6Þ

3 Gray Relation Algorithm

As the basis of gray system theory, the gray relation algorithm is to calculate the gray
relation coefficient and relation degree between each comparative feature vector and
reference feature vectors based on the basic theory of space mathematics [20–23].

Suppose the fault feature vectors (i.e., the two-dimensional feature vector extracted
based on Holder coefficient algorithm) extracted based on vibration signals, to be
identified are as follows:

B1 ¼
b1ð1Þ
b1ð2Þ

" #
; B2 ¼

b2ð1Þ
b2ð2Þ

" #
; . . .; Bi ¼

bið1Þ
bið2Þ

" #
; . . . ð7Þ

where Biði = 1,2,. . .Þ is a certain fault pattern to be recognized (i.e., fault types and in
addition severities).

Suppose the knowledge base between the health status patterns (i.e., fault type as
well as severity) and fault signatures (i.e., the feature vectors) from a part of samples is
as follows:
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C1 ¼
c1 1ð Þ
c1 2ð Þ

" #
; C2 ¼

c2 1ð Þ
c2 2ð Þ

" #
. . .; Cj ¼

cj 1ð Þ
cj 2ð Þ

" #
; . . . ð8Þ

where Cj j ¼ 1; 2; . . .ð Þ is a known health status pattern (i.e., fault type as well as
severity); Cj j ¼ 1; 2; . . .ð Þ is a characteristic parameter.

For q 2 0; 1ð Þ:

n biðkÞ; cj kð Þ� � ¼ min
j

min
k

biðkÞ � cj kð Þ�� ��þ q �max
j

max
k

biðkÞ � cj kð Þ�� ��
biðkÞ � cj kð Þ�� ��þ q �max

j
max
k

biðkÞ � cj kð Þ�� �� ð9Þ

nðBi;CjÞ ¼ 1
2

X2
k¼1

n biðkÞ; cj kð Þ� �
; j ¼ 1; 2; . . . ð10Þ

where q is a distinguishing coefficient; n biðkÞ; cj kð Þ� �
is the gray relation coefficient for

kth feature parameter for Bi and Cj; nðBi;CjÞ is the gray relation degree for Bi and Cj.
Thereafter Bi is categorized to the health status pattern where the maximal
nðBi;CjÞðj ¼1; 2; . . .; Þ is calculated.

4 Proposed Approach

Totally, the proposed approach for rolling bearing health status estimation is as follows:

a. The vibration signals from the object rolling element bearing in a rotating machine
are sampled under different working conditions, including normal operating con-
dition and faulty operating condition with various fault types and severities, for the
establishment of the sample knowledge base.

b. Through a two-dimensional feature extraction algorithm based on Holder coefficient
theory, the health status feature vectors are extracted from the sample knowledge
base.

c. The sample knowledge base for GRA is established based on the fault symptom (i.e.,
the extracted feature vector) and the fault pattern (i.e., the known fault types and
severities).

The feature vectors extracted based on bearing vibration signals to be identified are
input into GRA, and the diagnostic results (i.e., fault types and severity) are output.

5 Experimental Validation

All the rolling element bearing vibration signals for analysis are from Case Western
Reserve University Bearing Data Center [24] in the paper. The related experimental
device consists of a torque meter, a power meter and a three-phase induction motor,
and the load power and speed measured by the sensor, seen in Fig. 1. Over controlling

140 J. Li et al.



the power meter, the desired torque load can be obtained. The motor drive end rotor is
supported by a test bearing, where a single point of failure is set through discharge
machining. The fault diameters (i.e., fault severities) include 28 mils, 21 mils, 14 mils
and 7 mils, and the fault types include outer race fault, the inner race fault and the ball
fault. An accelerometer is installed on the motor drive end housing with a bandwidth
up to 5000 Hz, and the vibration data for the test bearing in different operating con-
ditions is collected by a recorder, where the sampling frequency is 12 kHz.

The bearing vibration data used for analysis was obtained under the load of 0
horsepower and the motor speed of 1797 r/min. The test bearing is a deep groove
rolling bearing of 6205-2RS JEM SKF. Totally 11 types of vibration signals consid-
ering different fault categories and severities are analyzed, seen in Table 1. Each data
sample from vibration signals is made up of 2048 time series points. For those 550 data
samples, 110 data samples are randomly chosen for establishment of knowledge base,
with the rest 440 data samples as testing data samples.

Fig. 1. Experimental setup

Table 1. Description of experimental data set

Bearing
condition

Fault
diameter
(mils)

The number of
base samples

The number of
testing samples

Label of
classification

Normal 0 10 40 1
Inner race
fault

7 10 40 2
14 10 40 3
21 10 40 4
28 10 40 5

Ball fault 7 10 40 6
14 10 40 7
28 10 40 8

Outer race
fault

7 10 40 9
14 10 40 10
21 10 40 11

A New Robust Rolling Bearing Vibration Signal Analysis Method 141



The fault feature vectors extracted from bearing normal operating condition and
different fault conditions with 7 mils fault diameter over the two-dimensional feature
extraction algorithm using Holder coefficient were shown in Fig. 2.

And the fault feature vectors extracted from bearing inner race fault condition with
different severities over the two-dimensional feature extraction algorithm using Holder
coefficient were shown in Fig. 3.

From Figs. 2 and 3, it can be seen that the fault feature vectors extracted from the
bearing vibration signals with different fault types and in addition different severities
through the two-dimensional feature extraction algorithm using Holder coefficient
show apparent differences.

0.35 0.4 0.45 0.5 0.55 0.6 0.65
0.1

0.15

0.2

0.25

0.3

0.35

H1

H
2

normal
inner race fault
ball fault
outer race fault

Fig. 2. Holder coefficient features of a random chosen sample from bearing normal operating
condition and different fault conditions with fault diameter 7 mils
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Fig. 3. Holder coefficient features of a random chosen sample from bearing inner race fault
condition with various severities
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The sample knowledge base for GRA is established based on the fault symptom
(i.e., the extracted feature vectors) and the fault pattern (i.e., the known fault types and
severities). The feature vectors extracted from the testing bearing vibration signals to be
identified are input into GRA, and the diagnostic results (i.e., fault types and severities)
are output, shown in Table 2.

The diagnostic results from Table 2 show that the fault pattern recognition success
rate for detecting bearing faulty conditions can reach 100%, and the total fault pattern
recognition success rate can reach almost 93%. The time cost by the proposed diag-
nostic approach for one Test Case is within 1.6 ms by using a laptop computer with a
2.0 GHz dual processor.

6 Conclusion

A novel rolling element bearing vibration signal analysis approach using holder
coefficient and gray relation algorithm was proposed in the paper. The experimental
results have demonstrated that the holder coefficient algorithm is very suitable for
rolling bearing fault feature extraction, which can obtain more distinguishing infor-
mation imaging different health status. And the gray relation algorithm as a pattern
recognition technique is very suitable for implementing the rolling bearing fault pattern
recognition intelligently under a small number of base samples. Moreover, the pro-
posed approach can efficiently and effectively recognize different fault types and in
addition different severities with good real-time performance.

Acknowledgment. The research is supported by the National Natural Science Foundation of
China (No. 61603239) and (No. 61601281).

Table 2. The diagnostic results by GRA

Label of
classification

The number of testing
samples

The number of
misclassified samples

Testing
accuracy (%)

1 40 0 100
2 40 6 85
3 40 0 100
4 40 0 100
5 40 6 85
6 40 6 85
7 40 0 100
8 40 13 67.5
9 40 0 100
10 40 0 100
11 40 0 100
In total 440 31 92.95
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Two-Dimensional Fractal Dimension Feature
Extraction Algorithm Based On Time-Frequency

Wenwen Li(B), Zheng Dou, and Tingting Cao

Harbin Engineering University, Harbin 150001, HLJ, China
939021004@qq.com

Abstract. Digital signal modulation recognition is the technology of
signal recognition. In the non-cooperative communication field, the tech-
nology is used to process signal and extract feature, and recognize the
signal. Because of small distance and intersection between feature classes
of digital signal fractal box dimension, its difficult to recognize the sig-
nal. This paper proposes a new algorithm. This algorithm is based on
time frequency image of two dimensional fractal box dimension feature
extraction.

Keywords: Modulation recognition · Fractal box dimension
Feature extration

1 Introduction

In recent years, with the rapid development of software radio technology, commu-
nication reconnaissance, confrontation and other modern information technology
research has become research hotspots [1]. Radio technology plays an important
role both in the civil and military fields. Electronic reconnaissance technology is
of great importance to the promotion of civil technology and the enhancement
of national defense. Wireless communication uses spatial electromagnetic radia-
tion to transmit images, text, sound and other information. The open channel
environment makes communication reconnaissance possible [2]. Signal recogni-
tion technology has become an important means of electronic reconnaissance.
The signal recognition technology realizes the signal identification by extracting
the characteristic parameters of the received signal according to the difference
between the different signal characteristics. At present, signal recognition algo-
rithm can be divided into two categories [3]. The first category is based on test
method of decision theory, the second category is based on statistical model of
identification methods [4].

The signal modulation recognition method based on decision theory can the-
oretically guarantee the optimal recognition results under the Bayes minimum
criterion, but this kind of method has very obvious shortcomings. This method
requires too much parameter information and has large computational complex-
ity [5]. So it is not suitable for real-time classification of signal modulation recog-
nition. The signal recognition method based on statistical mode can be regarded
as a mapping relation. By extracting the effective and stable characteristics of
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the signal, the signal is mapped from the time domain space to the feature space.
Then the signal is classified and identified by the difference between the signal
characteristics. The appropriate classification features and decision criteria have
to implement easily. So the algorithm based on statistical mode is more extensive
used in the actual project. Fractal theory has been studied in depth in recent
years. Fractal theory are applied in many fields such as protein sequences, kinetic
structures, liquid structures, DNA sequence analysis, fault diagnosis [6], image
processing [7] and so on [8]. In this paper, we propose a two-dimensional box
dimension feature extraction method based on time-frequency image. Simulation
results show that method proposed in this paper is superior to one-dimensional
signal box dimension feature and is suitable for the classification and recognition
of multiple signals [9].

2 Research on Fractal Feature of Digital Signal

2.1 Fractal Box Dimension Theory

Fractal dimension is a tool to describe the dimension of the object. Among the
many fractal dimension calculation methods, the box dimension algorithm is
simple and can calculate the fractal dimension of the object well [10].

Let (X, d) be an object space, M is a non-empty compact set family of X,
A is a non-empty compact set in X. For each positive number ε, the number of
boxes covering A can be represented by N(A, ε), the box length is ε, then [7]:

N(A, ε) = {M : A ⊂
M∑

i=1

N(xi, ε)} (1)

wherein, x1, x2, · · · , xM are different point and x1, x2, · · · , xM belong to X. The
box dimension is defined

Db = lim
ε→0

ln N(A, ε)
ln(1/ε)

(2)

For signal xi, ε is the time interval of the signal sampling process. In the
calculation of box dimension, ε represents the minimum length of the box and
the length growth rate of the box. For a box with a length of kε to cover the
signal, the number of boxes required is:

s1 = max{xk(i−1)+1, xk(i−1)+2, · · · , xk(i−1)+k+1} (3)

s2 = min{xk(i−1)+1, xk(i−1)+2, · · · , xk(i−1)+k+1} (4)

s(kε) =
N0/k∑

i=1

|s1 − s2| (5)

In formula (5), i = 1, 2, · · · , N0/k, k = 1, 2, · · · ,K, N0 is signal trunca-
tion length, and K < N0, s(kε) is the signal amplitude range, then Nkε is
expressed as:

Nkε = s(kε)/kε + 1 (6)
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For the fitting curve of lg kε ∼ lg Nkε, calculating the box dimension is chosen
to select a better linear segment. After the logarithm, formula (7) is available

lg Nkε = −dB lg kε + b (7)

In formula (7), k1 � k � k2, k1 is the starting points of the number of
boxes. k2 is the ending points of the number of boxes. The Least-Mean-Square
algorithm can be used to calculate the straight slope of the segment. The box
dimension of the signal is calculated:

D = − (k2 − k1 + 1)
∑k2

k=k1
(lg k) · lg Nkε − ∑k2

k=k1
(lg k) · lg Nkε

(k2 − k1 + 1)
∑k2

k=k1
lg2 k − (

∑k2
k=k1

lg k)2
(8)

2.2 Simulation Experiment

In this paper, we identify four different digital modulation signal types. The
modulation signal types include 2FSK, BPSK, 16QAM and MSK. The signal
carrier frequency is fc = 4 MHz, sampling frequency is fs = 4 × fc = 16 MHz,
signal length is Ns = 2048, digital signal symbol rate is Rs = 1000 Sps, 2FSK
signal f1 = 1 MHz, f2 = 2 MHz. The baseband signal is a random code, the
modulated signal is shaped by a rectangular pulse, and the noise is white Gaus-
sian noise. For each type signal, 100 Monte Carlo experiments were performed
at SNR = 0 dB and SNR = 10 dB to generate a sample signal to calculate the
mean and variance of the box dimension. Table 1 is the mean and variance of the
fractal dimension of the four digital signals. Table Remarks: (mean, variance).

Table 1. The fractal dimension mean and variance of signals

SNR 2FSK BPSK MSK 16QAM

μ σ μ σ μ σ μ σ

0 dB 1.510 0.015 1.549 0.015 1.554 0.016 1.601 0.016

10 dB 1.481 0.015 1.607 0.016 1.611 0.016 1.645 0.016

The mean of the signal feature represents the central position of the feature
of the digital signal in the feature space and the class separation between the
features of the digital signal. The variance of signal characteristics represents the
intra class aggregation of the characteristics of digital signals. As can be seen
from Table 1, the fractal box dimension between digital signals has less distance
between classes, but the variance of its characteristic value is small. It shows that
digital signal fractal dimension within the degree of polymerization is good. For
digital signals, there is a strong similarity between the time domain waveforms
of signals. So it is not very good to extract the signal fractal feature from the
fractal box dimension of the signal time domain waveform. Figure 1 is the digital
signal box dimension feature curve with signal to noise ratio (SNR).
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Fig. 1. Digital signal box dimension feature curve with SNR

The signal fractal dimension is a description of the signal dimension. The
lower the complexity of the signal, the smaller the box dimension. It can be
seen from Fig. 1 that the inter-class distance of fractal box dimension of different
signals is small and the characteristic stability is poor. The box dimension curves
of different signals have cross phenomena. The fractal box dimension has a good
ability to distinguish between 2FSK signals at higher signal-to-noise ratio. But
for other digital signals, the inter-class distance between signals is small. It is not
conducive to classify and identify digital signals. So, this paper presents a two-
dimensional box dimension feature extraction method based on time-frequency
image.

3 Research on Two-Dimensional Fractal Dimension
Features Based on Time-Frequency Images

Signal time-frequency conversion is to distribute signal energy in signal time-
frequency plane. It is a conversion of one-dimensional to two-dimensional. The
time-frequency analysis of the signal can effectively reflect the spectral distribu-
tion of the signal over time. Compared to the signal’s time domain waveform,
the time-frequency transformation of the signal can fine describe the local subtle
characteristics of the signal. From the simulation results in the previous section,
we can see that the difference between fractal dimension features of digital signal
time-domain waveforms is not sufficient to be effectively used for the classifica-
tion of signals and the interclass distance between fractal dimension features
is small [11]. The time-frequency diagram of the signal describes the change of
signal over time from the two transform fields, which are time domain and fre-
quency domain. Compared to time domain waveform fractal dimension, signal
time-frequency characteristics can be better used for signal classification and
identification. Therefore, this paper presents a two-dimensional box dimension
feature extraction algorithm based on time-frequency image.
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3.1 Research on Algorithm of Time-Frequency Image Box
Dimension

The improved fractal dimension algorithm is based on signal time-frequency
transform, through the time-frequency image of the signal related processing
and extracting two-dimensional box dimension image features of signal. This is
a conversion of one-to-two-dimensional. Figure 2 shows the concrete flow chart
of the improved algorithm.

Fig. 2. Flow chart of fractal feature extraction of two-dimensional box dimension based
on time-frequency image

The signal time-frequency transform is the distribution of the signal energy
in the time-frequency domain. Therefore, we can convert gray value of the image,
according to the signal in the time-frequency domain of the energy value, which
is the main work of the time-frequency image preprocessing part.

(1) Normalization
In the time-frequency image preprocessing of digital signals, the larger the

energy value of the time-frequency distribution, the larger the gray value in the
corresponding image. The difference between the time-frequency transformations
of different digital signals results in the dynamic range of the gray value of the
time-frequency image is not the same. The size of the gray value have a great
impact on the extraction of signal characteristics. Therefore, in order to reduce
the balance between the different signals, we need to normalize the gray value
of the image preprocessing [5]. x and σ2 are the mean and variance of pixel
value [12].

x =
1
N

N∑

i=1

xi (9)

σ2 =
1

N − 1

N∑

i=1

(xi − x)2 (10)

The gray value of the normalized pixel is:

x̂ =
xi − x

σ
(11)

(2) 2D image box dimension feature extraction
For a digital signal time-frequency grayscale, we set the image size is M ×M ,

and divide the M × M pixel image into s × s sub-blocks (1 � s � M/2, s is an
integer), let

r = s/M (12)
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The time-frequency image gray-scale value of the digital signal is a three-
dimensional surface in the spatial coordinates. x and y represent the coordinate
position of the pixel, and z represents pixel gray value. x − y plane is divided
into s × s squares, which become a s × s × s′ box. The s′ satisfies formula (13):

M

s
=

G

s′ (13)

G is the total gray scale. We suppose the max(i, j) of the image grayscale
in grid (i, j) fall in the kth box. At the same time, the min(i, j) of the image
grayscale in grid (i, j) fall in the lth box. Set (i, j) grid boxs box number is
nr(i, j), the number of boxes require to cover the entire image is Nr, then:

nr(i, j) = l − k + 1 (14)

The fractal dimension of the image is:

D = lim
r→0

log Nr

log(1/r)
(15)

3.2 Simulation Experiment

In order to verify the feasibility of the algorithm, this paper simulates four kinds
of common digital signals, in which simulation conditions are consistent with
Sect. 2.2. Each signal is subjected to 100 Monte Carlo experiments at each SNR
condition. The signal conducts low-pass filtering, SPWVD time-frequency con-
version grayscale transformation and normalization, at last extracting the fractal
dimension features of time-frequency images according to the algorithm in this
paper. Table 2 is the mean and variance when the time-frequency image frac-
tal features is under the SNR = 0 dB and SNR = 10 dB simulation conditions,
and the table notes (mean, variance). Figure 3 is the curve in which signal time-
frequency image fractal dimension feature changes with SNR.

Table 2. The fractal dimension mean and variance of signals

SNR 2FSK BPSK MSK 16QAM

μ σ μ σ μ σ μ σ

0 dB 1.233 0.013 1.237 0.019 1.233 0.035 1.273 0.019

10 dB 1.230 0.009 1.279 0.012 1.293 0.009 1.300 0.015

It can be seen from Tables 1 and 2 that signal time-frequency image fractal
box dimensionality variance is smaller than signal one dimensional fractal box
dimension characteristic variance. So it proves that the intra-class polymerization
degree of fractal box dimension feature of digital signal time-frequency image
is relatively good. From Fig. 3, we can see that 16QAM signal and the other
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Fig. 3. Signal time-frequency image fractal dimension with SNR

three kinds of signal dimension feature has a clear interclass distance. Compared
with the one-dimensional box dimension characteristic curve of digital signal in
Fig. 1, the characteristic curve of time-frequency fractal dimension of digital
signal is gentle with the change of SNR. For the signal characteristics, it is
shown that the time-frequency fractal dimension of the signal is better than the
one-dimensional box. Therefore it is more suitable for the signal classification
and identification. Comprehensive comparison, the signal time-frequency image
feature fractal dimension proposed in this paper is better than signal dimension
box dimension features. And it is suitable for classification and recognition of
multi-class signal.

4 Conclusion

In this paper, the feature extraction algorithm of digital signal is simulated
and improved. For the digital signal fractal box dimension feature distance is
small and the box dimension curve has a cross term, it is not suitable for a
variety of digital signal classification and recognition. This paper presents a two-
dimensional box dimension feature extraction algorithm based on time-frequency
image. Simulation results show that the improved algorithm proposed in this
paper has a good ability to distinguish 16QAM signals.
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Abstract. A decision tree is a basic classification and regression method that
uses a tree structure or model of decisions and their possible consequences,
including chance event outcomes, resource costs, and utility. Decision tree is an
effective approach for classification. At the same time, it is also a way to display
an algorithm. It serving as a classical algorithm of classification has many
optimization algorithms. Even though these approaches achieve high perfor-
mance, the acquirement costs of attributes are usually ignored. In some cases,
the acquired costs are very different and important, the acquirement cost of
attributes in decision tree could not be ignored. Existing construction approaches
of cost-sensitive decision tree fail to generate the decision tree dynamically
according to the given data object and cost constraint. In this paper, we attempt
to solve this problem. We propose a global decision tree as the model. The
proper decision tree is derived from the model dynamically according to the data
object and cost constraint. For the generation of dynamic decision trees, we
propose the cost-constraint-based pruning algorithm. Experimental results
demonstrate that our approach outperforms C4.5 in both accuracy and cost.
Even though the attribute acquirement cost in our approach is much smaller, the
accuracy gap between our approach and C4.5 is also small. Additionally, for
large data set, our approach outperforms C4.5 algorithm in both cost and
accuracy.

Keywords: Decision tree � Cost constraint � Machine learning
Algorithm of classification

1 Introduction

Decision tree [1] is an important approach for classification. Existing approaches, such
as the LEGAL-tree using genetic algorithms [2], the HTILDE using incremental and
anytime methods [3], trees with evaluation function [4], trees utilizing boosting and
bagging [5], and some taking use of Cross-validation [6], focus on the selection for
features that maximize the performance of the decision-tree-based classification.

Even though these approaches achieve high performance, the acquirement costs of
attributes are ignored. In some cases, the acquired costs are very different and
important, which should not be ignored. We consider a scenarios.
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In individual medical service, decision-tree- based classification could be used for
assistant diagnosis. For assistant diagnoses, multiple medical indicators could be
applied. Clearly, the costs of these indicators are very different. For example, the cost
of body temperature is almost free. As a comparison, PAT-CT is much more expensive.
Of course, the diagnosis abilities of these indicators are different. Some people prefer
an assistant diagnose of a cold which need not an expensive acquirement cost. So how
to select suitable indicators for diagnosis that could not only achieve high accuracy of
diagnosis but be acquired within a reasonable cost is a problem.

For the wine dealers, it is important for them to know the origin of the wine so that
they can estimate the quality of the wine accordingly. Hence approach of
decision-tree-based classification could be used for assistant judgment. For assistant
judgment, multiple chemical detections could be applied, and then different detection
has different price and influence to the classification of origin. Thus, it is also a problem
to select suitable detections that could be performed within a reasonable cost and also
provide a high accuracy for the predicted value of origin.

From this scenario, construction techniques for optimal decision trees within the
cost constraint are in demand. And such techniques brings following challenges.

• Without attribute costs, the ideal decision tree have two features, less leaf node and
smaller tree depth. Since those features affect not only the efficiency but also the
accuracy of classification, it has been proved that the construction of an idea
decision tree is an NP-hard problem [7, 8]. With the constraint of cost, the problem
becomes harder. The algorithm of construction for effective decision tree within
tolerable time is the first challenge.

• Since different tasks and purposes of classification may have different cost con-
straint, a static decision tree does not satisfy those requirements. So the decision tree
should change according to the cost constraints.

• In the practical cases, the indicators of zero cost could help to obtain a free decision
tree. And users may want to obtain a free decision tree as a first baseline. Hence,
those indicators should be used in high priority effectively.

With these challenges, existing approaches cannot be applied to solve this problem.
They mainly concentrate on two aspects. One is to find the idea behind decision tree
algorithm that aim to maximize accuracy, such as ID3, C4.5 and so on. The other is to
induce decision tree that aim to minimize costs of misclassification or costs of
obtaining the information in a way they adopt [9].

Even though they can generate effective decision trees with a relative small cost,
they still cannot control the costs into a specified range, and also do not have a dynamic
mechanism to get a decision tree in a tolerable time with different cost requirements.
And as users tend to get the free information first, their methods cannot ensure the
attributes with zero cost is located in the first place of the tree.

To achieve the goal of constructing optimal decision tree within the given cost, we
develop a novel decision tree model. In this model, we design a novel classification
criterion called cost-gain-ratio which combines the cost of attribute and the information
gain ratio. And this ratio considers the cost first and attempts to select attribute that cost
less.
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To obtain a decision tree correctly, this ratio still considers information gain ratio
[1] and construction criteria of our decision tree also makes the free indicators can be
selected in a high priority during the construction of decision tree. Additionally, we can
also choose more information gain when the cost is zero, and it also provides con-
venience for building the zero-cost-constraint decision tree in the dynamic building tree
phase.

With the criteria, we use a top-down greedy approach to select the attributes with
the least cost-gain-ratio as the tree node. After building the tree, we utilize a PEP post
pruning to avoid problem of overfitting. Then, with the decision tree after PEP pruning
as the basic decision tree, we develop a dynamic cost pruning strategy to make the
decision tree satisfy different cost constraints. To increase the efficiency, we propose a
cost-based pruning strategy based on cost constraint. We have proven that the worst
complexity of the dynamic algorithm decreases from O(NK2) to O(N), where N is the
size of training set and K is the number of attributes.

The contributions of this paper are summarized as follows.

• We develop a decision tree model. With the model, for a data object, we can get
different decision trees with different requirement of cost constraints in a tolerable
time.

• We propose a new method to induce a decision tree with a consideration of both the
costs and information acquirement.

• We conduct extensive experiments to verify the effectiveness of the proposed
methods. From the experimental results, the proposed method could achieve high
accuracy within the cost constraint.

The remaining parts of this paper are organized as follows. Section 2 introduces
some background knowledge of this paper. Section 4 describes the proposed algorithm
in detail. We present the experiments and analysis in Sects. 5 and 6 draws the con-
clusions and give a future research directions.

2 Background

In this section, we introduce one of the based knowledge of decision tree, PEP (Pes-
simistic Error Pruning) post-pruning algorithm which is also a part of C4.5.

The main reason for pruning is to reduce the complexity of the decision tree and
help prevent overfitting. However, among pruning methods, we choose PEP for the
following reasons. Firstly, PEP does not use extra pruning set. Thus, it provides suf-
ficient data for testing. Secondly, this method has valid statistics theoretical founda-
tions. Thirdly, PEP is a powerful pruning strategy and quite efficient in terms of
computational effort [10].

In the PEP, as the apparent error rate is optimistically biased, Quinlan [1] add an 0.5
adjustment to PEP pruning in order to provide a more practical error rate. Quinlan
considered the event that whether a sample is classified correctly is in a Bernoulli
distribution. 1 means correct classification and 0 means wrong classification. Thus, we
can get the estimated error rate through samples statistics as
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esubtree ¼ REi þ 0:5 � Lð Þ=RNi

where Ei is error number of each leaf node, and L is the number of leaf nodes. Then we
can estimate mean and variance of error count defined as follows.

Esubtree err count ¼ N � esubtree varsubtree err count ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N � esubtree � 1� esubtreeð Þ

p

Then we let a leaf node with most frequent class label Ci in N replace the subtree.
Hence the error count becomes E while sample size is still N and its error rate and mean
of error count is calculated as follows.

enew leaf ¼ Eþ 0:5ð Þ=N Eleaf err count ¼ N � enew leaf

While the mean of subtree’s error count is larger than the mean of new leaf node’s
error count by a variance, we replace this subtree with a leaf node. We get the fol-
lowing inequality.

Esubtree err count � varsubtree err count [Eleaf err count

We have introduced the main idea of the PEP pruning. We will utilize this method
in the second step of our method.

3 Overview

3.1 Problem Definition

Definition 1 (Cost of a Decision Tree): The cost of a decision tree is defined as the
maximal sum of the acquirement costs of the attributes from root to a leaf, denoted by
cost(T). The cost means the maximal acquirement costs of the attributes required for the
classification with T.
We denoted the optimal decision tree generated from an attribute set S as Acc(S). The
problem is defined formally as follows.

Problem 1. Given a training set S with each tuple having attribute set ST = {T1, T2,…,
Tn}, the goal is to find a decision tree model M, such that given a data object o and a
cost C, the decision tree T is derived from M with attribute set SR� ST , such that cost
(T(SR)) � C and 8S′ � ST with cost(T(S′)) � C, Acc(S′) � Acc(SR).

3.2 The Overview of the Proposed Method

In this section, we show an overview of our solution. In our solution, the model is a
global decision tree with all attributes. For a classification task with a data object and
cost constraint, the global decision tree is pruned accordingly. The method contains
three steps.
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Step 1: We apply a branching strategy to generate a decision tree with all attributes as
the model. For the sake of keeping the correctness of decision tree algorithm, we still
take IGR (information gain ratio) as a part of choice criterion. It is also one of the
standards to judge whether branching should stop, since if IGR of the attribute of class
is equal to zero, it means there are only one class in the subset [11]. As we should
consider of the cost of attributes. We develop a new branching criterion, CGR (cost
gain ratio) as follows, while IGR of Ti is not equal to zero.

CGR Tið Þ ¼ cos t Tið Þ
IGR Tið Þ

And In the premise that IGR of the class is not equal to zero and sample size is not
lower than pre-threshold, then we recuse with the rest of conditional attributes and
compared the value of CGR(Ti) with each other, then we use the Greedy Algorithm to
find the smallest one to generate the splitting attribute, which means the attribute with
the lowest cost for each percentage point of info gain ratio.

For each discrete attribute, a branch is generated according to each value. For each
continuous attribute, we attempt to find the best splitting point. The methods of cal-
culating the best split point of continuous attribute and IGR(Ti) is the same in C4.5
algorithm [11].

Step 2: After Step 1, we get a complete decision tree which fits the training data
perfectly. Such tree is treated as the model. However, it may be overfitting and
becomes inaccuracy on other data set. In order to avoid overfitting, we use re-pruning
method which means that when the sample size is lower than a threshold, the decision
tree stops to grow. Then, we use the PEP (Pessimistic Error Pruning) post-pruning
algorithm of C4.5 since such algorithm does not need extra testing data and have a
linear computational complexity. Thus, the pruning is exhaustive.

Step 3: Through Step 2, we get a basic decision tree as the model. All the decision
trees are derived from it. Hence when a data object o is to be handled, we perform a
second round of pruning according to the required cost constraint and generate a
decision tree T. The classification of o is determined based on T.

In practice, we can combine PEP pruning with global decision tree generation,
since they could be performed offline and will not affect the experience of individual
users. Even though both Step 2 and Step 3 prune the global decision tree, we do not
merge them since Step 3 has to be executed online and Step 2 could be performed
offline.

4 Algorithms

In this section, we will discuss the algorithms based on the framework introduced in
Sect. 3.2. Since Step 2 applies existing method introduced in Sect. 2, we discuss the
algorithms in Step 1 and Step 3 in Sects. 4.1 and 4.2, respectively.
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4.1 Branching Strategy

This step builds a global decision tree containing all attributes as the basic model and
the cost-based pruning strategy will be applied on such model. For the convenience of
the pruning in the following steps, the node with small cost tends to locate near to the
root such that they are not easy to prune and we make the zero cost attributes on the top
of the global decision tree.

The building of global decision tree always starts with the growth of a tree which
means a branching strategy among all the attributes. Therefore, we need to deal with all
attributes by a criterion called cost-gain-ratio to find the attribute with a smallest
cost-gain-ratio as the best splitting attribute. By the best splitting attribute, the data set
is divided into several parts. We handle the data set in such way recursively until all the
instances belong to one class or the size of sample in each leaf is lower than the
threshold. When the recursion finishes, we get the global decision tree.

At first, we introduce a new criterion called cost-gain-ratio (CGR) for the genera-
tion of global decision tree. Such criterion combines the cost of attributes and the
information gain ratio as in C4.5 algorithm (Quinlan [11]). For an attribute Ti, we
define that its CGR is in direct proportion to the cost (denoted by cost(Ti)) and inverse
proportion to the information gain ratio. That is,

CGR Tið Þ ¼ cos t Tið Þ
IGR Tið Þ ð1Þ

To make CGR well-defined, we need first check whether IGR(Class) equals to zero.
If it equals to 0, such attribute is useless to the classification and could be discarded. An
attribute Ti with a smaller CGR(Ti) attempt to be cheaper in cost and more powerful in
classification. During the usage CGR, the decision tree construction prefers the attribute
with small acquirement cost and powerful ability of classification. Specially, for an
attribute with zero cost, its CGR is 0 and could be selected directly.

The cost is defined according to the application and we need to calculate the
information gain ratio. It is defined according to the entropy, which is common used in
decision tree and defined as follows.

EntropyðC; SÞ ¼ �
Xm

i¼1
pi log pi ð2Þ

Let m denote the number of classes, C denote the attribute, and pi denote the
proportion between the amount of i-th class instances to the amount of total sample size
S.

Since we want to calculate the information gain ratio, which is a ratio of the gain of
the attribute to the splitInfo of the attribute in the data set S. The gain of the attribute is
the difference between the entropy of class and that of the attribute which is defined asP

v2ValueðStÞ
st;vj j
stj j EntropyðtvÞ, and the splitInfo of the attribute t is defined as

SplitInfoðt; SÞ ¼ P
v2S

� St;vj j
St

log
St;vj j
St

Therefore, according to S, the gain of attribute t is

defined as follows.
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Gainðt; SÞ ¼ EntropyðC; SÞ �
X

v2ValueðStÞ
St;v
�� ��
Stj j EntropyðtvÞ ð3Þ

where Value(St) means all the value of attribute t in data set S, |St,v| means the number
of samples in data set S with attribute T = v.

Hence when we got the gain of the attribute, we need to get the information gain
ratio, denoted as GainRatio(T, S). For an attribute t in the data set S, GainRatioðt; SÞ ¼
Gainðt;SÞ

splitInfoðt;SÞ.
The algorithm selects the attributes greedy according to CGR of all attributes. The

pseudo code is shown in Algorithm 1. In this algorithm, the tree is generated
recursively.

In this algorithm, Line 1 to Line 9 check recursion stopping condition, including
that the dataset S is null (Line 1), no attribute is left (Line 2–3), single attribute is left
(Line 4), and the size of the left dataset is smaller than a threshold (Line 5). The loop
for selecting the best split attribute is in Line 8–20. Line 21–22 update parameters for
next recursion.

In each loop, we compute the entropy of S according to (2) in Line 11, and in Line
12–14, we compute the entropy info and split info of attribute t. Then, in Line 15, we
compute the gain info of attribute t according to (3). In Line 18, we compute the info
gain ratio and cost gain ratio of attribute according to (1). With Line 16–17, we keep
the attribute with the smallest cost-gain-ratio.

Since it is known that classification based on the entropy is reliable, similar as
information gain ratio of C4.5 algorithm, CostGrain-Ratio is reasonable.

Note that calculating CostGrainRatio does not increase the time complexity of the
algorithm, still linear complexity.

After building a complete decision tree, we can use the PEP method (introduced in
Sect. 2) to optimize the tree, and generate the pruned global decision tree as the model.

4.2 Cost Pruning Strategy

In this part, we propose the algorithm for decision tree generation based on the cost
constraint. To achieve this goal, we develop a pruning strategy on the global decision
tree. The major idea is to traverse all the nodes in the global decision tree. For each
node v, we calculate the sum cost of the nodes from the root to r, and judge that
whether the sum cost is over the cost constraint. The pseudo code is shown in
Algorithm 2.

This method handles the global decision tree nodes from top to bottom. For a
specified cost constraint C, we calculate the total cost from root to node and then judge
whether the total cost violates the cost constraint in Line 2. If so, we remove the subtree
with node as the root and only node is left (Line 3). Otherwise, we move to the next
node until all nodes in the tree are visited.

After this step we can get a decision tree with the cost of each root-to-leave path
lower than the cost constraint. Hence the cost of the pruned decision tree is within the
cost constraint.
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4.3 Algorithm Complexity

As discussed in Sect. 3.2, the branching and PEP pruning are executed at the same
time. We denote the number of attribute and tuples in the training set as K and N,
respectively. Since each layer only having one attribute, there are K layers in a tree
totally. Since each layer of the tree needs to process K attributes and for each attribute,
we need to traverse all the tuples in the training set. Hence the time complexity of these
two steps is O(NK2). Even though the cost in superlinear, these two steps are executed
offline. During each cost pruning, we need to traverse the whole global decision tree a
time and the number of nodes in the tree smaller than K. Therefore, the time complexity
of online part (Step 3) is O(K).

5 Experiment

In this section, we conduct extensive experiments to evaluate the performance of our
algorithm. We compare our approach with C4.5 algorithm. All algorithms are imple-
mented in python by with IDE Py2.7.9 IDLE 2.7.9 and running on the environment of
Windows8.1 Pro with Inter CPU 2.39 GHz and 8.00 G RAM. We measure the
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accuracy, which is ratio of the right classified records to the total records in the testing
set. For the convenience of discussions, we define the decision tree after PEP as PEP
tree and the maximum sum of the acquirement cost of attributes in all paths in the
decision tree after PEP as PEP cost.

For experiments, we use three data sets from UCI Machine Learning Repository
with various applications and properties. Their information is summarized in Table 1.
To handle the missing values in the data set, we remove the tuples with 40% missing
values and fill the blanks in other tuples with the mean value of other values in the
corresponding attribute. For data set H and D, we use the attribute cost in the data set
while for data set T, the cost of each attribute is set randomly from 0 to 1000.

5.1 Comparisons

In this section, we compare the performance of the proposd algorithm with C4.5. The
experimental results are shown in Figs. 1 and 2, respectively.

From Fig. 1, we have two observations. (1) The acquirement cost of attributes used
in C4.5 algorithm is 27.8, while the acquirement cost used in our approach is at most
14.8, which is almost half of C4.5 cost. However, the largest gap of these two
approaches is about 0.06. (2). The accuracy of our approach increase with cost
decreasing when the cost is large and our approach outperforms C4.5 on both cost and
accuracy when the cost is small. When the accuracy of our approach is smaller than that
of C4.5 by no more than 15%, the cost of C4.5 is about ten times of ours, and
sometimes we even get a better accuracy. Our approach outperforms C4.5 in accuracy
as the cost is small.

From Fig. 2, we observe that with the data size increasing, the gap between our
accuracy and C4.5 is smaller in general by almost 0.02, while the cost of C4.5 which is
equal to 584 is nearly 3 times larger than our largest cost (222). And even though at the
point of zero, the cost gap of these two approaches 0.12 in accuracy. When the data size
increases from 114 to 280, the accuracy of our method increases as the average gap
between C4.5 and our algorithm in accuracy is about 0.03 and the cost of C4.5 is 10
times larger than that of our approach.

5.2 Accuracy Vs. Cost Constraint

In this section, we test the relationship between the cost and accuracy. For D, we vary
the cost constraint from 0 to 16, since the largest possible cost of decision trees after the
cost pruning step is the cost of PEP tree (14.27).

Table 1. Information of data set

ID Data set name #Training tuples #Testing tuples

H Hepatitis 115 34
D Heart disease 210 70 + 34
T Thyroid 7980 1192
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The results are shown in Fig. 4. From Fig. 3, we observe that when the cost
constraint is small, the accuracy changes significantly with the cost constraint and is
better than those with larger cost constraint. As a comparison, with the cost increasing,
the accuracy decreases but becomes stable. When the cost goes up to a point with cost
constraint higher than PEP cost (14.27), the accuracy goes down to accuracy of the PEP
tree (0.73529) and remains unchanged as the cost will not be over 14.27. Since the cost
of any generated decision tree is smaller than PEP cost, the tree will be unchanged
when cost constraint gets larger than PEP cost.

We vary the constraint from 0 to 230 step by 10, since the PEP cost is 222.17. And
the results are shown in Fig. 4. From Fig. 5, we observe that the accuracy is stable with
the changing of cost. We also observe that when the cost constraint is small, the
accuracy changes significantly with the cost constraint, similar as that of dataset D.

From the discussion, Figs. 3 and 4 have similar trends and the accuracy converges
that of the PEP tree. This is because all decision trees pruned according to the cost is
based on the PEP tree. The pruning according to the cost constraint prevents the
overfitting furthermore and thus the accuracy of cost-based-pruned decision tree is
better than that of PEP tree in most of cases.

From the experimental results, the accuracy of our approach is comparable to C4.5
even though our approach has a pretty small cost constraint. It is caused by the use of
new criterion cost gain ratio. Such that we keep all the zero cost attribute first, and the
choice of splitting attribute has tend to low-cost attribute. The nodes far from the root
tend to have high costs and will be pruned in high possibility.

5.3 The Impact of Attribute Costs

To test the impact of attribute costs, we set the costs to the attributes of T randomly for
5 times and the results are plotted in Fig. 5.

The cost of C4.5 is 200, which is larger than the maximal cost of our approach in
the experiment. The cost of our approach and C4.5 is shown in the brackets in the
accuracy and C4.5 in the legend, respectively.

Combing the experimental results in Figs. 1, 2 and 5, we can observe that the
accuracy gap is about 11% in Fig. 1 with data size of 149 and 9% in Fig. 2 with data
size of 280, and in Fig. 5 the largest gap is no more than 1% with data set of 9172. In
Fig. 5(a) and (c), our approach outperforms C 4.5 in both accuracy and cost. Thus, we

Fig. 1. Comparisons on H Fig. 2. Comparisons on D
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have two conclusions. (1) When the cost constraint is smaller enough, our approach has
a better accuracy than C4.5 in all the teams. (2) With the data size increasing, the gap of
accuracy between C4.5 and our algorithm become smaller.

6 Conclusion

In this paper, we propose a generation algorithm of cost-based decision tree. The
motivation is to solve classification problems with the non-ignorable attribute
acquirement cost. To solve this problem, we develop an approach to generate the global
decision tree with all attributes as the model. For a given object, the global decision tree
is pruned according to the cost constraint. Experimental results demonstrate that for
large data sets, our algorithm outperforms C4.5 in both cost and accuracy.

Fig. 5. Experimental results on T

Fig. 3. Cost constraint vs. accuracy on H Fig. 4. Cost constraint vs. accuracy on D
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Abstract. In modern complex communication environment, how to effectively
identify signal modulation types has become a hot research topic. Based on
information entropy and Dempster-Shafer evidence theory (D-S theory), a new
signal modulation recognition algorithm is proposed. Through extracting the
information entropy feature and normal test, a new acquisition method of basic
probability assignment (BPA) is proposed, and then the D-S theory is used to
identify the signals. Simulation results show that the proposed algorithm has a
better recognition rate, which has great application value.

Keywords: Signal recognition � Rényi entropy singular entropy D-S theory

1 Introduction

The key technology of non-cooperative signal modulation recognition is feature
extraction and classification Recognition. Typical feature extraction methods include
instantaneous parameters’ extraction [1], higher order cumulants [2], Cyclic spectrum
method [3], fractal dimension method [4], etc. [5–7]. In recent years, the research on
information theory on feature extraction becomes a hot topic. Information entropy
represents the uncertainty of a system, which can be used to measure the uncertainty
measure of the signal state distribution, so it provides a theoretical framework for signal
characterization description [8]. D-S theory is an important method for reasoning about
uncertainty, which can be used for the targets detection, classification and identification
[9–11]. In this paper, we extracted the signals’ entropy features including the Rényi
entropy and singular entropy. In the process of simulation, the influence of symbol and
noise are considered, signal symbol is generated randomly, and the Gauss noise is
added to the signal. Simulation is carried out for different modulation types of signals,
and verified the effectiveness of this method.
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2 Preliminaries

2.1 Dempster-Shafer Evidence Theory

The Demptster-Shafer evidence theory is firstly introduced by Dempster and later
extended by Shafer, the rule of evidence combination is shown as follows:

Suppose m1 and m2 are two mass functions in the same frame of discernment h;
Dempster combines rules of two BPA m1 and m2 to yield a new BPA:

mðAÞ ¼
P

BIC¼A
m1ðBÞm2ðCÞ
1� k

ð1Þ

k ¼
X

BIC¼/

m1ðBÞm2ðCÞ ð2Þ

where k is often interpreted as a measure of conflict between the sources. The larger
value of k is the more conflicting are the sources, and the less informative is their
combination.

2.2 The Rényi Entropy Based on WVD

The Wigner-Ville distribution (WVD) [12] is an efficient time-frequency method for
anlyzing the non-stationary signals. In order to eliminate or lessen the cross terms of
WVD, the kernel function of WVD is presented and different kernels are used for the
uniform Cohen distribution. The smooth Pseudo WVD (SPWVD) is one of these
techniques, which is defined as follows:

SPWVDg;hðt; f Þ ¼
Z 1

�1

Z 1

�1
gðuÞhðsÞxðt � uþ s

2
Þx�ðt � u� s

2
Þe�j2pftduds ð3Þ

where hðsÞ is a rectangular windows and gðuÞ is smoothing function. The time and
frequency windows are adopted to smooth a signal in the two dimensions.

As is well known, Rényi entropy is a measure of complexity, which can be used to
estimate the amount of information and complexity of signals, For the continuous form
of the two-dimensional probability density distribution, Rényi entropy is defined as
follows:

RaðPÞ ¼ 1
1� a

log2

R R
f aðx; yÞdxdyR R
f ðx; yÞdxdy ð4Þ

The time frequency distribution of signal is similar with two-dimensional proba-
bility density function f ðx; yÞ. So time frequency distribution Rényi entropy can be
defined as follows:
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Ha;x ¼ 1
1� a

log2

ZZ
SPWVDg;hðt; f ÞRR
SPWVDg;hðt; f Þdfdt

� �a

dtdf ð5Þ

2.3 The Rényi Entropy Based on CWT

Wavelet analysis is an effective and important method for non-stationary signals [13].
Different from the traditional Fourier analysis, wavelet packet analysis simultaneously
decomposes the low and high frequency of different signals. And then, according to the
analyzed type of the signal, wavelet packet analysis self-adaptively chooses the fre-
quency band and confirms the signal resolution at different bands.

Suppose, wavelet transform scale selection is j, the signal is decomposed into low
frequency part cj and high frequency part d1; d2; . . .; dj, using Fourier Transform for
each wavelet coefficients.

XðkÞ ¼
XN
n¼1

diðnÞe�j2pN kn ð6Þ

The power spectrum Sk; k ¼ 1; 2; . . .; jþ 1f g of each layer of wavelet coefficients
can be calculated by the formula (7).

SðkÞ ¼ 1
N

XðkÞj j2 ð7Þ

Therefore, according to formula above, the pk can be calculated and the wavelet
energy spectrum entropy is shown as follows:

HWESE ¼ �
XN
k¼1

pk log2 pk ð8Þ

2.4 Singular Spectrum Entropy

Singular spectrum entropy [14] is used to describe the signals in the perspective of
singularity. Suppose, Xt ¼ x1t ; x

1
t ; � � � ; xLt

� �
represents the received signal sequence, it

means that the receiver simultaneously collect signals from L different channels. For
the signal in the each channel, the signal sampling is fxi; i ¼ 1; 2; L;Ng, and the
sampling number is N. The analysis window M is used to analyze the sampling
sequence. Suppose the time delay parameter of analysis window is equal to 1. When
the sampling sequence xi can be divided into segments with the number of N �M,
which is the matrix A with the dimension of ðN �MÞ �M.
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A ¼
x1 x2 � � � xM
x2 x3 � � � xMþ 1

� � � � � � � � � � � �
xN�M xN�Mþ 1 � � � xN

2
664

3
775 ð9Þ

where, the track vector at time i of all the channels is shown as: x1tþ 1;
�

x1tþ 1; � � � ;
x1tþM ; x

1
tþ 1; x

2
tþ 1; � � � ; x2tþM ; � � � ; xLtþ 1; � � � ; xLtþMg. Considering the singular decompo-

sition of matrix A, and getting the singular spectrum value fdi; 1� i�N �Mg. The di
reflects the proportion of corresponding pattern to the total pattern. Based on the
information entropy theory, in time domain, the singular spectrum entropy of the signal
is shown as follows:

HSSE ¼ �
XN
k¼1

pk log2 pk Pk ¼ diPM
i¼1

di

ð10Þ

where, Pi is the proportion of ith singular values to the whole singular spectrum
value.

3 Experiments

During the simulation process, firstly, we need to train the features of the signal, the
feature is H ¼ ½H1;H2;H3�, H1;H2;H3 represent three entropy value matrices. Sec-
ondly, we extract the entropy features of test signal, we can get h1, h2, h3. At last, we
get BPA and make fusion calculation. The whole flow chart shows as Fig. 1.

Fig. 1. The simulation flow chart of the system.
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Step 1: Entropy features extraction
Information entropy describes the complexity of the signal in different domains, such as
time frequency domain, wavelet domain. In this paper, we select the signal xðtÞ length
to 2048 points and the signal symbol is generated randomly to every simulation. The
symbol rate fd = 1000B, the carrier frequency fc = 4 kHz, and the sample rate
fs = 1.6 MHz.

Actually, due to the presence of noise and the change of symbol, the entropy is
unstable even in the same SNR and same sample points. The Fig. 2 are the probability
distribution curve of entropy when SNR = 0 dB and SNR = 10 dB.

The entropy probability distribution curves show that the stability of the entropy.
Through the entropy test, we can find that the entropy probability consistent with
normal distribution. The curve is “fat”, that means the entropy has poor stability,
otherwise the entropy has better stability.

Step 2: BPA acquisition
In order to realize the signal classification and recognition, we need to get the BPA
function. The proposed method incorporates the test sample information with the
attribution provided by the training samples to extract the BPA. Through the proba-
bility distribution of entropy, the entropy probability obey the normal distribution.
Therefore, we define the rules to obtain BPA for test sample by using the relationship
between the test data and the normal distribution model. The proposed method as
follows:

(1) Calculating the mean li and variance r2i of entropy value, i ¼ 1; 2; . . .;K, i pre-
sents the training signal types, K is the number of types of training signal, K = 3
and the label i respectively represent 2FSK, BPSK, MSK.

(2) Inputting a test signal, calculating three types entropy value h ¼ ½h1; h2; h3�. The
entropy value generation into the probability density function, and we can get the

Fig. 2. The probability distribution curves of entropy (SNR = 10 dB).
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probability value pði ¼ 1; 2; . . .nÞ through brought into the probability function of
different signals N �ðl; r2Þ, we can get:

p ¼ 1ffiffiffiffiffiffi
2p

p
r
exp �ðh� lÞ2

2r2

 !
ð11Þ

mðpÞ ¼ fmðp1Þ;mðp2Þ; � � �mðpnÞg ¼ fp1; p2 � � � pKg ð12Þ

Through the normalization of mðpÞ, we can get the BPA mðAÞ function.

mðAÞ ¼ piPn
i¼1

pi
ð13Þ

Step 3: Fusion calculation
The test signal with MSK signal as an example, calculating three types entropy value
h ¼ ½h1; h2; h3�, generating into the probability density function, we can get the prob-
ability value p. After the normalization, we get the BPA function m1ðAÞ;m2ðAÞ;m3ðAÞ,
through the D-S theory fusion calculating, it get the final BPA function m.

Step 4: Simulation result
Based on the signal features, D-S classifier is used to classify the signal modulation, the
recognition rates of three kinds of digital communication signals are shown in Fig. 3.

As it is shown in Fig. 3, based on three entropy features and D-S classifier, the three
different signals can be recognized, and the 2FSK can reach high recognition rate even
under low SNR. With the reducing of SNR, the recognition rate of BPSK, MSK
decreased. For the modulation mode, the BPSK and MSK belong to digital phase
modulation signal, the differences between these two kinds of signals are relatively
small, with the effect of noise, the recognition rate of these two kinds of signals can be
reduced sharply under low SNR.

Fig. 3. The recognition rate of digital communication signals.
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4 Conclusion

In this paper, a recognition algorithm of communication signal based on entropy
features and D-S theory is proposed. Through extracting the entropy and normal test, a
new BPA acquisition method is proposed, and D-S theory classifier is used to classify
the signals. Simulation result shows, that the new recognition algorithm has a good
performance, which can get 90% recognition rate when the SNR is greater than 5 dB.
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Abstract. At present, under the current quality education, the examination is
still one of the main measure of teachers’ teaching ability and student
achievement. At the same time, different levels of examination are different to
the test paper. Aiming at the multi-combination of constraints in the test paper,
an improved genetic algorithm is proposed, which combines the constraints of
the papers effectively, so that the test papers can be maximized to meet the needs
of the users.
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1 Introduction

Nowadays, the examination is one of the important ways to assess individual ability
and talent selection [1]. Among them, the test paper is an important part of the entire
test and the quality of the test paper determines the quality of the examination results,
the traditional manual method does not work well to ensure the quality of the papers
and the scientific rationality of the examination [2]. Based on the above research
background, this paper presents an improved genetic algorithm. The algorithm
improves the initial population of the test paper by introducing the chaos theory, which
ensures a good convergence rate of the test paper population.

2 Analysis of Intelligent Test Paper

The research results of this paper are an improved intelligent test paper based on
genetic algorithm. In order to better describe the research results of this paper, the
problem of intelligent test is analyzed.

2.1 Constraints on Smart Packets

In fact, the papers are composed of different types of questions, questions and other
constraints of the combination of questions, each question has a different attribute con-
straints [3]. Assuming that a set of papers is made up of questions, each question contains
a property, so the test paper can use amatrix, each row represents a question, each column
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represents a property of the question. In this paper, the attributes of each question are:
difficulty, knowledge points, scores, questions, cognitive level, time, exposure.

2.2 The Objective Function of Intelligent Test Paper

The problem of group volume is a multi-constrained multi-objective combinatorial
optimization problem [4]. Before the test paper, set the expected value for the attributes
of each test questions. It is hoped that each test question in the composition paper will
meet the preset expectation value. However, in the actual process, the actual value will
be caused by some reason and user expectations do not match [5]. According to the
characteristics of the test paper, the difficulty degree, the cognitive level and the
knowledge point constraint condition are selected, and the objective function of the
intelligent test group is set as the sum of the constraint error weight in the paper. The
formula is (1):

f ¼ w1 � ED þw2 � ER þw3 � EZ ð1Þ

In Eq. (1), we represent the weight of the index and the sum of the weights is 1, ED

is the error value of the difficulty constraint, ER is the error value of the cognitive level
constraint, and EZ is the error value of the knowledge point constraint. For each
indicator of the weight, the user can be adjusted according to actual needs.

3 Improved Genetic Grouping Algorithm

In this paper, the global convergence rate of the algorithm and the early convergence
phenomenon are optimized. By introducing the chaotic selection method, the indi-
vidual variables of the chaotic test paper are satisfied according to the given test paper
constraints and the initial test paper population is composed, These initial test paper
population is a rough selection of the individual papers and thus can speed up the
genetic algorithm convergence rate.

In the genetic algorithm, the chaotic selection method is introduced in the popu-
lation initialization of the test paper, the individual variables of chaotic papers are
generated by full mapping, and the formula is (2):

piþ 1 RðmÞð Þ ¼ 1� p2i RðmÞð Þ ð2Þ

In Eq. (2), m is the number of constraints, RðmÞ represents the sum of the values of
each constraint.

The process of generating the initial population by the chaos selection method is:

(1) Set the initial value of the chaos. Determine the number of constraints on the
requested problem is m, and calculate the sum of the values of each constraint as
the initial value of chaos.

(2) Produce chaotic individuals. Substituting the initial value of chaos into formula
(2) produces a chaotic individual and to determine whether to meet the set con-
straints, if the agreement is retained, otherwise eliminated.
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(3) Until the chaotic sequence conforming to the initial population size is generated,
the length of the chaotic sequence is the size of the initial population.

Through the above process, the selection of the individual is directed, the initial
population of the test paper is fast and the individual is related to the problem.

4 Experimental Verification

1. In the same experimental parameters set, and asked the number of papers produced
each experiment consistent, respectively, SGA, CGA, NCAGA conducted 50
repeated experiments, and randomly selected 10 times.

It can be seen from Fig. 1 that the SGA, CGA and NCAGA show different fluc-
tuations with the increase of the number of experiments. The overall average of the
SGA-based method is the highest, the CGA-based method, The method is minimal.
Thus, the NCAGA-based method of generating a test paper is faster.

2. Using SGA, CGA, NCAGA three test methods were carried out 50 times repeated
experiments and each time only to generate a set of papers, the statistical results
shown in Fig. 2.

Fig. 1. The average completion time of the three test methods

Fig. 2. The results of the three test methods
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It can be seen more intuitively from Fig. 2 that the relative difference between the
number of successes and the number of failures of each test method is the largest, and
the third method has the largest relative difference, which indicates that the success rate
of the third method is more Well, the success rate based on the NCAGA method is
better than the other two methods.

5 The References Section

The results show that the improved genetic algorithm is a good performance advantage
in the success rate of package, time of test paper, quality of test paper, etc., and it is
possible to meet the actual needs of users as much as possible.
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Abstract. In order to solve the problem of high sampling rate in the wideband
spectrum sensing of cognitive radio, this paper studies the method of cyclic
spectrum detection based on the modulation wideband converter (MWC).
A novel fast cyclic spectrum detection algorithm of MWC based on Lorentzian
Norm is proposed to deal with the influence of some non-ideal factors on the
performance of the existing MWC system reconstruction algorithm in physical
implementation. Firstly, the objective function for sparse optimization is build
based on smoothed L0-norm constrained Lorentzian norm regularization. Then a
parallel reconstruction method is implemented in a unified parametric frame-
work by combining the fixed-step formula and the conjugate gradient algorithm
with sufficient decent property. Simulation results demonstrate that the proposed
algorithm can not only improve the recovery probability of sparse signal, but
also has a higher detection probability in low SNR environment compared with
traditional reconstruction algorithms.

Keywords: Cognitive radio � Cyclic spectrum detection
Modulated wideband converter � Signal recovery � Impulsive noise

1 Introduction

Ensuring the normal communication of the primary user (PU) is a prerequisite for
cognitive radio, therefore, spectrum sensing is very important. Fast and accurately
sensing of the whole frequency domain information is the target of spectrum sensing,
and it is still a huge challenge for spectrum sensing. Different with the spectrum
sensing problem of traditional narrowband systems, cognitive radio needs to complete
the dynamic access to broadband. The cyclic spectrum feature detection has stronger
ability to resist the uncertainty of the noise power, and can better distinguish the noise
and signal than energy detector, so it has a good application prospect [1]. However,
traditional detection methods are based on the Nyquist theorem for sampling, such a
high-speed ADC design and mass information processing in the broadband spectrum
sensing is difficult to achieve [2].
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Compressed sensing (CS) is a new kind of compressed sampling technology [3].
Tian and Giannakis introduced CS technology into the broadband spectrum sensing of
cognitive radio [4]. Professor Eladar’s research group proposed a modulated wideband
converter (MWC) with parallel multi-branch structure [5]. Modulated wideband con-
verter can theoretically use existing devices to sample the continuous frequency sparse
multiband signal with sub Nyquist sampling and accurately reconstruct the original
signal.

In literature [6], it is pointed out that the signal reconstruction of MWC system can
be transformed into multiple measurement vectors, which is a generalized form of
single measurement vector (SMV) model in CS theory. Eldar and Rauhut demonstrated
that the MMV model can significantly improve the probability of successful recon-
struction of unknown sparse signals relative to the SMV model algorithm in [7] and [8].
The number of MWC system channels determines the hardware complexity of the
device. The literature [9] proposed a reconstruction algorithm based on random pro-
jection idea, which reduces the minimum number of channels required for high
probability reconstruction. However, there are still large gaps in the performance of the
MWC reconstruction algorithm between theory and practice, and it is assumed that
different measurement columns meet the joint sparse characteristics. In addition, the
reconstruction model does not consider the effect of some non-ideal factors on the
performance of the system.

In order to solve the above problems, a fast cyclic spectrum detection algorithm for
MWC based on Lorentzian norm (MWC-FCSD) is proposed. For the beginning, the
objective function for sparse optimization was built based on matrix smoothed
L0-norm. The Lorentzian norm is used to fit the error term of the noise, which
effectively suppresses the singular values in the measurement vector and improves the
reconstruction precision and robustness. Then, the conjugate gradient method with
fixed step is used to solve the parallel optimization problem under the unified parameter
framework, which reduces the matrix storage and operation, and improves the con-
vergence speed and efficiency of the algorithm. Finally, the algorithm is applied to the
cyclic spectrum detection. The simulation results show the effectiveness of the pro-
posed algorithm.

2 Cyclic Spectrum Estimation Based on Compressive Sensing

2.1 MWC Compressed Sampling

The block diagram of MWC system is shown in Fig. 1. The system uses a parallel
multi-channel structure, and each channel consists of a pseudo-random sequence
generator, a mixer, a low-pass filter and a low-speed sampler. Different channels of the
MWC system are mixed with different pseudo-random ± 1 waveform functions with
the same period Tp, so that each frequency band is weighted with different Fourier
coefficients to ensure that all the frequency band information can be obtained by low
speed sampling.
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According to Fourier analysis, we can get the relationship between Yiðej2pfTsÞ and
Xðf � lfpÞ:

Yiðej2pfTsÞ¼
XL0
l¼�L0

cilXðf � lfpÞ ; ð1Þ

where f 2 Fs ¼ ½�fs=2; fs=2�. cil is the coefficients of Fourier expanding series of piðtÞ.
To facilitate the analysis of subsequent signal reconstruction process, the combination
of all m samplers, we can obtain the following matrix form:

Yðf Þ ¼ Uzðf Þ; f 2 Fs ; ð2Þ

where Ui;j ¼ ci;j�L0�1 2 Rm�L, Yiðf Þ ¼ Yiðej2pfTsÞ, zlðf Þ ¼ Xðf � lfpÞ; f 2 Fs.

2.2 Cyclic Spectrum of Compressed Sampling Signal

To calculate the cyclic spectrum of xðtÞ, we must derive the linear relationship between
the cyclic spectrum and the reconstructed signal. The mean of the sequence xðnÞ is zero
and the cyclic spectrum is stable, so the autocorrelation function can be defined as

rxðn; vÞ ¼ EfxðnTsÞx�ðnTs þ vTsÞg ¼ Efx½n�x�½nþ v�g ; ð3Þ

where rxðn; vÞ ¼ rxðnþ kP; vÞ, the integer P means the cyclic period
The Fourier coefficient of rxðn; vÞ is called Cyclic Autocorrelation Function (CAF).

For the sampling length N is limited, so the estimation of CAF can be represented as

~rðcÞx ða; vÞ ¼ f1
N

XN�1�v

n¼0

rxðn; vÞe�j2pN ange�jpNav ; ð4Þ

Fig. 1. MWC sampling system block diagram.
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where a 2 ½0;N � 1�. Based on continuous signal processing, the CAF of the discrete
cyclic stationary signal increases the correction factor e�jpav=N . Although this expres-
sion is biased, its estimated variance is less than other unbiased estimates [10].

The cyclic spectrum can be obtained by the Fourier transform of CAF which is
represented as

sðcÞx ða; bÞ ¼
XN�1

v¼0

~rðcÞx ða; vÞe�j2pN bv ; ð5Þ

where b 2 ð0;N � 1� is the digital form of spectral frequency f ¼ ðb=NÞfs.

3 Problems in MWC Signal Reconstruction

3.1 Arbitary Sparse Structure Model

MWC compressed sampling is equivalent to the projection process as shown in Fig. 2.
The spectral shift step fp determines the final position of each frequency band of Xðf Þ in
zðf Þ. So, the original sparse multi-band signal can be reconstructed by tracking the
sparsest solution of MMV problem and performing spectral shift.

MMV model can be represented below:

Y ¼ UZ ; ð6Þ

where Z ¼ ½zð1Þ; � � � ; zðLÞ�; zðlÞ 2 RN�1 is consist of L numbers of sparse column vectors,
and it is assumed that these vectors have K numbers of common nonzero rows, which
means joint K sparse.Y ¼ ½yð1Þ; � � � ; yðLÞ�; yðlÞ 2 RM�1 is the sampled value matrix. L is

Fig. 2. Illustration for the spectrum of MWC system.
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the total column number of the measured vectors. MMV reconstruction problem is
essentially to obtain the sparsest solution by solving the optimization problem with
sparse constraints.

argmin
XL
l¼1

jjzðlÞjjl0 st:yðlÞ ¼ UzðlÞ l ¼ 1; � � � ; L ; ð7Þ

where zðlÞ represents the l-th column vector of matrix Z and yðlÞ represents the l-th
column vector of matrix Y. jj � jjl0 represents the l0 norm. Solving MMV model can be
regarded as solving a series of SMV problems with sparseness constraints, which
belong to the typical combinatorial optimization problems.

However, in MWC compressed sampling system, the sparseness of different
measured columns are arbitrary and the locations of nonzero elements were not con-
sistent, and the joint sparseness assumption of traditional MMV model cannot accu-
rately describe the sparseness of such signals. In this paper, it is assumed that MMV
model has arbitrary sparse structure (MMV of Arbitrary Sparse Structure, ASS-MMV),
which means the sparseness and support sets of different column vectors matrix do not
require the same, conforming the frequency sparseness features of vector zðf Þ in MWC
system.

3.2 Effect of Analog Low Pass Filter

In MWC system, in order to retain the low frequency f 2 ½�fs=2; fs=2� after mixing to
achieve low rate sampling, it is required analog low pass filters to complete the
anti-aliasing filtering. The relationship between the Fourier transformation of the output
sequence yiðnÞ and the original signal xðtÞ in Eq. (5) is established in the case of ideal
filtering. However, the actual analog low pass filters have some non-ideal condition,
such as the transition band and the passband fluctuation, as showed in Fig. 3.

Equation (7) represents the MMV model of compressed sensing without noise.
However, during the compressed sampling process in MWC system, the measured
value matrix can be influenced by noise and interface, because of the aliasing frequency
component in filter transition band and the distortion in passband. So the MMV model
with noise can be expressed as:

Fig. 3. Influence of transition band of filter on baseband.

A Fast Cyclic Spectrum Detection Algorithm for MWC 181



Y ¼ UZþW ; ð8Þ

where W ¼ ½wð1Þ; � � � ;wðLÞ�;wðlÞ 2 RM�1, W represents additive noise.
The residual frequency components, located in transition band ½fs=2; fs=2þDf � in

Fig. 3, were superimposed on the original components in the form of discrete fre-
quency after A/D sampling. So a number of singular points were added to the com-
pressed sample value matrix, and each element in the sample value matrix was directly
related to the original sparse signal. In the framework of compressed sensing, noise W
was divided into two categories: Gaussian white noise and non-Gaussian impulse
noise. In MWC system, the aliasing distortion caused by analog low pass filter tran-
sition band sampling belongs to the latter.

4 Cyclic Spectrum Detection Algorithm for MWC

4.1 Sparse Optimization Objective Function

For the MMV solution problem in the noise model, the Eq. (8) can be modified as
follows:

argmin
XL
l¼1

jjzðlÞjjl0 þ kloss(yðlÞ �UzðlÞÞ ; ð9Þ

where loss(yðlÞ �UzðlÞÞ denoting error term, and k� 0 is regularization parameters,
which controls the balance between allowable error and sparseness. When the W is
Gaussian noise, the norm can be used to fit the error term. In this case, (5) has the
following expression:

argmin
XL
l¼1

jjzðlÞjjl0 þ kjjyðlÞ �UzðlÞjj22 : ð10Þ

It can be seen from the analysis in [11] that the minimum mean square error of the
signal under the compressed sensing optimal reconstruction is proportional to the
variance of the noise. When the W is the impact noise, as it is characterized by a large
variance, elements with larger value will appear in the error term. Because there are
discrete points, the l2 norm will linear amplify the impact of residual.

The literature [12] pointed out that when the Lorentzian norm is used to fit the error
term, due to the bounded soft-return characteristic of the derivative function, the
penalty for the element with large amplitude in the error term is heavier and its effect is
the same as the l1 norm; The penalty of the element with smaller amplitude in the error
term is lighter, and its function is the same as the l2 norm. So it is possible to robustly
reduce the effect of the outliers on the reconstruction results. The Lorentzian norm is
defined as follows:
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jjujjLL2;c ¼
XM
m¼1

logð1þ c�2u2mÞ ; c[ 0 ; ðð11ÞÞ

where u 2 RM�1 is a column vector, and jj � jjLL2;c denotes the Lorentzian norm of u, c
is the scale parameter of the Lorentzian norm and determines the robustness of the LL2
norm to the error term outliers.

In this paper, the Lorentzian norm is used to replace the norm in (10) to fit the error
term. The solution of MMV model under impact noise can be expressed as follows:

argmin
XL
l¼1

jjzðlÞjjl0 þ kjjyðlÞ �UzðlÞjjLL2;c ; ð12Þ

where jjyðlÞ �UzðlÞjjLL2;c denotes the Lorentzian norm of the i-th column reconstruction
error term of the sampling matrix.

4.2 ASS-MMV Fast Reconstruction Algorithm

The signal reconstruction of MMV model can be summarized as an optimization
problem:

LðXÞ ¼
XL
l¼1

jjzðlÞjjl0 þ kjjyðlÞ �UzðlÞjjLL2;c : ð13Þ

In the formula (13), the norm is pseudo-norm, which is highly discontinuous and
cannot be solved by analytic method. It belongs to the NP-Hard problem. The SL0
algorithm approximates the l0 norm by a class of smooth Gaussian functions, and
solves the minimum problem directly by analytic method. This method not only
improves the reconstruction probability, but also greatly shortens the computing time.
The optimal objective function based on smooth norm and Lorentzian norm is

LðZÞ ¼
XL
l¼1

FrðzðlÞÞ þ kjjyðlÞ �UzðlÞjjLL2;c ; ð14Þ

where FrðzðlÞÞ ¼ N �PN
i¼1

frðzðlÞi Þ, frðzðlÞi Þ denotes Standard Gaussian function

frðsÞ ¼ expð�s2=2r2Þ ; ð15Þ

where r is used to measure the relationship between the accuracy and smoothness of
the l0 norm of the vector s. By the properties of the Gaussian function
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lim
r!0

FrðzðlÞÞ ¼ jjzðlÞjj0 : ð16Þ

The fast reconstruction algorithm of ASS-MMV model uses the characteristics of
SL0 algorithm which converge to the vicinity of the optimal value at each r value, and
set the initial least squares solution of sparse vector: Z0 ¼ UHðUUHÞ�1Y. The algo-
rithm reconstructs the multi-vector in parallel with the numerical optimization algo-
rithm under the unified parameter setting framework, and realizes the parallel
reconstruction of the MMV signal model with arbitrary sparse structure.

The iterative method is used to solve the optimal solution as (16):

zkþ 1 ¼ zk þ akdK ; ð17Þ

where zk is the k-th iteration point, dk is the k-th search direction, ak is the k-th iterative
step. In order to overcome the slow convergence rate of steepest descent method, and
high computational complexity and large storage of newton method used in SL0
algorithm, a conjugate gradient algorithm based on fixed step size is adopted in this
paper [13].

5 Numerical Experiment

We performed simulations to demonstrate the effectiveness of the MWC-FCSD algo-
rithm. Firstly, the influence of the transition band of analog low-pass filter on the
reconstruction performance of MWC-FCSD algorithm, OMPMMV algorithm and
MSL0 algorithm are analyzed. Secondly, the reconstruction time of each algorithm is
compared. Finally the performance of cyclic spectrum detection is verified. For all the
experiments we create sparse multiband signals, which is BPSK modulation signal with
different energy En, carrier frequency fn and bandwidth Bn. The carriers fn for very
signal are chosen uniformly at random in ½�fNYQ=2; fNYQ=2� with fNYQ = 10 GHz. In
order to use MATLAB to simulate the sampling process of the analog signal, the
sampling rate 10fNYQ is used to simulate the analog signal.

The parameters of MWC are configured as follows, fs ¼ fp ¼ 51:28MHz,
M ¼ 195, L ¼ 2L0 þ 1 ¼ 195, En 2 ½1; 3�, sn determined randomly in the effective
observation time.

The following simulations are repeated 500 times for each set of parameters setting.
The ratio of the number of successes to the number of experiments is taken as the
reconstruction success rate which is defined as the recovered support sets is the same as
the actual support sets.

A. Influence on performance of transition band of LP filter
In order to evaluate the influence of analog low-pass filter on signal reconstruction
performance, we adjust the rectangle coefficients of low-pass filter, and compare the
reconstruction success rate of OMPMMV algorithm, MSL0 algorithm andMWC-FCSD
algorithm, as shown in Fig. 4. The multiband signals consist of N ¼ 4 pairs of bands,
and the channel number takes one of the two choices: 30 or 50.
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As can be seen from Fig. 4, the larger the rectangular coefficient of the low-pass
filter, the smaller the success rate of the reconstruction. This is because the wider the
transition band of the low-pass filter, the higher the frequency aliasing of the baseband
signal after sampling, that is, the greater the impact noise. Due to the use of the
Lorentzian norm fitting error term in MWC-FCSD algorithm, the singular value in the
observation vector can be robustly suppressed. It can be seen from Fig. 4 that the
reconstruction success rate can be improved by increasing the number of channels. In
order to achieve high probability reconstruction (more than 90%), the number of
channels and the rectangular coefficient required by MWC-FCSD algorithm,
OMPMMV algorithm, MSL0 algorithm, respectively, are m¼ 30 and r¼ 1:3, m¼ 50
and r¼ 1:26, m¼ 50 and r¼ 1:26. In conclusion, our algorithm can effectively
improve the reconstruction ability of the MWC system, reduce the number of hardware
channels, and the design requirements of the analog low-pass filter transition bandwide.

B. Comparison of reconstruction time under different channels
In this section, we add a set of simulation data of SL0 algorithm based on SMV model
to verify the advantages of MMV model in reconstruction speed. The average operation
times of the four algorithms are given in Table 1, and the number of channels is set to
24, 26, 28, 30, 32, 34. In addition to N¼ 6, the other parameters are consistent with
experiment A.

Fig. 4. Reconstruction success rate comparison under different transition bandwidth.

Table 1. Reconstruction times comparison of several algorithms.

Channel OMPMMV MSL0 MWC-FCSD SMV-SL0

24 0.8361 1.6279 1.8294 19.276
26 0.8527 1.6764 1.8846 19.985
28 0.8704 1.7302 1.9403 20.515
30 0.8918 1.7824 1.9971 21.132
32 0.9174 1.8395 2.0572 21.760
34 0.9352 1.9047 2.1163 22.376
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As shown in Table 1, the reconstruction time increases with the number of chan-
nels. Based on the MMV model, the reconstruction times of MWC-FCSD algorithm,
OMPMMV algorithm, MSL0 algorithm are always much smaller than the of SMV-SL0
algorithm, because the SMV-SL0 algorithm needs to be reconstructed one by one.
OMPMMV algorithm has the fastest reconstruction speed, which is a greedy iterative
algorithm. Compared with the MSL0 algorithm, although the computational com-
plexity of objective function gradient and search step size of MWC-FCSD algorithm is
slightly larger, the reconstruction times are close.

C. Cyclic spectrum detection performance of MWC compression sampling
The detection signal consists of three channels which are occupied at the same time.
The cycle spectrum of detection signal reconstructed by our algorithm while m ¼ 50
and SNR = 0 dB is shown in Fig. 5. The signals PU1, PU2, PU3 have significant
spectral peaks at their cyclic frequencies. The peak and its position information can be
used for signal detection and signal modulation recognition. The cyclic spectrum
estimation based on compressed sensing makes use of the sparsity of the cyclic spectral
domain, which reduces the requirement of sampling rate (fP ¼ mfs).

Figure 6 shows the detection probability curves for various numbers m of channels
and various SNRs. When SNR = 20 dB, m = 36, the detection probability Pd is close
to 1. When the SNR is lower than 10 dB, the detection probability decreases sharply,
which is due to the decline of the cyclic spectrum sparsity under low SNR and lead to
deterioration of the reconstruction performance. Meanwhile, the sampling rate can be
adjusted according to the SNR, and channel number can be reduced when the SNR is
high. The detection probability of the detection probability curve in Fig. 6 is obtained
by 500 Monte-Carlo simulations.

Fig. 5. Cyclic spectrum of the reconstruction signal on m = 50.

186 J. Peng et al.



6 Conclusion

In this paper, a fast cyclic spectrum detection algorithm for MWC based on Lorentzian
norm is proposed. Our algorithm solves the problem that the performance of the
existing MWC sub-Nyquist sampling reconstruction algorithm is easy to be influenced
by non-ideal factors. Simulation and experimental results show that the algorithm
proposed in this paper has the advantages of good reconfiguration performance and few
reconstruction channels compared with the existing algorithms. It is not only achieves
efficient reconstruction of MWC compression samples with arbitrary sparse structure,
but also can effectively reduce the influence of non-ideal factors such as filter transition.

References

1. Mitola, J.I., Maguire, G.Q.J.: Cognitive radio: making software radios more personal. IEEE
Pers. Commun. 6, 3–18 (1999)

2. Kong, X., Petre, P., Matic, R., Gilbert, A.C.: An analog-to-information converter for
wideband signals using a time encoding machine. In: Digital Signal Processing Workshop
and IEEE Signal Processing Education Workshop (DSP/SPE), Sedona, AZ, vol. 47,
pp. 414–419 (2011)

3. Foucart, S., Rauhut, H.: A Mathematical Introduction to Compressive Sensing: Applied and
Numerical Harmonic Analysis, vol. 44. Springer, Heidelberg (2013). https://doi.org/10.1007/
978-0-8176-4948-7

4. Tian, Z., Giannakis, G.B.: Compressed sensing for wideband cognitive radios. In: IEEE
International Conference on Acoustics, Speech and Signal Processing, vol. 4, pp. 1357–1360
(2007)

5. Mishali, M., Eldar, Y.C.: From theory to practice: sub-Nyquist sampling of sparse wideband
analog signals. IEEE J. Sel. Top. Signal Process. 4, 375–391 (2010)

Fig. 6. Cyclic spectrum detection performance of MWC-FCSD algorithm.

A Fast Cyclic Spectrum Detection Algorithm for MWC 187

http://dx.doi.org/10.1007/978-0-8176-4948-7
http://dx.doi.org/10.1007/978-0-8176-4948-7


6. Mishali, M., Eldar, Y.C., Elron, A.J.: Xampling: signal acquisition and processing in union
of subspaces. IEEE Trans. Signal Process. 59, 4719–4734 (2011)

7. Fang, H., Vorobyov, S.A., Jiang, H., Taheri, O.: Permutation meets parallel compressed
sensing: how to relax restricted isometry property for 2D sparse signals. IEEE Trans. Signal
Process. 62, 196–210 (2013)

8. Eldar, Y.C., Rauhut, H.: Average case analysis of multi-channel sparse recovery using
convex relaxation. IEEE Trans. Inf. Theory 56, 505–519 (2009)

9. Gai, J.X., Fu, P., Sun, J.Y., Lin, H.J., Wu, L.H.: A recovery algorithm of MWC sub-Nyquist
sampling based on random projection method. Acta Electron. Sin. 9, 1686–1692 (2014)

10. Dandawate, A.V., Giannakis, G.B.: Statistical tests for presence of cyclostationarity. IEEE
Trans. Signal Process. 42, 2355–2369 (1994)

11. Candes, E., Tao, T.: Discussion: the Dantzig selector: statistical estimation when p is much
larger than n. Ann. Stat. 35, 2392–2404 (2007)

12. Carrillo, R.E., Barner, K.E., Aysal, T.C.: Robust sampling and reconstruction methods for
sparse signals in the presence of impulsive noise. IEEE Trans. Sel. Top. Signal Process. 4,
392–408 (2010)

13. Huang, J., Zhou, G.: A conjugate gradient method without line search and the convergence
analysis. In: Fourth International Conference on Emerging Intelligent Data and Web
Technologies, Xi’an, pp. 734–736 (2013)

188 J. Peng et al.



Trusted Computing Based on Interval
Intuitionistic Fuzzy Sets in Cloud

Manufacturing

Xiaolan Xie1,2, Xiaofeng Gu3, and Xiaochun Cheng4(&)

1 College of Information Science and Engineering,
Guilin University of Technology, Guilin 541004, Guangxi, China

237290696@qq.com
2 Guangxi Key Laboratory Fund of Embedded Technology

and Intelligent System, Guilin University of Technology, Guilin 541004, China
3 College of Mechanical and Control Engineering,

Guilin University of Technology, Guilin 541004, Guangxi, China
gxf199295@163.com

4 Department of Computer Science, Middlesex University, London, UK
x.cheng@mdx.ac.uk

Abstract. Aiming at the problem that the trust information is not complete in
the existing cloud manufacturing and the single model lacks the multi-
perspective, the model of the trust evaluation mechanism in the cloud manu-
facturing environment is established, at the same time, using the interval intu-
itionistic fuzzy set (IVIFS), this paper proposes a trusted computing model
based on interval intuitionistic fuzzy sets in cloud manufacturing. Through
experimental analysis, and finally through the results of sorting, to get the
optimal solution of trust, which solves the problem that the information in the
process of interaction between the demand side and the service side is not
complete or the fuzzy uncertainty of the attribute itself is difficult to give the
information of accurate preference.

Keywords: Cloud manufacturing � Trust assessment mechanism
Interval intuitionistic fuzzy sets � Trust � Multi-attribute group decision

1 Introduction

In the cloud manufacturing environment, the trust relationship between the subjects is
formed in the process of continuous interaction with each other. The results of the trust
assessment can visually express whether the information in the information exchange is
trustworthy [1, 2]. One of the decisive factors of trust decision-making is trust. We
make a comprehensive assessment through the calculation of the trust of the results of
its trust. Although there are a lot of trust calculation method, but it is not very good to
complete a more comprehensive trust calculation for the trust of such a multi-attribute
comprehensive measurement body, and can not describe the trust decision-making state
better [3–5], therefore, this paper will study the multi-attribute group decision algo-
rithm of interval intuitionistic fuzzy sets and establish the relevant model of trust degree
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calculation in the form of IVIFS (interval intuitionistic fuzzy sets) to avoid that it is
difficult to give precise preference information because of incomplete information or
the attribute itself Fuzzy uncertainty, etc.

2 Establishment of Trust Degree Calculation Model Based
on Interval Intuitionistic Fuzzy Sets

We give the following cloud manufacturing trust evaluation mechanism model in
here, as shown in Fig. 1:

2.1 Interval Intuitionistic Fuzzy Entropy and Solution of Group Decision
Weight

Entropy measure is an important measure in the research of fuzzy sets theory, which is
used to measure the degree of uncertainty of fuzzy sets. For any of the A ¼
x; lA(x); mA(x)ð Þ x 2 Xjf g and B ¼ x; lB(x); mB(x)ð Þ x 2 Xjf g, The interval intuitionistic

fuzzy entropy E (A) can be defined as follows

EðAÞ ¼ cos
l2AðxÞ � m2AðxÞ

2
p ð1Þ

We give the formulan kij for calculating the group decision weight by the above
formula,

Fig. 1. Model of trust evaluation mechanism in cloud manufacturing
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kij ¼
KC � El

ij

k � KC �Pk
l E

l
ij

ði ¼ 1; 2 � ��;m; j ¼ 1; 2; � � �nÞ ð2Þ

among them, K is the number of group decisions KC is a constant, in general, the value
of 1. In principle, the attribute’s maximum and minimum weights should be within 1x.
Through the decision of the group decision weights kij, combined with IVIFHAx;w to
compute the comprehensive decision matrix of group decision matrix
Diði ¼ 1; 2; � � �kÞ, and calculate the attribute weight xj, among them, Eij ¼ E(cij).

xj ¼ KC �Pm
i¼1 Eij

n� KC �Pn
j¼1

Pm
i¼1 Eij

ð3Þ

2.2 Ranking and Distance Formula of Interval Intuitionistic Fuzzy
Numbers

When we can not determine the sorting results are good or bad, we need to use the
interval exact function to determine the sort. We set ai ¼ aLi ; a

R
i

� �
; bLi ; b

R
i

� �� �

i ¼ 1; 2; � � �nð Þ is a set of intuitionistic fuzzy numbers in here, the probability of IS(ai)
and IS(aj) is pij(IS) ¼ p(IS(ai)� IS(aj)Þ, then we can say the matrix p(IS) ¼ pij(IS)

� �
m�n

as follows:

pðISÞ ¼
p11ðISÞ p12ðISÞ . . . p1nðISÞ
p21ðISÞ p22ðISÞ � � � p2nðISÞ

..

. ..
. . .

. ..
.

p11ðISÞ p11ðISÞ . . . p11ðISÞ

2
6664

3
7775 ð4Þ

We calculate the matrix pðISÞ from the above formula, we can compare by the
following formula:

dISi ¼

Pn

j¼1
pijðISÞþ n

2 � 1

nðn� 1Þ i ¼ 1; 2; � � � ; n ð5Þ

2.3 Gray Correlation Coefficient Matrix

According to the comprehensive decision matrix, we can calculate the gray correlation
coefficient matrix nij

� �
m�n, the formula is as follows:

nij ¼
min

1� j� n
min

1� i� n
dðcij; cþj Þþ m max

1� j� n
max

1� i� n
dðcij; cþj Þ

dðcij; cþj Þþ m max
1� j� n

max
1� i� n

dðcij; cþj Þ ð6Þ
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where the resolution coefficient m 2 ½0; 1�, in general, m ¼ 0:5
On the basis of the above formula, we attribute the weighted values of the gray

correlation coefficients for each of the alternative attribute values to get the interval
gray correlation degree for each alternative:

ni ¼
Xn

j¼1

xjnij ð7Þ

Using the interval possibility to compare the sorting size of the gray correlation degree
of each alternative, and find the sorting result of the corresponding sorting value of the
alternatives:

dni ¼

Pm

j¼1
pijðnÞþ m

2 � 1

mðm� 1Þ i ¼ 1; 2; � � � ;m ð8Þ

3 Experiment Analysis

In order to evaluate the effectiveness of the proposed trust calculation model, in this
paper, through the relevant manufacturing enterprises to provide gear inspection ser-
vices on time, economy, processing quality, service attitude, scale of operation of the
five demand indicators, we carry out experimental analysis about four attributes for the
direct trust, indirect trust, recommended trust, trust attenuation for of each indicator,
and get interval intuitionistic fuzzy matrices Di (i = 1,2,3), as follows:

D1 ¼

0:49; 0:58½ �; 0:31; 0:42½ �ð Þ 0:49; 0:58½ �; 0:21; 0:32½ �ð Þ 0:21; 0:32½ �; 0:59; 0:68½ �ð Þ 0:12; 0:21½ �; 0:68; 0:79½ �ð Þ
0:59; 0:68½ �; 0:21; 0:32½ �ð Þ 0:68; 0:79½ �; 0:12; 0:21½ �ð Þ 0:68; 0:79½ �; 0:12; 0:21½ �ð Þ 0:32; 0:41½ �; 0:38; 0:49½ �ð Þ
0:49; 0:58½ �; 0:32; 0:41½ �ð Þ 0:38; 0:49½ �; 0:32; 0:41½ �ð Þ 0:49; 0:58½ �; 0:21; 0:32½ �ð Þ 0:59; 0:68½ �; 0:21; 0:32½ �ð Þ
0:77; 0:88½ �; 0:03; 0:12½ �ð Þ 0:49; 0:58½ �; 0:32; 0:41½ �ð Þ 0:21; 0:32½ �; 0:38; 0:49½ �ð Þ 0:21; 0:32½ �; 0:49; 0:58½ �ð Þ
0:59; 0:68½ �; 0:21; 0:22½ �ð Þ 0:32; 0:41½ �; 0:38; 0:49½ �ð Þ 0:67; 0:78½ �; 0:03; 0:12½ �ð Þ 0:49; 0:58½ �; 0:31; 0:42½ �ð Þ

2
6666664

3
7777775

D2 ¼

0:32; 0:41½ �; 0:28; 0:29½ �ð Þ 0:38; 0:49½ �; 0:22; 0:31½ �ð Þ 0:13; 0:22½ �; 0:47; 0:58½ �ð Þ 0:02; 0:12½ �; 0:58; 0:68½ �ð Þ
0:59; 0:68½ �; 0:21; 0:32½ �ð Þ 0:58; 0:69½ �; 0:02; 0:11½ �ð Þ 0:48; 0:59½ �; 0:02; 0:11½ �ð Þ 0:31; 0:41½ �; 0:39; 0:49½ �ð Þ
0:48; 0:59½ �; 0:22; 0:31½ �ð Þ 0:31; 0:41½ �; 0:29; 0:39½ �ð Þ 0:39; 0:49½ �; 0:11; 0:21½ �ð Þ 0:48; 0:59½ �; 0:22; 0:31½ �ð Þ
0:68; 0:79½ �; 0:02; 0:11½ �ð Þ 0:48; 0:59½ �; 0:12; 0:21½ �ð Þ 0:22; 0:32½ �; 0:28; 0:38½ �ð Þ 0:12; 0:21½ �; 0:48; 0:59½ �ð Þ
0:48; 0:59½ �; 0:12; 0:21½ �ð Þ 0:29; 0:39½ �; 0:21; 0:31½ �ð Þ 0:59; 0:79½ �; 0:01; 0:11½ �ð Þ 0:39; 0:49½ �; 0:21; 0:31½ �ð Þ

2
6666664

3
7777775

D3 ¼

0:32; 0:42½ �; 0:48; 0:58½ �ð Þ 0:49; 0:49½ �; 0:41; 0:59½ �ð Þ 0:11; 0:21½ �; 0:69; 0:69½ �ð Þ 0:02; 0:12½ �; 0:78; 0:88½ �ð Þ
0:48; 0:58½ �; 0:32; 0:42½ �ð Þ 0:59; 0:69½ �; 0:21; 0:31½ �ð Þ 0:59; 0:59½ �; 0:31; 0:41½ �ð Þ 0:32; 0:42½ �; 0:48; 0:58½ �ð Þ
0:42; 0:42½ �; 0:38; 0:48½ �ð Þ 0:41; 0:49½ �; 0:49; 0:51½ �ð Þ 0:39; 0:49½ �; 0:31; 0:41½ �ð Þ 0:48; 0:58½ �; 0:32; 0:42½ �ð Þ
0:68; 0:78½ �; 0:12; 0:22½ �ð Þ 0:48; 0:58½ �; 0:42; 0:42½ �ð Þ 0:22; 0:32½ �; 0:48; 0:58½ �ð Þ 0:12; 0:22½ �; 0:58; 0:68½ �ð Þ
0:48; 0:58½ �; 0:32; 0:32½ �ð Þ 0:21; 0:31½ �; 0:39; 0:59½ �ð Þ 0:58; 0:68½ �; 0:12; 0:22½ �ð Þ 0:39; 0:48½ �; 0:31; 0:42½ �ð Þ

2
6666664

3
7777775
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First of all, for the above three matrices,we first use the formula (1) to calculate the
attribute entropy of the decision matrix, and then use the formula (2) to calculate the
group decision weight k.

k1 ¼

0:34 0:35 0:33 0:32
0:35 0:37 0:39 0:33
0:33 0:33 0:34 0:35
0:40 0:33 0:33 0:32
0:36 0:33 0:37 0:34

2
66664

3
77775

k2 ¼

0:33 0:33 0:31 0:28
0:35 0:32 0:31 0:33
0:34 0:33 0:33 0:33
0:31 0:35 0:32 0:33
0:33 0:33 0:33 0:33

2
66664

3
77775

k3 ¼

0:34 0:32 0:36 0:40
0:31 0:30 0:30 0:34
0:32 0:33 0:32 0:31
0:29 0:32 0:35 0:36
0:32 0:34 0:30 0:33

2
66664

3
77775

The second step, computing the intuitionistic intuitionistic fuzzy decision matrix by
the decision of the group decision weight k combined with IVIFHAx;w operator, at the
same time using the formula (3) to calculate the trust-related attribute weight x:

x ¼ ½ 0:24 0:26 0:25 0:25 �

The third step, according to formulas (4) and (5), the ideal scheme Aþ ¼
cþ1 ; cþ2 ; cþ3 ; cþ4

� �
is determined by comparing the magnitude of the different scheme

attribute values

cþ1 ¼ 0:72; 0:83½ � 0:00; 0:12½ �ð Þ cþ2 ¼ 0:67; 0:77½ � 0:00; 0:18½ �ð Þ
cþ3 ¼ 0:63; 0:78½ � 0:00; 0:12½ �ð Þ cþ4 ¼ 0:56; 0:66½ � 0:18; 0:29½ �ð Þ

The fourth step, select the resolution m ¼ 0:5, using the formula (6) can be cal-
culated gray correlation coefficient matrix n ¼ ½nij�m�n

n ¼

0:25; 1:11½ � 0:30; 1:56½ � 0:21; 0:79½ � 0:22; 0:80½ �
0:32; 1:79½ � 0:38; 2:36½ � 0:35; 2:36½ � 0:30; 1:40½ �
0:29; 1:38½ � 0:27; 1:25½ � 0:31; 1:80½ � 0:42; 2:36½ �
0:41; 2:36½ � 0:31; 1:77½ � 0:24; 0:99½ � 0:25; 1:01½ �
0:33; 1:78½ � 0:25; 1:13½ � 0:38; 2:36½ � 0:37; 2:32½ �

2
66664

3
77775

The fifth step, calculate the gray relational degree n using the formula (7)
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n ¼

0:25; 1:07½ �
0:34; 1:99½ �
0:33; 1:69½ �
0:30; 1:53½ �
0:33; 1:89½ �

2
66664

3
77775

The sixth step, according to the gray correlation degree obtained above,
through the interval possibility degree formula and the alternative probability matrix,
finally, using the formula (8) to find the corresponding sort value r ¼
0:15 0:23 0:21 0:19 0:22½ �, By final ranking we can determine the optimal trust
of different indicators, so as to make the best choice of program A2.

4 Conclusion

This paper first analyzes the important trust relationship between cloud manufacturing
entities. A trusted computing model based on interval-based intuitionistic fuzzy sets in
cloud manufacturing is proposed by studying the multi-attribute group decision-making
of interval intuitionistic fuzzy sets. Through experimental analysis, Through the opti-
mal solution, the demand side and the service side in the information exchange will be
able to get more convincing, more comprehensive trust information. Of course, this
study is not particularly deep, there are many deficiencies, hope in the future to con-
tinue to carry out more in-depth study.
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Abstract. Influence maximization (IM) is a problem of finding several
influential individuals in a social network so that their influence spread is
maximized under certain propagation model. In recommendation social network
such as Douban, information diffuses with multiple origins: internal and external
influence. Furthermore, pairs of individuals usually have different influence
strength on different topics, information, ideas and rumors etc. In this paper, we
focus on the topic-aware IM problem for large recommendation social networks.
We propose a novel TSID propagation model to formulate the multiple topics
diffusion in recommendation social networks. We propose TIP algorithm to
solve the influence maximization problem under TSID propagation model. Our
experiment results show that TSID model can well depict the mix information
propagation process in recommendation social network, the TIP algorithm has
competitive response time and influence spread.

Keywords: Influence maximization � Topic-aware
Recommendation social network

1 Introduction

Recently, large social networks have sprung up, social network is not only important
medium to exchange information, make friends, but also important business platform.
Businesses can choose a small part of influential people in social networks, through to
provide them with free products, to make them through social networks recommend the
product to their friends or family, reaching the largest scope of products with “word of
mouth”.

The information spread is affected by many factors, including the impact probability
between users, the user’s preference for information and the impact of the web site to the
user. For example: whether or not the user to accept the product will not only be affected
by their friends, but also by the push message of web site impact. The web site can be
used to get more information through the home page news, sending messages,
reminding message and other forms, and the user may be able to accept these messages,
then further recommend to their friends. Another one example: to spread different
products or ideas in the web site, because the user’s different preferences for different
types, so the spread effect between the same user is different, propagation process will

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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inevitably be influenced by user preference. Just as women pay more attention to
cosmetics than men, cosmetics marketing should be more dependent on women.

In recent years, many algorithms have been proposed to solve the influence max-
imization problem, although some algorithms take into account the topic, but did not
consider the impact of the web site itself to the user. The web site is an important
influence, with the users to promote the spread, can be spread in a number of local
areas, and therefore spread faster than the traditional spread process. Considering the
social network user’s preference, combining with the impact of the site can make the
selection more accurate, the spread process can better fit the actual situation. Therefore,
this paper extends the SID (Super Influencer Diffusion) diffusion model, and proposes
the TSID (Topic-aware Super Influencer Diffusion) diffusion model, which can deal
with the topic-aware influence propagation. Based on the TSID model, this paper
proposes a TIP (Topic-aware Influence Path) algorithm, according the current activated
node transmission, fast calculation the influence of node based on propagation influ-
ence path selecting the node with largest marginal gain as seed with greedy thought is
inactive node set. This adaptive selection method can faster and broader the spread
influence.

To evaluate TIP algorithm, we choose movie reviews in the Douban network as the
data set. Douban is a famous domestic social networking sites, services including
project recommendation, making friends, comment which is the core service. Because a
large number of user provide ratings and reviews, the Douban score has important
reference in the minds of users. The experimental results show that the TIP algorithm is
more extensive than the existing algorithms, and the time efficiency is high.

The main contributions of this paper are as follows:

• An extended TSID diffusion model is proposed, and the formulas for calculating the
internal and external influence probabilities are given.

• The TIP algorithm is proposed, which can adaptively determine the seed set in
inactive nodes according to the current communication.

• The comparative experiments on the data set and the result show that the TIP
algorithm has a greater impact on the transmission range and less running time.

2 Related Works

Kempe et al. [1] first propose discrete optimization method for the influence maxi-
mization, they present a greedy hill-climbing approximation algorithm. Goyal et al. [2]
exploited simple paths between neighbor nodes to estimate the influence propagation
probability. Lu et al. [3] propose algorithm to get the influence in a range of four hops,
they also propose an approximation algorithm to compute influence in the range of at
least five hops. You et al. [4] find that under certain incentives, one would build new
relationship in the social network to promote the process of information propagation.
The above algorithms can deal with the traditional influence maximization problem, but
they did not take into account the factors affecting the transmission process.

Barbieri et al. [5] propose TIC model and TLT model to solve the topic-aware
influence maximization problem. Zhou et al. [6] propose a two-step mining algorithm
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GAUP. Guo and Lv [7] propose EIC model which is based on users’ activities and
preference and L_GAUP algorithm. Chen et al. [8] find that the majority of seed nodes
under multiple topics are derived from the composition of the topic set and they
propose C-Greedy algorithm. Zhu et al. [9] propose structural hole based influence
maximization algorithm. Chen et al. [10] establish a maximum influence tree to
approximate the computational power of the topic based algorithm.

3 Diffusion Model and Problem Statement

3.1 TSID Model

Niu et al. [11] investigate the information diffusion of Douban network and propose
SID model. In this paper, we extend SID model to TSID model which is suitable for
topic aware influence maximization problem for recommend social network.

In TSID model, there are lots of common user nodes and one super node. Common
nodes have two states: active or inactive. Inactive node can be activated by active node
at least once, all common nodes can only change state from inactive to active, the
opposite is not allowed. The propagation process of TSID model is similar to tradi-
tional IC model: Initially, the super node is active and the common nodes are inactive.
Then propagation begins. In each time step, the active nodes would influence their
neighbors. The super node infect all nodes with probability Pex; other active nodes will
infect their neighbor nodes with probability Pin. The propagation end when all nodes
don’t change states anymore.

As shown in Fig. 1, the active nodes (in red) can influence their neighbors with
probability Pin, and the super node can also influence inactive nodes with probability Pex.

3.2 Influence Probability

(1) Internal influence probability
In this paper, Pin represents the internal influence probability among users. In this
paper, we consider the influence probability not only is related with influence

Fig. 1. The TSID model. (Color figure online)
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frequency, but also is correlated with users’ similarity. We define the internal influence
probability from user u to v as the following formula:

pinuv ¼ b�Wuv þð1� bÞ � Suv ð1Þ

In the above formula, the internal influence probability pinuv is the weighted linear
combination of original uniform probability Wuv and the similarity Suv of u and v. The
similarity Suv is measured by similar activities of u and v.

(2) External influence probability
The external influence probability Pex represents the environment impact from the
super influencer such as the website itself. In this paper, we define the external
influence probability from super node g on user u as the following formula:

pexgu ¼ c� Au þð1� cÞ � Du ð2Þ

In the above formula, c is the harmonic factor. Au and Du represent the activeness
and dependence of user u. As shown in formula (3), Au is the number of films that user
u has watched divided by the average number of films that have been seen by all users.
Du can be measured by the portion of online time of user u as shown in formula (4).

Au ¼ Suj j= Sj j ð3Þ

Du ¼ Ton
u

�
Tall
u ð4Þ

(3) Topic aware influence probability
Now, we incorporate the topic mixtures in the diffusion model. Under a specific topic
vector t, user u has an influence on user v with probability ptuv. This probability contains
two parts: internal/external probability and user preference correlation under the given
topic. As shown in formula (5), if u is a super node, it will use the external probability
to active v; otherwise, it will active v with the internal probability. Ct

u represents the
preference of user u for topic t. F(Ct

u, C
t
v) represents the preference similarity of user

u and v about topic t which can be estimated by the difference between the arithmetic
mean of Ct

u and Ct
v and the standard deviation.

ptuv ¼
a� pinuv þð1� aÞ � FðCt

u;C
t
vÞ ðu 6¼ gÞ

a� pexgv þð1� aÞ � FðCt
g;C

t
vÞ ðu ¼ gÞ

�
ð5Þ

3.3 Topic-Aware IM Problem

Given a graph G = (V, E, W), the recommendation social network graph is described as
Gs = (Vs, Es, W), here Vs = fgg[V , g represents the super node. The edges set
Es ¼ E [E0, here E′ = {(g, vi)} represents the influence from super node g to common
nodes.

Given the recommendation social network Gs, topic distribute vector t, and budget
k, topic-aware IM problem is to choose k seeds, the information propagate from these
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seeds and the influence spread can be maximized. To get set S� ¼ S�ðk; tÞ, and
S� ¼ arg maxjSj � k;S�V ðrðS[fgg; tÞÞ, rðS[fgg; tÞ is the influence spread of S and
super node g under topic t.

4 Topic-Aware Influence Maximization Algorithm TIP

4.1 Influence Spread

To compute the influence spread of common node u, we first analyze the ways that
u will influence the other nodes. Nodes can be activated directly by user u if there is an
edge between them. Nodes can also be activated indirectly by u if there exists path
between them. The path from u to v (v 6¼ u) is pu!v ¼ u;h v2; . . .; vm ¼ viðm� 2Þ. The
influence probability of path p is:

proðpÞ ¼
Ym�1

i¼1

wðvi; viþ 1Þ ð6Þ

After searching the paths from u, we calculate the influence probability of u on nodes
which can be affected by it. Let rðuÞ be the number of nodes that can be influenced by
u. The paths set PathT!v ¼ fpjp ¼ \u; . . .; v[; u 2 Tg contains all the paths starting
from u. Accordingly, the paths set from node set T � V to node v is Pathu!T . The
influence spread of node u is represented as Ou ¼ fvj\. . .; v[2 Pathu!vg. The
approximate influence of node u is

rðuÞ ¼ 1þ
X

v2Ou

rvðuÞ ð7Þ

In the above formula, 1 is the influence of node u itself. rvðuÞ is the probability of
node u on the specific node v 2 Ou. Given the path set Pathu!v, the influence of u on
v is the complement of all paths are failure, the formula is as follows:

rvðuÞ ¼ 1�
Y

p2Pathu!v
ð1� proðpÞÞ ð8Þ

The marginal influence of node u is represented as MIðuÞ ¼ rðS[fugÞ � rðSÞ.
The marginal influence of u depends only on the sum of the influence from u to
v 2 Ou [fug as shown in the following formula:

MIðuÞ ¼ 1þ
X

v2Ou [fug
MIvðuÞ ð9Þ

Here MIvðuÞ is marginal influence from u to v, it can be computed as follows:

MIvðuÞ ¼ rvðS[fugÞ � rvðSÞ ð10Þ
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4.2 TIP Algorithm

In the TSID model, the super node can begin to active the user before the seed is
selected, nodes that have been activated by the super node cannot be used as the seeds
candidate. Super nodes can activate multiple nodes at the same time, these nodes may
be far away, they start from different regions of the network at the same time, can
quickly affect a wider range of network users.

The pseudo code of TIP algorithm is as follows:

Input: G=(Vs, Es, W ), k, path threshold θ
Output: S seed nodes set 
1) S←ϕ, L←ϕ 
2) while |S|<k
3)  for every v∈V
4)   if (v is activated)
5)      L←L {v}
6)  endfor
7)  for each v∈V
8) calculate the marginal influence MI(v) of v
9) endfor
10)  gra xam ( )IM vs Vv∈=

11)  S←S {s};  L←L {s} 
12) endwhile
return S

5 Experiments

5.1 Dataset

We use Douban network as our data. Douban data contains 485853 nodes and 4409997
edges. Contrast algorithms include C-Greedy and L_GAUP.

5.2 Experiment Results and Analysis

We do experiments to find the optimal threshold value h trading off between the
accuracy and efficiency. Figure 2 shows the effect of the threshold on the accuracy of
the algorithm, Fig. 3 shows the impact on the time of the implementation.

As can be seen from Fig. 2, with the decrease of threshold, the influence spread will
be increased. But when threshold h = 1/320, the curve of growth slowed down sig-
nificantly, that means the stable propagation point is here. Figure 3 shows the running
time as the threshold decreases, it first increase a little, later at threshold h = 1/640 the
running time increases quickly. According to the above two figures, TIP algorithm can
get the best compromise at h = 1/320.
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We compare the accuracy and efficiency of TIP, G-Greedy and L_GAUP algorithm
by varying the topic distribution. Figures 4 and 5 are respectively the influence spread
and execution time of the algorithms. Figures 6 and 7 are the spread and time on
multiple topics.

As can be seen from Figs. 4 and 5, the spread of TIP algorithm is the largest, this is
because it takes into account the impact of the super node. Figures 6 and 7 are the
results of the execution time of three algorithms. TIP is two times faster than C-Greedy.
We can see that TIP is more effective than traditional algorithm, it can not only ensure
the time efficiency but also has a greater influence spread.
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6 Conclusion

We propose a novel TSID propagation model in online recommendation social net-
works. TSID takes into account three impact factors during information diffusion:
external influence from website, internal influence of pair wise individuals, and indi-
viduals’ preference for topics. We induce the external and internal propagation prob-
ability in TSID model. Then we propose TIP algorithm to solve this problem by
exploiting simple propagation path. The experiment results show that TSID model can
well describe mixed topic information propagation for recommendation social net-
works and TIP performs well in terms of influence spread and response time.

Acknowledgment. This work was supported by the National Science Foundation of China
(61632010, 61100048, 61370222), the Natural Science Foundation of Heilongjiang Province
(F2016034), the Education Department of Heilongjiang Province (12531498).

References

1. Kempe, D., Kleinberg, J., Tardos, É.: Maximizing the spread of influence through a social
network. In: 9th ACM SIGKDD International Conference on Knowledge Discovery and
Data Mining, pp. 137–146, Washington, D.C., USA. ACM (2003)

2. Goyal, A., Wei, L., Lakshmanan, L.V.S.: SIMPATH: an efficient algorithm for influence
maximization under the linear threshold model. In: 11th International Conference on Data
Mining, pp. 211–220. IEEE Computer Society, Washington, D.C., USA (2011)

3. Lu, Z., Fan, L., Wu, W., et al.: Efficient influence spread estimation for influence
maximization under the linear threshold model. Comput. Soc. Netw. 1(1), 1–19 (2014)

4. You, Q., Hu, W., Wu, O.: Influence maximization in human-intervened social networks. In:
24th International Conference on Social Influence Analysis, IJCAI, pp. 9–14, Buenos Aires,
Argentina (2015)

5. Barbieri, N., Bonchi, F., Manco, G.: Topic-aware social influence propagation models. In:
5th ACM International Conference on Web Search and Data Mining, pp. 81–90, Brussels,
Belgium, New York, USA (2012)

6. Zhou, J., Zhang, Y., Cheng, J.: Preference-based mining of top-K influential nodes in social
networks. Future Gener. Comput. Syst. 31, 40–47 (2014)

7. Guo, J.F., Lv, J.G.: Influence maximization based on preference. J. Comput. Res. Dev. 52
(02), 533–541 (2015)

8. Chen, W., Lin, T., Yang, C.: Real-time topic-aware influence maximization using
preprocessing. In: Thai, M., Nguyen, N., Shen, H. (eds.) CSoNet 2015. LNCS, vol. 9197,
pp. 1–13. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-21786-4_1

9. Zhu, J., Yin, X., Wang, Y., Li, J., Zhong, Y., Li, Y.: Structural holes theory-based influence
maximization in social network. In: Ma, L., Khreishah, A., Zhang, Y., Yan, M. (eds.) WASA
2017. LNCS, vol. 10251, pp. 860–864. Springer, Cham (2017). https://doi.org/10.1007/978-
3-319-60033-8_73

10. Chen, S., Fan, J., Li, G.: Online topic-aware influence maximization. Proc. VLDB Endow. 8
(6), 666–677 (2015)

202 J. Zhu et al.

http://dx.doi.org/10.1007/978-3-319-21786-4_1
http://dx.doi.org/10.1007/978-3-319-60033-8_73
http://dx.doi.org/10.1007/978-3-319-60033-8_73


11. Niu, J., Wang, D., Stojmenovic, M.: How does information diffuse in large recommendation
social networks? IEEE Netw. 30(4), 28–33 (2016)

12. Kim, J., Kim, S.K., Yu, H.: Scalable and parallelizable processing of influence maximization
for large-scale social networks? In: 29th International Conference on Data Engineering,
pp. 266–277. IEEE Computer Society, Washington, D.C. (2013)

13. Liu, X., Liao, X., Li, S., et al.: On the shoulders of giants: incremental influence
maximization in evolving social networks. Comput. Sci. (2015)

Topic-Aware IM in Large Recommendation Social Networks 203



A Novel Channel Extraction Method Based on
Partial Orthogonal Matching Pursuit Algorithm
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Abstract. Channelization has proven to be very successful in digital
receivers application, and it is a critical component of reducing the
sampling rate process. Compressed sensing has been widely applied to
reconstruct sparse signals sampled at sub-Nyquist rate. In this paper, a
stable and fast algorithm termed Partial Orthogonal Matching Pursuit
(POMP) is proposed for a channelized digital receiver. It is suitable for
sparse channels in wide bandwidth. The novel POMP algorithm is ana-
lyzed and compared with the conventional channelization method based
on polyphase filters, and numerical simulations demonstrate that the
POMP detection not only achieves the basic functions of a channelizer,
but also outperforms a polyphase channelizer. Moreover, the POMP algo-
rithm is an efficient method to suppress the aliasing and leaking between
channels.

Keywords: POMP algorithm · Channelizer · Channel extraction
Compressed sensing

1 Introduction

As the frequency spectrum distribution in the communication environment
becomes increasingly complex, digital receivers are required to have a larger
bandwidth, and a simple yet efficient channelizer is required to separate the
band-of-interest (BOI) at the same arriving time. The original channelization
structure consists of a bank of mixers and low-pass filters structure [1], which
results in much computational consumption. To reduce computational complex-
ity, Harris researched a polyphase channelizer which is an efficient implementa-
tion of the conventional channelizer, and reviewed the procession how a conven-
tional channelizer is converted to a standard polyphase channelizer [2]. Harris
summarized the advantages of a multichannel polyphase filter bank: simultane-
ously performing the uncoupled tasks of down conversion, bandwidth limiting
and sampling rate change. Due to the above advantage, the polyphase chan-
nelizer structure has been extensively studied. Chen established a polyphase
analysis channelizer and a polyphase synthesis channelizer utilizing analysis fil-
ter banks and synthesis filter banks respectively [3]. Recently, Kim proposed an
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efficient channelizer based on polyphase filter banks and the channels can be
arbitrarily resampled to any desired rate [4].

Even though the polyphase channelizer outperforms the traditional chan-
nelizer and shows its effectiveness, there inevitably exist aliasing and leaking
between channels due to filters’ non-rectangular coefficient. Moreover, there are
not many signals exist at the same time within a certain bandwidth, especially
for some military bands and electronic reconnaissance bands. Hence many chan-
nels do not exist any signals, causing many processes in a channelizer to be
wasted.

The compressed sensing (CS) theory can exploit the sparseness of the spec-
trum distribution, and reduce the useless work of the spectrum channelization.
The core idea of CS is to recover a lot of useful information with a few linear mea-
surements. The well-known approach has been extensively studied these years
in the field of communications, such as sparse channel estimation [5,6], sparse
targets detection [7], and cognitive radio [8]. Many algorithms have been pro-
posed to recover sparse signals, and the Orthogonal Matching Pursuit (OMP)
algorithm has been widely used due to its implementation simplicity and low
computational complexity. The OMP algorithm is a greedy algorithm for sparse
approximation in the field of compressed sensing [9].

In this paper, we propose a novel Partial Orthogonal Matching Pursuit algo-
rithm (POMP). As the name implies, we first reconstruct one channel which
contains the strongest signal using several atoms in sensing matrix. Then we
remove the channel from the whole frequency band. After that we find the next
strongest signal and reconstruct the channel contains it, and then remove the
second channel. The process is recycled until there is no signal detected. In each
cycle the intermediate frequency (IF) signals are equivalent to down-convert to
baseband, and the sampling rate is also reduced. The POMP algorithm not only
achieves the effect of down-conversion, down-sampling and bandwidth limiting,
which are core functions of a polyphase channelizer, but also avoids aliasing and
leaking phenomena between channels.

2 Background Knowledge

In this section, we suggest to utilize the location relationship between the signals
distributed in spectrum and the corresponding columns in sensing matrix to
achieve channel extraction.

The Polyphase Channelizer. The basic functions of a polyphase channelizer
are down-conversion, bandwidth limiting, and down-sampling. However, due to
the non-ideal characteristic of the filter, there inevitably exist aliasing or blind
spot between channels, as shown in Fig. 1.

The channel aliasing will cause the error detection of signals, while the blind
spot between channels may lead to the loss of signals’ detection. Neither of the
phenomena is expected to exist.
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Fig. 1. The aliasing and blind spot phenomena between channels. Both phenomena
are caused by the non-rectangular feature of filters.

The OMP Theory. The fundamental problem in compressed sensing (CS) is
to recovery a high-dimensional vector x from a small number of linear measure-
ments y [10], the linear measurements are given by:

y = Φ · x = Φ · Ψ · θ (1)

where x ∈ CN×1 denotes the original signal in the time domain in the field
of communication, and x is K -sparse under the DFT dictionary matrix Ψ , so
x = Ψ · θ. θ is the sparse express of x under the DFT sparse bases. y ∈ CM×1

represents the vector obtained by the linear measurements of x, Φ represents the
measurement matrix. The sensing matrix A is defined here:

A = Φ · Ψ (2)

where A ∈ RM×N is also known as the dictionary which contains the atoms
that we need in the procession of OMP, and A satisfies the Restricted Isometry
Property (RIP) of order 2K. The core idea of the OMP algorithm is to find a
biggest projection of measurement y from the dictionary A. In other words, the
atom correlated to the maximum inner product value between sensing matrix A
and the current residual needs to be singled out in each iteration. The residual
is updated in each iteration, which can be expressed as follows:

rk = y − Aθ̂k (3)

where k represents the iteration times which equals to the sparsity of the sig-
nal, and the non-zero items in θ stand for the position where signals exist in
the frequency band. We generally use the least square method to minimize the
residual rk. In the process of OMP, we find the fact that,the location of signals,
non-zero items in θ and the corresponding atoms in dictionary A is one to one
correspondence.

3 POMP Algorithm Model

Based on the theoretical analysis and the issues raised above, this section
describes the process of POMP algorithm that we propose for extracting chan-
nels containing signals from the BOI. As the projection of y on the dictionary
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A corresponds to the position of the nonzero terms in θ. We can use partial
atoms in A to extract several channels respectively, instead of reconstructing
the whole BOI.

For a BOI within an intermediate frequency band, we first find the posi-
tion of the strongest signal in the BOI via calculating the inner product values
between columns in A and the current residual. The process can be expressed
by formula (4).

pos = argmax| < Apos, rk > |, (pos = 1, 2, · · · , N) (4)

where rk represents the current residual at the kth iteration, and the initial
residual is y. Apos denotes the posth atom of the sensing matrix A. | <,> | is the
sign of inner product. After recording the atom corresponding to the maximum
inner product value, we use partial columns of A to recovery signals in a channel
range with the strongest signal as the center of the channel. In other words,
the pursuiting range of the OMP algorithm in each iteration is reduced to one
channel, rather than the entire BOI. The formulas (5), (6) and (7) are executions
for reconstructing one channel, and are operated repeatedly until all signals in
a channel are fully recovered, the iteration times is equal to the sparsity of the
channel.

Aλ = argmax| < Aλ, rk−1 > |,
((pos− N

2 × chan
) ≤ λ ≤ (pos +

N

2 × chan
))

(5)

θ̂k = argmin ‖ y − AΛθk ‖2 (6)

rk = y − AΛθ̂k (7)

The iteration range is determined in formula (5), where chan denotes the amount
of the channels, and N

2×chan represents half-channel range. The signal is estimated
by the least squares method in formula (6), where ‖ · ‖2 is the sign of L2-norm.
AΛ = AΛ ∪ Aλ represents the support set which is expanded in each iteration.
The signification of formula (6) is to make the reconstructed measurement closer
to the initial measurement y. Residual is updated in each iteration, as shown in
formula (7), the subscript k denotes the iteration time. The iteration ends when
k equals to the sparsity kmax , where kmax represents the amount of signals in
each channel.

After recovering a channel, the signals contained in this channel is subtracted
from the BOI x, as shown in line (15) in Algorithm1. The corresponding mea-
surement y has also been updated. The atoms within a channel range is screened
out, we set these columns to zero for the purpose of simplicity, so we get a new
sensing matrix A, as shown in line (17) in Algorithm1, where M denotes the
measurement times. Then we find the position of the strongest signal from the
remained signals, and recover the second channel using partial columns of A ,
with the strongest signal lies in the center of it. Recycling like this, until the
amplitude of the strongest signal we find is less than the threshold Th (Th rep-
resents the detection threshold, which is not analyzed here in detail), the whole
reconstruction procession ends. We summarize the process in Algorithm 1.
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Algorithm 1. POMP algorithm model
1: input: φ, y,x,A,kmax,Th,chan

channel number t
2: initial: t = 1, AΛ = ∅
3: while max | < Apos, y > | > Th (pos = 1, 2, · · · , N) do
4: k = 1
5: r0 = y
6: pos = argmax| < Apos, y > | (pos = 1, 2, · · · , N)
7: while k < kmax do
8: find: Aλ = argmax| < Aλ, rk−1 > |,
9: ((pos − N

2×chan
) ≤ λ ≤ (pos + N

2×chan
))

10: enlarge: AΛ = [AΛ, Aλ]
11: θ̂tk = argmin ‖ y − AΛθtk ‖2

12: update: rk = y − AΛθ̂tk

13: k = k + 1
14: end while
15: update: x = x − Ψθ̂tk

16: update: y = φ × x
17: update: A(:, ((pos − N

2×chan
) : (pos + N

2×chan
))) = zeros(M, N

chan
)

18: t = t + 1
19: end while
20: output:the frequency vector per channel θt

Based on the algorithm mentioned above, we only need partial columns
instead of all columns in sensing matrix A to extract channels which contain
signals, as long as the BOI is sparse in frequency. So the iteration number is
less than the number required for full band reconstruction. Certainly, with the
number of signals increase, and the distribution of them is relatively uniform,
the number of channels and iterations will increase accordingly.

4 Numerical Simulations

The POMP algorithm and a ten-channels polyphase channelizer are implemented
and simulated in MATLAB. In order to compare the performance of the two
methods, we use them to process the same signal which is sparse in frequency
domain, and the original signal can be demonstrated in time domain and fre-
quency domain as Fig. 2.

In POMP algorithm, the measurement times M is 64, which is determined
by K log(N/K), and the iteration time in each channel is determined by the
sparsity K. In channelization method, there are fifty-percent aliasing between
channels. The passband and the stopband of the prototype filter are fs/(2× 10)
and fs/(2 × 5) respectively, which causes the down-sampling time to be half of
the channel numbers. The taps of the polyphase filters are polyphase components
of the prototype filter’s taps, and the order of the prototype filter is 100.

We process the signal in Fig. 2 utilizing a polyphase channelizer and the
POMP method respectively. Then we get results shown in Figs. 3 and 4.
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Fig. 2. The original signal in time domain and in frequency domain. The signal is
noise-free, complex valued and generated in time domain. The centre frequency is zero,
and the sampling rate is 2.5 MHz. The original signal consists of a few single-frequency
signals which are generated randomly.

Figure 3 shows the division of the original signal by a ten-channel polyphase
channelizer. Due to the aliasing phenomenon, the sampling rate per channel is
0.5 MHz, which is one-fifth of the original sampling rate. We can also notice
that the aliasing occurs in the sixth and the ninth channels, which will cause
misjudgment to the subsequent signal processing.

Fig. 3. The division of the original signal by a ten-channel polyphase channelizer. The
signals in channel 9 and channel 6 don’t exist actually, it is caused by the aliasing
between channels.
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Fig. 4. The channel extracting using POMP algorithm. The amount of channels
depends on the number and the intensive degree of signals. Here we need three chan-
nels to extract all the signals. The strongest signal in each channel lies in the center of
the channel. The three channels are arranged according to the intensity of the center
signal.

Fig. 5. The first figure contrasts the channel 8 in the channelizer and channel 1 in
POMP algorithm. The second figure contrasts the channel 5 in the channelizer and the
channel 3 in POMP. The third figure contrasts the channel 2 in the channelizer and
the channel 2 in POMP. From the overall reconstruction effect, the POMP algorithm
performs better.

Figure 4 shows the extracting of the channels using POMP algorithm. For this
simulation experiment, we only need three channels to extract all the signals.
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The sampling rate per channel is 0.25 MHz, which is one-tenth of the original
sampling rate. The signal locates at the center of each channel are sorted in
descending order of energy. We can notice that the POMP algorithm can also
achieve the tasks of down-sampling rate, down-conversion, and band limiting.
Besides, the aliasing phenomenon has been good to avoid.

We compare the mean square error (MSE) of the signal extracted by the two
methods respectively with the original signal at different SNRs. The results are
shown in Fig. 5. We notice that the POMP performs significantly better in the
first and the second figures. The effect of POMP reconstruction is relatively poor
at low SNRs as shown in the third figure, however, with the SNRs increase, the
POMP reconstruction errors drop relatively rapid.

These results demonstrate that the performance of the POMP algorithm is
better than a polyphase channelizer. We further compare the efficiency of the two
methods by calculating the CPU time that the two methods take to reconstruct
the whole BOI at different SNRs. The average CPU execution time of the POMP
algorithm is 1.618240 s, while the channelizer is 2.086837 s, which demonstrate
that the POMP algorithm is more efficient.

5 Conclusion

We study the position relationship among the signal distribution, non-zero items
in θ and the corresponding columns in sensing matrix A, and propose the POMP
algorithm for extracting channels contain signals from BOI. The proposed algo-
rithm is implemented and simulated, and compared with a ten-channel polyphase
channelizer by processing the same signal. The numerical results demonstrate
that when the BOI is sparse, the POMP algorithm performs better than a
polyphase channelizer. The proposed algorithm not only achieves the tasks of
down-convertion, down-sampling and band-limiting, which are core functions for
a channelizer, but also avoids the aliasing or leaking that a channelizer may cause.
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Abstract. Recently, the reliability evaluation of data center network
(DCN) is important to the design and operation of DCNs. Extra con-
nectivity determination and faulty networks structure analysis are two
significant aspects for the reliability evaluation of DCNs. The DCell net-
work is suitable for a massive data centers with high network capac-
ity by only using cheap switches. A k-dimensional DCell built with
n-port switches, denoted by Dk,n, is an (n + k − 1)-regular graph. In
this paper, we firstly prove that the extra-h connectivity of Dk,n for
n ≥ 2, κh(Dk,n) = (k − 1)(h + 1) + n if k ≥ 2 and 0 ≤ h ≤ n − 1, and
κh(Dk,n) = (k − 1)(h + 1) + 2n − 2 if k ≥ n + 1 and n ≤ h ≤ 2n − 1,
respectively. What’s more, for any faulty node set F ⊆ V (Dk,n) with
|F | ≤ κh(Dk,n) − 1, we obtain that there contains a large connected
component in Dk,n − F , and the rest of small connected components
have not more than h nodes in total if k ≥ 2 and 0 ≤ h ≤ n − 1 (resp.
k ≥ n + 1 and n ≤ h ≤ 2n − 1). Our result can provide a proper mea-
sure for the reliability evaluation of the DCell network when it is used
to model the topological structure of a large-scale DCN.

Keywords: DCell network · Reliability · Extra connectivity
Data center network

1 Introduction

With the development of web applications such as email, online search, web
game, cloud video, and productivity components such as Map reduce [1] and
GFS [2], huge data center network (DCN) with millions of servers will become
available in some day. Microsoft implied that Azure, Hotmail, Bing, and some
other web services will be storaged by a million servers [3], for instance. With
the remorselessly rising in the scale of DCN, the complexity of a DCN can
disadvantageously impact its reliability. In order to design and operation of a
DCN, proper measures of reliability ought to be sought out. A DCN can be
modeled by a simple connected-graph G = (V (G), E(G)), where V (G) denotes
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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the node set with each node denotes a server, and E(G) denotes the edge set with
each edge denotes a link between servers, respectively. What’s more, switches
in a DCN can be identified as transparent devices of network [4]. Therefore, we
can measure the reliability of a DCN (network for short) by using the graph
parameters of its DCN.

The connectivity of a DCN as a traditional measure for the reliability of
DCNs, is the minimum number of nodes eliminated to obtain the graph is dis-
connected or trivial, which is a worst case. In fact, this measure can accurately
reflect the reliability of a small size DCN. However, some DCNs with large size
have shown to can tolerate much more server failures while still keep connected.
In other words, as one of the measures of reliability, the traditional connectivity
would underestimates the ability of reliability of these large DCNs [5].

To counteract the weakness of the connectivity of a simple graph, Harary [6]
proposed the definition of the restricted faulty nodes of a graph. Furthermore,
Fabrega and Fiol [7,8] introduced the concept of extra connectivity and obtained
the extra connectivity of graphs. Given a graph G and a node cut F ∈ V (G),
if each connected component of G − F has not less than h + 1 nodes, then F
is defined an extra-h node cut. The extra-h connectivity of G is the minimum
cardinality of all extra-h node cuts (if exists), can be denoted by κh(G). In a
DCN, the status of the node has meaningless impact on the capability of the rest
of graph when all the neighbors of a node are faulty. Thus, it is reasonable of the
assumption that there is no isolated node on G−F , when we assume it is faulty.
What’s more, the structure study of an incomplete DCN with a large amount
of faulty nodes is closely related to the extra connectivity of a DCN. The large
connected component can be used to execute the operation of the DCN not have
much capability degrade, when a disconnected DCN with massive faulty nodes
contains a large connected component. Therefore, the extra connectivity is great
important to the reliability of DCNs [5].

Since a complete graph Kn is nonseparable, κh(Kn) does not exist with
0 ≤ h ≤ n − 1. Furthermore, if G is not a complete graph, then κ0(G) = κ(G).
Given a nonnegative integer h and graph G, it is quite difficult to calculate
κh(G). As a matter of fact, the existence of κh(G) is still an open problem so far
when h ≥ 1. Only a little research achievements have been obtained on κh(G)
in some particular graphs [5,9–16]. For example, Zhu et al. [9] and Gu and Hao
[10] showed that κ2(Q3

n) = 6n − 7, κ3(Qk
n) = 8n − 12 for n ≥ 3, where Q3

n is
the 3-ary n-cube, respectively. Lin et al. obtained that for the n-dimensional
alternating group graph AGn, κ1(AGn) = 4n − 11, κ2(AGn) = 6n − 19, and
κ3(AGn) = 8n − 28 for n ≥ 5 [11]. For any integer n ≥ 6, Chang et al. proved
that the 3-extra connectivity of an n-dimensional folded hypercube is 4n−5 [12].
For any integers n ≥ 4 and 0 ≤ h ≤ n − 4, Zhu et al. [5] showed that κh(Xn) =
n(h+1)− 1

2h(h+3), where Xn is the n-dimensional bijective connection network.
Furthermore, Yang and Lin studied a sharp lower bound of extra-h connectivity
of Xn which improves the result in [5] for n ≥ 4 and 0 ≤ h ≤ 2n − 1 [13].

Recently, Guo et al. introduced a server-centric DCN named DCell [4], which
have many advantages over traditional tree-based DCN, such as fault-tolerance,
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scalability, reliability, low cost, and so on. What’s more, DCell originated sub-
stitutive design considered the server-centric DCNs, and inspired a lot of novel
DCN structures such as FiConn [17], BCube [18], and CamCube [19]. Some com-
binatorial properties of a k-dimensional DCell built from n-port switches, Dk,n,
such as diameter [4], symmetry [20], broadcasting [4], connectivity [4], restricted
connectivity [21], node disjoint paths [22], one to one disjoint path covers [23],
and Hamiltonian properties [24] have recently been studied. Particulary, these
measurement results indicate that a Dk,n has excellent combinatorial properties.

In this paper, we have obtained the extra-h connectivity of Dk,n for n ≥ 2,
κh(Dk,n) = (k − 1)(h + 1) + n when k ≥ 2 and 0 ≤ h ≤ n − 1 (resp. κh(Dk,n) =
(k − 1)(h + 1) + 2n − 2 when k ≥ n + 1 and n ≤ h ≤ 2n − 1). What’s more,
we explore that there contains a large connected component in Dk,n − F , and
the rest of small connected components have not more than h nodes in total if
|F | < κh(Dk,n) for any two integers k ≥ 2 and 0 ≤ h ≤ n − 1 (resp. k ≥ n + 1
and n ≤ h ≤ 2n − 1).

This paper is organized in this way: We provide some definitions and prelim-
inaries in Sect. 2. In Sect. 3, the extra-h connectivity of DCells are given. In the
end, we conclude this paper in Sect. 4.

2 Preliminaries

We use G to denote a DCN. The node number of G is called the order of G. An
edge of G with two end nodes u, v is denoted by (u, v). For any node v ∈ V (G),
let u be a neighbor of the node v or u is adjacent to the node v if (u, v) ∈ E(G).
If V ′ ⊆ V (G), let G[V ′] denote the sub-graph of G induced by a node sub-
set V ′ ∈ V (G) and let G − V ′ = G[V (G) \ V ′]. Then, let NG(V ′) denote the
neighbor-set of V ′ such that NG(V ′) ∈ V (G−V ′) and let AG(V ′) = V ′∪NG(V ′).

For k ≥ 0 and n ≥ 2, let Dk,n denote a k-dimensional DCell built on n-
port switches. Then, we use tk,n to denote the order in Dk,n with t0,n = n and
ti,n = ti−1,n(ti−1,n + 1) for n ≥ 2, k ≥ 0, and i ∈ {1, 2, . . . , k}. Let I0,n =
{0, 1, . . . , n − 1} and Ii,n = {0, 1, . . . , ti−1,n} with i ∈ {1, 2, . . . , k}. For any
integer 1 ≤ l ≤ k, let V l

k,n = {ukuk−1 · · · ul : ui ∈ Ii,n and i ∈ {l, l + 1, . . . , k}}.
The definition of DCell Dk,n is adopt from [4].

Definition 1. Dk,n is a regular graph with node set V 0
k,n, where a node u =

ukuk−1 · · · u0 is adjacent to a node v = vkvk−1 · · · v0 if and only if there exists
an integer l with

(1) ukuk−1 · · · ul = vkvk−1 · · · vl,
(2) ul−1 �= vl−1,

(3) ul−1 = v0 +
l−2∑

j=1

(vj × tj−1,n) and vl−1 = u0 +
l−2∑

j=1

(uj × tj−1,n) + 1 with

l > 1.

Figure 1 shows the examples of Dk,n with some small n and k. It is clear that
Dk,n is a (n+k−1)-regular graph with tk,n nodes. When all the three conditions
of Definition 1 hold, we define that two neighbor nodes u, v have a differing bit
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Fig. 1. Examples of Dk,n: D0,3, D1,3, D1,2, and D2,2.

of leftmost at position l − 1, denoted by d, the d-neighbor of u can be denoted
by (u)d = v for d ≥ 1. Usually, if u = ukuk−1 · · · u0 is a node in Dk,n, let (u)i

denote the i-th bit of u, and let σ(u, i) = ukuk−1 · · · ui for any 0 ≤ i ≤ k. Clearly,
σ(u, 0) = u. For any α ∈ V l

k,n with 1 ≤ l ≤ k, let Dα
l−1,n denote the graph that

attained by adding the prefix α to address of every node of one copy of Dl−1,n.
Clearly, Dl−1,n

∼= Dα
l−1,n.

In this paper, a set of nodes to be deleted will be denoted as F . Define Fi =
F ∩ V (Di

k−1,n) and I = {i : |Fi| ≥ n + k − 2} for each i ∈ Ik,n. Furthermore, let
FI =

⋃
i∈I Fi, Ī = Ik,n \ I, DĪ

k−1,n = Dk,n[
⋃

i∈Ī V (Di
k−1,n)], and FĪ =

⋃
i∈Ī Fi.

These notations will be used throughout the paper.
The following studied results in DCells are helpful in our paper and thus

showed as follows.

Lemma 1 [4]. The connectivity of Dk,n is κ(Dk,n) = n + k − 1.

Lemma 2 [4]. The order of Dk,n satisfies tk,n ≥ (n +
1
2
)2

k − 1
2
.

Lemma 3 [21]. There exist tk−1,n node disjoint paths joining Di
k−1,n and

Dj
k−1,n with i �= j.

Lemma 4 [21]. Let F ⊂ V (Dk,n) denote a faulty node set with |F | ≤ (h + 1)
(k − 1) + n. For any three integers n ≥ 2, k ≥ 2, 0 ≤ h ≤ n − 1, DĪ

k−1,n − FĪ is
connected and |I| ≤ h + 1.

Lemma 5 [21]. For any n ≥ 2, k ≥ 2, and any H0 ⊆ V (Dα
0,n) and H1 ⊆

V (Dβ
0,n) such that α, β ∈ V 1

k,n and α �= β, we have |NDk,n
(H0) ∩ H1| ≤ 1.

3 The Extra-h Connectivity of DCells

In fact, the extra-h connectivity for h = 0 on Dk,n was gotten by Guo et al.
[4] for any nonnegative integers n ≥ 2 and k ≥ 0. Nevertheless, the extra-h
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connectivity for h ≥ 1 of Dk,n has not been obtained yet. In this section, for any
integer n ≥ 2, the extra-h connectivity when 0 ≤ h ≤ n − 1 and k ≥ 2, when
n ≤ h ≤ 2n − 1 and k ≥ n + 1 of Dk,n will be studied, respectively.

Lemma 6. Given an nonnegative integer n ≥ 2, let fn(m) = mn − m(m−1)
2 be

a function of m, fn(m) = mn − m(m−1)
2 is strictly monotonically increasing on

m if 1 ≤ m ≤ n.

Proof. If 1 ≤ m ≤ n, we can verify that

df

dm
= n − 1

2
(2m − 1) = n − m +

1
2

> 0.

Thus, for any nonnegative integers m′ and m such that 1 ≤ m′ < m ≤ n, we
have fn(m′) < fn(m).

Lemma 7. For any three integers k ≥ 2, n ≥ 2, and 0 ≤ h ≤ n − 1, let
H ⊆ V (Dk,n) with |H| = h+1. Then, we have |NDk,n

(H)| ≥ (k − 1)(h+1)+n.

Proof. Let S = {σ(u, 1) : u ∈ H} = {s1, s2, . . . , sm} with 1 ≤ m ≤ h + 1. For
any 1 ≤ i ≤ m, let Hi = V (Dsi

0,n) ∩ H and hi = |Hi|. Obviously,
∑m

i=1 hi =
|H| = h+1. Definition 1 and Lemma 5 implies that any node in H has exactly k

neighbor(s) in Dk,n − V (Dsi
0,n), H has at most m(m−1)

2 common neighbor(s) in
Dk,n−V (Dsi

0,n), and Hi has exactly n−hi neighbor(s) in Dsi
0,n for any 1 ≤ i ≤ m.

Thus, we have

|NDk,n
(H)| ≥ k(h + 1) − m(m − 1)

2
+

∑

1≤i≤m

(n − hi)

= (k − 1)(h + 1) + mn − m(m − 1)
2

.

For any m with 1 ≤ m ≤ h + 1 ≤ n, mn − m(m−1)
2 ≥ n by Lemma 6. Then, we

have

|NDk,n
(H)| ≥ (k − 1)(h + 1) + mn − m(m − 1)

2
≥ (k − 1)(h + 1) + n.

Lemma 8. For any three integers k ≥ 2, n ≥ 2, and 0 ≤ h ≤ n − 1, and any
node set F ⊂ V (Dk,n) with |F | ≤ (k − 1)(h + 1) + n − 1, Dk,n − F contains a
large connected component including not less than tk,n − |F | − h nodes.

Proof. In this lemma, we will prove that by the induction on the integer h. If
h = 0, Dk,n − F is connected since |F | ≤ n + k − 2 < n + k − 1 = κ(Dk,n),
the result holds. Suppose that the result is correct when h = τ − 1 with
n − 1 ≥ τ ≥ 1. Then, we will show that it is correct for h = τ (1 ≤ τ ≤ n − 1).
Assume that H1,H2, . . . , Hm,Hm+1 are total the components of Dk,n − F , and
|V (Hm+1)| =max{|V (H1)|, |V (H2)|, . . . , |V (Hm+1)|}. By Lemma 4, DĪ

k−1,n −FĪ

is connected. So V (DĪ
k−1,n − FĪ) ⊆ V (Hm+1). Let r = |I| ≤ τ + 1 and
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I = {α1, α2, . . . , αr}. The lemma holds for r = 0 since Dk,n − F = DĪ
k−1,n − FĪ

is connected by Lemma 4. To complete the proof, if 1 ≤ r ≤ τ + 1, we consider
the following three cases.

Case 1. Dαi

k−1,n − Fαi
is connected for any 1 ≤ i ≤ r.

Fig. 2. An illustration for Case 1 in Lemma 8.

By Definition 1, each node in Di
k−1,n for i ∈ I has accurately one neighbor

in Dk,n − V (Di
k−1,n). For any three integers k ≥ 2, n ≥ 2, 1 ≤ τ ≤ n − 1, and

αi ∈ I, we have

|NDk,n−V (D
αi
k−1,n

)(V (Dαi
k−1,n) \ Fαi)| = |V (Dαi

k−1,n)| − |Fαi | = tk−1,n − |Fαi |
> (k − 1)(τ + 1) + n − 1 − |Fαi | ≥ |F | − |Fαi |
= |FĪ | + (|FI | − |Fαi |).

Thus, we can verify that there exists at least one node of Dαi

k−1,n − Fαi
to

be adjacent to a node in DĪ
k−1,n − FĪ for any αi ∈ I (see Fig. 2). As a result,

Dk,n − F is connected. Hence, Dk,n − F has a connected component including
at least tk,n − |F | − τ nodes, when 1 ≤ τ ≤ n − 1.

Case 2. Exactly one subgraph of Dα1
k−1,n−Fα1 ,D

α2
k−1,n−Fα2 , . . . , D

αr

k−1,n−Fαr

is disconnected.
Let Dαλ

k−1,n be disconnected such that 1 ≤ λ ≤ r. According to the Case 1,
we can verify that Dk,n − V (Dαλ

k−1,n) − (F \ Fαλ
) is connected. So, V (Dk,n −

V (Dαλ

k−1,n) − (F \ Fαλ
)) ⊆ V (Hm+1). Then, we have

⋃m
i=1 V (Hi) ⊆ V (Dαλ

k−1,n −
Fαλ

). What’s more, we will show that the order in
⋃m

i=1 V (Hi) will not larger
than τ −1. Suppose that the sum orders in

⋃m
i=1 V (Hi) is at least τ . By Lemma 7,

we obtain |NDk,n
(
⋃m

i=1 V (Hi))| ≥ (k − 1)(τ + 1) + n > |F |, a contraction. Thus,
|⋃m

i=1 V (Hi)| ≤ τ −1. Hence, Dk,n −F has a connected component including at
least tk,n − |F | − τ nodes, where 1 ≤ τ ≤ n − 1.

Case 3. Exactly r′ subgraphs of Dα1
k−1,n−Fα1 ,D

α2
k−1,n−Fα2 , . . . , D

αr

k−1,n−Fαr

are disconnected, where 2 ≤ r′ ≤ r.
Let {q1, q2, . . . , qr′} ⊆ {1, 2, . . . , r} such that D

αqi

k−1,n is disconnected for any
1 ≤ i ≤ r′. According to the proof of Case 2, we can verify that Dk,n −
⋃r′

i=1 V (Dαqi

k−1,n)− (F \⋃r′

i=1 Fαqi
) is connected. So, V (Dk,n −⋃r′

i=1 V (Dαqi

k−1,n)−
(F \ ⋃r′

i=1 Fαqi
)) ⊆ V (Hm+1). For any integers 1 ≤ τ ≤ n − 1 and 1 ≤ i ≤ r′, we

have
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|Fqi
| ≤ |F | −

∑

1≤j≤r′,j �=i

|Fqj
| ≤ (k − 1)(τ + 1) + n − 1 − (r′ − 1)(n + k − 2)

≤ (k − 1)(τ + 1) + n − 1 − (k − 1 + τ) (3.1)
= (k − 2)τ + n − 1

and

|F \
r′
⋃

i=1

Fαqi
| = |F | −

r′
∑

j=1

|Fqj
|

≤ (k − 1)(τ + 1) + n − 1 − r′(n + k − 2) (3.2)
≤ (k − 1)(τ − 1) − (n − 1).

By the induction hypothesis, D
αqi

k−1,n − Fαqi
contains a large component Aαqi

including not less than tk−1,n − |Fαqi
| − (τ − 1) nodes if 1 ≤ i ≤ r′. For any four

integers n ≥ 2, k ≥ 2, 1 ≤ τ ≤ n − 1, and 1 ≤ i ≤ r′, we can verify

|V (Aαqi
)| ≥ tk−1,n − |Fαqi

| − (τ − 1)

≥ (n +
1
2
)2

k−1 − 1
2

− ((k − 2)τ + n − 1) − (τ − 1)

≥ 2(k − 1)n − (k − 1)τ − n ≥ (k − 1)n
> (k − 1)(τ − 1) − (n − 1)

≥ |F \
r′
⋃

i=1

Fαqi
|

by (3.1) and (3.2). Therefore, for any nonnegative integer 1 ≤ i ≤ r′, Aαqi
is

connected to Dk,n − ⋃r′

i=1 V (Dαqi

k−1,n) − (F \ ⋃r′

i=1 Fαλ
) in Dk,n − F . That is,

we have V (Aαqi
) ⊂ V (Hm+1). Let Vαqi

=
⋃m

i=1(V (Hi) ∩ V (Dαqi

k−1,n)) for any

nonnegative integer 1 ≤ i ≤ r′. Then, we will prove the order of
⋃r′

i=1 Vαqi
will

not larger than τ − 1. Furthermore, assume that the total order of
⋃r′

i=1 Vαqi
is

at least τ . By Lemma 7, we have |NDk,n
(
⋃r′

i=1 Vαqi
)| ≥ (k − 1)(τ + 1) + n > |F |,

a contraction. Thus, |⋃r′

i=1 Vαqi
| ≤ τ − 1. Hence, Dk,n − F has a connected

component including at least tk,n − |F | − τ nodes, where 1 ≤ τ ≤ n − 1.
To sum up, the lemma holds for h = τ . So far, the discussion of the lemma

is complete.

Theorem 1. Given any three integers n ≥ 2, 0 ≤ h ≤ n − 1, and k ≥ 2, the
extra-h connectivity of Dk,n is κh(Dk,n) = (k − 1)(h + 1) + n.

Proof. Let H be a induced subgraph of the number of nodes is h + 1 in Dα
0,n

with α ∈ V 1
k,n. Let V ′ = V (H) and F = NDk,n

(V ′), obviously, Dk,n − F is
disconnected. Definition 1 implies that any node in V ′ has exactly k neighbors
in Dk,n − V (Dα

0,n) and V ′ has accurately n − (h + 1) neighbors in Dα
0,n − V ′.
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Thus, we have |F | = (h+1)k +n− (h+1) = (h+1)(k −1)+n. Furthermore, we
will prove that the node set F is an extra-h node cut on Dk,n. Let u ∈ V ′ and
β = (u)k. By Lemma 4, we can verify that Dk,n − (V (Dβ

k−1,n)∪F ) is connected.
By Definition 1, each node in Dβ

k−1,n −ADβ
k−1,n

(V ′) has accurately one neighbor

in Dk,n − (V (Dβ
k−1,n) ∪ F ). Therefore, Dk,n − F contains two components, one

of the components is Dk,n − ADk,n
(V ′) and the other of the components is H.

Accordingly, for any three integers n ≥ 2, k ≥ 2, and 0 ≤ h ≤ n − 1, we have

|V (Dk,n − ADk,n
(V ′))| ≥ tk,n − (|V ′| + |F |) ≥ (n +

1
2
)2

k − 1
2

− ((h + 1)k + n)

≥ (k + 2)n − ((h + 1)k + n) ≥ n

≥ h + 1.

Then, F is an extra-h node cut of Dk,n, and thus κh(Dk,n) ≤ (k − 1)(h + 1) + n
for three integers k ≥ 2, n ≥ 2, and 0 ≤ h ≤ n − 1.

Nevertheless, given three integers n ≥ 2, k ≥ 2, and 0 ≤ h ≤ n − 1, if
the number of nodes of each component of Dk,n − F is not more than h + 1
with F ⊆ V (Dk,n), then |F | ≥ (k − 1)(h + 1) + n by Lemma 8. So, κh(Dk,n) ≥
(k − 1)(h + 1) + n.

Hence, κh(Dk,n) = (k −1)(h+1)+n for the three integers n ≥ 2, k ≥ 2, and
0 ≤ h ≤ n − 1.

Lemma 9. For any three nonnegative integers n ≥ 2, n ≤ h ≤ 2n − 1, and
k ≥ n + 1, and any node sub-set F ⊂ V (Dk,n), if |F | ≤ (k − 1)(h + 1) + 2n − 2,
then, DĪ

k−1,n − FĪ is connected and |I| ≤ h + 1.

Proof. In the beginning, we prove that |I| ≤ h + 1. Assume that |I| ≥ h + 2,
according to definition of I, for any three nonnegative n ≥ 2, n ≤ h ≤ 2n − 1,
and k ≥ n + 1, we have

|F | ≥ (h + 2)(n + k − 2) ≥ (k − 1)(h + 1) + 3(n − 1) + (n + k − 2)
> (k − 1)(h + 1) + 2n − 2.

In the following, we will show that DĪ
k−1,n − FĪ is connected. For any i ∈ Ī,

Di
k−1,n − Fi is connected since κ(Di

k−1,n) = n + k − 2 and |Fi| ≤ n + k − 3. For
any two Di

k−1,n and Dj
k−1,n with distinct i, j ∈ Ī, k ≥ 2, and n ≥ 2, according to

Fig. 3. An illustration of tk−1,n disjoint paths P1, P2, . . .. and Ptk−1,n joining Di
k−1,n

and Dj
k−1,n in Lemma 9.
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Lemma 3, there exist tk−1,n disjoint paths P1, P2, . . ., and Ptk−1,n
joining Di

k−1,n

and Dj
k−1,n (see Fig. 3). Then, for any n ≥ 2, n ≤ h ≤ 2n − 1, and k ≥ n + 1,

we have

tk−1,n ≥ (n +
1
2
)2

k−1 − 1
2

> 2kn ≥ (k − 1)2n + 2n

> (k − 1)(h + 1) + 2n − 2.

Thus, we can verify that there exists a path without any failure joining Di
k−1,n

and Dj
k−1,n in DĪ

k−1,n − FĪ for any two distinct i, j ∈ Ī. Then, DĪ
k−1,n − FĪ is

connected.

Lemma 10. Given an integer n ≥ 2, let gn(m) = 2mn − m(m+1)
2 − n2 + n

be a function of m, gn(m) = 2mn − m(m+1)
2 − n2 + n is strictly monotonically

increasing on m if n + 1 ≤ m ≤ 2n − 1.

Proof. When n+1 ≤ m ≤ 2n−1, we have dg
dm = 2n− 1

2 (2m+1) = 2n−m− 1
2 > 0.

So, for any two positive integers m′ and m such that n + 1 ≤ m′ < m ≤ 2n − 1,
we have gn(m′) < gn(m).

Lemma 11. For any three three integers n ≥ 2, k ≥ n+1, and n ≤ h ≤ 2n−1,
let H ⊆ V (Dk,n) and |H| = h+1. Then, we have |NDk,n

(H)| ≥ (k − 1)(h+1)+
2n − 1.

Proof. Let S = {σ(u, 1) : u ∈ H} = {s1, s2, . . . , sm} with 2 ≤ m ≤ h + 1. For
any 1 ≤ i ≤ m, let Hi = V (Dsi

0,n) ∩ H and hi = |Hi|. Obviously,
∑m

i=1 hi =
|H| = h + 1. When 2 ≤ m ≤ n, similar to the result of Lemma 7, we can verify

|NDk,n
(H)| ≥ (k − 1)(h + 1) + mn − m(m − 1)

2
.

When n + 1 ≤ m ≤ 2n, let T1 =
⋃n

i=1 Hi and T2 =
⋃m

i=n+1 Hi. Definition 1
and Lemma 5 implies that any node in H has exactly k neighbors in Dk,n −⋃m

i=1 V (Dsi
0,n), Hi has exactly n − hi neighbor(s) in Dsi

0,n for any 1 ≤ i ≤ m, T1

has not more than n(n−1)
2 common neighbor(s) in

⋃n
i=1 V (Dsi

0,n), and T2 has not
more than (m−n)(m−n−1)

2 + (m − n) common neighbors in
⋃m

i=1 V (Dsi
0,n). Thus,

we have

|NDk,n(H)| ≥ k(h + 1) +
m∑

i=1

(n − hi) − n(n − 1)

2
− (

(m − n)(m − n − 1)

2
+ m − n)

= (k − 1)(h + 1) + 2mn − m(m + 1)

2
− n2 + n.

For any m with 2 ≤ m ≤ n, by Lemma 6, we have

mn − m(m − 1)
2

≥ 2n − 2. (3.3)
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For any m with n + 1 ≤ m ≤ 2n − 1, by Lemma 10, we have

2mn − m(m + 1)
2

− n2 + n ≥ n(n + 3)
2

− 1. (3.4)

For m = 2n, we have

2mn − m(m + 1)
2

− n2 + n = n2. (3.5)

Thus, by (3.3), (3.4), and (3.5), we have

|NDk,n
(H)| ≥ (k − 1)(h + 1) + min{2n − 2,

n(n + 3)
2

− 1, n2}
= (h + 1)(k − 1) + 2n − 2.

So far, |NDk,n
(H)| ≥ (k − 1)(h + 1) + 2n − 1 for n ≥ 2, n ≤ h ≤ 2n − 1, and

k ≥ n + 1.

Fig. 4. An illustration of Lemma 12.

Lemma 12. For any three integers n ≥ 2, n ≤ h ≤ 2n − 1, and k ≥ n + 1, and
any node sub-set F ⊂ V (Dk,n) with |F | ≤ (k − 1)(h + 1) + 2n − 2, Dk,n − F
contains a large component including not less than tk,n − |F | − h nodes.

Proof. Assume that H1,H2, . . . , Hm,Hm+1 are all the components of Dk,n − F ,
and the number of nodes of Hm+1 is the largest. By Lemma 9, DĪ

k−1,n − FĪ

is connected. So, V (DĪ
k−1,n − FĪ) ⊆ V (Hm+1). Let r = |I| ≤ h + 1 and I =

{α1, α2, . . . , αr}. Then, let Vαi
=

⋃m
i=1 V (Hi) ∩ V (Dαi

k−1,n) for any 1 ≤ i ≤ r.
Furthermore, we will show the order in

⋃r
i=1 Vαi

does not exceed h. We assume
that the sum of orders in

⋃r
i=1 Vαi

is at least h + 1. By Lemma 11, we have
|NDk,n

(
⋃r

i=1 Vαi
)| ≥ (k − 1)(h + 1) + 2n − 2 > |F |, a contraction. Thus, we have⋃r

i=1 |Vαi
| ≤ h (see Fig. 4). Then, for any 1 ≤ i ≤ r, let Aαi

= V (Dαi

k−1,n −Fαi
−

Vαi
), we have

|Aαi
| ≥ tk−1,n − |F | − h ≥ (k − 1)(h + 1) + 2n − 2 > |F |.

Therefore, Aαi
is connected to DĪ

k−1,n−FĪ in Dk,n−F and thus Aαi
⊆ V (Hm+1)

for any 1 ≤ i ≤ r . Hence, Dk,n − F has a connected component including at
least tk,n − |F | − h nodes, if k ≥ n + 1 and n ≤ h ≤ 2n − 1.
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Theorem 2. For any three integers n ≥ 2, k ≥ n + 1, and n ≤ h ≤ 2n − 1, the
extra-h connectivity of Dk,n is κh(Dk,n) = (k − 1)(h + 1) + 2n − 2.

Proof. We use H to denote a induced subgraph of order h + 1 in Dk,n

with V (H) = {α00, α01, . . . , α0(n − 1), α10, α11, . . . , α1(h − n)}, E(H) =
E(Dk,n[V (H)]), and α ∈ V 2

k,n. Letting V ′ = V (H) and F = NDk,n
(V ′), obvi-

ously, Dk,n − F is disconnected. Then, letting T = V (Dα0
0,n) ∪ V (Dα1

0,n), Defini-
tion 1 implies that α00 has exactly k − 1 neighbor(s) in Dk,n − T , any node in
H − {α00} has exactly k neighbor(s) in Dk,n − T , and V ′ has exactly 2n − h
neighbor(s) in Dk,n[T ] − V ′. Thus, we have

|F | = hk + (k − 1) + 2n − h = (k − 1)(h + 1) + 2n − 2.

Furthermore, we will prove that F is an extra-h node cut of Dk,n. Let u ∈ V ′

and β = (u)k. By Lemma 9, Dk,n − (V (Dβ
k−1,n) ∪ F ) is connected. By Def-

inition 1, every node of Dβ
k−1,n − ADβ

k−1,n
(V ′) has accurate one neighbor in

Dk,n − (V (Dβ
k−1,n)∪F ). Therefore, Dk,n −F contains two distinct components,

one is Dk,n − ADk,n
(V ′) and the other is H. Accordingly, for any two integers

n ≥ 2 and k ≥ 2, we have

|V (Dk,n − ADk,n
(V ′))| ≥ tk,n − |V ′| ≥ (n +

1
2
)2

k − 1
2

− 2n

≥ 2kn − 2n ≥ 2n2 > 2n

≥ h + 1.

Furthermore, F is an extra-h node cut of Dk,n, and thus κh(Dk,n) ≤ (h + 1)
(k − 1) + 2n − 2 for n ≥ 2, n ≤ h ≤ 2n − 1, and k ≥ n + 1.

However, given three integers n ≥ 2, k ≥ n + 1, and n ≤ h ≤ 2n − 1,
if the number of nodes of each connected component of Dk,n − F is at least
h + 1 with F ⊆ V (Dk,n), then |F | ≥ (k − 1)(h + 1) + 2n − 2 by Lemma 12. So,
κh(Dk,n) ≥ (k − 1)(h + 1) + 2n − 2.

Hence, κh(Dk,n) = (k − 1)(h + 1) + 2n − 2 when n ≥ 2, k ≥ n + 1, and
n ≤ h ≤ 2n − 1.

The reliability a faulty DCN has close relations with its structure. We will
determine extra-h connectivity of DCell in the following theorem, use the above
results on the structure of a faulty DCell network. The following theorem about
the κh(Dk,n) follows Theorems 1 and 2.

Theorem 3. For any positive integer n ≥ 2,

κh(Dk,n) =

{
(k − 1)(h + 1) + n if 0 ≤ h ≤ n − 1 and k ≥ 2,

(k − 1)(h + 1) + 2n − 2 if n ≤ h ≤ 2n − 1 and k ≥ n + 1.

By Theorem 3, we will proposed the following theorem:

Theorem 4. For any n ≥ 2, k ≥ 2, and 0 ≤ h ≤ n − 1 (resp. n ≥ 2, k ≥ n + 1,
and n ≤ h ≤ 2n − 1), let F ⊂ V (Dk,n) with |F | < κh(Dk,n). Then, Dk,n − F
contains a large connected component and the rest of small connected components
have not more than h nodes in total.
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4 Conclusions

Our primary aim of this paper is to explore the boundary problem of node sub-
sets in DCells. In this paper, we determine that the extra-h connectivity of Dk,n

when n ≥ 2, κh(Dk,n), as follows: (1) κh(Dk,n) = (k − 1)(h + 1) + n if k ≥ 2
and 0 ≤ h ≤ n − 1; (2) κh(Dk,n) = (k − 1)(h + 1) + 2n − 2 if k ≥ n + 1
and n ≤ h ≤ 2n − 1. What’s more, for any node sub-set F ⊆ V (Dk,n) with
|F | ≤ κh(Dk,n) − 1, we show that there has a large component in Dk,n − F ,
and the rest of small components contain not less than h nodes in total with
0 ≤ h ≤ n − 1 and k ≥ 2 (resp. n ≤ h ≤ 2n − 1 and k ≥ n + 1). This approach
studied in the paper may also be used to research the reliability of other DCNs
such as BCube and Ficonn.
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Abstract. Unmanned aerial vehicle (UAV) cluster operations adopts the ad-hoc
networking, and thus the network performance relates to the virtual backbone
network (VBN). Because of the high-speed mobility of UAVs, the topology of
UAV network changes frequently, so the VBN must have some fault-tolerant
capability. And therefore a distributed fault-tolerant VBN construction algo-
rithm named DKCDS was proposed based on the connected k-dominating sets.
Firstly, the CDS was constructed. And then the k-dominating set was con-
structed based on the maximum independent set, thereby, the connected k-
dominating set was finished. Theoretical analysis and simulation showed the
DKCDS algorithm could obtain smaller-scaled connected k-dominating back-
bone network with smaller cost, which means the DKCDS has some application
prospect in the filed of UAV cluster operations.

Keywords: UAV cluster � VBN � Distributed � Fault-tolerance

1 Introduction

UAV are paid attention to by the worldwide military due to its unique advantages in
recent years. And the UAV cluster operations can expand the search range of single
unmanned aerial vehicles, and improve the accuracy of reconnaissance and precision
strike capability effectively [1]. Besides, single unmanned aerial vehicle failure or be
shot down that will not affect the implementation of the entire collaborative operational
plan [2]. Therefore, UAV cluster operations has great development prospects in the
military field.

UAV cluster operations requires each node sharing the different target data with one
another, so as to carry out the cluster tactical planning effectively, and improve the air
combat capability [3]. Due to the limited wireless spectrum resources and the attenua-
tion and interference of the wireless links, the bandwidth resource is the most important
network resource for the unmanned aerial vehicle cluster system. And the communi-
cation interference between nodes will result in a sharp decline of the network perfor-
mance due to the limited communication bandwidth [4]. However, the virtual backbone
network (VBN) can simplify the routing of UAV cluster network, improve the
utilization rate of network resources and reduce the difficulty of network protocol design
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effectively. Therefore, it is significant to construct VBN by using distributed algorithm
[5]. The problem of virtual backbone construction is usually abstracted as the solution of
the connected dominating sets (CDS) based on the graph theory. The study of the VBN
construction is focus on how to reduce the VBN scale mostly [6]. However, due to the
dynamics of the network topology, which makes the frequent change of the link state
[7]. So some virtual backbone redundancy has an important role in improving the
network fault tolerance and routing diversity for the UAVs cluster network. However,
the existed algorithms based on connected k-dominating set for VBN are centralized
almost, and the algorithm cost is high, and also have some limitations. Therefore, a
distributed fault-tolerant virtual backbone construction algorithm named DKCDS was
proposed based on the connected k-dominating sets based on the preliminary findings in
this paper. And this algorithm could obtain smaller-scaled connected k-dominating
backbone network with smaller cost, which means the DKCDS has some application
prospect in the filed of UAV cluster operations.

2 Mathematical Model

Unit-disk graphs (UDG) are usually used to describe the topology information of
wireless ad hoc networks. Assume that all the nodes with the same communication
distance are placed in a 2-dimensional plan. If the maximum transmission range is 1,
the topology can be modeled as a UDG shown in Fig. 1, from which we can see that
there is an edge between any two nodes in the case that their distance is at most one.

3 DKCDS Algorithm

3.1 Related Theories

Given graph G = (V, E). Among them, V is the node set and E is the edge set of
graph G.

Fig. 1. UDG model.
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DKCDS algorithm will use the following concepts of graph theory:

k-dominating assume, if any node is dominated by at least k nodes in D, D is called
one k- dominating set in figure G.

DKCDS algorithm will use the following graph theory [8]:

Theorem 1. Any maximal independent set (MIS) of G is also its minimum dominating
set.

Theorem 2. If B is a k-dominating set of graph G, I is a dominating set of residual
subgraph G-B is a (k + 1)-dominating set of graph G.

3.2 Algorithm Describe

DKCDS algorithm for constructing k-dominating CDS including three steps: In CDS
constructing step, DBCDS distributed algorithm is used to construct the CDS in lit-
erature [4]. In the second step the k-dominating set is constructed based on the CDS,
the construction of which is compSeted by extending the maximal independent set
according to Theorem 2.

The DKCDS algorithm sets the following variables for each node.

(1) Assign unique identifier (ID).
(2) Weight W.

For any node u in the graph, defines its weight as w(u) = (r(u), ID(u)), among
which r(u) represents the maximum communication distance of node u and ID
(u) represents its tag signal. If w(m) > w(n), the node m and n must be satisfied one of
the follows cases:

Case 1: r(m) > r(n).
Case 2: r(m) = r(n) and ID(m) > ID(n).

In addition, the DKCDS algorithm sets the parameters LN for each dominating
node u. The value of LN value represents the number of neighbor nodes dominating by
the node u.

3.2.1 CDS Construction
Constructing a connected dominating set with the DBCDS distributed algorithm in
literature [4].

3.2.2 k-Dominating Set Construction
After the construction of CDS, the maximal independent set is extended according to
Theorem 2. First of all, each node is assigned a dominating neighbor list DNList, which
is used to record the dominating neighbor nodes. In addition, NList represents its
neighbor node set. Assuming that we can get the maximal independent set is I1 when
construct CDS with the DBCDS algorithm and the corresponding connected domi-
nating set is C, and the ith cycle get the dominating set Iið2� i� kÞ. The expansion
process is shown in Fig. 2.
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The expending steps are as follows:

Step 1: Set G0 ¼ G� C
Step 2: Constructing a maximal independent set Ii for G′ with the maximum
independent set construction algorithm of DBCDS.
Step 3: set C ¼ C [ Ii

After the compSetion of the expansion step shown above, we can get the k-dom-
inating set I 0 ¼ C [ I2 [ . . .[ Ii [ . . .[ Ik, and therein I′ is the k-dominating CDS set
needed to be computed.

Suppose that there are 20 UAV nodes in a UAV cluster network, the nodes are
distributed in a 2-dimensional plane that are 100 km � 100 km randomly, and the
maximum communication distance of the nodes is 60 km.

Figure 3 shows the results of the DKCDS algorithm for constructing 2-connected k-
dominating CDS. In Fig. 3, the nodes 1, 5, 8, 16, 18, 20 constitute a CDS, and the
dominating set of the remaining nodes other than the CDS node are I2 ¼ f7; 12; 15g,
and thus CDS[ I2 forms a 2-dominating set of the network.

Fig. 2. Constructing k-dominating set flow.

Fig. 3. An example of DKCDS for constructing 2-dominating CDS.
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4 Performance Analysis

4.1 Complexity Analysis

Assuming that the nodes number of the network is n, and the maximum value of node
degree is D.

In the first step of the DKCDS algorithm, the message complexity for constructing
CDS is OðnÞ and the time complexity is OðnÞ with the DBCDS algorithm. In the first
step of the DKCDS algorithm, the message complexity and the time complexity for
constructing a maximum independent set of graphs are OðnÞ by the literature [4]. And
thus, the message complexity is OðnÞ and the time complexity is OðnÞ for the iterative
computation (k−1)-dominating set for the set of assignments in the complement graph
G in the worst case. And therefore, the message complexity in the worst case is OðnÞ
and the time complexity is OðnÞ of the second stage. So both of the time complexity
and the message complexity of the DKCDS algorithm in the worst case are OðnÞ.
Conclusion 1: Both the message complexity and the time complexity of DKCDS
algorithm are OðnÞ.

4.2 Approximation Factor Analysis

Lemma 1: In UDG, any maximum independent set has the relationship with the
minimum connected k-dominating set shown as follows:

(1) If k\5, Ij j � 5
k Dkj j;

(2) If k� 5, Ij j � Dkj j.
Where, Dkj j represents the nodes number of Dkj j that is the minimum connected
k-dominating set, and Ij j represents the nodes number of the maximum independent set.

Suppose that opt represents the nodes number of the optimal k-dominating set.
C represents the CDS constructed in the first step, so we can get that

Cj j � q Dkj j ¼ 8 Dkj j; ð1Þ

Where, Cj j is the nodes number of the CDS and q is the approximation factor of the
CDS construction problem.

In addition, the k-dominating set satisfies that opt� Dkj j. According to Lemma 1,
the nodes number added by the DKCDS algorithm in the k-dominating set expansion
step satisfies that

opt� ð8þ 5
kÞ Dkj j k\5

9 Dkj j k� 5

�
; ð2Þ

Therefore, the approximation factor of DKCDS are 8þ 15
k when k\5 and 9 when

k� 5. And we can get Conclusion 2.
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Conclusion 2: Given k, the approximation factor of DKCDS is constant.
The message complexity reflects the number of information interactions required to

construct the virtual backbone network, the time complexity reflects the computational
complexity of the algorithm and the approximation factor reflects the size of the virtual
backbone network. Besides, the approximation factor is constant indicates that the scale
is relatively smaller. Therefore, DKCDS algorithm can adapt to mobile UAV cluster
network.

5 Simulation Experiment

Simulation Experiment 1: Suppose that the nodes’ maximum communication dis-
tance is [100 km, 150 km]. Set m = 1, k = 1, m = 1, k = 2 and run the DKCDS
algorithm 1000 times, respectively. In each simulation scenario, all the nodes are
distributed in a 2-dimensional square plane with 200 km � 400 km area randomly.
Figure 4 shows the relationship between the average size of VBN and the number
nodes of network.

Figure 4 shows that the nodes number of CDS generated by the DBCDS algorithm
increases steadily as the increases of the nodes number of the network, which indicates
that any node can communicate with more nodes with the increase of the nodes number
in a definite area. When the nodes number reaches or exceeds 170, certain nodes will be
able to cover the entire network, so the number of CDS nodes becomes stable.

Simulation Experiment 2: Suppose that all the nodes are distributed in a 2-dimensional
square plane with 200 km � 400 km area randomly, and the maximum distance of all
the nodes are the same. Set m = 1, k = 1, m = 1, k = 2 and run the DKCDS algorithm

Fig. 4. Simulation result 1.
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1000 times, respectively. Figure 5 describes the relationship between the average nodes
number of VBN and the communication distance of the nodes.

Figure 5 shows that these two types of VBN nodes are less and less with increases
of the node maximum communication distance, which indicates that fewer nodes can
cover the whole network with the increase of the nodes coverage. When the maximum
communication distance is 0.75 times or more of the area length, the node coverage
almost reaches the area boundary. At least one node can communicate with any other
node at the moment. So the nodes number of the connected 1-dominating VBN tends to
be the constant 1, and the nodes number of the connected 2-dominating VBN tends to 2
because each node is connected to at least two dominating nodes.

In addition, the existing m-connected k-dominating VBN construction algorithms
are mostly for the determined values of m or k. So the simulation experiment is not
compared with other algorithms.

6 Conclusion

Considering the high speed mobility of UAV cluster nodes and the limitation of
wireless spectrum resources, a distributed fault-tolerant virtual backbone network based
on connected k-domination is proposed to improve the cooperative combat capability.
A CDS was constructed based on the previous research, and then k-domination set was
constructed. Theoretical analysis showed that the message and time cost of the DKCDS
algorithm are O(n) and the approximation factor is constant. That indicated the
DKCDS algorithm can get the smaller-scaled VBN with lower communication cost.
Simulation results verified the effectiveness of the DKCDS algorithm. As the m-con-
nected virtual backbone network construction cost is very high, the future study will
focus on constructing the m-connected k-dominated VBN with lower overhead.

Fig. 5. Simulation result 2.
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Abstract. Dynamic Bayesian Networks (DBNs) is a powerful graphical model
for representing temporal stochastic processes. Learning the structure of DBNs
is the fundamental step for parameter learning, inference, application etc. In
some cases, such as computational systems biology, learning the structure of
DBNs facing the two challenges (1) experimental settings only capture few time
series and steady state measurements. (2) the knowledge about DBNs is
uncertainty, rare and even with conflict. The paper considers the time series data,
steady state and domain knowledge simultaneously, presents a novel algorithm
for learning the structure of DBNs. Compare with single source learning,
empirical experiment shows that learning with hybrid data and domain
knowledges improved the accuracy and effectiveness of the DBNs structure
learning.

Keywords: Machine learning � Dynamic system � Bayesian network
Domain knowledge

1 Introduction

Dynamic Bayesian Networks (DBNs), also known as dynamic probabilistic network or
temporal Bayesian network, which generalize hidden Markov models and Kalman
filters. The DBNs are widely used in many domains such as speech recognition, gene
regulatory network (GRN) etc. Learning the structure of DBNs is a fundamental step
for parameter learning, inference and application, but learning DBNs is a NP hard
problem [1, 2]. In big data scenario, the structure learning is intractable. Despite of the
computational efficacy barrier, the training set is also required to be large enough. In
some domains, the training set is very noisy and rare, so learning with just one kind of
training data is impractical. Domain knowledge may reduce the inherent uncertainty of
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the DBNs learning. But the domain knowledge is always uncertainty, unclear and even
with conflict. So, combining domain knowledge with training set is a key issue.

This paper presents an algorithm for learning the structure of DBNs with the hybrid
data and domain knowledge. The paper is organized as following: Sect. 2 introduces
related work and research background; Sect. 3 describes the DBNs learning algorithm;
then, Sect. 4 describes the empirical experiment and last section draw the conclusion.

2 Research Background

2.1 (Dynamic) Bayesian Networks

A Bayesian networks (BNs) is a concise representation of joint probability distribution
on a set of random variables [3]. A BNs is defined by a structure G and a family of
parameters h, for short BNs ¼ \G; h[ . G is a directed acyclic graph (DAG), each
node is a random variable in X = (X1, X2,…, Xn), and G encodes the (condition)
independencies, h is the conditional probability distribution (CPD), encoding the
conditional distributions of each node and its parent node

h ¼ fpðXi j pðXiÞ j 1� i� ng ; pðXiÞ is the parent nodes of Xi ð1Þ

Briefly, the joint probability distribution represented by BNs is:

PðX1;X2; . . .:;XnÞ ¼
Yn
i¼1

PðXi j pðXiÞÞ ð2Þ

DBNs extend the BNs by modeling the stochastic variables over time [4–6]. Let
Xt ¼ ðXt

1; . . .;X
t
nÞ t 2 ½1; T� stand for the random variables X at time t. Two tiers

DBNs, obey first-order Markov rules, which means P XtjXt�1; . . .;X0
� � ¼ P XtjXt�1

� �
for all t > 0.

DBNs was composed of two slices: initial network BN0 and transition network
BN!. BN0 encode the probability distribution of P(X0), which is the initial state of the
temporal process. For each time slice, BN! define the probability of states translate
form t−1 to t, P(Xt |Xt−1). With these assumptions, the joint probability distribution of a
time series can be written as

PðX0;X1; . . .;XnÞ ¼ PðX0ÞQT
t¼1

PðXtjXt�1Þ

¼ Qn
i¼1

PðX0
i jp0ðX0

i ÞÞ
QT
t¼1

PðXtjXt�1Þ

¼ Qn
i¼1

PðX0
i jp0ðX0

i ÞÞ
QT
t¼1

PðXtjp!ðXtÞ

¼ Qn
i¼1

PðX0
i jp0ðX0

i ÞÞ
QT
t¼1

Qn
i¼1

PðXt
i jp!ðXt

i ÞÞ

ð3Þ
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Figure 1 gives an example of DBNs. The distribution for this DBNs is

PðX0;X1; . . .;XnÞ ¼ PðX0
1ÞPðX0

2 jX0
1ÞPðX0

3 jX0
4ÞPðX0

4 jX0
1 ÞQT

t¼1
PðXt

1 jXt�1
2 ÞPðXt

2 jXt�1
1 ;Xt�1

4 ÞPðXt
3 jXt�1

4 ÞPðXt
4 jXt�1

3 Þ ð4Þ

2.2 Literature Review

Structure learning the BNs/DBNs can be considered as the general problem of selecting
a probabilistic model that explains a given set of training data. a wealth of literature has
been presented that seeks to understand and provide methods of learning structure from
data.

Classical approaches for learning the structure can be classified to three main
methods: [7] (1) A score-searching approach; (2) A constraint-based approach; (3) A
dynamic programming approach;

Score-searching based approach, which define the task as an optimization problem.
Based on a scoring function to evaluates different structures G related to a data set D (in
the rest D was omitted for the concision). There are many score criteria such as :
BD/BDe [8, 9], MDL [10] and BIC [11];

Constraint based approach define the learning task as constraint satisfaction
problem. Using conditional independent test to find the independent relationships in
data D, then construct a DBNs satisfied such conditional independence [12]. Each
approach has its specialty: the constraint based methods are usually more efficient when
the number of variables is large. However, when the data is noisy, the score-searching
algorithms is more robust.

Aside from the two major techniques of structure learning that have been discussed,
there is a third method that is like the score-and-search approach, but does not have the
search aspect. These methods use dynamic programming to compute optimal models
for a small set of variables and in some cases combine these models.

X1

X2 X3

X4

Xt-1
1

Xt-1
2

Xt-1
4

Xt-1
3

Xt
1

Xt
2

Xt
4

Xt
3

0BN BN→

Fig. 1. Example of DBNs
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DBNs, as temporal models, are best learned from temporal data. But in some cases,
such as bioinformatics and computational systems biology studies, experimental set-
tings do not always permit collecting massive time series measurements and may only
capture few time series and steady state measurements (Steady state measurements can
be considered as snapshots of the long-run behavior of a system.), another challenge is
that the domain knowledge is uncertain and sparse.

3 Learning Method

3.1 Formalize the Problem

Learning DBNs from steady state, temporal data and domain knowledge can be for-
malized as maximize the joint distribution:

P DBNs; Evidenceð Þ ð5Þ

where Evidence = {Data, Prior knowledge}, Data = {DT,DS}, DT is temporal data,
DS is steady state, DBNs ¼ fG; hg here we only focus on transition network.

3.2 Steady State and Temporal Data

Equation (2) characterizes temporal behavior of DBNs over a given time interval. With
the following Eqs. (5) and (6), the DBNs structure learning with Steady state and
temporal data was formalized.

PðDBNjDT ;DSÞ ¼ PðDT ;DSjDBNÞPðDBNÞ
PðDT ;DSÞ

/ PðDT ;DSjDBNÞPðDBNÞ
ð6Þ

PðDjGÞ ¼
Z
h
P DjG; hð ÞP hjGð Þdh

¼
Z
h
P DT ;DSjG; hð ÞP hjGð Þdh

ð7Þ

Firstly, define some notations: all states for DBNs: S ¼ fSqjq 2 ½1;N�g; Size of S:
N; State for Xi: S(XiÞ ¼ fSkðXiÞjk 2 ½1;Ni�g; State for parent nodes of Xi:
SðpiÞ ¼ fSjðpiÞj j 2 ½1;Npi�g; hi;j;k ¼ PðXt

i ¼ SkðXiÞjXt�1
i ¼ SjðpiÞÞ. For example: in

Fig. 2. Assume all nodes are binary (0,1), then S ¼ fð0000Þ; ð0001Þ; . . .g;
N = 24 = 16; S(X2) = {0,1}, N2 = 2; p2 ¼ fX1;X3;X4g; Sðp2Þ ¼ fð000Þ; ð001Þ;
ð010Þ; ð011Þ; . . .g, Np2 ¼ 8; h2;5;1 ¼ PðXt

2 ¼ 1jXt�1
1 ¼ 1;Xt�1

3 ¼ 0;Xt�1
4 ¼ 0Þ.

Let M denote the state transition matrix, each element in M can be calculated with
Eq. (8).
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Mv;q ¼ PðXt ¼ SqjXt�1 ¼ SvÞ ¼
Yn
i¼1

PðXt
i ¼ xi;qjpt�1

i ¼ Spi;vÞ

¼
Yn
i¼1

hi;vj;qk

ð8Þ

The steady state S* has the property S * M = S*, each element in S* can be
calculated with Eq. (8).

lim
t!1MðtÞ

v;q ¼ S�q ;Where MðrÞ
v;q ¼ PðXtþ r ¼ SqjXt ¼ SvÞ ð9Þ

Theorem: A finite state homogeneous Markov process corresponding to a DBNs,
possess a unique stationary distribution, independent of the initial distribution if
hi;j;k [ 0, 8i 2 1; n½ �; j 2 ½1;Npi�; k 2 1;Ni½ � [13].

The likelihood of a DBNs structure G give both temporal data and steady state is:

PðDjGÞ ¼
Z
h
P DT ;DSjG; hð ÞP hjGð Þdh ð10Þ

where PðhjGÞ ¼ Qn
i¼1

PðhijpðXiÞÞ ¼
Qn
i¼1

QNpi

j¼1
Pðhi;jjpiÞ.

The prior distribution is assumed to be Dirichlet distribution (conjugate prior for
multinomial), a: the prior for h

Fig. 2. Accuracy of the experiment. TS-time series; SS-steady state; DK-domain knowledge
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Pðhi;jja; piÞ ¼ 1
BðaÞ

QNi

k¼1
h
a
i;j;k

�1
i;j;k

; BðaÞ ¼
QNi
k¼1

Cðai;j;kÞ

Cð
PNi
k¼1

ai;j;kÞ

CðxÞ ¼ ðx� 1Þ! if x is a positive integerR1
0 tx�1e�tdt else

� ð11Þ

To maxis posteriori ~h with temporal data DT is straight forward, but for steady state
DS we cannot compute ~h with steady state directly, optimize both G and with DS is
intractable. So, we need an approximation, replace the parameter from steady state with
the parameter from temporal data ~hS � ~hT .

3.3 Domain Knowledge

To learning the structure of DBNs means learning both G0 and G!. Based on the
score-searching approach, we define a score function. Suppose the number of time
series is M, the NO. l sample is Dl which has Tl different time point. the score function
defined as following:

log PðDjGÞ

¼
Xn
i¼1

Xqi
j¼1

Cðai;j)
Cðai;j þNi;jÞ

Xri
k

Cðai;j;k + Ni;j;k)

Cðai;j;kÞ
ð12Þ

N 0
i;j;k ¼

PM
l¼1

vðX0
i ¼ k; p0ðX0

i Þ ¼ jjDlÞ; N !
i;j;k ¼

PM
l¼1

PTl
t¼1

vðXt
ii ¼ k; p! ¼ j jDlÞ,

Ni;j ¼
Pri
k¼1

Ni;j;k, if x is a positive integer, CðxÞ ¼ ðx� 1Þ!
a1; � � � ; ar is the hyper parameter for Dirichlet distribution.
The domain knowledge is used to calculate the prior distribution. Domain

knowledge about the structure was encoded with matrix K. The initial network K0: if
there should be an edge from vi to vj then kij is 1; if there should not exist an edge kij is
0, otherwise kij is −1 for unknown.

K0 ¼
k0i;j ¼ 1; if v0i ! v0j
k0i;j ¼ 0; if no edge betwen v0i and v

0
j i 2 ½1; n�; j 2 ½1; n�

k0i;j ¼ �1; if unknow for v0i and v
0
j

8><
>: ð13Þ

The confidence of the knowledge defined with matrix C0 ¼ c0i;j 2 ½0; 1�, the dis-
tance matrix D defined as

D0 ¼ DistðK0;G0Þ ¼ d0i;j ¼ 0; if k0i;j ¼ �1 or k0i;j ¼ g0i;j
d0i;j ¼ 1; if k0i;j 6¼ g0i;j

�
ð14Þ
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Each structure can be weighted as following:

W0 ¼

Pn;n
i¼1;j¼1

c0i;jd
0
i;j

n2 � Pn;n
i¼1;j¼1

Iðk0i;j ¼ �1Þ
; where IðxÞ ¼ 1; if x ¼ true;

0; if x ¼ false;

�
ð15Þ

For multiple domain knowledge, named the number of knowledge sources Q, there
are a set of knowledge matrix and correspond confidence matrix. The weight of the

knowledge is defined as L1,…,LQ, Li 2 ½0; 1�; PQ
i¼1

Li ¼ 1; i 2 ½1;Q�, then the W for the

structure G is a weighted average: W0 ¼ L1 �W0
1 þ . . . þLQ �W0

Q.
The score function is defined as below

Score Gð Þ ¼ BIðD;GÞ � bW ð16Þ

The b control the ratio that data and domain knowledge effect on learning
procedure.

4 Experiment

To test the behavior of the algorithm, several artificial data was generated. DBNs with
10, 30, 50, 100, 200 nodes were generated randomly. Training data were computed
with such generative model. Steady state was assumed the state do not change within
30 time steps, time series data and domain knowledge were selected from give model
and data respectively, the ratio for training was kept below 20%. The Fig. 2 given the
accuracy with different given DBNs learning. The average accuracy was increased
from 73.4% to 90.6 with steady state data added and increased another 5% when given
domain knowledge.

This paper presents a novel algorithm for learning the structure of DBNs, which
consider both time series data, steady state and domain knowledge simultaneously,
empirical experiment shows that the proposed algorithm improved the efficiency and
the accuracy of the DBNs structure learning.
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Abstract. Recently, it is difficulty for ordinary users to find their own points of
interest when facing of massive information accompanied by the popularity and
development of social networks. Recommendation system is considered to be
the most potential way to solve the problem by profiling personalized interest
model and initiatively pushing potential interesting contents to each user.
However, collaborative filtering, one of the most mature and extensively applied
recommender methods currently, is facing problems of data sparsity and
diversity and so on, causing its effect unsatisfactory. In the article, we put
forward DLRRS, a new recommendation system depending on double linear
regression models. Compared with the traditional methods, such as item average
scores, collaborative filtering, and rating frequency, DLRRS has the best pre-
dictive RMSE accuracy and less fluctuation. DLRRS also has high real-time
performance, which makes the system complete all the calculations in the time
of X(n).

Keywords: Recommendation system � Linear regression � RMSE

1 Introduction

The popularity and growing of social networks have changed the way people passively
access information in last several years. And the content generated by users has
exploded. For ordinary users, it is difficult to find their own points of interest when
facing of massive information. The web portals, such as Yahoo, USA.gov, etc., help
users quickly index by sorting information with their attributes. And the search engines,
such as Google, Baidu, etc., return the most relevant content by analyzing the queries
entered by the user. Although they greatly improve the efficiency of the information
accessing, they need for users’ close participation, and cannot automatically perceive
the users’ interests. Moreover, the users are often confused of their real demands, or
cannot use keywords to describe his/her own interests. In addition, the results returned
from classification and searching technology lack personality which causing poor user
experience. By analyzing the user’s historical behavior, recommendation system [1]
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profiles personalized interest model for each user, and initiatively pushes potential
interesting content to the user. Therefore recommendation system is as being the most
potential method for solving the information overload issue.

In the article, DLRRS, a new recommender system depending on double linear
regression models is presented. With the prepared inputs, DLRRS establishes double
linear regression models of the certain score and the highest frequency score of user or
item by using the frequency information of the user or the item, and then uses the
models to predict the unknown score directly according to the historical score fre-
quency as the system outputs. Compared with the traditional methods, DLRRS has the
best predictive accuracy in the term of RMSE and less fluctuation. DLRRS greatly
reduces the computational complexity, which makes the system complete all the cal-
culations in the time of X(n). So it is easy to be applied to the actual industrial
production. Using the group wisdom and the statistical parameters to estimate the
model parameters, DLRRS has a good anti-noise ability. DLRRS also has a good
capability of the incremental update, which makes the system complete update to the
new user behavior in constant time, leading to high real-time performance.

2 Related Work

A recommender system is defined as: “attempt to recommend the most suitable items
(products or services) to particular users (individuals or businesses) by predicting a
user’s interest in an item based on related information about the items, the users and the
interactions between items and users” [2]. Currently, the most widely used personalized
recommendation systems mainly depend on the collaborative filtering-based methods.
Collaborative filtering systems mainly use two kinds of methods [3]: heuristic-based
approaches [4–7] and model-based approaches [8–11].

The heuristic-based methods obtain the user score matrix by making use of the
hidden or explicit behavior of the user firstly. And then it calculates the similarity
between items or users. Finally, according to the score and similarity of neighbor users
or items, the forecast score and the recommended results are achieved. The
heuristic-based method could be further divided into user-based approach [12] and
object-based approach [13]. Because of its ease of deployment and efficient features,
heuristic-based methods are now widely used in commercial systems such as Amazon.
However, the sparseness, diversity of data, and other issues make the recommendation
performance of heuristic-based methods difficult to improve.

To elevate recommending preciseness, the model-based approaches exploit item
scoring matrix for training more accurate scoring models, such as clustering [14, 15],
Bayesian belief network [16], Markov decision process [17] and the potential semantic
model [18], etc. Although the model-based approach improves the prediction accuracy,
they also face problems such as complex model, various parameters and strong
dependency on large statistical properties of the data set. The above reasons also cause
model-based methods difficult to apply to practical recommendation systems.

In the article, we put forward DLRRS, a new recommender system depending on
double linear regression models. DLRRS establishes double linear regression models,
and then uses the models to predict the unknown score directly according to the
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historical score frequency. Compared with the traditional methods, DLRRS has the best
predictive accuracy in the term of RMSE and less fluctuation. DLRRS also improves
time performance which is easy to be applied to the actual industrial production.

3 The System Implementation of DLRRS

According to the system workflow, DLRRS consists mainly of three parts: data
preparation, establishing double linear regression models and prediction result output,
described as followings.

3.1 Data Preparation

Firstly, DLRRS requires a certain size of known data to prepare for subsequent
modeling and output of the results. Specifically, the data which should be prepared in
advance mainly need to include three elements: users, items and user ratings of items.
Through the known data, after the subsequent modeling, and calculation the predicted
unknown user ratings could be obtained consequently.

3.2 Double Linear Regression Models

In the second step, we use linear regression method to establish double models: a
model between the user’s highest frequency score and items’ scores, and a model
between scores of all items and scoring frequency of the corresponding items.

The standard linear regression model is described as following formulas [19].
Given a dataset fyi; xi1; . . .; xipgni¼1 of n statistical blocks, the model assumes that the
relationship between the dependent variable yi and the p-vector of regressors xi is
linear. With error variable ei, the model takes the form:

yi ¼ b01þ b1xi1 þ . . .þ bpxip þ ei ¼ xTi bþ ei; i ¼ 1; . . .; n: ð1Þ

where T represents the transpose, so that xTi b is the inner product between vectors xi
and b.

Using the above linear regression method, the first model between the user’s score
for the items and the user’s highest frequency score could be established. And then we
could use the model to predict and score non-rated items of the target users. First of all,
traverse all users, and each user u makes an n-dimensional vector of the historical
ratings of all the evaluated items, where n is the items’ count evaluated by the customer
u, i.e. Yu ¼ ru;i1 ; ru;i2 ; . . .; ru;ik ; . . .; ru;in

� �
, where ru;ik represents the customer u’s score

on item ik. Then it calculates the highest score in the historical score of the item
involved in Yu and divides the result into the vector Xu in the order of the items in Yu,
i.e. Xu ¼ xi1 ; xi2 ; . . .; xik ; . . .; xin½ �, where xik indicates the highest score for the historical
score of the item ik. Assume Yu and Xu satisfy the relation Yu ¼ buXu þ eu, where bu
and eu are real numbers. Applying the least squares method [20], the empirical fitting
equation of the above relation is described as followings:
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Yu ¼ buXu þ eu

bu ¼ Luy

Lux

eu ¼ �yu � bu�xu

(
:

ð2Þ

where �xu ¼ 1
n
Pn
j¼1

xij , �yu ¼ 1
n
Pn
j¼1

ru;ij , Lux ¼
Pn
j¼1

xij � �xu
� �2¼ Pn

j¼1
x2ij � n�x2u and

Lxy ¼
Pn
j¼1

xij � �xu
� �

ru;ij � �yu
� � ¼ Pn

j¼1
xij ru;ij � n�xu�yu.

Similarly, we propose the second model between the score of all items and scoring
frequency of the corresponding items depending on score conditions to predict scores.
First of all, traverse all the items, each object i constitutes an m-dimensional vector Yi

of all the historical score of i, i.e. Yi ¼ ½ru1;i; ru2;i; . . .; ruk;i; . . .; rum;i�, where ruk;i repre-
sents the customer uk’s score on item i. Then it calculates the highest score of the user’s
historical scores involved in Yi. And the results make up the vector Xi in the order of
the users in Yi, i.e. Xi ¼ xu1 ; xu2 ; . . .; xuk ; . . .; xum½ �, where xuk is the highest rated score
in the user uk’s historical scores. Assume Yi and Xi satisfy the relation Yi ¼ biXi þ ei,
where bi and ei are real numbers. Applying the least squares method, the empirical
fitting equation of the above relation is described as followings:

Yi ¼ biXi þ ei

bi ¼ Liy

Lix

ei ¼ �yi � bi�xi

(
:

ð3Þ

where �xi ¼ 1
m
Pm
j¼1

xuj , �yi ¼ 1
m
Pm
j¼1

ruj;i, Lix ¼
Pm
j¼1

xuj � �xi
� �2¼ Pm

j¼1
x2uj �m�x2i , and

Liy ¼
Pm
j¼1

xuj � �xi
� �

ruj;i � �yi
� � ¼ Pm

j¼1
xuj ruj;i �m�xi�yi.

3.3 Prediction Result Output

In the final step, using the recommendation method of linear regression, the previously
obtained predicted outcome is merged as the result of the user’s evaluation of the items.
Firstly, we use the most frequently occurred score Xi of the historical scores of the
predicted items as the input of formula (2). Thus the forecast score Yu is calculated as
output. Secondly, we use the most frequently occurred score Xu of the historical scores
of the predicted users as the input of formula (3). Thus the forecast score Yi is cal-
culated as output. In the end, the user u’s rating vector on the all undisclosed items is as
followings:

Pu ¼ Yu þYi

2
: ð4Þ
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Based on the requirements of DLRRS, the system is able to sort and select N items
with the highest predicted values in Pu as the final output.

3.4 The Performance Analysis of DLRRS

The actual production environment, especially the large real system with over 100
million users and commodities, which is more time-sensitive, always has a certain
demand for the response time of the recommended results. By the analysis of DLRRS
system, the modeling process based on the average score of the item only needs to
calculate the average score of each item. And the method based on the user and the item
rating frequency also requires only a simple calculation of the highest frequency score
of each user and the highest frequency of the item. So the modeling time of the system
is short. Overall, the method greatly reduces the computational complexity, so that the
algorithm is able to complete all the calculations in X(n) time. In summary, the
modeling time and prediction time of DLRRS are highly competitive and can meet the
requirements of the real system for forecasting time performance.

4 Experiments and Evaluations

4.1 The Dataset of Experiments

To test the performance of DLRRS, the published real dataset MovieLens [21] is used
for experimental evaluation is. The MovieLens dataset is a set of film scores graded by
a group of users, which is collected by the GroupLens research team at the University
of Minnesota from the MovieLens website. The group published three different sizes of
datasets. We select the 1 M dataset of MovieLens for experiments, which includes 1
million scores on 3952 films from 6040 users. Each score is an integer between 1 to 5.
The value size indicates the users’ preference for the certain film. Each user graded at
least 20 movies. And the users and the movies are numbered with consecutive integers.

4.2 Evaluation Methods and Indicators

The MovieLens 1 M dataset is randomly divided into training sets and test sets
according to certain proportion. Based on the double linear regression models, DLRRS
uses the training set of the film score of users, and trains model parameters. Then the
system predicts the users’ scores on the film in the test sets. The smaller the gap
between the forecasted scores and real scores, the higher the prediction accuracy of the
recommendation system provides. Therefore, we use Mean Absolute Error (MAE) [3,
22] and Root Mean Square Error (RMSE) [3, 23] to measure the performance of the
recommended systems. If the test set contains the actual score rui of the user u for the
movie i, the predicted score given by the DLRRS is pui (pui 2 Pu), then the definitions
of MAE and RMSE are as shown in following equations:
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MAE ¼
P

u;ið Þ2T ru;i � Pu;i

�� ��
Tj j : ð5Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u;ið Þ2T ru;i � Pu;i

� �2
Tj j

vuut
: ð6Þ

where (u, i) indicates the customer movie pair. T indicates the set of all user movie
pairs in the test set. And accordingly, |T| is the number of user movie pairs to be
predicted in the test set.

Based on the indicators of MAE and RMSE, we choose some of the most com-
monly used recommendation methods including the recommendation method based on
item average scores (IA), the collaborative filtering method based on items (ICF), the
method directly using weighted user rating frequency and item rating frequency (RF) as
the contrast references to the DLRRS in the experiments. And in order to compare the
tolerances of data sparseness in different recommended methods, we divide the
MovieLens 1 M dataset into different proportions of training sets and test sets. The
training set ratio increases from 10% to 90% with 10% step size.

4.3 Evaluation Results

For the four recommendation methods, the evaluation of MAE and RMSE are dis-
played in Figs. 1 and 2. In above figures, each approach shows the maximum, mini-
mum, average values (three horizontal lines) and distribution (the shadow area) of
MAE/RMSE result under the conditions of different proportions of training sets.

From the experiment results, it shows that DLRRS provides the best performance in
RMSE comparison, and has a small gap to RF method in MAE comparison. However,
compared to the MAE, RMSE enlarges data fluctuation between the forecasted scores
and actual scores by squaring. Therefore, DLRRS has the best predictive accuracy in

Fig. 1. The MAE comparison result.
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the term of RMSE and less fluctuation, which is superior to the existing collaborative
filtering methods. At the same time, it can be seen that the RF accuracy is also high,
indicating that the score frequency information has great value for the scoring forecast.

5 Conclusion

In the article, we put forward the DLRRS, a new recommendation system based on
double linear regression models, and introduce its system implementation. Compared
to other recommended methods such as collaborative filtering, DLRRS has the best
RMSE predictive accuracy and less fluctuation. In the future, we will continue to
optimize the DLRRS system to enhance its performance in multi-aspects.

Acknowledgments. This research is funded by National Key Research & Development Plan of
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Abstract. As increasingly popular of MOOC (Massive Open Online Course), it
is now widely recognized as a powerful strength in the process of educational
innovation, which remains its own chances and challenges. MOOC has a great
impact on the traditional education, especially the higher education. Universities,
colleges and teachers have taken measures to face the challenges by creating their
own MOOCs. With an analysis of the existing successful MOOC, ten effective
tips we’ve discovered as follows: (1) Set a Definite Teaching Goal; (2) Make a
Detailed Design; (3) Contents First; (4) A Simple and Interesting Title; (5) To
Create a Multi-sensory Experience; (6) Light Humor is needed; (7) The Law of
“10 to 15 min”; (8) To Tell a Few Good Stories; (9) Your PPT: More Pictures
and Charts instead of Words; (10) Just be Yourself. By following these effective
skills, it’s more likely to create a more attractive and successful MOOC.

Keywords: Effective tips � MOOCs � Design strategy

1 Introduction

MOOC is the abbreviation of Massive Open Online Course. With the development of
Internet and Information Technology, MOOC is becoming more prevalent among
people especially younger ones in the e-learning era. An educational revolution may
happen as nearly all kinds of MOOC appearing in the website platforms like Udacity,
Coursera, edX and so on.

Compared with the traditional class, MOOC has many advantages. First of all,
MOOC provides us abundant educational resources that anyone can reach it freely and
conveniently only if he or she owns an electronic device connected with the Internet
such as a computer, a Smart-phone or an tablet PC. Secondly, MOOC is much more
impactful and economical than traditional courses. Different from the traditional
classes, which can only serve dozens or hundreds of students, MOOC can easily enroll
tens of thousands students or even more. Thirdly, as far as the students are concerned,
MOOC has a better flexibility and selectivity. Not only can students decide which
MOOC they want to take, but also they can choose it anywhere and anytime. Finally,
MOOC can help strengthen the interactions between teachers and students. For
instance, in a traditional classroom, some students remain high enthusiasm about
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making a statement while others keep silence unless they are to be asked. Relevantly,
during a MOOC, everyone can contribute to the courses with an equal opportunity to
submit ideas, comments or questions. Anyone who wants to join the discussion just
needs to type their ideas out instead of raising their hands.

Based on these strong points, MOOC has a great effect on the traditional education
as well as the higher education, which attributes to much more pressure on teachers.
Regarded as a big challenge, MOOC is also viewed as a chance to improve the quality
of higher education. Many universities and colleges initiatively adjust themselves to the
process by creating and uploading their own MOOC. According to an incomplete
statistics, by the June of 2015, 286 Chinese MOOC were available on line. And so
many famous universities in China like Peking University, Tsinghua University and
Fudan University, have signed a cooperative agreements with international MOOC
Platforms such as edX, Coursera and so on to speed up the development of MOOC.
A lot of teachers have to redesign their courseware to fit the demand of a MOOC. As a
result, the importance has been throwing a light on how to make a successful MOOC.

2 Chances of MOOCs Compared with Traditional Courses

Whether it is called OCW (open course ware), OER (open educational resource), or
MOOC (massive open online course), the core change, compared with traditional
courses, is to provide open educational resources and open learning process to anyone
who has an intention to learn, mostly by free. As a educational revolution in this era,
MOOCs have many chances superior to the traditional courses.

2.1 High-Quality Educational Resources

No matter what platform it belongs, MOOC will be assessed and selected before it is
presented on line. So most courses offered by MOOC are taught by famous lecturers or
teaching team in prestigious universities. In MOOC platform,we can easily find many
courses from the top-ranking universities all over the world, such as Harvard
University, Stanford University and Massachusetts Institute of Technology, as well as
Peking University, Tsinghua University and Fudan University, etc. This means nearly
everyone can easily access to these high-quality educational resources by the way of
MOOC, which is unthinkable and impossible in the traditional teaching system.

2.2 The Characteristics of Large-Scale

“Massive” is one of characteristics of MOOC, which means in a MOOC it can hold a
large-scale participants. Compared with a traditional classroom, which can room at most
hundreds of students, a MOOC even can enroll thousands of participants at one time.
Take an example, in a MOOC named Financial Analyses and Decision Making from Dr
Xiao Xing, the professor of School of Economics and Management in Tsinghua
University, there are totally 102,000 participants from 201 countries and districts all
over the world who signed in the course, and among them 4320 registrants finished the
course and obtain the certificate. This is hard to realize in the traditional courses.
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2.3 Flexible Ways of Learning

For a learner, MOOC has provided much more flexible ways for their study. In a
traditional course, the time and place are always scheduled, and students have to follow
them to study. While in a MOOC, people can learn the teaching contents anytime and
anyplace only if they have computers or other electronic devices connected with the
Internet. Also they can choose to pause, review, fast-forward or repeatedly watch the
videos to make sure they’ve understand the knowledge points thoroughly according to
their own present level. Moreover, in a traditional classroom, communication always
occurs among few people, when the conversation continues, the rest of class have to
remained silent unless they are call upon. On the contrary, most of MOOCs have
provided the discussion area, and anyone can join in the conversation by typing their
questions or answering other peoples’ questions without the need of raising their hands,
which can help them to reinforce the knowledge points they’ve learned, to clarify the
misunderstanding, to develop thinking and creativity and to improve their abilities of
understand and utilization of the knowledge.

3 The Challenges Faced by MOOCs

Although MOOC has many chances compared with the traditional teaching mode, it
also has many challenges. As a result, the development of MOOC has been restricted
and faced many difficulties. For example, by far there are no universities or colleges
offering the participants with credits for MOOC learning. Degree award and credits for
certification raises a real problem for MOOC. In other words, it has a long way to go.

3.1 Low Completion Rate of MOOC

The low completion rate is a common problem for MOOCs. As time went on, a large
number of participants have given up their study with unfinished contents of the course
which they registered for the first beginning. Recent statistics shows that only 5% to 15%
of the enrolled learners can persist to complete a course, and the attrition rate of MOOC
is as high as 85% to 95% (Yu 2015). According to a survey, the completion rate of
MOOCs is estimated as low as only about 5%–7% (Zheng 2014), which is unimaginable
in the traditional courses. This phenomenon of ‘alarmingly’ low completion rates
observed across MOOCs has aroused concerns from the scholars (Halawa et al. 2014).

3.2 Unsystematic Curriculum Design

Although providing various choices for learners, many MOOC platforms only offer
different courses instead of organizing them to a systematic curriculum according to a
specific major. While in a college or an university, there is a very strict curriculum
design to ensure all necessary courses of a major can be scheduled in specific order and
time. To realize the goal of talent cultivation, it’s very essential and important to make
a systematic curriculum design, which should be stipulated by professional develop-
ment programs.
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3.3 Lack of Face-to-Face Communication

The design of the discussion area or forum in a MOOC enables the learners to raise
their questions, to share their feelings, to communicate with others by knocking on the
keyboard or even through the camera and microphone. This is a convenient and
effective way of communication, and people may feel less pressure. However, it is
obvious that this way of communication through the screens can’t replace a truly,
face-to-face communication. In a MOOC, lectures always pay more attention to explain
the knowledge points instead of showing their humanistic concern to the students. The
lack of face-to-face communication makes a MOOC hardly meet the students’ emotion
needs.

3.4 The Issue of Teaching Quality Assurance

As we all known, the student-teacher ratio is seriously overweight in a MOOC’s
massive online learning process. In a MOOC, a few lecturers have to face thousands of
students, and they must deal with a lot of things, such as to produce the teaching
videos, design issues, upload their courses onto website, join the discussion and
maintain the network, and so on. Although they devote most of their energy and time to
prepare for the course, it’s impossible for them to meet all the needs of so many
students. The lack of understanding the real knowledge level and attitude of learners
make teaching quality assurance remain a problem. On the other hand, the assessment
of teaching effect is very difficult in a MOOC. In order to ensure the teaching quality in
a MOOC, these problems such as the effectiveness of the test, to identify the real
examinee from the surrogate exam-taker and cheating in the exam, etc. should be
solved in the future.

4 How to Make a Successful MOOC

In order to conclude the effective tips of making a successful MOOC, our research
group has taken a glance of hundreds of different types of MOOC in the Chinese
website (http://www.icourse163.org/). What we have found is that all the popular
MOOC own its own specific characteristics and common features. By analyzing these
common features of the popular MOOC, we can draw a conclusion that the effective
tips of making a successful MOOC can be list as follows:

4.1 Set a Definite Teaching Goal

Before starting the concrete work of making a MOOC, you should ask yourself several
questions: What messages do you want to convey to your audience? Who is your target
population? How to design your teaching process to fit the different demands of all
kinds of students?… and so on. Once you clarified these questions, you will get a
specific teaching goal and know how to realize it.
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4.2 Make a Detailed Design

The design of a MOOC always includes a teaching objective design, a teaching strategy
design and a teaching evaluation design. As for the teaching objective design, we have
mentioned above. The teaching strategy design can be divided into a teaching resources
collecting strategy, a teaching process strategy and a teaching activity strategy. And the
teaching evaluation design can be related to two sides: the evaluation of teaching and
learning respectively. All these must be designed carefully and thoroughly.

4.3 Contents First

The contents of the course are always the most important in order to create a successful
MOOC. The first concern of people to enroll in a MOOC is whether its contents can fit
their needs. In the process of preparing a MOOC,the designer should pay more
attention to the contents of the course. Please make sure that contents are the soul of a
successful MOOC and should be considered for the first place. All the factors such as
the accuracy, completeness, or usefulness related to the contents, should be selected
and designed carefully.

4.4 A Simple and Interesting Title

A simple but interesting title as well as the names of its chapters and sections for a
MOOC take a very important part. It’s a common sense that people prefer to the
briefness while problem-solving. It’s the interesting things not boring ones that make
people easily to understand. Therefore, a simple and interesting title can always catch
people’s attentions and interests, which is extremely important of people’s firstly
choosing phrase of a MOOC. Take a MOOC of Fudan University as an example,the
name of “Microbes and Human” is much better than the one of “Microbiology”.
What’s more, the name of one of its sections—“How far AIDS from us?” seems much
more attractive to people.

4.5 To Create Multi-sensory Experience

As we all known, multi-sensory experience is good for improving the effectiveness of
learning. There are many ways you can choose to deepen people’s impressions.
Making a personal talk-show, presenting some beautiful pictures, telling a few of jokes,
inserting a section of video or interview and even making an experiment on the spot as
examples. While preparing your teaching process in a MOOC, you should try your best
to arouse the sensory channels of the audience as many as possible, because the more
their senses involved in the teaching process, the better the teaching effect is.

4.6 Light Humor is Needed

The sense of humor is always an elegant and welcomed personality trait. In some
specific situation, the proper light humor can help people to release the metal pressures,
melting the embarrassment and even to defuse the conflicts. To bring some light humor
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in your MOOC can make your presentation more interesting and relaxing, and it can
also help you to show your intelligence and confidence while dealing with an academic
problem. With the help of some light humor, your students would feel better and enjoy
the class.

4.7 The Law of “10 to 15 Minutes”

“10 to 15 min” is a golden law for one section of a MOOC. The period of time is
enough for a lecturer to elaborate a theoretic or practical problem, or to express his
ideas and attitudes toward an issue. Also, it is the extreme limits that a person focuses
his attention on something. Please remember the fact that in the era of Internet, most
people who enrolled in a MOOC don’t have too much time as well as patience, and the
fragmentation of time naturally leads to fragmentation of learning. So make sure to
simplify your expression and finish a section with this time limits.

4.8 To Tell a Few Good Stories

Good stories can always stir people’s heart, moving them and encouraging them to
improve themselves and conquer the difficulties to reach their goals. The skill of telling
a few good stories is extremely important in the teaching process of a MOOC. Nor-
mally, a story has 4 basic elements: plot, characters, setting and theme. A good story
teller often selects the proper story by evaluating these four basic elements. So you can
follow that, too. To choose a story for a MOOC, it’s always a wise choice to tell a story
about your own experience. Peng Kai-ping, professor of Tsinghua University, had been
told a good story about fortune-telling based on his own experience in his MOOC
“Introduction of Psychology”, which gained widely praises by leading the audience to
experience the challenge, analyzing the situation and finding a way out.

4.9 Your PPT: More Pictures and Charts Instead of Words

PPT is always an important and essential tool to aid your teaching in a MOOC as well
as an traditional teaching process. However, as a lecturer in a MOOC, you shouldn’t
rely too much on your PPT by preparing a lot of words and characters. Although they
are helpful as a hint for your speech, according to the study of educational psychology,
PPT with too many words and characters will dramatically weaken the learning interest
of the students and let them feel bored. As a replacement, you can prepare more
beautiful pictures and elaborate charts in your PPT. Make sure that the purpose of your
PPT is to help the students understand your ideas more easily, to find out the logic
among the knowledge points and to stimulate their learning enthusiasm. By putting
more pictures and charts in your PPT,you have more chance to draw the students’
attention and raise the attraction of your MOOC.

4.10 Just be Yourself

When giving your presentation in a MOOC, you just need to be yourself. Never try to
put on an act in a MOOC because it’s easy for people to recognize a real you. What you
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need to do is to share your passion and personality fully to your audience. To be
yourself can present a real person instead of an actor to people who will choose the
course and it will help you to reach a closer relationship with your audience. By doing
so, you can gain more trust from your students. Just like an old saying in China, “A
student will believe in teachings only when he gets close to his teacher”, “just be
yourself” can bring even more in a MOOC than that what you have thought.

5 Conclusion

From the analysis above, we can draw a conclusion that nowadays MOOC has played
an very important part in our educational system. The popularity of MOOC is a great
strength in the process of educational innovation. The storm of MOOC can be a big
challenge as well as a big chance. It has even more great impact on the higher edu-
cation, and we should prepare well to fit the challenge. To make a successful MOOC,
these effective tips talked about above are crucial. With the help of these skills, we can
create a MOOC more easily and effectively.
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Abstract. Spectrum prediction is one of the key technologies of cogni-
tive radio. With the development of electronic warfare, the concept of
cognitive electronic warfare has been put forward. At the moment, as
one of the key technologies of cognitive electronic warfare, spectrum pre-
diction is also very important. In reality, it is difficult to predict the use
of licensed spectrum, and it is more difficult to predict the enemy’s spec-
trum in enemy operations. In this paper, the existing spectrum predic-
tion research is introduced. According to their shortcomings, a method of
spectrum prediction is proposed, which improves the BP neural network
by using tabu search algorithm.

Keywords: BP neural network · Spectrum prediction · Tabu search

1 Introduction

With the development of communication technology, people are demanding more
and more electronic warfare, expecting electronic warfare to have the same think-
ing and learning ability as people, so people put forward the concept of cognitive
electronic warfare. The emergence of cognitive electronic warfare is an inevitable
development of electronic warfare technology. In the electronic warfare technol-
ogy, equipment with a digital, software based on the ability to continue to cog-
nitive (or intelligent) is a matter of course [20]. In the cognitive warfare, the
spectrum prediction of the enemy is a prerequisite for interference with enemy
communications.

As one of the key technologies of cognitive radio, today’s spectrum prediction
is mainly to minimize the interference caused by unauthorized users to autho-
rized users, and to find spectrum holes (That is, some bands or timeslots that
are not fully used by unauthorized users) to allow unauthorized users use. In this
way, the spectrum utilization can be improved. Therefore, in recent years, spec-
trum prediction has received extensive attention in the field of communication.

At present, the commonly used spectrum prediction method can be
attributed to neural network prediction method, regression analysis based fore-
casting method, based on Markov chain prediction method and data mining
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method [11]. Among them, the neural network method has a good non-linear
mapping ability, has been applied to the field of cognitive radio. Spectrum pre-
diction played a very good role.

2 Fundamentals

Back Propagation (BP) neural network is a feed-forward artificial neural network
model. It can establish a proper mapping relation between input data set and
output data set [21]. BP neural network learning process is divided into two
processes: positive and reverse transmission. When propagating forward, the
input data is passed from the input layer of the network, through the hidden
layer, and finally to the output layer. When the output data of the output layer is
not equal to the expected value, the reverse propagation of the error is performed.
The reverse propagation process of error is that the error is transmitted through
the hidden layer to the input layer, the error is distributed in the hidden layer,
and the error is distributed to each unit. In the process of forward propagation
and backward propagation, we continuously adjust the weights and thresholds
to get a better BP neural network.

In the BP neural network model, the application of the single hidden layer
network (three layer feed forward network) as shown in Fig. 1 is the most com-
mon. It mainly includes input layer, hidden layer and output layer.
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Fig. 1. BP neural network. Three layers of BP neural network, the eigenvalues
x1, x2, ..., xn are input by the input layer, through the hidden layer, and finally to
the output layer.

In this 3-layer BP neural network, there are n input neurons, m output neu-
rons, l hidden neurons. The input of each layer is only related to the output of
the previous layer. The input of the input layer is X = (x1, x2, ..., xi, ...xn)T ,
The output of the output layer is Y = (y1, y2, ..., yj , ...ym)T . Assume that the
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connection weights between the ith neurons of the input layer and the kth neu-
rons of the hidden layer is vik, it is assumed that the connection weight between
the kth neuron of the hidden layer and the jth neuron of the output layer is wkj .

It is well known that the ideal activation function is a step function, but the
step function is not smooth, discontinuous and other shortcomings, in practice
commonly used sigmoid function as an activation function, Sigmoid function
mathematical expression:

Sigmoid (x) = 1
1+e−x (1)

Assuming that the neurons of the hidden layer and the input layer use the
Sigmoid function as the activation function, the training sequence (xk, yk), we
can give the formula:

ỹk
j = f(βj − θj) (2)

Among them, βj (βj =
∑l

k=1 wkjbk) is represents the input received by the
jth neuron of the output layer. θj is the threshold of the jth neurons in the
output layer. Thus, the mean square error can be expressed as:

Ef = 1
2

∑l
j=1(ỹ

f
j − yf

j ) (3)

In the above BP neural network, (m + n + 1)k + m parameters are deter-
mined. On the Eq. (3) in the error Ef , we give the learning rate η, there is:

Δωkj = −η
∂Ef

∂ωkj
(4)

ωkj first affect the jth output neuron input value βj , and then affect its
output value ỹk

j , and finally affect Ef , so

∂Ef

∂ωkj
= ∂Ef

∂(̃y)kj
· ∂(̃y)kj

∂βj
· ∂βj

∂ωkj
(5)

And because the Sigmoid function has the following properties:

f ′(x) = f(x)(1 − f(x)) (6)

According to Eqs. (2) and (3) calculated:

gj = − ∂Ef

∂(̃y)kj
· ∂(̃y)kj

∂βj

= (̃y)k
j (1 − (̃y)k

j )(yk
j − (̃y)k

j )
(7)

After the calculation, we get the weight between the hidden layer and the
output layer. The formula is:

Δωkj = ηgjbh (8)
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Similarly, we can deduce:
Δθj = −ηgj (9)

Δvik = ηekxi (10)

Δγk = −ηek (11)

Among them, γk represents the threshold of the kth neurons in the hidden
layer. In the formulas 10 and 11, ek is:

ek = −∂Ef

∂bk
· ∂bk

∂αk

= −∑m
j=1

∂Ef

∂βj
· ∂βj

∂bk
f ′(αk − γk)

=
∑m

j=1 ωkjg + jf ′(αk − γk)

= bk(1 − bk)
∑m

j=1 ωkjgj

(12)

The goal of the BP neural network is to minimize the cumulative error on the
entire training set.

E = 1
n

∑n
f=1 Ef (13)

So, we have to continue to train the data, adjust the network weights and thresh-
olds [23].

3 Spectrum Prediction and Analysis

In recent years, spectrum prediction is mainly in the field of cognitive radio. The
spectrum prediction technology in cognitive radio system mainly includes four
aspects: channel state prediction, authorized user activity prediction, radio envi-
ronment prediction and transmission rate prediction [14]. There is little research
on the prediction of spectrum in enemy operations. In the context of the infor-
mation age, with the development of cognitive electronic warfare technology, the
prediction of the enemy spectrum is also particularly important.

In 2005, Zhang et al. conducted a statistical analysis of the wireless signals
in the district. Based on the analysis method of Box-Jenkins, Auto Regression
(AR), Moving Average (MA) and Autoregressive Integrated Moving Average
(ARIMA) models were used to simulate and predict the measured data, and then
the model data were analyzed by using the time series analysis method. An error
analysis was performed [7]. In 2008, they used SPSS statistical tools and Box-
Jenkins modeling method in time series to establish the AR, MA, ARMA (Auto-
Regressive and Moving Average) and ARIMA models respectively to analyze and
forecast the measured data, and can predict the trend of the wireless signal in
the short term [6]. It is possible that they were the first to propose and study
spectrum prediction. Since then, the spectrum predicted to enter people’s field
of vision.

In order to achieve the purpose of improving the spectrum utilization, some
people have proposed the use of Markov’s method. In 2012, Tang et al. proposed
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a hybrid spectrum switching algorithm combining passive spectrum switching
with active spectrum switching. The algorithm is based on the continuous time
Markov chain model of the main user channel, predicts the future state informa-
tion of the channel, and periodically performs active spectrum switching on the
cognitive user who is communicating in accordance with the prediction result.
Hybrid spectrum switching algorithm can significantly improve the spectrum
utilization of cognitive wireless networks [14]. In 2014, In order to improve the
prediction complexity and reduce the prediction complexity, Liu proposes a spec-
tral forecasting method combining the hidden Markov model with the context
variable Markov model. This method can eliminate the influence of the spectrum
detection error on the prediction performance. Based on the spectral data gen-
erated by the queuing model, the validity of the variable-length Markov method
based on the context tree is verified in a stable environment and a non-stationary
environment, respectively. In this paper, we use the data of the spectrum gen-
erated by the queuing model and the discrete time Markov model to verify the
validity of the algorithm of the hidden Markov model and the context tree vari-
able length Markov model in the presence of detection error [15]. In 2011, Liu
et al. also proposes a dynamic cognitive radio spectrum access technology based
on joint probability channel prediction (HMCP) based on hidden Markov model
(HMM). The technical scheme can effectively improve the spectrum utilization
rate of the cognitive users while reducing the interference of the cognitive users
to the authorized users [16].

In the field of spectrum prediction of cognitive radio, the neural network
method is often used by people. In 2011, Chen proposed a spectral model com-
bined with the M/M/N queuing model, proposed a method of learning and
forecasting the spectral cavity information by using the back propagation neural
network, and by using the spectrum analyzer to collect the actual spectrum data
as the simulation data, Which verifies the effectiveness of the method [9]. In 2014,
Xu et al. proposed a cognitive radio spectrum prediction method based on SVM
(Support Vector Machine), which significantly reduced the energy consumption
of spectrum sensing, improved the spectrum utilization rate and had a good
application prospect in cognitive radio prediction [11]. In 2011, Wang proposed
a neural network prediction method. The spectrum of the cognitive radio is pre-
dicted by the network and the optimal spectrum is selected for the predicted
results [12]. In 2014, Lan et al. Designed a three-step advanced spectrum predic-
tion framework based on the neutral network. The genetic algorithm is used to
optimize the neural network. Finally, this method is more suitable for the predic-
tion of cognitive radio than Multi-layer Perceptron (MLP) [5]. In 2015, Huk and
Mizera-Pietraszko made an experiment to analyze the predictive performance of
Sigma-if neural network and Multi-layer Perceptron (MLP) network. The results
show that Sigma-if neural network predicts better performance [4]. In 2011, Xian
et al. proposes a chaotic neural network prediction mechanism for the remaining
time of the channel state, and uses the chaos prediction to analyze and fore-
cast the remaining time of the channel. The experimental results show that the
prediction accuracy can reach more than 90%, which verifies the effectiveness of
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the prediction mechanism [17]. In 2016, Chen et al. proposed a spectrum sup-
port algorithm for weighted support vector machines, which changes the weights
of key parameters in support vector machines based on signal reception signal-
to-noise ratio and sampling time. The algorithm can improve the accuracy of
the support vector in the cognitive radio prediction results [18]. In 2013, Li
proposed a neural network spectrum prediction method based on DE-BP. The
standard differential evolution (DE) algorithm and the BP algorithm are com-
bined to introduce the neural network-based spectrum prediction, which saves
the perception time and reduces the impact of unauthorized users on authorized
users [22].

Neural networks have their own advantages in solving non-linear predictive
problems, but there are some other ways. In 2014, Xing studied the problem of
cooperative spectral state prediction in cognitive radio networks, and proposed
a new cooperative spectral state prediction method to improve the accuracy
of spectral state prediction [8]. In 2016, Eltholth uses wavelet neural network
(WNN) to predict future channel occupancy. And the simulation of 100–200
MHz band is carried out to verify the effectiveness and accuracy of WNN in
spectrum prediction [1]. In 2015, Bai et al. proposed the use of genetic algo-
rithm and momentum algorithm to improve the BP neural network, customer
service BP neural network shortcomings, and finally, verify the theory [2]. After
2016, Yang et al. also proposed a genetic algorithm to improve the BP neu-
ral network model for the field of spectrum prediction [3]. In 2016, Zang has
improved the available time prediction algorithm for existing channels, and pro-
posed two kinds of spectrum switching strategies based on the channel available
time prediction. Compared with the traditional random passive switching strat-
egy, it can greatly reduce the collision probability between the cognitive user
and the authorized user, and can verify its validity [10]. In 2009, Yang et al.
proposed a new access mechanism to predict future spectrum activity based on
past and current spectrum activity of the primary user, so that the secondary
user can access the band with high availability and reduce the possibility of
collision with the primary user. It can be seen from the simulation experiment
that compared with the traditional access mechanism and the access mechanism
without threshold, the proposed scheme can effectively reduce the collision rate
between primary and secondary users [13]. In 2012, Li et al., in order to find
the airspace and energy domain conditions needed to satisfy the electromagnetic
compatibility between the main user network and the cognitive radio network,
consider the influence of distance, atmospheric loss and visual distance on the
interdiffusion intensity and work efficiency, This method is of great significance
for more efficient use of spectrum resources [19].

Cognitive radio spectrum prediction technology has been quite mature, we
can learn from these spectrum prediction means, applied to cognitive electronic
warfare, lay the foundation for the development of electronic warfare.
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4 Conclusion

Although the artificial neural network has developed rapidly in recent years,
the artificial neural network is only a simple simulation of the human brain. By
summing up the above research results, although there are also neural network
algorithm applications, but there is no real solution to some of the problems of
neural networks. In this regard, according to the research progress summarized
in this paper, we can think of spectrum prediction is expected to be applied in
the future Cognitive electronic warfare. By improving the BP neural network by
the tabu search algorithm, the BP neural network can improve the convergence
rate slowly and easily fall into the local minimum. So as to realize the spectrum
prediction in the field of cognitive electronic warfare.
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Abstract. Since all the defects cannot be detected within a finite soft-
ware testing process (STP), the failure data should be wisely used to
estimate the potential defects for software reliability. Therefore, a stan-
dard graphical methodology (GM) model is proposed for software reli-
ability, in which failure data of time domain is utilized to predict the
potential defects. First, non homogeneous and compound Poisson pro-
cess is involved to model the failure time during STP. Then, GM model is
utilized to predict the potential defects. Further, the software reliability
is estimated based on GM model. Finally, compared with the traditional
models, GM model can reach an improvement of 30% relative gain on
average.

Keywords: Defect prediction · Poisson process · Data fitting
Software reliability

1 Introduction

As the development of software industry, the scale of software can be increasing
day by day. In a typical system environment of software development, the soft-
ware is programmed by a development term. Once a software release is generated,
it should be assigned to a testing term, which should verify the release meets
the design specifications restrictly. A software release can be a small program,
or a large integrated system consisted by a group of subsystems. The testing
term tests the software by applying necessary operation to detect the potential
defects, which can find the failures of the software against to the design spec-
ifications. Generally, the testing activity is limited by a pre-determined time
and a pre-determined number of testers. However, it is not feasible to discover
every potential defects in a finite software testing process (STP). Therefore, the
software reliability attracts more and more attentions [1–4].

Software reliability can be defined as the probability that a software operates
without any failure within a specified time by specified operating. Software relia-
bility can be obtained from the testing progress during the software development
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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[1]. When one defect is detected and repaired during STP, the potential defects
in the code will decrease, which means the defect detection rate is against to the
number of detected defects [2] as show in Fig. 1.

Fig. 1. Defect detection in software testing process.

Based on the detection defects, we can determine whether the program can
be released, or more testing time is necessary. The number of failures can be
used to estimate the software, which should be reported to our customers before
operating the software [3]. The estimation can help us to evaluate the necessary
time for software testing.

There are always some constraints limit the software testing time, especially,
the constraint of the time-consuming to release a software system under busi-
ness pressure [4]. Therefore, software reliability modeling is proposed to evaluate
both the current and future reliability. In particular, defect prediction can help
determine when the software development should be terminated.

Traditional software reliability models can be grouped into three classes.
First, the amount of defects is finite within a finite amount of code [5], by

which more code means more defects, so as the defect detection rate too. The
amount of detection defects during STP are explicitly made in some models,
while others assume that these defects data can be fitted statistically by the
software reliability growth model.

Second, a compound Poisson process (CPP) [6,7] is used to model the clusters
of detected defects, where the defects are grouped in a given time interval. CPP
not only try to predict the remaining failure rate after a limited testing time,
but also can forecast the potential detects after a given STP.

Third, the number of defects is infinite in log Poisson model assumption [8].
Further, Log Poisson models make assumptions that all the detected defects are
perfectly repaired. However, it is difficult to evaluate the affection of the model
assumptions.

Although infinite assumption is questionable, it is reasonable that the poten-
tial defects will exist until be found and repaired [9].
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Focus on large-scale software or integrated system within STP, a defect pre-
diction model basing on standard graphical methodology is proposed in this
paper, where the defect data of time domain is utilized. Three actual testing
data sets of time domain are used to compare GM model with the classical G-
O, CPP and M-O models, both the fitting and prediction results of GM model
perform better than the others.

2 Poisson Models

2.1 Non Homogeneous Poisson Process

Non homogeneous Poisson process (NHPP) has been proposed as software reli-
ability model [9,10]. The Poisson parameter λ(t) (where t > 0) in NHPP model
is a time dependent function.

Defects of the software cause failures at random times. Assume N(t) is the
amount of detected defects within time t, which should be a cumulated testing
time (either CPU time or calendar time). Then, let λ(t) be the probability of
the amount of detected defects within a time interval t. Further, the probability
of n failures can be calculated as

P{N(t) = n} =
λn(t)

n!
e(−λ(t)). (1)

Therefore, λ(t) should be the key function in NHPP. There are two kind of
NHPP based models, which are G-O model and M-O model [5].

In G-O model [9], let λ(t) be the expected amount of total defects, which are
detected within time t can be calculated as

λ(t) = α(1 − e(−βt)), (2)

where β is the detection rate for each individual defect. The parameter α is the
expected amount of total defects in G-O model, and

λ(t) = αP (t), (3)

where P (t) is the cumulative distribution function. Then, P (0) = 0, which means
that no defect is detected before the software testing process (STP) starts. On
the other side, P (∞) = 1, then, λ(∞) = α, and α is the amount of total defects,
which should be detected after a finite STP.

M-O model [9] assumes that one software may have an infinite number of
defects. M-O is a log Poisson model, where the detected number of defects after
cumulated testing time t is NHPP. The λ(t) in M-O model can be calculated as

λ(t) =
1
θ

log(λ0θt + 1). (4)

Both the operational performance of G-O and M-O depends on the lasting
time of STP. Longer STP leads to better performance. Although the time spent
in STP delays the product release, which leads to additional costs, the cost of
repairing a defect after software release should be more expensive than during
STP [7]. Therefore, the defect prediction can be optimal release time to minimize
cost by determining STP time.
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2.2 Compound Poisson Process

The failures of CPP model are detected and grouped in clusters [11], which are
found following a Poisson process. Further, a compounding distribution is used
to model the clusters size, which follows a geometric distribution [12]. Further,
the amount of detected defects follows a compound Poisson process, and the
probability function is given by

P{(N(t) = n)} =
m∑

k=1

(λt)k

k!
e(−λt)f∗k{X1 + X2 + · · · + Xk = n}, (5)

where, f∗k{X1 + X2 + · · · + Xk = n} is the sum of k independent identically
distributed random variables Xi, which follows a distribution function f(X).
Since the distribution function f(X) models the size of failures cluster, the mean
value can be given by

E[N(t)] = λtE[X]. (6)

CPP model is easier to implement, which can adaptively change to fit differ-
ent projects. The failure rate of CPP model is constant. However, as the failure
rate will update time to time, the CPP model can not predict a long time period.
Then, the predicted failure rate of CPP is a constant, while it is dependent on
time in NHPP model.

3 Prediction Model

A standard graphical methodology (GM) [13] is proposed for defect prediction.
There are three steps to realize defect prediction. First, the data of the cumulated
failure times should be ascending ordered. Further, the two necessary parameters
of the theoretical exponential distribution should be estimated too. Finally, a
defect prediction basing on the theoretical distribution can be obtained.

The cumulated failure times are ascending ordered, then, associate a proba-
bility with ascending ordered failure time ti by

pi =
(i − 1

2 )
n

, (7)

and further associate with the points

zi = (ti, pi), i = 1, · · · , n. (8)

The cumulative distribution function [14] for the two-parameter exponential
distribution can be

F (t) = 1 − e− t−μ
λ , (9)

where λ is the respected mean, and μ is the respected shift. Then, the λ(t) in
GM model can be given by

λ(t) = αe− t−μ
λ . (10)
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Further, let Q(pi) be the theoretical distribution and given by

F (Q(pi)) = pi. (11)

And then,
Q(pi) = F−1(pi), (12)

for the two-parameter exponential distribution,

Q(pi) = −λln(1 − pi) + μ. (13)

4 Software Reliability

A software reliability model is defined by NHPP [1,2], where N(t) represents the
amount of detected defects by cumulated testing time t during STP. Further,
the failure intensity function of the software reliability model is defined by

F (t) =
dλ(t)

dt
. (14)

The probability of the detected defects N(t) has the value n is given by

P{N(t) = n} =
∏

i

P{N(ti) = i}, i = 1, · · · , n. (15)

Further, the reliability of ti based on the last failure time ti−1 can be obtained
as

P{N(ti)|N(ti−1)}
= P{N(ti) > i − 1|N(ti−1) = i − 1}
= 1 − P{N(ti) ≤ i|N(ti−1) = i − 1}.

(16)

5 Comparison

5.1 Data Sets

Three are three classical models selected to compare with GM model, includ-
ing G-O, CPP and M-O model. Three actual testing data sets [3,5,15] of time
domain are used to estimate the performance of the compared models.

Each data set is sorted and separated into the fitting part and the estimation
part. The fitting part data takes a part of 90% percent in the data set, which
is the lower part of time domain. The estimation part is about 10% of the data
set, which is the higher part of the time domain. The fitting part data is used to
compare fitting performance. The estimation part data is used to compare the
prediction performance.

The first data set contains 17 defects with cumulated failure time [15], and
then, the fitting part has 15 defects and the estimation part has 2 defects. The
second data set contains 30 defects [5], in which the fitting part has 27 defects
and the estimation part has 3 defects. There are 136 defects in the third data
set [3], where the fitting part has the lower 122 defects of time domain and the
estimation part has 14 defects.

Therefore, the first data set is the smallest one in the three actual data sets,
the second data set is the middle one, and the third data set is the largest one.
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5.2 Performance Estimation

The four referenced models are compared on the three actual data sets, and the
result of the first data set is shown in Fig. 2.

Fig. 2. Performance on the first data set

Further, the second result of the four models is shown in Fig. 3.
At last, the third result of the four models is shown in Fig. 4.
Each fitting curve are separated into two parts. The left part is the fitting

result marked with fitting, and the right part is the prediction result marked
with prediction.

The mean square error (MSE) is used to compare the performance of the
four models, the MSE can be calculated as

MSE =

√∑n
i=1 (et(i) − pt(i))2

n
, (17)

where et(i) represents the estimated amount of expected defects at time t(i),
which can be a fitting or prediction result. pt(i) represents the real amount of
detected defects at time t(i), which can be picked up from the actual testing
data sets of time domain.

The results of fitting and prediction performance on the three data sets are
demonstrated in Table 1.

On the first data set, the prediction MSE of GM model is the smallest.
Although GM model performs the best on the prediction MSE, both the fitting
and average MSE are bigger than the other models. Therefore, the average MSE
of GM model performs worst on the smallest data set.

Further, the average MSE of GM model is 1.397 on the second data set,
which is a little bigger than CPP model, but smaller than the G-O and M-O
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Fig. 3. Performance on the second data set

Fig. 4. Performance on the third data set.

model. The third data set is the largest one, the average MSE of GM model is
just about 3.950, which is much smaller than the others.

At last, the average MSE of GM model performs the best on the three data
sets in the compared models. Since the defect number of the third data set is
larger than both the first and second ones, the larger data set could lead to more
accuracy. With the number of defects increasing, the performance of GM model
should be always better than the other models.
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Table 1. Performance results

Data set G-O CPP M-O GM

1 Fitting MSE 2.210 2.679 2.227 3.211

Prediction MSE 3.775 3.303 3.841 3.158

Average MSE 2.993 2.991 3.034 3.185

2 Fitting MSE 2.047 1.668 2.815 1.738

Prediction MSE 0.934 1.111 5.715 0.957

Average MSE 1.491 1.389 4.265 1.397

3 Fitting MSE 8.738 10.562 8.532 5.993

Prediction MSE 2.684 2.881 10.168 1.907

Average MSE 5.711 6.721 9.350 3.950

5.3 Reliability Estimation

To further estimate the defect prediction, the reliability is compared by the last
data of both fitting part and estimation part. The last data of both the fitting
part e0.9N and prediction part e1.0N are picked up, and then, the MSE is used
to compare the prediction accuracy and given by

PMSE =

√
( e0.9N

N − 0.9)2 + ( e1.0N

N − 1.0)2

2
, (18)

where N is the size of the data set.
The reliability results of the four models on the three actual data sets are

shown in Table 2.

Table 2. Reliability results

Data set G-O CPP M-O GM

1 Fitting P0.9N 0.746 0.775 0.742 0.786

Prediction P1.0N 0.754 0.781 0.750 0.787

PMSE 0.205 0.178 0.209 0.171

2 Fitting P0.9N 0.968 0.976 1.043 0.965

Prediction P1.0N 0.986 0.995 1.179 0.989

PMSE 0.049 0.054 0.162 0.047

3 Fitting P0.9N 0.922 0.935 0.950 0.908

Prediction P1.0N 0.964 0.983 1.095 0.974

PMSE 0.030 0.027 0.076 0.019

On the first data set, both P0.9N and P1.0N of GM model are bigger than
the other three models, which means bad performance on the smallest data set.
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However, both on the second and third data sets P0.9N and P1.0N of GM model
are the smallest ones. Therefore, GM model perform better both on the middle
and largest data sets than the three compared models.

Further, PMSE is 0.171, 0.047 and 0.019 respectively. Therefore, PMSE of
GM model is the smallest in the compared models, which means the best fitting
accuracy at the lasting data of time domain.

Since the GM model performs better both in the performance and reliability
results, the relative gain G is formulated as

G =
CPP,M−O∑

∗=G−O

P ∗
MSE − PGM

MSE

P ∗
MSE

. (19)

The relative gain of GM model on the first data set is 13.15%, 29.90% and
47.10% on the second data set. Then, an average relative gain 30.05% can be
reached by GM model, which shows an improvement compared to the classical
G-O, CPP and M-O models.

6 Conclusion

A standard GM model is proposed to predict potential defects for software reli-
ability in this paper. By fitting defect data of time domain, both the number of
defects and failure rate can be estimated by GM model theoretically. Further,
GM model is used to estimate the software reliability during STP, which can help
to determine when to terminate the STP and release the software. Finally, three
traditional models are compared with GM model on the three actual testing
data sets. The performance comparison shows that GM model performs much
better than the others, and an average 30% relative gain can be obtained for
software reliability estimation.
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Abstract. Automatic or semi-automatic segmentation of carotid artery wall in
MRI is an important means of early detection of atherosclerosis. In this paper, a
new algorithm is proposed for the automated segmentation of the lumen, outer
boundary and plaque contours in carotid MR images. It uses the ellipse fitting to
detect the outer wall boundaries. By using the outer wall boundaries as the
constraint condition, the lumen is detected using an improved fuzzy C-Means
(FCM). The plaque is located by obtaining the area changing of lumen. The
experimental results show that our method achieves 95.7% of region overlaps
when compared to the gold standard results. This new automated method can
enhance reproducibility of the quantification of vessel wall dimensions in
clinical studies.

Keywords: Medical image segmentation � Carotid artery MRI
Ellipse fitting � Fuzzy C-Means

1 Introduction

Atherosclerosis is a progressive disease which, at an early stage, is characterized by
vessel wall thickening causing outward remodeling, then narrowing of the lumen, and
at a later stage by the formation of plaque lesions inside the vessel wall [1]. Medical
image segmentation is an important means of early detection of atherosclerosis,
through the MR image to detect carotid artery atherosclerotic lesions, the urgent need
for an automatic or semi-automatic carotid artery segmentation method to help doctors
on the diagnosis of atherosclerosis or treatment. However, MR images are susceptible
to factors such as speckle noise, artifacts, and weak boundaries, which result in seg-
mentation failure. Therefore, the design of the highly robust MR carotid artery wall
segmentation method is still a challenging problem in the field of medical image
processing.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Currently, quantitative assessment of the vessel wall dimensions is based on
manual tracing of the lumen and outer wall boundaries, which is time-consuming and
subject to inter- and intra-observer variation. Consequently, computerized segmenta-
tion techniques have been developed to overcome these limitations [2–9]. Petroudi
et al. [10] put forward the active contour and level set method segmentation vascular
access IMC (intima-media complex). The continuous curve is obtained by active
contour method to represent the carotid artery boundary, then the energy functional
method based on level set boundaries to get blood vessels. But other organizational
structures of the blood vessel image often overlaps with carotid artery blood vessels or
deformation fuzzy boundaries. This is expected to result in the decline in the method
segmentation accuracy greatly. Yang et al. [11] put forward by using Hoff round model
transformation and dynamic programming method to determine the boundary of the
carotid artery, the shape and size of the area to get blood vessels by judging center, but
this method is to obtain the outer wall of the carotid artery, not the specific segmen-
tation internal cavity. Menchón-Lara and Sancho-Gómez [12] propose the method
based on an artificial neural network of the blood vessels image segmentation, and then
machine learning and statistical pattern recognition is used to measure the thickness of
the carotid artery middle IMT (Intima Media Thickness). Despite the lining thickness
of the carotid artery is measured to identify the location of the plaques, but on the
judgement of the size and shape of the plaques have certain limitations.

Accordingly, the purpose of this study was to develop a highly automated image
segmentation technique for the detection of the lumen and outer wall boundaries, as
well as the contours of the plaques in MR vessel wall images of the carotid artery. The
basis of this method is ellipse fitting-based segmentation combined with fuzzy
C-Means. The accuracy and reproducibility of this method in measuring the contours
and total wall area were implemented using in vivo MR images of carotid arteries.

2 Methods

The mainly target of this method is to detect the lumen, outer boundary and plaque
contours of carotid artery vessel wall in MR images. The structure of this method is
illustrated Fig. 1.

Input
image pretreatment

Outer wall boundary 
segmentation

Lumen segmentation Plaque component 
location

TSE

TOF

restriction

Fig. 1. Overall structure of the method.
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2.1 Pretreatment of Carotid Artery Vessel Wall in MRI

Pretreatment is an important part of the process of image segmentation. The input
image is distinct from the image acquisition environment. Such as the illumination
level and the performance of the device, the image noise, contrast the defect of low
doped and so on. In addition, the distance, focal length and other factors lead to
vascular uncertainty in the size and position of the image in the middle. In order to
ensure the consistency of the vessel size, location and the quality of the carotid artery
vessels, the image must be pre-processed.

This algorithm first introduced into the algorithm of pre-processing line gray level
stretches, and the gray scale of the original image is converted to [0, 255], the linear
stretches is defined as follows:

hðx; yÞ ¼ 255
ðB� AÞ ðf ðx; yÞ � AÞ: ð1Þ

where A, B is the original image gray scale minimum and maximum, h(x, y) and
f(x, y) are the images after and before stretching, respectively.

After the linear stretching of the image from the existence from isolated mutations
of the noise point, so the algorithm uses the two-dimensional zero mean discrete Gauss
smoothing, which is defined as follows:

Gðx; yÞ ¼ 1
2pr2

e�
x2 þ y2

2r2 : ð2Þ

Blood vessel location is to obtain the blood vessel position and provide the basis of
the following blood vessel segmentation. Image enhancement is to improve the quality
of the image, not only to make the image more clearly, and make the image more
conducive to computer processing and recognition. The goal of the normalized work is
to obtain the same normalized blood vessel images of the same size as the gray scale.

2.2 Outer Wall Boundaries Segmentation

In this paper, the outer wall of the blood vessel is segmented by using ellipse fitting.
Firstly, the least squares method is used to find the parameter set.

Ax2 þBxyþCy2 þDxþEyþF ¼ 0: ð3Þ

In order to avoid zero solution, the parameters are restricted to A + C = 1. Obvi-
ously, the direct application Eq. (3) of the edge detection of the discrete points for the
least squares, objective function f(A, B, C, D, E, F), when the objective function values,
minimum satisfies:

f ðA;B;C;D;E;FÞ ¼
Xx

i¼1

ðAx2i þBxiyi þCy2i þDxi þEyi þFÞ2: ð4Þ

Automated Segmentation of Carotid Artery Vessel Wall in MRI 277



@f
@A

¼ @f
@B

¼ @f
@C

¼ @f
@D

¼ @f
@E

¼ @f
@F

¼ 0: ð5Þ

When there is an impurity in the sample point, result in considerable error of ellipse
fitting, cannot meet the accuracy requirements of medical diagnosis. In order to obtain
the accurate edge of the vessel boundary, the major a axis, the short b axis and the
center point (x, y) of the ellipse is obtained by the ellipse fitting. By changing the
setting of a, b and the ellipse angle, many different ellipse can be obtained. Calculate
the average gray value of all points on the ellipse, to find the best ellipse as the outer
wall boundary of the blood vessels through the gray level of the adjacent ellipse
between the Laplace operators.

P
*

i ¼
Pn
i¼1

hðxi;yiÞ
n

ð6Þ

dpi ¼ pi � pi�1: ð7Þ

ddpi ¼ dpi � dpi�1: ð8Þ

Although the algorithm uses elliptical model to obtain the outer wall boundary, but
there is still a big error in the actual vessel boundary, the images of the external wall of
the carotid artery were converted to polar coordinate system, and the x axis in polar
coordinates was expressed as the angle of the image in cartesian space(the connection
between the points and the origin of the image, and the angle formed by the x axis),
angle range of [−p, p], the y axis represents the radius (image under the cartesian
coordinate space in point-to-point distance), the radius of [0, R]. The dynamic pro-
gramming method is to do the best path from the first column to the last column in the
polar coordinates.

The definition of the cost function k(i, j) for the final determination of the ellipse to
get the most close to the boundary of the vessel wall, which is defined as follows [13]:

kði; jÞ ¼ wssði; jÞþwggði; jÞþwddði; jÞ: ð9Þ

where (i, j) are the coordinates of a point in polar coordinates. ws, wg and wd are the
weight of the corresponding components of the cost function, respectively. s, g and
d are the edge strength, the size of the blood vessels, and expectations deviation of
gray, respectively.

sði; jÞ ¼ maxðy0Þ � y0ði; jÞ
maxðy0Þ : ð10Þ

gði; jÞ ¼ gmax � gði; jÞ
gmax � gmin

: ð11Þ
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where max(y′) is the maximum gradient value, y′(i, j) is the vertical direction gradient
value of each point.

In the polar coordinate image, the value component assigns the same value to the
pixel at the same radius length at different angles, unless the swollen shape is an
absolute circle, otherwise it cannot appear at the same radius length at different angles.
The pixels have the same edge information. It is judged that it belongs to a certain
region by obtaining information on the difference in the luminance value between the
pixel point and the neighboring point. The new definition of the cost component is
r(i, j) instead of d(i, j), which is defined as follows:

rði; jÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Gði; jÞ2 þGði; j� 1Þ2 � 2Gði; jÞGði; j� 1Þ

q
: ð12Þ

After the end of the optimal path is determined, then the reverse sequence is used to
find the pixels of each column in this path.

2.3 Lumen Segmentation and Plaque Location

In this paper, the classical FCM algorithm is improved to extract the blood vessel
cavity, the segmentation of the cavity is mainly in the outer wall of the wall based on
the extraction of the inner wall and plaque positioning.

Fuzzy C means clustering method is a method of avoiding the problem of setting a
threshold, and it can solve the segmentation problem of multiple branches which are
difficult to solve. FCM is suitable for the characteristics of the uncertainty and ambi-
guity of the image. Specific definitions are as follows: FCM divides the data set into
C fuzzy group X = {x1, x2, …, xn}, and seek the clustering center of each group, the
value function of non-similarity index reaches the minimum. FCM makes a given data
point in (0, 1) between the membership to determine the degree of belonging to each
group. However, in accordance with the provisions of the normalization, the mem-
bership of a data set and the total is equivalent to 1:

Xc

i¼1

uij ¼ 1; 8j ¼ 1; . . .; n: ð13Þ

Then, the value function (or objective function) of FCM is illustrated as follows:

JðU; c1; . . .; ccÞ ¼
Xc

i¼1

Ji ¼
Xc

i¼1

Xn
j

umij d
2
ij: ð14Þ

where the uij value range of the objective function is [0, 1], ci clustering center for
fuzzy group X. dij = ||ci−xj|| is expressed as the i cluster center and the j data point
between the Euclidean distance. m is a weighted index, range in [1, ∞), construct a
new objective function, which is described as follows:
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JðU; c1; . . .; cc; k1; . . .; knÞ ¼ JðU; c1; . . .; ccÞþ
Xn
j¼1

kið
Xc

i¼1

uij � 1Þ

¼
Xc

i¼1

Xn
j

umij d
2
ij þ

Xn
j¼1

kið
Xc

i¼1

uij � 1Þ ð15Þ

where ki is the Lagrange factor. The first order derivative of all input parameter, the
necessary conditions for making the Eq. (14) to the minimum:

ci ¼

Pn
j¼1

umij xj

Pn
j¼1

umij

: ð16Þ

uij ¼ 1Pc
k¼1

ðdijdkj
Þ2=ðm�1Þ

: ð17Þ

FCM algorithm is a simple iterative procedure. When the processing mode is
running, FCM uses the following steps to determine the clustering center and the
membership matrix:

(1) In the (0, 1) interval, the random initial membership matrix U, which satisfies the
constraint conditions in the Eq. (13);

(2) Calculate C clustering center by the Eq. (16);
(3) The value function is calculated according to Eq. (14). If it is less than a certain

threshold, or is relative to the last value function by altering the amount is less than
a threshold, then the algorithm stops.

(4) Using the Eq. (17) to calculate the new U matrix, the return step 2.

In the process of the segmentation of the carotid artery and the location of the
plaque, the range of the outer wall of the vessel region restricted to the inner wall
partition. By using the improved fuzzy C mean algorithm, the segmentation of the
luminal and the patch of MR blood vessel images is carried out, through the same
dynamic programming the inner wall contour and patch refinement. Through the
analysis of the size of the patch area and the proportion of the internal cavity, the
degree of damage of the carotid artery was judged.

3 Experimental and Results Analysis

3.1 Experimental Setup

All of the dataset used in our experiments was from hospital that included 40 MR
images containing carotid artery luminal and 70 images of external wall of the carotid
artery. Slice spacing is 1 cm. Pixel size is 512 � 512. The experiments were imple-
mented in the CPU of Intel Core I5 4200M that internal memory is 8 GB. The type of
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GPU is NVIDIA GeForce GT 755M, and its memory is 2 GB. Software environment:
the operating system is Windows 8.1, MATLAB 2013a.

The same set of data is carried on the gold standard, the common ellipse fitting
blood vessel segmentation and the improved ellipse fitting algorithm, compared with
the results of the segmentation of blood vessel wall and the segmentation of the inner
chamber of the vessel.

3.2 Results and Analysis

Figure 2 shows the result of segmentation the outer wall of the blood vessel of the
various algorithms.

In this paper, an improved analytical method based on the receiver operating
characteristic curve is made to analyze the experimental data. TP is really positive, FP
is false positive, TN is really negative, FN is a false negative. Analysis of the data of the
image region overlaps the ratio of the gold standard image and the improved ellipse
fitting. AO is defined as follows:

AO ¼ TP
TPþFN þFP

� 100% ð18Þ

Fig. 2. The result of segmentation the outer wall of the blood vessel of the various algorithms.
(a) the original image, (b) the general ellipse fitting result, (c) the improved ellipse fitting result,
(d) the gold standard image.
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Fig. 3. The results of the modified ellipse fitting algorithm for the segmentation of blood vessel
wall.
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Figure 2(a) contains the outer boundary of the vessel, the blood vessel boundary
was clear and obvious after pretreatment. Figure 2(b) contains the effect of the image of
the vessel wall on the segmentation of the common ellipse fitting algorithm. Figure 2
(c) is the result of the improved ellipse fitting algorithm; the effect of the external
boundary of the blood vessels obtained by manual segmentation of the gold standard in
Fig. 2(d). The AO value of the overlap region is 95.7%. The AO value of the ordinary
ellipse fitting algorithm is 94.6%. We selected 70 sections of the carotid artery blood
vessels to segmentation the results as illustrated in Fig. 3.

Figure 4 shows the AO value trend of improved ellipse fitting and ordinary ellipse
fitting algorithm.

From Fig. 4, we can see that the AO value of the modified ellipse fitting algorithm
is significantly higher than that of the classical ellipse fitting segmentation algorithm.
The contour of the segmentation of the external wall of the carotid artery is limited by
the segmentation of the inner chamber. Through the improved FCM algorithm, a series
of successive segmentation of the inner segment of the carotid artery is segmented, and
Fig. 5 shows the segmentation results.

The location and size of the vascular luminal can be obtained by comparing the
segmentation results of continuous carotid artery. In this paper, the cavity ratio q is
used for data analysis, which defined as follows:

q ¼ n
nþ b

: ð19Þ

where n is the luminal area, b is the plaque area.

0 10 20 30 40 50 60 70
0.9

0.91

0.92

0.93

0.94

0.95

0.96

0.97

0.98

0.99

1

Slice layer

A
O

 v
al

ue

Improved ellipse fitting algorithm
Ordinary ellipse fitting algorithm

Fig. 4. The AO value trend of improved ellipse fitting and ordinary ellipse fitting algorithm.
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Fig. 5. Improved FCM algorithm for segmentation of the luminal and plaque size.
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Figure 6 shows the q ratio of the improved and the ordinary FCM algorithm.

From Fig. 6, we can see that the percentage of the initial carotid artery plaque area
ratio was lower. At this point, the q value is about 0.75. However, with the change of
the slice position, the plaque area is gradually increasing, the ratio of the area occupied
by the 10th slices was decreased, and the ratio of the inner cavity of the 12th slices was
the lowest. At this point, the q value is 0.2189. The proportion of plaque at this time
was the largest. Through the upper and lower two curves, we found that the improved
FCM algorithm was significantly larger than the ordinary FCM algorithm, which can
achieve higher accuracy of plaque location results.

4 Conclusions

In this paper, we propose a method of automatic segmentation and plaque localization
of carotid artery based on multi-modal MR images. This method achieved the auto-
matic segmentation of the lumen and outer wall boundaries, as well as the precise
position of plaque. Experiments show that this method can ensure the accuracy of
vascular segmentation and plaque positioning is relatively close, while shortening the
time of segmentation, to achieve the reproducibility. Although this method accurately
divides the boundary between blood vessels and plaques, there are still a lot of
problems to be solved for plaque component analysis. The next step is to study the
specific constituent structure of the segmented patches.

0 5 10 15 20 25 30 35 40
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Slice layer

q 
va

lu
e

Improved FCM algorithm
Ordinary FCM algorithm

Fig. 6. The q ratio of the improved and the ordinary FCM algorithm.
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Abstract. In the system of the image defect detection system, during image
acquisition and transmission, the salt-and-pepper Noise will adversely affect the
subsequent processing and recognition. To eliminate the salt-and-pepper noise
effectively, a defect image denoising algorithm based on ant colony optimization
wavelet threshold is improved in this paper. Firstly, the basic principle of
wavelet denoising is analyzed theoretically, and a compromise threshold func-
tion and a GCV optimal threshold selection method are adopted. It uses ant
colony algorithm to optimize the wavelet threshold, which greatly improves the
speed and accuracy of the optimal threshold. Using standard soft threshold
method, GCV threshold optimization method and the ant colony optimization
wavelet threshold method, the defect image of the lens is denoised. The results
of experiment indicate that the algorithm can remove the salt-and-pepper noise
in the image of defective lenses more effectively than the other two algorithms,
and improve the accuracy of the lens detection. This algorithm is also suitable
for general image denoising.

Keywords: Lens defect image � Wavelet denoising
Ant colony optimization algorithm � Salt-and-pepper noise

1 Introduction

In recent years, Glasses industry have developed by leaps and bounds in our country.
Many companies have fabricated optical les detecting system which based on machine
vision. However, during the optical lens image capture and transmissing processing, it
always brings some noise interference to some degree. It seriously affected the quality
of the image because of the precision of the optical lens detection, the noise point that
noise interference generate is easily mixed with optical lens’ own defections, and
submerges the optical lens’ own characteristics. Therefore if’s necessary to depress the
noise processing.

The common ways of denosing can divided into airspace denoising and frequency
domain denoising. The traditional airspace denoising way is use template to convo-
lution or ranking to implementation and frequency domain way is usually according to
the information of image shows different frequency combination in frequent space,
with eliminating or restraining the high frequency part to implement the image

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
G. Sun and S. Liu (Eds.): ADHIP 2017, LNICST 219, pp. 287–296, 2018.
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denoising [1]. The traditional image denoising way could damage the image margin
detail information when restrain the image noising, and image is blurry after denoising
[2]. With the fast progress of the wavelet theory in recent years, wavelet has low
entropy, multi-resolution, decor-relation and selection based flexible advantages.
Which let wavelet conversion could realize the separation of signal and noise com-
mendabiy, after Mallatt proposed the magnitude of the signal denoising, Donoho and
some people proposed the wavelet threshold denoising which according to the
multi-scale and the collecting ability of signal energy [3]. However, it is pivotal that
using wavelet threshold denoising is to choose threshold function and threshold value.
The traditional method of wavelet threshold denoising contains two kinds of ways, one
of them is hard one and the other is soft. But the wavelet soft thresholding method has
disadvantage, when the soft threshold are greater than the threshold, wavelet coeffi-
cients of the noise image will shrink. The hard threshold method can cause pseudo
Gibbs phenomenon because the wavelet hard threshold denoising function is discon-
tinuous at the threshold point [4]. Therefore, the reasonable choice of wavelet threshold
and wavelet threshold function is very important to denoising effect.

In recent years, many intelligent algorithms have been applied to the threshold
optimization of wavelet image denoising, and good results have been achieved. For
example, Lin Jie et al. [5] proposed Wavelet Threshold Denoising Based on Particle
Swarm Optimization Algorithm. The particle swarm algorithm is used to find the
optimal threshold, and the particle fitness function is minimized, and the optimal
threshold is obtained. But the algorithm will be caught in the local optimum answer
easily and the search accuracy is not high. Zhang and Fang [6] proposed Multi-wavelet
Based Adaptive Denoising Method and this algorithm has fast convergence speed and
versatility, but it is easy to premature convergence.

In allusion to the problem of the lens defect image acquisition and transmission will
generate the salt and pepper noise. The paper proposed a image denoising method
which based on ant colony optimization wavelet thredhold. The method uses a com-
promise threshold function and combines ant colony optimization algorithm to opti-
mize the wavelet threshold. The algorithm can effectively remove the noise in the lens
defect image, and restore the characteristics of the defective image itself. It has very
good denoising effect, and is beneficial to the post processing and recognition of the
lens defects. The algorithm is also applicable to other image denoising.

2 The Basic Theory of Wavelet Denoising for the Lens Defect
Image

2.1 The Principle of Wavelet Denoising

The idea of multi-resolution analysis (MRA) was proposed by Mallat in 1988 and the
fast algorithm of wavelet analysis and reconstruction was later proposed. It allows us to
de-noise noisy images, that is, Mallat algorithm [7]. The principle of the algorithm is
that:

If f(t) is the original signal and fk is the discrete sampling data, and fk = c0,k, then the
decomposition formula of the orthogonal wavelet transform of the signal f(t) is:
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cj;k ¼
P
n
cj�1;nhn�2k

dj;k ¼
P
n
dj�1;ngn�2k

8<
: ðk ¼ 0; 1; � � �N � 1Þ ð1Þ

gj,k is the scaling factor, and hj,k is the wavelet coefficient, and l, m is Quandrature
Mirror Filter (QMF), and J is the decomposition layer number, and N is the discrete
sampling point. The reconstruction of wavelet transform is the inverse process of
decomposition, and its reconstruction formula is as follows:

cj�1;n ¼
X
n

cj;nhk�2n þ
X
n

dj;ngk�2n ð2Þ

After the wavelet decomposition of the noisy signal, the energy of the signal mainly
spread in the wavelet range with larger wavelet coefficients, while the energy of the
noise spread in the whole wavelet range. Therefore, the amplitude of wavelet coeffi-
cients is greater than the amplitude of noise coefficients. It can be said that the wavelet
coefficients with larger amplitudes are usually dominated by signals, and the smaller
are the noise signals to a large extent. According to the threshold value we set in
advance, all wavelet coefficients whose amplitudes are smaller than the threshold are all
set to zero, while the wavelet coefficients whose amplitudes are greater than the
threshold are retained or properly reduced. Finally, the corresponding wavelet coeffi-
cients are transformed into inverse wavelet transform. We can get the de-noised image.
The process of wavelet denoising is shown in the following Fig. 1:

The multi-resolution characteristics of wavelet can decompose signals at different
scales, and decompose the signals into different sub signals, so that the signals can be
processed by frequency bands. A two-dimensional image with noise is p(x, y) = b
(x, y) + kd(x, y). p(x, y) is the noise signal, b(x, y) is the real signal, and d(x, y) is the
noise signal. Wavelet denoising is to handle the wavelet coefficients by decomposing
the wavelet coefficients, and then suppress the noise signals and restore the real signals.

2.2 Wavelet Threshold Function and GCV Threshold

Using threshold function to deal with the wavelet coefficients, the chosen of wavelet
threshold T will influence the denoising effect directly. If the threshold is too small, the
de-noised image still has noise, but if the selection is too large, the feature information
of the image will be filtered out, which will lead to bias. Therefore, we need to select
the appropriate threshold T, and use the threshold function to process the wavelet
coefficients and reconstruct the image. In the wavelet analysis proposed by Donoho, the
formulas of hard threshold and soft threshold function [8] as:

,j kω
,j kω

Fig. 1. Flow chart of wavelet denoising
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(1) Hard threshold

xj;k ¼ xj;k xj;k

�� ��� T
0 xj;k

�� ��\T

�
ð3Þ

(2) Soft threshold

xj;k ¼ sgnðxj;kÞð xj;k

�� ��� TÞ xj;k

�� ��� T
0 xj;k

�� ��\T

�
ð4Þ

xj,k is the discrete wavelet transform operator, T is the threshold, and sgn(.) is the
symbolic function. If the wavelet coefficients are less-than threshold T, it will be
represented by zero, and the wavelet coefficients greater than T are reduced by xj,k.

In the wavelet analysis proposed by Donoho, there are some defects in the hard
threshold and the soft threshold. In the hard threshold, because of the discontinuities at
T and −T, the reconstructed image may suffer from visual anamorphose such as ringing
and pseudo Gibbs effect. Although the continuity and smoothness of the soft threshold
are good, when |xj,k| � T, the constant deviation between the xj,k and ώj,k will lead to
the blurring of the reconstructed image.

Therefore, we choose a compromise threshold function:

xj;k ¼ sgnðxj;kÞð xj;k

�� ��� aTÞ xj;k

�� ��[ T
0 xj;k

�� ��� T

�
ð5Þ

Formula: a is a real number. When 0 < a < 1, the xj,k obtained by this method is
between the soft and hard threshold. Therefore, we adjust the size of the a and the noisy
image is more resemble to the original image. We can get better denoising effect.
Usually, a = 0.5.

During image acquisition and transmission, the image noise is unstable, the noise is
unknown and can not estimate the noise energy. Therefore, the threshold method based
on GCV quasi side is selected in this paper [9]. The function expression as:

GCVðTjÞ ¼
1
Nj

xj � xj;T

�� ���� ��2
Nj0

Nj

h i2 ð6Þ

Formula: N is the number of wavelet coefficients. N0 is the threshold. The number
of wavelet coefficients is zero after the contraction. j is the number of wavelet
decomposition.

3 The Application of Ant Colony Optimization Wavelet
Threshold (ACOTE) in Image Denoising

3.1 The Basic Theory of Ant Colony Algorithm

Ant colony optimization algorithm, called ant colony algorithm, is an advanced sim-
ulated bionic algorithm based on the foraging of ants in nature [10]. Ants can release
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pheromones when they are foraging, and their companions can sense the presence and
intensity of pheromones. Since the beginning of the ant behavior always is random and
the number of individuals in the colony is huge. So some ants can always find food,
and find the base answer between the nest and the food. Because the path is short, the
ants leave more pheromones per unit time, and other ants will choose the shortest path
by perceiving the pheromone concentration. Thus, more and more pheromones are
added to the path and establish positive feedback, and finally the ant colony is con-
centrated on the shortest path, and finally the optimal solution is obtained.

Ant colony algorithm (ACO) is a parallel algorithm with strong robustness, few
parameter settings and simple setting. It can easily apply to combinatorial optimization
problems [11]. The main operation process of ant algorithm in solving the problem is
shown below [12]: Suppose that in the t iteration, the probability of ant K from the city
i to the city j is Pk

ijðtÞ:

Pk
ijðtÞ ¼

saijg
b
ijðtÞP

s2allowdk
saijg

b
ijðtÞ

j 2 allowdk

0 otherwise

8<
: ð7Þ

Formula: allowdk is allowed mobile table for the ant K. iij is pheromone concen-
trations of the t iteration on the i and the j. a is the heuristic factor, used to characterize
the importance of information, ηij = 1/dij. dij is the distance between two points. b is the
expected factor, used to indicate the importance of the i and the j.

When the global ant completes a traversal, the pheromone is updated:

sijðtþ 1Þ ¼ ð1� qÞ � sijðtÞþDsij ð8Þ

Dsij ¼
Xm
k¼1

Dskij ð9Þ

Formula: q is the pheromone residual coefficient, 0 6 q 6 1, DTij represents the
pheromone remain by the ant K in the path between the t iteration and the t + n iter-
ation between the i and the j. The formula used in the ant-cycle model is generally used
DTk

ij [13]:

Dskij ¼
Q=Lk;When the ant K passes through the city ði; jÞ at T and T þ 1
0; otherwise

�
ð10Þ

Formula: Q is pheromone intensity, which affects convergence speed; Lk is the path
taken by the ant K in this cycle.

3.2 Wavelet Threshold Denoising Method Based on Ant Colony
Optimization

The ant colony optimization wavelet threshold denoising method is as follows:
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(1) The wavelet transform and the three-layer decomposition of the image are
obtained, and the coefficients of wavelet decomposition are obtained.

(2) The initialization of the ant colony is to assign the initial urban location Tk and
initial pheromone concentration sij of each ant in the population and to reset the
tabu list.

(3) The GCV(Tj) threshold is calculated for each ant in the population using the
corresponding wavelet coefficients. When GCV(Tj) is the minimum, the threshold
Tj can be considered as the best threshold.

(4) According to formula (7), the transfer probability of each ant is calculated and the
ants move according to the calculated probability of movement. Each move adds

Fig. 2. Low chart of wavelet threshold denoising process based on ant colony optimization
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the moving city to the tabu list until the ant has completed its traversal of all the
cities. We record the traversal order and the visiting route, and keep the best route
according to the minimum distance.

(5) Pheromone concentrations of ants are updated by formula (8), (9) and (10).
(6) The GCV threshold of the ants is calculated again and to determine whether the

condition is satisfied. If the condition is satisfied, the optimal solution Tj is output,
or else it returns to step 3. The optimal path is obtained and the optimal solution Tj
is output until the maximum iterations are reached.

(7) The optimal threshold is used to denoise the image, and then the denoised signal is
reconstructed by wavelet transform to get the denoised image.
The parameters of the ant colony algorithm are set as follows: Ant population:
K = 40, City quantity: M = 50, Maximum iterations: nmax = 100. The flow chart
of removing the noise in the optical lens by the wavelet threshold of ant colony
optimization is shown in Fig. 2.

4 The Image Denoising Results of the Lens Defect Image

4.1 The Noise Generation and Characteristics of Lens Defect Image

In the detection system of optical lens, the image acquisition of lens general select the
method of Dark Field Imaging [14] and the lens defect shows a brighter point in the
image. Because of the interference from the outside of the system and the image sensor,
the images collected by the CCD camera will have different levels of Salt-and-pepper
Noise. Salt-and-pepper Noise is the black and white light dark noise. For optical lenses,
filtering not only does not destroy the contours of the image edge, but also needs to make
the image clear, which is conducive to subsequent processing. The Salt-and-pepper
Noise that appears randomly in the optical image is shown below (Fig. 3).

4.2 Evaluation Criterion of the Lens Defect Image

The experimental environment of this experiment is Matlab R2010b and subjective and
objective methods are used in evaluation criteria. The subjective standard is the

Fig. 3. Random noise of salt-and-pepper in the lens defect image

Wavelet Threshold Denoising of ACO Optical Lens Image 293



sharpness of the image and the smoothness of detail, and the objective standard is Peak
Signal Noise Ratio (PSNR) and the run time of algorithm as the criterion. The cal-
culation method of PSNR [15] as:

PSNR ¼ 10 lg
d2ði; jÞ
MSE

d2(i, j) is the variance of the gray value of the denoised image, and MSE is the
minimum mean square deviation of the denoised image.

The formula is as follows:

MSE ¼ 1
MN

XM�1

i¼0

XN�1

j¼0

½f ði; jÞ � f0ði; jÞ�2

M and N is the number of rows and columns of the image, and f(i, j) is the denoised
image function, and f0(i, j) is the original image function.

The object of this experiment is the lens defect image (400 � 400) taken by
camera. First, The Salt-and-pepper Noise of 20%–40% is added to the image, and
Wavelet base select sym4. We use standard soft threshold denoising (STE), GCV
threshold method (GCVTE) and ant colony optimization wavelet threshold algorithm
(ACOTE) to denoise and we can get the following experimental data:

There are the treatment of lens defect image under different strength in the Table 1.
The results of experiment indicate that, with the increase of noise intensity, the PSNR
decreases gradually, and the processing time increases gradually. Under the same noise,
the PSNR processed by ACOTE algorithm is significantly higher than the GCVTE
algorithm and the STE algorithm. The GCV method takes a long time in the calculation
process, while the ACOTE algorithm reduces the optimization time of wavelet threshold.

It shows the result of adding 25% and 40% salt-and-pepper noise to the lens defect
image in the Figs. 4 and 5. The results of experiment indicate that, the ACOTE
algorithm and the GCVTE algorithm can effectively remove the salt-and-pepper noise
in the image. The STE algorithm is not effective in removing salt-and-pepper noise, so
it is difficult to distinguish the salt-and-pepper noise and the defects of the lens itself.

Table 1. PSNR of the lens defect image under different intensity noises

Method Intensity

20% 25% 30% 35% 40%
PSNR Time PSNR Time PSNR Time PSNR Time PSNR Time

STE 34.042 0.82 34.876 1.14 34.564 1.22 34.345 1.43 34.045 1.66
GCVTE 36.652 6.21 36.045 6.61 35.896 7.01 35.601 7.31 35.454 7.81
ACOTE 39.452 2.21 38.945 2.61 38.696 2.91 38.401 3.21 38.154 3.61
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5 Conclusion

Based on a compromise threshold function, combined with ant colony optimization
algorithm, the optimal wavelet threshold of image denoising is achieved in this paper.
The standard soft thresholding method, the GCV criterion denoising method and the
ant colony optimization wavelet threshold algorithm are used to denoise the defective
image. The experimental results show that the ant colony optimization wavelet
threshold algorithm and the GCV criterion denoising method can remove the
salt-and-pepper noise in the defective image more effectively than the standard soft
thresholding method, and retain the defect information in the lens image. Ant colony
optimization algorithm reduces the optimization time of wavelet threshold, and is
beneficial to the post processing recognition of lens defect image.
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Abstract. The feature extraction based on machine learning is significant in the
detection system. The boundary information, the circumference and the area are
the essential features in the identification and the classification of flaws. In order
to get those information, this paper proposed a novel algorithm to get the
boundary information using the boundary tracking, and to make each flaw
independent by establishing a balanced binary search tree for data storage. By
scanning the image and the image boundaries based on binarization transfor-
mation, there is no need to fill the region, nor need to use the chain code to count
the number of regions and the boundary information. According to the estab-
lished balanced binary search tree, we can calculate the number of the pixel of
the area of each fault, the edge information of the boundary, and the circum-
ference. The algorithm has the advantages of fast speed, less computation, better
noise suppression and accurate results.

Keywords: Image processing � Boundary tracking � Freeman chain code
Balanced binary search tree

1 Introduction

During the manufacturing process of lens, lots of flaws accompanied such as point flaw,
plume, scratches, air bubbles etc. At present, our country mainly adopts artificial
detection methods. The use of artificial detection wastes a lot of labor, which is based
on the experience of quality judgment and fault classification. By the influence of the
difference of worker’s personal status and experience, the result is subjective and can
not be standardized. With the rapid development of national economy, people pay more
attention to highly requirement for the quality of optical lenses, and the demand for the
lens is becoming bigger and bigger. It’s irreversible to realize the automatic detection
and classification of flaw for optical lens. In the detection system of lens based on
machine vision, it’s an essential part of the whole system to obtain feature from the
image after binarization processing [1]. SIFI(Scale-invariant feature transform) is a
commonly used descriptor as the local characteristics. The SIFT algorithm [2] proposed
by LOWE is to find the feature point on different spatial scales, and to calculate the
direction of the key point. Those point will not be changed by the light intensity or the
affine transformation. To an extent, the SIFI algorithm can solve the problems such as
the affine transformation, the projection transformation [3–6], and the target occlusion.
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SIFI algorithm is stable. However, due to the massive detection of feature point, it’s too
complicated and dissipative. SURF (Speeded Up Robust Feature) is more efficient and
simple to operate than SIFI. Due to the variable shape of the fault for the lens, both
feature descriptor mentioned above are not suitable for the feature extraction of faults
for detection system. In a similar way, commonly used Harris corner detection operator
and CSS (Curvature Scale Space) corner detection operator do not apply to optical lens
fault detection system. Realizing the automation of optical lens fault detection is a
process of constantly learning from the artificial detection. According to the quality of
the optical lens classification standard, the boundary of the fault information, the area
and the perimeter are the main basis of fault detection and classification. Those char-
acteristics can be the input of the neural network and SVM (Support Vector Machine)
to learn to identification and classification [7].

2 Edge Following Algorithm Based on Balanced Binary
Search Tree

Due to the changeable shape of the optical lens, different kinds and different level of the
flaws have different influence on the optical lenses. Taking an example of the scratch,
we need the area, perimeter features and all the boundary point to fit the line. In order to
obtain these characteristics, there are two commonly used solution as follows.

Plan a: First, detect each edge of image and fill the internal. Second, traverse
images, and label each connected domain. In order to label the domain correctly, regard
the first point of the traversed domain as the starting point. The region is labeled in a
boundary tracking manner until the region is fully labeled. Starting scanning from the
beginning of the mark to find the next starting point, unless the whole image is
processed.

From this scheme, the digital image after processing, the edges and the internal of
each individual fault have the same gray value, and each individual fault’s gray value is
different. It means that one byte used to describe a digital image pixel can only describe
256 faults. If the number of the faults are more than 256, the more byte are needed to
describe a digital image pixel, which causes a waste of space. When to obtain the
perimeter or the information of a flaw’s boundary, the traverse is needed, which causes
the inefficiency.

Plan b: Boundary tracing and described by the chain code.
Chain code is a coded representation of boundary point, using a specific direction

and length of links. Scan in the order of the bottom-up, from left to right. Find the edge
point named a as a starting point for the edge tracking, and mark it as an already
tracking pixels. If another unmarked boundary point b is found, then update the current
point to b. Continue to track the edge from point b, until all points are marked [8–12].

From this scheme, it can successfully help track the closed area of the border
generally. However, when boundary adhesion appears, lots of the edge points will be
missed. If the chain code is to describe the boundary, only the starting point of the
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boundary points is in absolute coordinates, and the offset of other points is represented
by the related direction. If all the boundary points of a fault are needed, it needs to
restore the original image by the chain code. Each boundary point needs to be deter-
mined according to the location of last point, which causes the edge information
processing more complex and inefficiency.

In order to solve the problems above and to improve efficiency, the third plan is
proposed here.

Plan c: Boundary tracking method is to scan the image in the order of bottom-up,
from left to right. Each flaw is a individual collection with a balanced binary search
tree. In order to facilitate the follow-up calculation of the area and the perimeter, the
multilevel nested balanced binary search tree is adopted. The map in the STL (Standard
Template Library) of c plus plus is referenced to explain. Element of the map appears
as a pair with real value and the key value at the same time [13, 14]. In the first layer of
the balanced binary search tree, the number of lines i starts from zero as the key value.
The independent bank of all the boundary points where i is set in array is the real value.
The second floor are unique numbers as key values. To peer number i, there is a
corresponding balanced binary search tree as a real value. The tree structure is shown in
Fig. 1.

According to the algorithm shown in Fig. 2, the steps of the algorithm are presented
as follows:

Step1: Find the edge point from lower left boundary points, current point, as a starting
point named s in the border. Mark the starting points. At the same time, put the point
into the established balanced binary tree in the first layer.
Step2: Scan from the current point along the scanning direction, as shown in Fig. 3.
The default direction is 0. The tracking principle is: If the tracking point is the
boundary point, update the point to the new current point, and put the point into the
first layer of the established tree. At the same time, change the direction 90° coun-
terclockwise. If the tracking point is not a boundary point, the scan direction will be
modified the 45° clockwise.
Step3: Continue to track the boundary from the current boundary point, and repeat the
step 2 until the current boundary point backs to the start point s. Set direction 0, and
continue to scan the new boundary.

This scheme can make up for both of these scenarios. After a border tracking, all
the boundary points are classified by each individual defect. Later, when the boundary
information points are extracted, the area and the perimeter are calculated. Only
extracted points are needed to scan, without scanning the entire digital image. This
improves the efficiency of time and space. Figure 4 is the original image of the scratch
section. Figure 5 shows the image after the Fig. 4 traced edge by the plan c. And then
we set the stage for the next calculation. In Fig. 4, under the condition of the boundary
of a fault information, only three faults in the balanced binary search tree are going to
be scanned, and you can get all the boundary of the fault information and feature,
instead of scanning the whole image.
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3 Perimeter Calculation Based on Balanced Binary Search
Tree

The length of the closed area connected by a common boundary point center or the sum
of regional boundary points can be regarded as the perimeter.

3.1 Kinds of Common Algorithm to Calculate the Perimeter

(1) Using the 8 - direction chain code which is shown in Fig. 6 direction chain code
to calculate the perimeter. The serial number in the chain code is even when the
number is even code, odd number when odd code. The distance to the odd code isffiffiffi
2

p
. The distance to the even code is 1. According to even code number, the odd

number of code, its formula is as follows:

N ¼ no þ
ffiffiffi
2

p
ne: ð1Þ

N is the perimeter. ne is the number of the even number in code, no is the odd
number.

header

Fig. 1. Structure of tree Fig. 2. Algorithm diagram

Fig. 4. The original picture of the scratch Fig. 5. The post-processing portion

0

123

4

5 6 7

Fig. 3. 8-direction
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(2) Use Euclidean distance formula to calculate the perimeter, two points (x1, y1) and
(x2, y2), its formula is as follows:

L ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � x2Þ2 þðy1 � y2Þ2

q
ð2Þ

L is the perimeter between the two points.

3.2 Improved Algorithm to Calculate the Circumference

When boundary adhesion appears, tracking by traditional boundary tracking method
based on chain code, a lot of the edge points will be missed. So Freeman Chain Code is
abandoned here. Using Euclidean distance formula to calculate the circumference is
complex, time-consuming and space-consuming. So it’s not a good choice here. The
improved algorithm is based on the balanced binary search tree, which has storied all
the boundary point. The number of the corresponding pixels where the line number is i
is ni. The total number of boundary points is as follows:

L ¼
Xi¼N

i¼0

ni ð3Þ

L is the perimeter of the boundary points.

4 Area Calculation Based on Balanced Binary Search Tree
Area

The sum points of the boundary and its total pixels within the element or the area of the
integral surrounded by a closed curve can be the area wanted.

4.1 Kinds of Common Algorithm to Calculate the Area [15, 16]

(1) Pixel accumulative method. Calculating area often counts the boundary points and
its total pixels within the element. The formula is as follows:

S ¼
Xn�1

x¼0

Xm�1

y¼0

f ðx; yÞ ð4Þ

0

123

4

5 6 7

Fig. 6. Direction chain code
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S is the area wanted. n is line number and m is the row number. f (x,y) gives the
gray value of the point (x,y).

(2) On the x-y plane. Using the Green formula to calculate area surrounded by a
closed curve. The format is as follows:

S ¼ 1
2

I
ðxdy� ydxÞ ð5Þ

S is the area wanted.
After binarization:

S ¼ 1
2

Xn�1

i¼0

ðxiðyiþ 1 � yiÞ � yiðxiþ 1 � xiÞÞ ¼ 1
2

Xn�1

i¼0

ðxiyiþ 1 � yixiþ 1Þ ð6Þ

S is the area wanted.
(3) For each individual area, establish the minimum circumscribed rectangle model.

The length and width of the rectangle is a and b, then, the format is as follows:

S ¼ a� b ð7Þ
S is the area wanted.

By the same token, the maximum and minimum circle model, the average round
model, and elliptical model and other model which are equivalent to those model have
the similar effect.

4.2 Improved Algorithm to Calculate the Area

Pixel accumulative method is easy, but it is space-consuming. If the area of the flaw is
very large, the pixel adds one by one, thus the time of the operation is too long, and it
reduce the efficiency of operation in the system. When using the Green theorem, it
needs to be carried out by crossover operation point by point, and it’s both
time-consuming and space-consuming. The improved algorithm is based on the bal-
anced binary search tree, which has storied all the boundary points. The corresponding
pixels where the line number is i is on the tree. The format is as follows:

S ¼
Xn�1

i¼0

ðyimax � yiminÞ; ð8Þ

S is the area wanted. yimax and yimin are the maximum and the minimum, n is the
total number of the line.

5 Experimental Results and Analysis

5.1 The Results and Analysis of the Boundary Tracking

The traditional boundary tracking method based on the storage of the 8-direction chain
code, when encountered intersection, is easily miss detection. Which will result in the
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inaccuracy of the data, even lead to the detection failure. Thus graph (a) is the original
picture. Graph (b) is the result of the boundary following by the common method based
on the Freeman chain code. As is shown in the picture (b), When boundary adhesion
appears, tracking by traditional boundary tracking method based on chain code will
cause a lot of edge points missed. Graph (c) is the result of the boundary following by
the improved algorithm proposed in the paper. The data are stored in established
balanced binary search tree. So the boundary tracking algorithm based on the balanced
binary search tree is available in this paper.

5.2 The Analysis of the Detection Effects for the Optical Lens Detection

Graph (d) is the original picture adopted by the detection system. Graph (e) is the
picture of the lens after binarization processing. Graph (f) is the graph (e) after edge
following by the algorithm proposed in this paper. The algorithm of boundary tracing
can get complete and accurate information of boundary. And by scanning it once,
creating a balanced binary search tree for storage, the full boundary information and the
data needed for the subsequent feature can be extracted. By reducing the amount of
data from the entire digital image to the boundary point of all the defects, the time of
calculation is greatly reduced, and the speed of the computation is faster.

d)                        e)                    f)

a）                   b)                     c)
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Graph (g) is the original image of the scratch. Graph (h) is the image after being
processed by the Sobel operator. Graph (i) is the image processed by the Prewitt
operator. The Sobel operator and the Prewitt operator are based on first derivative edge
detection operator, through the calculation of the gradient of the image to detect the
image edge. So the ability of anti-noise is poor, which brings out a lot of unnecessary
points. Graph (j) is the image processed by the LOG operator which produces a large
amount of noise and non-demand boundary areas. Therefore, those kinds of edge
processing algorithm will not be applied to the rapid feature extraction of optical lens
defect.

g)                                 h)

i)                               j)

5.3 The Study for the Influence Factors of Digital Image Processing
Speed

From the table below, it can be seen that the time of imaging processing has the
intimate relationship with the size of the image, the sum of the flaws and the size of the
flaw. In the same resolution, the larger size of the image is, the more data is needed to
be processed, and the more time is needed to handle it. Similarly, the more
high-resolution the digital image is, the more time it takes to process the image. Due to
a certain amount of time is needed for boundary tracking and data storage, when the
size and resolution are certain, the larger number of defects in the digital image, the
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more average area of the defects, or the greater average length of the period, the more
time it will take to handle the problem. From the Table 1, it is obvious to see that the
algorithm proposed this page is much faster than the common method.

6 Conclusion

This paper proposes a edge tracking algorithm based on the balanced binary search
tree. Calculate the perimeter and the area of the optical lens by the data storied. The
novel algorithm is simplified, and it responds fast. Relying on this method, only once is
needed to scan the image based on binarization transformation. It’s no need filling area.
All the needed message will be extracted, without using Freeman Chain Code.
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Abstract. In this paper, we explore the efficiency of vibration feedback tech-
niques in pedestrian navigation systems. For vibration feedback technology,
many researchers have provided a variety of different modes of vibration, such
as vibration belt, vibrating bracelet and vibration shoes. And there are some
researchers to discuss the perception of the human body parts, which part is
more suitable for vibration feedback. However, there are still some discussion
points that are not taken into account, for example, the identification rate of
vibration feedback mode in the processes of walking or running. In order to find
the answer, we rebuild the vibration feedback mode to have a new experimental
evaluation of the identification rate of these vibration modes. We noticed that
when using a hand-held vibration feedback device, it can reduce the visual and
auditory feedback. On the other hand, because of the rapid development of the
current society, the environment is different in different position, so, when
getting the maximum recognition rate of vibration pattern, we can’t use this
vibration navigation replace the existing navigation completely. However, it is a
good choice that the kind of high-efficiency vibration feedback navigation
system is used as an auxiliary system of the existing navigation.

Keywords: Tactile feedback � Mobile device � Multiple vibration motors

1 Introduction

It is a huge challenge for us to find an appropriate travel path that we want in a strange
environment. It usually takes navigation instruments to learn the surrounding envi-
ronment is what kind of, destination in which and the space position relationship with
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the surrounding buildings. In order to become familiar with the unfamiliar environ-
ment, many people sometimes need to adapt to the current unfamiliar environment. But
when there is no navigation equipment, it is difficult for us to find the path that we
want. This makes the application of navigation system become widespread. However,
most of current navigation systems use visual feedback or audible feedback manner to
pass the navigation information, and the use and application of the scene is relatively
single, only the driving trip. It’s difficult to apply to the scene, such as walking, which
greatly limits the navigation system more widely used.

Tactile vibration has been used another way to provide haptic feedback on touch
screen equipment [1–5], when users touch the target on the screen (buttons, drop-down
menus, etc.), the device’s vibration motor will produce vibration. This way can help
users determine whether they touch the target object. Thus, the expression of vibration
technology information is an effective mode of human-computer interaction and
information delivery methods [6], and as an important delivery channel of information,
to make up for the shortcomings and deficiencies in specific conditions (When in a
noisy environment and other public places, the navigation voice of navigation system
and other surrounding sounds mixed together, making it difficult for the user to
identify, which will make voice broadcast efficacy may be greatly reduced or even
useless; if the navigation instruments are used in walking, it’s not easy to long time
staring at the screen to observe the navigation path, which will display the navigation
function is not the ultimate role to play; if the headphones are used that based on the
voice prompt, which will hinder the whistle sound like vehicle and other sound effects
with great navigation). A recent report [11] shows that in smart phone users under the
age of 30, 62% of the people encountered serious car accident case since playing with
mobile phones not to look at the road, and 43% of people have been aware of this
potential threat. It is necessary for us to focus on the road conditions when the vehicle
is long. In this case, the use of visual and auditory navigation system has been greatly
restricted. And an auxiliary navigation system can be of great help, such as driving
travel tasks [12–14] or pedestrian navigation [14–16]. Vibration feedback technology is
a good choice for the auxiliary navigation system. The vibration feedback technology
can not only help people with normal vision, but also have great help to people who
have a disability. This technology can also be used in many ways, such as driving
travel and walking, and has broad application prospect.

We found a navigation path by a hand-held device to pass navigation path infor-
mation to their user. We adopt this kind of form mainly because of the current mobile
device and the widespread existence in our daily life, and that can make this kind of
technology have great adaptability. Our navigation system includes two types of
feedback - speech (semantic) feedback and vibration feedback - to provide between two
exact location and path information.

The main contribution of this project is to design and implement a vibration nav-
igation system, which provides navigation path information to users by vibration
feedback in many different situations. Our navigation system is composed of a mobile
device with a touch screen and a hardware device that generates vibration feedback.
The vibration part of the hardware device is placed on the top of the diamond with 4
vibration motors (Fig. 1). When the user takes the device, it can generate different
vibration modes according to the different positions of the palm and fingers.
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In this paper, we first discuss the research on the information related to the mobile
touch screen device and the vibration feedback technology. Secondly, we will describe
our prototype system and various vibration modes in this project. Thirdly, we will
describe an experiment to detect whether a user can accurately distinguish between
different vibration modes, and traveling at different speeds, the system interacts with
the user’s productivity. Finally, we summarize the whole thesis and plan for the future
work.

2 Related Work

Vibration feedback technology has been used as an important interface for the user to
interact with the touch screen device and it has been familiar with the majority of users
[1, 3, 5]. In this section, we will review the previous vibration tactile feedback tech-
nology on mobile devices, and focus on the wealth of information that is intended to
convey, rather than a simple vibration. Why do we need vibration feedback? The
simple reason is that the feedback is more intuitive, and in many cases, we do not need
to look at the screen, we know our own operation effect.

2.1 Vibration Feedback Technology on Mobile Devices

Today, the touch screen has been widely used in a variety of mobile devices, such as
smart phones, tablet PCs and music players. Most of these devices provide users with
vibration feedback through the vibration motor embedded. Fukumoto and Sugimura

Fig. 1. The hardware parts of vibration navigation system and the location of the four vibration
motor
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may be the first researchers that the vibrators are embedded in the Active Click system
[1] for the user to know the details of their touch event on a touch screen. In the Active
Click system, it can be used for user to know that they touch a project on the display,
and the way of vibration feedback can help to complete a variety of tasks, such as
information input [3] and list item selection [2].

For one vibration motor, it can provide a variety of different vibration modes by
changing the frequency and intensity of the vibration. Poupyrev et al. Research shows
that different vibration modes can convey different information, and the method of
vibration feedback can be used to improve the speed of selection in the linear list with
the increase of 1/5. And the combination of multiple vibration motor can generate more
vibration mode, which can be transmitted to the user more information. On the other
hand, the mobile device can be attached to the vibration motor, which can be used to
provide vibration feedback to the user, rather than the vibration motor embedded in
their own. Brown et al. had placed the multiple vibration motor attached on the par-
ticipants’ arm to obtain the vibration feedback to transmit the calendar information [7].

These projects described have shown that different vibration modes can transmit the
different task information to the user. These different vibration modes can be generated
by controlling the number of vibration motor, vibration frequency and vibration
intensity. The multiple vibration motors placed in the body of the participants will have
a greater use of space. However, the placement of multiple vibration motors is also a
significant problem. Sahami et al. placed six vibration motors on both sides of the smart
phone (three per side) in order to test the accuracy of distinguishing the different
vibration mode [8]. In their experiments, the results show that the accuracy of the 8
different vibration modes can be reached by the 70–80%, but they are difficult to
distinguish the position of vibration source at each time when a vibration motor is
generated, and at that time, the accuracy of the average can only reach 36%.

2.2 Existing Navigation System

Today, navigation system has been widely applied to people daily life. When driving,
there will be a vehicle-mounted navigation to guide for us, and when walking, navi-
gation equipment on the mobile device will become essential. These two kinds of
common navigation instruments have become an indispensable product of our daily
travel, and both of them are used visual feedback and auditory feedback to remind the
travel path. Auditory feedback is that the navigation instrument transmit the path
information to the user through the voice broadcast function; visual feedback is that a
navigation instrument displays the path information on the screen for the users to see
and obtain navigation path information. However, both of them have some disad-
vantages. For example, on the visual feedback, users can’t be a long time staring at the
screen to observe a navigation path information, the screen can not work for a long time
and power supply system will also be a problem difficult to solve; on the other hand, on
the auditory feedback, if the user’s environment is too noisy, voice broadcast will
greatly reduce the efficiency, even be in failure, and if the headphones are used, the
sound of great navigation like vehicles whistle sound will be limited, which makes the
traveling at a greater risk of environment. Meier et al., who have studied the human
sensory perception which part is more suitable for vibration, placed vibration feedback
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system on the top of the shoes [17] and made a confirmed study, but the study is lack of
the research of travel speed.

The application situation of navigation system described above is relatively simple,
such as car navigation systems generally only apply to the process of driving velocity
or position of great rapid changed, navigation instrument on the mobile device can only
have a greater effect on the lower speed of movement. Therefore, the use of them has
been limited. However, tactile vibration feedback can play a role in a noisy environ-
ment or a variety of moving speed. In a noisy environment, the auditory feedback is
limited, but the vibration feedback can be used to provide the travel path information
which can not be disturbed by surrounding noise; when in different speeds, the
vibration feedback is used to provide travel path information, which can not be limited
by the speed of travel, such as driving and walking can use the same navigation
instrument. As a consequence, the vibration feedback can play a role in many different
situations.

3 System

The vibration navigation system is a kind of navigation system which is designed to be
able to be used in different situations and to use the vibration feedback to remind the
navigation path information. The difference between the vibration navigation system
and the existing navigation system is that it increases the vibration feedback, and uses
the voice broadcast and vibration feedback to transmit the path information. In next
section, we will describe the hardware part of the vibration feedback and voice
broadcast, and the different vibration modes.

4 Hardware

Figure 2 shows the hardware part of our vibration navigation system. Similar with
SemFeel [9], we welded a circuit board, the circuit board contains four vibration
motors, respectively, in accordance with the upper and lower left and right four
directions. The distance between two vibration motors is greater than 1 cm, because
there is a study shows that when the distance of two vibration source is not more than
1 cm, if the vibration source is generated, it will be difficult to distinguish which
vibration source is [10]. The circuit board is connected with a single chip microcom-
puter and a Bluetooth module. The single chip microcomputer is used to control the
vibration of the motor, the Bluetooth module is used to receive the navigation path
information, and the circuit board is connected with a battery box for power supply.

Voice broadcast uses iFLYTEK speech technology broadcasting technology to
broadcast. In mobile devices, the path information is transmitted to the iFLYTEK
speech technology broadcast module. When obtained the path information, it uses the
speech broadcast technology to broadcast to complete auditory feedback function.
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5 Interactive

Our vibration navigation system includes software and hardware. The software part is
installed on the mobile device, and the starting point and the destination of the navi-
gation path are finished by the software part. After the input is completed, the path
planning is performed to obtain the navigation path information which is passed to the
hardware to generate vibrations via Bluetooth technology; In the hardware part, the
navigation path information is obtained from the software by using the Bluetooth
technology, and the information is processed to control the multiple vibration motors to
generate different vibration feedback.

When the vibration mode is generated in the hardware device, the different
vibration modes can be generated according to the number of vibrator, the order of
vibration and frequency and intensity. In our equipment, we use the number of
vibration motor and the order of vibration to generate different vibration modes, not to
consider the vibration frequency and intensity of these two factors. In the vibration of
each vibration motor, we set the vibration time of 500 ms, 1000 ms and 1500 ms,
because a longer time of vibration may be not practical.

6 Vibration Feedback Mode

Figure 3 shows that we designed 11 kinds of vibration modes. These vibration modes
are divided into four categories: single motor vibrations (left, right), two motor
vibrations (upper-right, upper-left, right-upper, left-upper, down-upper), three motor
vibrations (right-upper-left, down-upper-left, down-upper-right), four motor vibrations
(left-down-right-upper). The 11 kinds of different vibration modes represent different
turning when driving or walking. In the following experiments, each vibration motor is
only set one kind of vibration intensity in our equipment, because we mainly want to

Fig. 2. Hardware
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observe the accuracy rate of different vibration modes in various situations, and the
recognition degree of vibration feedback mode in many situations.

single motor vibrations

L          R
two motor vibrations

L-U        U-R         U-L        R-U         D-U 
three motor vibrations 

R-U-L      D-U-R D-U-L 
four motor vibrations

L-D-R-U 

Fig. 3. The eleven kinds of vibration modes (U represents upper, L represents left, R represents
right, D represents down)

Fig. 4. Vibration direction (U represents upper, L represents left, R represents right, D
represents down)
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7 Experiment: Recognition Rate of Vibration Direction
Under Different Moving Speed

Participants
Twelve people (six male and six female, aged 18 to 40) were recruited for this
experiment. One male and one female used the left hand to carry out the experiment,
others used the right hand of the experiment, and all of them often used the smart
phones and other mobile devices with the vibration function. All the participants were
compensated for their time and effort with 20 yuan.

Apparatus
In this experiment, we used the vibration direction shown in Fig. 4. We installed the
software on the Android smart phone, and the software part was written in Java
language, running on the Android platform. The hardware part written in C language
ran on the C51 microcontroller. The software and hardware parts were connected by
the Bluetooth.

Variables
In this experiment, the independent variable included four vibration positions (upper,
left, right and down) and three kinds of movement (motionless, walking and running).
According to the study, the average walking speed was 1.25 m/s, we set the average
value for our experiments in the speed of walking [18]. The speed of running would be
changed according to different people and different external factors. We had done a
preliminary experiment before the experiment for the running speed. We made the
average value of 4.5 m/s as the speed of our running. In this experiment, we measured
the perception rate of vibration direction. In this experiment, the vibration direction and
velocity were the main variables of our study. Each participant needed to take part in:

4 directionsð Þ � 3 movementsð Þ � 3 repetitionsð Þ ¼ 36 trials in total:

Procedure
Before the start of the experiment, we explained the purpose of the experiment and the
experimental process to the participants. After the end of the explanation, the partici-
pants started to be familiar with the equipment and vibration modes. Each experiment
equipment vibrated at least three times, and the interval time was 5 s. After three
vibration was completed, the participants rated the ease of perception of the vibration
on a 7-point Likert scale [19] (the 1 represents the most difficult to perceive the
vibration mode, and the 7 is the easiest to perceive the vibration mode) to record every
time the degree of perception. Meanwhile, the participants made an oral evaluation of
the vibration mode, and the experiment organizers took notes.

In this experiment, the vibration direction was random. Each direction of the
experiment was in the three movements of motionless, walking and running. When
walking and running, we all used the same walking machine.

After the end of all the trials, each of the participants would have to fill in a
questionnaire (see Fig. 5). In the questionnaire, the participants were asked about the
interval of vibration time, the vibration mode, the system’s evaluation and
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improvement suggestions and other issues. When the experiment was over, the par-
ticipants were asked if there is a suggestion or question to the system. It took around
one hour for each participant to finish the experiment.

8 Experiment Results

When the speed is less than or equal to 5 km/h, it is in a state of walking, and when the
speed is greater than 5 km/h, it is running. After measuring, when the vibration time
was 500 ms and the participants were able to feel the vibration, the maximum speed
could reach 10.5 km/h. At that time, we had felt weak. On the other hand, when the
vibration time was 1500 ms and the participants were able to feel the vibration, the
maximum speed could reach 11.2 km/h. At that time, we also had felt weak. In
summary, when the traveling speed is less than 10 km/h, the accuracy of vibration
perception of the four directions could reach more than 90%. When the traveling speed
between the 10 km/h–11 km/h, according to the vibration of long sequence from short
to long, the accuracy of vibration perception would gradually reduce. When the speed
was greater than 11 km/h, the three vibration time of the current equipment were close
to the failure. However, if the vibration time were increased, it will still play a role in
vibration perception.

9 Experiment Discussion

The experimental data and conclusions are basically satisfied with the original idea. In
this experiment, the accuracy of vibration perception can reach more than 90%, and the
error of the vibration perception is caused by the following several points:

(1) Vibrator is stuck to the circuit board, so all the vibration equipment are in
vibration. Thus, it is difficult to perceive the vibrator vibration correctly.

(2) In the actual walking process, when the walking speed is faster, but the vibration
intensity is weak, the vibration perception is not very obvious.

Fig. 5. Questionnaire survey
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(3) When the vibration time is too short, vibration perception is not obvious and not
easy to distinguish the vibration direction.

(4) The actual initiation voltage of each vibrator is different, when using the same
power to supply, the vibration strength is not consistent.

We only need to miniaturize the device and change the vibration time to enhance
the user’s vibration perception. In addition, we need to further explore the recognition
rate of our vibration mode at different speeds of walking process, in order to study the
speed of travel and the recognition accuracy of different vibration mode in the case of
perceived range.

10 Conclusion and Future Work

Vibration feedback effectively increases the application range of the navigation system,
especially when the user can not directly view the touch screen. In this paper, we
restore the hand-held vibration feedback device which connect with a plurality of
vibrators embedded to explore the recognition rate of vibration feedback modes under
different moving speed. Our two experiments showed that the accuracy of the user’s
identification of the vibration direction can reach about 90% when the travel speed is
less than or equal to 10 km/h. For the 11 vibration modes, the accuracy of identification
is not high and only about 70%, but the idea or direction is correct, it just need to
improve the experimental equipment and experimental steps to improve the identifi-
cation accuracy of the vibration mode.

We believe that we can accomplish the goal of assisting the existing navigation
technology or navigation equipment by improving the identification accuracy of
vibration mode, and can provide users with more convenience. The experimental
results of this paper show that the design of vibration mode in vibration navigation
technology needs to be further improved in order to improve the recognition accuracy
of vibration mode. Because the vibration mode is higher, the vibration feedback
technology can be better to assist users in navigation. In addition, this navigation can be
carried out in a variety of situations to navigate, without considering the changes in the
environment (within the carrying capacity of the device). This system can make peo-
ple’s sense focus on a single task, as far as possible to avoid the emergence of a variety
of tasks in the same sense. We believe that this vibration navigation system will be used
as an auxiliary system for existing navigation system to give many travelers bring great
convenience.

In the future work, we will gradually improve the vibration navigation system (for
example, to modify the design of vibration mode), in order to improve the recognition
accuracy of vibration mode. And we will consider the energy supply of the vibration
system, so that it can work for a long time. Meanwhile, we will also apply the vibration
feedback mode to more fields, giving more physical meaning to the vibration feedback
mode, so that it can be applied in other fields, such as the rapid selection of the touch
screen.
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Abstract. The paper does the analysis to the quality character of minority
students in Colleges and Universities and there are four evaluation indexes
which are suitable for the students: language and communication skills, aca-
demic performance and professional skills, personality accomplishment and
psychological quality and democratic spirit and patriotism. Based on principle of
information entropy, it analyzes the random sample of Inner Mongolia
University of Technology graduate and makes use of the entropy to confirm the
weight of each evaluation index to the influence of the comprehensive quality. It
builds the linear evaluation model to get the comprehensive evaluation index
and compares the result calculated by model and the student graduation test to
prove the feasible of model with Pearson correlation coefficient.

Keywords: Minority students � Evaluation index
Principle of information entropy � Comprehensive quality

1 Suggest Problems and Confirm the Evaluation Index

The cultivation of the whole quality of the minority nationalities in West China affects
the improvement of the western comprehensive quality [1]. Since it is in remote and
developing area and most of minorities live in relatively independent region. They live
in the cultural atmosphere of the nation, so their cognitive structure has obvious
national character, which has an impact on the development of minority students in
high school [2]. There are some common situations in the high school.

The normal education part of the minority students is finished in the local minority
language before going to high school. The change of language after going into high
school must cause difficulty in study and life. The students who are more adaptable to
the language environment have obviously stronger ability to accept knowledge, com-
pared with those students with poor language basis.
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The basic courses of minority students are opened separately. In the teaching
process, methods will be used mostly to finish teaching, such as reducing content,
decrease the difficulty and reduce evaluation standard.

Because of the sudden change of culture environment atmosphere and the mutual
communication with other nations, the students cannot adapt to the psychology, which
has a great shock to their original knowledge to society and the sense of value.

The influence of minority students to different living custom and religion belief.
They are very sensitive to nation, religion and belief and it is easy to have friction in
communication. Whether they can communicate in high school harmoniously or not
would affect their knowledge of national unity, the unity of the motherland.

In summary, the quality education of minority education have specialty. We cannot
evaluate the minority students with the method of common high school students, but
with these four aspects to have comprehensive evaluation: language and communica-
tion skills, academic performance and professional skills, personality accomplishment
and psychological quality and democratic spirit and patriotism.

2 The Comprehensive Evaluation Model Based on Principle
of Information Entropy

2.1 Information Entropy and Information Entropy Principle

Entropy is an important physical quantity. In the communication principle, the average
information of source signal is called as entropy [3]. In information theory, the
information entropy shows the degree of disorder of information [4]. The smaller the
entropy is, the larger the information effect is; the larger the entropy is, the smaller the
information effect is. The definition and formula of information entropy function is:

Hð~PÞ ¼ �
Xn
i¼1

pi log2pi ð1Þ

~P ¼ ðp1; p2 � � � pnÞ stands for the probability vector.

2.2 Comprehensive Evaluation Model

We samples 50 minority students in Inner Mongolia University of Technology ran-
domly and get the single assessment of four aspects (hundred-score system) language
and communication skills, academic performance and professional skills, personality
accomplishment and psychological quality and democratic spirit and patriotism by
counselor and teacher evaluation, academic performance statistics, expert interview.
The following picture is the score distribution histogram of 50 students.

Seen from the picture, these score distributions are independent and it has no
crossing affect. The comprehensive quality evaluation model can be built with the data
combined with principle of information entropy [5]. Following use n stands for student
number ðn ¼ 1; 2; � � � � � � 50Þ and m stands for index ðm ¼ 1; 2; 3 and 4Þ
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2.2.1 Confirmation of Information Entropy
Since all subjects score of the most of the sampling students is higher than 50, it is
necessary to normalize the performance of each subject in each random sample to
reduce the effect of the invalid information on the results. The specific operation is as
follow: the result matrix is normalized and the normalized factor matrix is obtained.

zij ¼ xij � xmin

xmax � xmin
ð2Þ

The xmax stands for the highest of the single subject. The xmin stands for the lowest
of the single subject.

According to the definition of entropy, the m subjects score of n students can be
evaluation index and the entropy of evaluation index can be confirmed (Fig. 1).
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Fig. 1. The distribution of subjects of random sample students
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Hj ¼ � 1
ln n

Pn
i¼1

ðfij ln fij Þ
i ¼ 1; 2; 3 � � � n; j ¼ 1; 2; 3 and 4

ð3Þ

2.2.2 Revise the Traditional Probability Formula
The traditional probability formula is as follows.

fij ¼ zijPn
i¼1

zij
ð4Þ

To make the Hj meaningful in the probability interval; we suppose that fij = 0. But
since the logarithm of 1 is 0, so when fij = 1, fij lnfij equals to zero, which is opposite to
the definition of entropy. The reason why there is no such situation in traditional
probability formula is that the probability of 1 of the signal is to determine the signal,
which has no study significance. However, in this paper fij = 1 represents is a student
whose score of subject j is the maximum value of random samples, which is obviously
reasonable. Hence, the traditional calculation should not be adopted in the calculation.
So the formula is revised as follows.

fij ¼ 1 þ zijPn
i¼1

1 þ zij
ð5Þ

2.2.3 The Calculation and the Nature of Weight
The principle of weight calculation should make fully use of the concept of information
entropy. The smaller the entropy is, the larger the information effect is; the larger the
entropy is, the smaller the information effect is. If score distribution presented is for the
score of one subject, the entropy of the performance of 50 students will be smaller.
Almost no one can get the same score, which means that the fractional division in the
process of evaluation is detailed [6]. Almost every point has a distinction, so the
objective factor is small, so the weight is larger. If the entropy of the performance of 50
students is larger, it means that the fractional division in the process of evaluation is
rough and the subjectivity of the score is larger. So it will be affected by personal play
and the subjective influence of the judger easily. So the model should be given less
weight [7].

xj ¼ 1 � Hj

m � Pm
j¼1

Hj

ð6Þ
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The nature of weight:

Xm
j¼1

xj ¼ 1 ð7Þ

We process with 50 random sample and induce the percentile data of four aspects
which are language and communication skills (j = 1), academic performance and
professional skills (j = 2), personality accomplishment and psychological quality
(j = 3), democratic spirit and patriotism (j = 4) into MATLAB programming calcula-
tion weights [8]. The following are the result.

x1 ¼ 0:3248; x2 ¼ 0:2970;

x3 ¼ 0:1569; x4 ¼ 0:2213
ð8Þ

2.2.4 Comprehensive Evaluation Model
According to the calculated weight, the comprehensive evaluation model can be
described with four element linear equation. The comprehensive quality:

Qi ¼
X4
j¼1

xj � xij ð9Þ

3 Comparative Argument

We can use the comprehensive quality model to calculate 50 random samples and
compare the result gained from the model and the data gained form the graduation test.
The results are shown as following picture (Fig. 2):

The relevance of data of two groups is counted with Pearson correlation coefficient.
The Pearson correlation coefficient is also called as product difference correlation
(product moment correlation) [9, 10]. It was a method to calculate linear correlation
mentioned by the British statistician Pearson in 20 century. The correlation coefficient
is larger, the correlation coefficient is more close to 1 and −1; the correlation coefficient
is stronger, the correlation coefficient is close to 0, the correlation coefficient is weaker.
The formula is as followed:

pxy ¼ N
P

X � Y � P
X �P Yffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

N
P

X2 � ðPXÞ2
q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
N
P

Y2 � ðP YÞ2
q ð10Þ

When deviation of the two variables is not zero, the correlation coefficient is
defined. Pearson correlation coefficient is suitable for:
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(1) A linear relationship between the two variables is the continuous data.
(2) The population of the two variables is the normal distribution, or close to the

normal one.
(3) The observed values of the two variables are in pairs, and each pair of observa-

tions is independent of each other.

Suppose the graduation test result is X and the model calculation result is Y to count
the Pearson correlation coefficient of the two by formula and the correlation coefficient
is gained. Compare with the table of commonly used Pearson correlation coefficient
(Table 1).

It is found that two parties is extremely strong correlation, which says that the
model construction is successfully.
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Fig. 2. The compare of graduation test performance and model output result

Table 1. Commonly used pearson correlation coefficient

Pearson correlation coefficient Correlation degree

0.8–1.0 Extremely strong correlation
0.6–0.8 Strong correlation
0.4–0.6 Moderate correlation
0.2–0.4 Weak correlation
0–0.2 Extremely weak correlation
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4 Conclusion

Clarify the evaluation index of minority students in high school and it is meaningful to
build up reasonable evaluation model in the growth of the students and the mutual
development of all nations. There are some conclusions gained from the model:

(1) Language communication skills have a lager effect to the development of the
students in high school because it affects the improvement of all quality of the
student directly. High school should think highly of the disadvantage of language
communication and add some language training course.

(2) Besides the academic performance and professional skills, personality accom-
plishment and psychological quality, democratic spirit and patriotism take larger
percentage in the comprehensive quality. High school should think highly of the
ideological education to train the correct sense on life, world sense and value
sense.
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Abstract. Higher education is now facing big challenges about low course
study completion and graduation degree completion rate, for which student
study failure in course is the main reason. However, the failure in course study is
a comprehensive result of various factors and is characterized by uncertainty.
Artificial neural network approach is advantageous for dealing with this issue,
and in this study we provided such an approach to predicting student study
failure risk for early warning in course study based on the TensorFlow platform.
In our model, for each student, four input variables: (1) times of login onto the
online study system; (2) times of downloading study resource; (3) attendance
earned points; and (4) assignment earned points, and one target variable: the
final course grade point were collected for network training. At last, by vali-
dating with the observed data, consistency is shown between our predicted
results and the actual observed data, which indicates that the employed model is
a promising approach for identifying at-risk student. It is helpful for educators to
timely apply corresponding strategic pedagogical interventions to help at-risk
students avoid academic failure, and to effectively improve early warning
education management.

Keywords: Artificial neural network � Study failure risk
Early warning prediction � TensorFlow

1 Introduction

Study failure is now a very common phenomenon in college and university education,
which can results in failed graduation and unsuccessful job-hunting. However, in
today’s college and university, there are many existing problems in early warning
education, such as very late warning time (usually long after the final examination, or
even in the next semester), only single evaluation factor (always only focus on eval-
uation of the final examination grades), very outdated technology (often done only by
hand), etc. So how to quantitively identify the risk of study failure by modern infor-
mation technologies such as data mining techniques in early time is a very important
issue in college education management. Fortunately, with the further development and
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application of modern information technology in education, at present many varieties
of educational data about student study process have been collected and stored in
college and university. Besides, many new data analysis techniques such as big data
analysis, learning analytics and data mining methods are becoming more and more
widely available in education applications. So it is becoming feasible and a new trend
to do further study on early warning risk identification based on data science and
machine learning methods.

Some related initial attempts about using data mining methods for prediction of
academic performance or study risk can be traced back to the very begin of 2000s [1].
For example, Chen et al. [2] identified potential weak students and profiled student
groups based on methods including association rules and decision trees. Morris et al.
[3] predicted student final grades and the successful completion of online courses using
the method of discriminant analysis. Macfadyen and Dawson [4] detected underper-
forming students with methods like logistic regression and network analysis. Jay et al.
[5] studied the early indicators of student success and failure. Geraldine et al. [6]
provided a methodology to classify students using interaction data and predicted
first-year students at risk of failing. Kevin and David [7] presented a classification
system for detection of poor performers before the end of the course. These related
studies provided a useful foundation for early warning prediction of study failure risk
and good insights for identify at-risk students. However, the number of studies that can
be able to make concept transit into implementation is still few, and there is still little
report on application of artificial neural network approach in study failure risk pre-
diction. In addition, most of the current researches mainly focus on modeling and
analysis of static historical educational data, while dynamic analysis based on learning
process data before the completion of course final examination is insufficient.

The goal of this study is to predict student study failure risk in early time using
artificial neural network (ANN) model with TensorFlow platform and Python language,
so as to timely identify the at-risk students and improve the efficiency and effectiveness
of early warning education in today’s college and university.

2 Materials and Methods

2.1 Data Description and Preprocessing

In this study, totally 391 students during the course of “Introduction to Computer
Science”, “Fundamentals of Computer”, “Software Engineering”, and “Software
Architecture” in 2016 were chosen as study samples. They were from eight different
majors. Among the 391 samples, 296(3/4) samples were chosen by random for the
network model training, and the remaining 95(1/4) samples were used for validation.

For each student, the daily study process data during the courses were collected
from an online study system developed by the authors. These data were used to
calculate the value of input variables which could affect student’s final performance.
The accuracy of student study failure risk prediction depends on the significance of the
chosen input variables with respect to their effects on final course grade. There are
many factors related to student study performance in a course, of which the student’s
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participation is the most important one that reflects the student’s attention and effort
spent in the course. In addition to that, the earned points in assignments can reflect
student’s mastery of course knowledge, and the attendance performance is related to
the time and attention that the student spent in the course. Therefore, for each student
the following four input variables were chosen: (1) times of login onto the online study
system (denoted as X1); (2) times of downloading studying resource (denoted as X2);
(3) attendance earned points (denoted as X3); and (4) assignment earned points (de-
noted as X4). Besides, for each student, the final course grade point was also collected
as target variable (denoted as Y), which uses the hundred percentage point system with
60 points as the passing grade. In order to quantify student study failure risk, a
three-level risk classification scheme of red (R), yellow (Y), and green (G) was also
developed, in which R (serious risk) means actual final grade < 50 points, Y (moderate
risk) means 50 � actual final grade < 60 points, and G (no risk) means actual final
grade � 60 points.

In practice, the magnitude of different input variables with different units may differ
very greatly. So in order to make a balance, the original data have to be preprocessed at
first. In our study, all original data including input and output variables were nor-
malized at first using the following expression (1). Where Z is the original data; Zr is
the normalized value; Zmax and Zmin are the max value and min value of the original
data respectively.

Zr ¼ Z � Zmin

Zmax � Zmin
ð1Þ

2.2 ANN Model and TensorFlow Implementation

The ANN model is a powerful tool in many fields, especially the well-known backward
propagation algorithm. A backward propagation network (BPN) with one hidden layer
can in a reasonable way approximate an arbitrary non-linear function [8]. So in this
study, a three-tiered network construction including one input layer, one hidden layer
and one output layer was selected. It is well-known that the generalization of ANN
model is both dependent on the network topology and the values of network param-
eters, like the value of learning rate and so on [9]. But there is no unified solution for
network parameter determination, so the trial and error method was used in this study.
And the performance of different trials was measured by the value of RRMSE (relative
root mean square error) showing in expression (2) and the value of MARE (mean
absolute relative error) showing in expression (3), where U is the number of samples;
Ta is desired value; Oa is predicted value.

RRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PU

a¼1
ðOa � TaÞ2

U

vuuut
,PS

a¼1
Ta

U
ð2Þ
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MARE ¼
PU

a¼1
ðOa � TaÞ=Taj j

U
ð3Þ

In order to implement our ANN model, the TensorFlow was used. It is a powerful
machine learning platform and APIs, in which the computation is represented by
dataflow graphs. It supports a variety of applications, especially for neural network
modeling and calculations, helping users easily implement training, optimization and
inference. In the current study of this paper, our ANN model included three layers, one
input layer having four input nodes, one hidden layer (the hidden node number was to
be determined) and one output layer having one output node. The issue of our study is
mainly about continuous value prediction, so for hidden layer, the sigmoid activation
function can be used, and for output layer, the linear activation function can be used.
The main implementation codes by TensorFlow 1.1.0 and Python 3.5.3 are shown in
the following (the hidden node number was assumed as 3 for illustration).

The main implementation computer program codes based on TensorFlow and
Python

import tensorflow as tf
import numpy as np
##input layer
iptlyr_nero_num=4
inputs = 
tf.placeholder(tf.float32,[None,iptlyr_nero_num])
##hidden layer
hidlyr_nero_num=3
hidlyr_weights = \  

tf.Variable(tf.random_normal([iptlyr_nero_num,\ 
hidlyr_nero_num]))

hidlyr_biases =tf.Variable(tf.zeros([1,hidlyr_nero_num])\ 
+ 0.1)

hidlyr_wx_plus_b = tf.matmul(inputs, hidlyr_weights) + \ 
hidlyr_biases

hidlyr_outputs=tf.nn.sigmoid(hidlyr_wx_plus_b) 
##output layer
optlyr_nero_num=1
optlyr_weights = \ 

tf.Variable(tf.random_normal([hidlyr_nero_num,\ 
optlyr_nero_num]))

optlyr_biases =tf.Variable(tf.zeros([1,optlyr_nero_num])\ 
+ 0.1)

optlyr_wx_plus_c = tf.matmul(hidlyr_outputs,\ 
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optlyr_weights) + optlyr_biases
predictions=optlyr_wx_plus_c
##improvement of error between prediction and observation 
##during training
observations = tf.placeholder(tf.float32, [None, 1])
loss = tf.reduce_mean( tf.reduce_sum(tf.square( \  

observations - predictions),reduction_indices=[1]))
learning_rate=0.1
train = tf.train.GradientDescentOptimizer( \  

learning_rate).minimize(loss)
##validation
valid_rrmse = tf.div( \  

tf.sqrt(tf.reduce_mean(tf.reduce_sum(tf.square(\ 
observations-predictions),reduction_indices=[1])))\ 
,tf.reduce_mean(tf.reduce_sum(observations,\ 
reduction_indices=[1])))

valid_mare = tf.reduce_mean(tf.reduce_sum(tf.abs(tf.div(\ 
predictions - observations,observations)),\ 
reduction_indices=[1]))

In order to complete our ANN model, the network parameters at first needed to be
tested and optimized with the trial and error method. At the begin, the initial values of
learning rate (denoted by η) and training iterations (denoted by n) were chosen by
experience as η = 0.01 and n = 2000, and for the initial values of weights and bias in

Fig. 1. (a) Learning rate effects, (b) Hidden nodes effects, (c) Iterations effects, (d) The observed
and predicted risk results of all students
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hidden layer and output layer, the values between 0 and 1 were chosen by random. For
the value of node number in hidden layer (NHidden), there is an empirical rule showing
in expressions (4) can be used to initialize it, in which NInput is the value of node
number in input layer and NOutput is that in output layer. In our study, we had NInput = 4
and NOutput = 1, so we used NHidden = 3 as the initial value.

NHidden ¼ ðNInput þ NOutputÞ
�
2 ð4Þ

So first, we kept NHidden = 3 and n = 2000, and for different values of η the tested
errors were shown in Fig. 1(a), from which we got optimized η = 0.4 with lowest
MARE and RRMSE errors. Next, the values of 1–10 were used to determine hidden
node number NHidden, with η = 0.4 and n = 2000. The tested errors were shown by
Fig. 1(b). It was noted that NHidden = 5 was the optimal one. Finally, as the iterations
becomes more and more, the MARE of training data will become smaller and smaller,
but there will be an over fitting problem, so in conjunction with η = 0.4 and
NHidden = 5, we tested MARE on both training and validating data when changing the
number of training iterations. Our criterion of stop training is to get the point when
MARE on validating data begins to increase while that on training data still decreases.
The tested results were shown in Fig. 1(c), from which we could see that the optimal
iterations number was 800, after this point there was an over fitting phenomenon. So
we set n = 800 at last.

3 Results and Discussions

After the process of training, the network parameters were determined, and the final
optimal values were η = 0.4, NHidden = 5, and n = 800 for current study. Based on
these optimized network parameters, the values of weights and biases in input-hidden
layers and hidden-output layers could be determined, which were shown in Table 1.
And the corresponding accuracy values of our ANN model on training, validating and
total data were shown in Table 2. In which, it was shown that the training data have
better accuracy than validating data in general.

Table 1. The values of trained weights and biases of our network model.

The weights between input and hidden layers:

W11 = −0.315 W12 = 0.6376 W13 = −0.0514 W14 = −0.1973 W15 = 0.8970
W21 = −0.2666 W22 = −0.3215 W32 = 3.0499 W24 = −0.7013 W25 = 0.7192
W31 = −0.2789 W32 = −0.6059 W33 = 0.1020 W34 = −0.9749 W35 = −1.1315
W41 = −0.4460 W42 = −2.9768 W43 = 2.4153 W44 = −1.3014 W45 = −1.4673
The biases between input and hidden layers:
b1 = 0.1671 b2 = −0.2705 b3 = −0.3220 b4 = −0.1432 b5 = 0.1837
The weights between hidden and output layers:
W11 = −1.2114 W21 = 1.6841 W31 = 1.3088 W41 = 0.6375 W51 = −0.4901
The biase between hidden and output layers:
c = −0.1908
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The obtained classification results (prediction) of all students and their actual final
grade categories (observation) were shown in Figs. 1(d) and 2. In the observed cate-
gories, R (red, serious risk) means actual final grade < 50 points, Y (yellow, moderate
risk) means actual final 50 � grade < 60 points, and G (green, no risk) means actual
final grade � 60 points.

From Fig. 1(d), we could see that there were 51 R students, 86 Y students, and 254
G students in the observed, while the model resulted in 63 R students, 78 Y students,
and 250 G students. Overall, the model could accurately predict every students into the
‘R’, ‘Y’ and ‘G’ category 88.7% (= (39 + 67 + 241)/391) of the time, which is shown
in light blue background in Fig. 2. Furtherly, the model made ‘Type II’ error (pre-
dicting an R student as Y or G student, or predicting a Y student as G student) at a rate
of only 4.3%, which mean that only 17(= 8 + 4 + 5) out of 391 students were clas-
sified to be performing well or near well, but their actual final course grade put them
into R or Y category, which is shown in red diagonal background in Fig. 2. The model
also made ‘Type I’ error at a rate of 6.9%, namely putting 27(= 14 + 10 + 3) students
out of 391 in the R or Y category while these students actually had passed the course,
which is shown in yellow dotted background in Fig. 2. However, as far as the
importance of helping student overcome learning difficulties is concerned, in order to
identify at-risk student in early time during their course study process, it is somewhat
better to mistakenly predict a student as at-risk student than being unable to identify a
student who is really at-risk and needs additional help for his/her study. So it is
relatively of less concern about Type I error occurrence. In sum, the model used in this
study has a good performance in prediction of student study failure risk.

What’s more, in order to further test the performance of our obtained model, the
determination coefficient (R2) and paired t-test were used on our total sample data set.
First, after calculation we got the determination coefficient value of R = 0.93, showing
excellent agreement between the observed data and predicted results. Besides, in the
t-test at significance level of a = 0.05, the null hypothesis (H0: q1 = q2) was accepted,
where q1 was the mean of observed data and q2 was that of predicted results. It implied
that the predicted results had no significance difference from the actual data.

All these results above showed that our obtained network model could well learn
the relationship existing between our input and output variables, and it was also reliable
in predicting student study failure risk.

Table 2. The accuracy on training, validating and total data of our network model

Training Validating Total

RRMSE 0.1706 0.1823 0.1735
MARE 0.1575 0.1659 0.1596

Fig. 2. The risk classification results of all students (Color figure online)
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4 Conclusions

In constructing neural network model for early warning prediction of student study
failure risk, there are some network parameters, like learning rate and training itera-
tions, need to be optimized using a trial and error method [10]. With TensorFlow APIs
and Python language, they were easy to be optimized. According to our obtained
results predicted by the employed model, college and university educators can
implement corresponding pedagogical and learning strategic interventions more timely
to help student avoid academic risk. The model is promising in identifying at-risk
students who have study difficulties, and makes sense in helping the student who
almost failed or failed their courses and may have passed the courses with some earlier
learning supports and pedagogical interventions. In sum, all obtained results of this
study showed that the neural network model is a reliable and powerful tool to predict
student study failure risk. However, further study is also needed, for example more
comprehensive input factors should be added, to yield more precision results.
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Abstract. The detector which is devoted to detect the abnormal events in the
immune-based instrusion detection system (IDS) is absolutely necessary. But,
some problems in the detector set need to be solved before detection, and at the
same time, the research in the security vulnerabilities detector optimization is
important. In this paper, inspired by the species’ co-evolution in nature and the
Monte Carlo method, An algorithm of immune detector optimization is pre-
sented: co-evolve among detector subsets, estimate the coverage rate by Monte
Carlo to end the optimization. Getting a conclusion by the experimental tests is
that the security holes can be fewer by the algorithm, and less detectors can be
used to achieve more accurate coverage of non-self-space.

Keywords: Instrusion detection system � Artificial immune system
Co-optimization � Detector � Monte Carlo

1 Introduction

Intrusion detection system is a significant component of network security. The basic
problems in Intrusion detection can be seen two problems: one is that give an element
of the network, the other one is that divide it into normal or abnormal data [1]. Being a
classical subfield of artificial intelligence, it is a relatively new territory which is the
artificial immune system (AIS) that attempts to create some mechanisms in the bio-
logical immune system (BIS) which is a self-adaptive, self-organized, and self-learning
protection system [2]. The task of IDS can be considered as analogous to the BIS, while
both methods are designed for the detection of abnormal behavior which is in violation
of the established policy properly. So, many models and methods in AIS are used in the
field of intrusion detection. The immune IDS has achieved great successes [3].

The immune detectors are the most important ingredient in immune IDS, which
ensures the detection performances, and gets the candidates through Self-setting tol-
erance training by the NSA primarily [4]. On the based of the representation method of
self and detector: binary and real-valued, NSA is devided into binary NSA (BNS) and
real-valued NSA (RNS). BNS is hard to handle many application programs which are
normal to be expressed in the real-valued space. So that, the present research mainly
focuses on the representation of real-valued [5]. However, because of the randomness
and incompleteness of candidates, security holes are difficult to solve effectively (the
uncovered nonself space), and spending too much time on the detector generation [6].
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For these problems, using the theory of cooperative evolution of biology and the Monte
Carlo method for reference, this paper come up with an immune detector optimization
algorithm with co-evolution & Monte Carlo, which uses the subsets of detectors to
co-optimization by the representative individuals, and assess the scope of the coverage
of detectors by the Monte Carlo method to improve detectors’ distribution.

The remaining structure of the article is as follows: Sect. 2 is that we analyze the
flaw in the detectors and the results. Section 3 introduces the detector optimization
algorithm in detail. The experiment was carried out in Sect. 4. Finally, the Sect. 5 is
some concluding remarks by the experiment.

2 Problem Analysis

2.1 Holes and Overlapping

The detectors have two problems which are a pair of contradictions: holes and over-
lapping. For a better coverage, the detectors’ number should be large enough which can
bring about the overlapping. For less overlapping rate, the detectors should be less
which can bring about the holes. In the real-valued space, these problems are
unavoidable.

2.2 Problems of Boundary Detectors

In the boundary between self and nonself region, assignment of each detector’s radius
is a very difficult question. And the detectors can not cover the boundary well which is
too narrow, which is referred to boundary holes problem. A classical solution is
enlarging radius of these detectors properly. But the “properly” can not be controlled
correctly and lead to the intrusion problems which can increase false alarm rate in
detection stage. As it was remarked in a previous column, V-detector with
boundary-aware by Zhou solves the intrusion better, but the boundary overlapping is
worse.

2.3 Multi-area of Self/Detector Set

The self/detector region was almost deemed to be a whole in the real-valued
shape-space. However, as a matter of fact, the attribute values of self/detector almost
are some statistical data. Therefore, multi areas may make up to be the self/detector
region. We should consider this character in optimizing the self/detector for a better
result.

3 Detector Co-optimization

After analyzing the main problems which are existing detectors, inspired by the
co-evolution of species in nature, a detector co-optimization algorithm with
co-evolution & Monte Carlo (abbr. DOCEMC) to be raised: the detectors are divided
into different subsets, optimize process within every subset taking advantage of the
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individuals which are representative in other subsets and select the combination of
the every subset to form the final mature detector set in the end. In the process, the
Monte Carlo method monitors the coverage of detectors in real time and serves as the
“trigger” of algorithm termination. The algorithm can be stated in Fig. 1 and the
concrete processes are expatiated as follows:

Start. Using random method, a candidate is formed and the initial set of detectors is
generated: D by RNS.

Adjusting Detectors. For each detector: di (i = 1, 2,…, Nd), use the closest distance to
its self for adjusting its radius:

di � r ¼ AC di; s
nearest
i

� �� snearesti � r ð1Þ

where AC ( ) is the affinity calculation formula.

Purification. Cancel the low-performance samples which are replaced by others using
V-detector in every subset.

adjust detectors and purification by V-
detector 

class by threshold partitioning method

Monte Carlo

yes

no

grouping

START

END

confirm the best representative 
individuals in each subset

co-evolution

Fig. 1. Algorithm flowchart
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Classifying. Set the original detector to different subsets D = {D1, D2, …, Dm}. The
quantity of subsets are m in the D. Divide the detector set by using the threshold
partitioning.

Step 1. Set a threshold D for distance. The first original partition is d by taking a
random detector: D1 (D ¼ D� df g, d 2 D1;m ¼ 1, the m can be confirmed after
classifying).
Step 2. For each Dj (1� j�m), Check the rest of the detectors: di (di 2 D� Ym

j¼1Dj)
by RNS. If the D is more than the distance. It means they belong to the same partition
(di 2 Dj; 1� j�m). If not, take it as a new partition: Dj+1, m+
+(di 2 Djþ 1; 2� jþ 1�m).
Step 3. If D 6¼ ;, go to step 2.

Choosing Representatives. Get the central element in the every subset. Afterwards,
ensure the individuals which can be best representative to the each of the remaining
subsets.

(i) Ensuring the basic element in the every subset. In the every subset, Di, get the
average of each attribute and search out the individual which is the nearest to that
average vector as the basic element, di.

(ii) Select the best individuals. In the every subset Di, the best individual which is
defined to the each of the remaining subsets is the farthest distance by calculating
the distance of the each sample to the each of the remaining subsets: d j

i 2 Di, and
j ¼ 1; 2; . . .; i� 1; iþ 1; . . .;m:

Co-evolution. Take advantage of the individuals which can be representative well and
the optimization procedure of every subset based on coevolution is realized. In the
every subset Dj, use the d

j
i (i ¼ 1; 2; . . .; j� 1; jþ 1; . . .;m) to count the average vector

of dj and d j
i , becoming candidate d j

0. Deal with RNS for self-established tolerance test.
If passing the test, its radius will be ascertained by Formula 19, and examined whether
other detectors are covered by affinity calculation: eliminate all those covered; if it is a
test failure, delete it.

Monte Carlo. If the process is from the formula 2 to the end state, turns to
GROUPING.

C Dð Þ �
Pm

i¼1 XDðxiÞ
m�Pm

i¼1 XSðxiÞ ð2Þ

In the detector set, XDðxiÞ shows the number of points. In the self set, XSðxiÞ shows
the number of points:

XDðxiÞ ¼ 1; if xi 2 D
0; if xi 62 D

�
ð3Þ
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XSðxiÞ ¼ 1; if xi 2 S
0; if xi 62 S

�
ð4Þ

Grouping. Put all the subsets Dj(j ¼ 1; 2; . . .;m) together to be the final set of the
mature detectors:

D ¼ Ym
j¼1Dj ð5Þ

4 Experiments

This paper detects the availability of the algorithm by two data sets: using the set of
2-dimensional data to test the optimal intuitive performances; making an examination
for the detection performances of the final best detector set and initial detector set by
Fisher’s Iris Data set.

4.1 Experiments in Two Dimensional Data Sets

The pentagram data set which is often used and contains 198 samples which in pentacle
shape is adopted in this experiment [7]. For all the samples of the experiment, they
build the set by themselves, which are shown by Fig. 2(a). After the process of RNS,
RNS generates 100 detectors, which are shown by Fig. 2(b). By the figure, we can find
many security vulnerabilities. Then, 600 detectors are generated by the same method
continuously, which are shown by Fig. 2(c). By the figure, we can find the problem of
the security vulnerabilities has been reduced, but more detectors produce more inac-
curate points. Finally, we used 100 samples by DOCEMC which mentioned above to
optimize the detector set, and the result is shown by Fig. 2(d). By the figure, we can
find that the quantity of the detectors are reduced (quantity: 43) obviously and the
method solves the security vulnerabilities.

Fig. 2. Results of detector distribution: (a) initial self set; (b) detectors by RNS (num: 100);
(c) detectors by RNS (num: 600); (d) optimized detectors by DOCEMC (num: 43).
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4.2 Fisher’s Iris Data Set Experiments

The Fisher’s Iris data which includes three subsets of data is a famous statistic of Iris
flower. Each subset represents one kind of the flower, namely Setosa, Versicolor and
Virginica. There are 50 samples in every group, and there are 4 attributes as calyx,
calyx width, petal lenth and petal width (units: cm) in each sample. This data set has
been used for to the abnormal detection.

Two classes (Versicolor and Virginica) of the data sets are semblable On the
distribution through analyzing, however, class Setosa is not the same distribution in
spatial. Make the Setosa to be the self-set in the experiment. Veriscolor and Virginica
are the exception events. And employ all the data to check the Detector performance.
Firstly, produce 100 detectors with RNS as original detector. Secondly, use the algo-
rithm presented in the paper to optimize them. Finally, check the original and optimize
detector set with the test sets. Table 1 shows the average of 10 times. As it is shown,
RNS-generated intimal detectors have poor performances, while the performences are
observably improbed and the detectors have smaller numbers after the optimization.

5 Conclusions

The optimizing algorithm of the detectors based on Monte Carlo method and
co-evolution is proposed in this article. An ideal solution is provided to resolve the
deficiencies in real-valued detectors by using the inter-effective relationship between
sub-populations to seek the optimal individuals and optimize the subset. The experi-
mental consequences indicate that the algorithm can replace the non-self space with
better detecors, sovling the security vulnerabilities and decreasing the quantities of the
detecors, making the detector’s performance better.

Acknowledgments. This article is supported by the Project of Education Department in
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Abstract. Machine learning methods become more and more important in
traffic classification, because they are able to explore statistical features to
identify encrypted traffic and proprietary protocols. Among many machine
learning methods, support vector machine is able to achieve state of the art
performance in classifying TCP traffic. However, current support vector
machine for traffic classification also shows two limitations: (i) unable to support
continuously learning, and (ii) high requirements on both memory and CPU. In
this paper, incremental Support Vector Machine method is applied to address
these two issues. Experimental results show that the incremental Support Vector
Machine method decreases the training time, while still sustains the high
accuracy of traffic classification.

Keywords: Traffic classification � Incremental learning
Support vector machine

1 Introduction

Internet traffic classification has attracted a lot of research interests in recent years. The
ability to identify flows and their relevant protocols is required for many applications,
such as security and QoS.

The traditional methods of traffic classification are based on well-known port
numbers and deep packets identifications [1]. They become ineffective to deal with
unknown protocols, and even variants of known protocols, because of dynamic port
numbers, encrypted payloads, etc.

Since 2004, many machine learning models have been introduced to exploit net-
work behaviors and statistical characteristics to address these issues [2, 3]. Two rep-
resentative methods have shown outstanding performance at that time. Moore’s
Bayesian method used two types of Bayesian models and feature selection methods
based on the Cambridge open data sets [4]. The Support Vector Machine model

This work was partly financially supported through grants from the National Natural Science
Foundation of China (No. 60903083 and 61502123), Scientific planning issues of education in
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(SVM) was applied on three types of well-known data sets, CAIDA, LBNL and
UNIBS [5]. SVM obtained an average accuracy over 95%, 2.3% over the best per-
formance of Bayesian methods and other methods on the same data sets [1]. As a result,
SVM has become a favored method.

Although SVM is able to achieve impressive performance, it shows two main
limitations in practice.

(1) The lack of ability in continuous learning. Because SVM has a high training
complexity [6], it is difficult to update the classification model in-time when
identifying new protocols.

(2) High requirements on both memory and CPU. More statistical features help us
achieve higher accuracy, but they also consume more memory and CPU resour-
ces. The large numbers of traffic and protocols will result in a high-dimensional
feature space in a backbone network. It demands us to effectively utilize memory
and CPU to process these features in a training model.

In this paper, we propose an incremental method to address the above two limi-
tations, by reducing the learn time for model update and efficiently utilizing memory
and CPU resources. Incremental Support Vector Machine (ISVM) is instrumental in
practical applications of online learning, which is advantageous when dealing with very
large or non-stationary data [7, 8]. ISVM incorporates additional training data without
re-training from scratch. Traffic classification based on ISVM is better than traditional
SVM not only in accuracy, but in the consumption of system resource. The main
contributions of this paper are as follows.

• Incremental SVM is firstly applied to classify Internet traffic.
• The update-time for traffic classification is decreased by adopting the ISVM

learning model.
• The continual update of traffic classification model is achieved by using the ISVM

method.

The remainder of this paper is organized as follows. In Sect. 2, we discuss existing
literature related to our work. In Sect. 3, we show the theoretical details of the ISVM
method, and explain how to use ISVM to realize the traffic classification in incremental
update module. In Sect. 4, we show empirical results on the open real-world data sets
to evaluate the effectiveness of ISVM method in traffic classification. In Sect. 5, we
conclude the paper.

2 Related Work

As the increasing deployment of many encrypted protocols, port-based and
payload-based methods become less attractive while machine learning based methods
gain more attention. McGregor et al. firstly used unsupervised machine learning
techniques to cluster traffic flows [9].

In this paper, we mainly focus on supervised learning methods used for traffic
classification. The supervised machine learning model is built based on the labeled
traffic flows, while statistical patterns are abstracted from the flows as the features.
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After the adjustment of estimation parameters in the training phase, the model is then
used to classify the new traffic flows. Following the above procedure, a lot of machine
learning models were implemented in traffic classification. Williams et al. [10] com-
pared five supervised algorithms including naive Bayes with discretization, naive
Bayes with kernel density estimation, C4.5 decision tree, Bayesian network and naive
Bayes tree, from the aspects of classification accuracy and computational performance.
Finamore et al. [11] presented statistical characterization of payload as features and
used SVM to conduct traffic classification. Nguyen et al. [12] trained the machine
learning models with a set of sub-flows and investigated different sub-flow selection
strategies. The accuracy of their models would be maintained when the traffic mixed up
bi-directional flows. Ye and Cho [13] proposed an improved two-step hybrid P2P
traffic classification with heuristic rules and REPTree model with different levels of
features. Li et al. [14] utilized logistic regression model to classify the flows via
non-convex multi-task feature selection. They tried a Capped as the regularizer to learn
a set of features in traffic flows. Peng et al. [15] verified that 5–7 packets are the best
packet numbers for early stage traffic classification based on 11 well-known supervised
learning models.

3 Traffic Classification Based on ISVM Model

We first discuss how traffic classification is transformed into a classical classification
problem. Consider a set of flows T ¼ ft1; t2; . . .; tng and a set of application protocols
P ¼ fp1; p2; . . .; plg, each flow belongs to one of application protocols <ti; pj>. Based
on the mapping pairs tagged in a training set, the goal of a machine learning model is to
find a discriminative function, by which t� is classified to protocol p� correctly.

p� ¼ Func t�ð Þ p� 2 P; t� is a pending flow ð1Þ

SVM is a discriminative model which has strong theoretical basis and many
empirical successes [6]. We introduce SVM in Sect. 3.1, and then present an incre-
mental learning method for SVM and discuss how to solve the two limitations of
traditional SVM model in Sect. 3.2.

3.1 SVM Model

SVM is introduced as a binary classification in batch training. We assume the training
data and their labels are given as follows:

x1; y1ð Þ; x2; y2ð Þ; . . .; xn; ynð Þf g; xi 2 <d ; yi 2 fþ 1;�1g:

SVM builds the hyperplane that separates the training data by a maximal margin.
The hyperplane is defined by the equation w � xþ b ¼ 0, where w is a coefficient
vector, b is a scalar offset, and the symbol “�” denotes the inner product in <d , defined
as:
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f ðxÞ ¼ w � x ¼
Xn

i¼1

wixi ð2Þ

Data lying on each side of the hyperplane are respectively labeled as −1 or 1.
Through Mercer kernel function Kðxj; xkÞ ¼ UðxjÞ � UðxkÞ, e.g. linear, polynomial and
RBF kernel, SVM maps the original training data in space X to a higher dimensional
space F in order to classify the data that is impossible to be separated in a low
dimension space. Using Lagrange interpolation coefficients ai, Formula (2) is trans-
ferred to solve a quadratic programming problem with linear constraints and its dual
form with respect to vector ai; i ¼ 1. . .n. The final discriminative function is:

f ðxÞ ¼ sign w � UðxÞþ bð Þ ð3Þ

Where w ¼P
n

i¼1
aiyiUðxiÞ, b ¼ � 1

2

P
xa;xb2 xif g

Pn

i¼1
aiyiUðxaÞUðxbÞ

 !
.

SVM optimizes the discriminative function with coefficients using all the training
data based on sequential minimal optimization techniques. However, not all the sam-
ples but support vectors (SV) (whose coefficients are not equal to zero) decide the
hyperplane and the discriminative function. SVs absolutely present the class charac-
teristics of the training data, when kernel function and other coefficients are defined.

3.2 Incremental SVM Model

Because traffic is changing over time in a real network, it becomes a challenge for the
traditional SVM model to take new and large-scale new traffic into account, and
combine them with the previously trained model. With a large amount of
non-stationary data, ambiguous traffic, e.g. different traffic distributions varying over
time, is hardly integrated by the traditional SVM model. So it is essential to improve
the SVM algorithms to avoid completely retraining with huge CPU and memory
overheads.

The ISVM model discards the original training data except of the SVs which are
acquired by the last training of SVM model. When the additional new training data is
joining, ISVM model combines the new data with the existing SVs, then use the
combined data to retain SVM in order to get new SVs. Figure 1 shows the procedure of
ISVM model.

Fig. 1. The sketch map of ISVM learning model
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3.3 Incremental SVM Model for Multi-class Traffic Classification

Because a protocol set contains more than two classes, the one-against-all approach is
utilized to expand the binary SVM model to multi-class SVM model.

The characteristics of flow ti are described as a vector of statistical features
Fi ¼ ffi1; fi2; . . .; fimg, which are numeric or discrete values, e.g. packet length. Fi

corresponding to xi can be denoted as Fi; pið Þf g, while pi corresponds to yi. Based on
the model introduced in Sect. 3.2, we use the multi-class ISVM model for traffic
classification with training and test modules.

4 Experimental Results and Discussions

4.1 Data Sets and Evaluation Metrics

The data sets with more than 200 features developed by Moore et al. are used in our
experiments [4]. For convince, we tag the data sets from M1 to M10. M1 is divided into
ten parts in the data sequence for training, the other 9 data sets are used for test.

The metric of True Precision (TP) is used to evaluate the accuracy of the classi-
fication in each model. The results are obtained for the whole system instead of per
class. The training time is shown with the style of H(hour), M(minute) and S(second).
The number of SVs is the occurrence number of SVs in SVM after the current training
process.

4.2 Results and Discussions

4.2.1 The Results of Standard SVM Method
We first present the results based on standard SVM by progressively increasing the
training data set. In order to reflect the variation of TP, training time, and the number of
SVs, ten parts of training data sets are added to the training module one by one. Table 1
shows the results with the standard SVM method. The result in the 10th column shows
all the M1 data is added to the training model. In the M1 row, the result is with closing
test, because M1 is training data set. The other rows are with open tests. The Average
row is the average TP with M2 to M10 data sets.

In Table 1, along with the increasing of training data, the TP is not always
increasing. Because SVM is a discriminative model, its performance does not abso-
lutely depend on the increasing of training data, but on the occurrences of SVs.
However, the results are promising considering the increasing trends.

On the other hand, the training time and the number of SVs are growing which
increases the complexity and the resources consumption of both CPU and memory. In
the 10th column, the scale of training data set is 24863. The corresponding training time
is 86 h, 44 min and 51 s. Because the categories and the scale of actual traffic are much
more than the experimental data set, the model update with large-scale traffic data is
difficult for the traditional SVM model and other learning models.
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4.2.2 The Results of ISVM Method
Secondly, we present the classification results of ISVM model. ISVM model can
realize continuous learning and reduce the occupation of CPU and memory effectively.
We conduct several experiments based on ISVM model by dividing the training data
into different proportion. The training model is the incremental SVM algorithm
described in Sect. 3.2. The division of training data set and the style of adding training
data are described in Sect. 4.1. The statistics of each class is listed in Table 2.

4.2.3 Comparison with Two Methods
Table 3 gives the performance comparison with the above two methods. Column (a) is
based on the standard SVM. Column (b) is based on ISVM. The number of SVs
significantly impacts the performance of SVM model. More SVs usually mean better
TP, while more training data often generate more SVs. However, more training data
results in the rapid increasing of computational cost. ISVM method decreases the
occupancy of CPU and memory with less training data in each training process.

Table 1. The results based on standard SVM.

1 2 3 4 5 6 7 8 9 10

Time (H:M:S) 0:11:36 0:26:06 0:40:02 1:10:09 4:31:29 8:33:34 19:48:24 39:13:48 62:57:09 86:44:51

SV 20 86 86 130 263 363 540 657 887 1071

M1(%) 87.8 88.1 87.8 88.6 94.8 97.0 98.1 99.2 99.6 99.8

M2(%) 78.0 77.9 79.3 74.7 76.7 78.0 88.8 83.6 77.2 94.4

M3(%) 72.1 71.7 74.3 70.2 77.7 78.2 90.6 89.0 93.7 96.6

M4(%) 83.7 81.9 83.2 80.4 73.8 77.5 93.3 89.8 86.2 97.9

M5(%) 91.7 90.7 91.6 87.2 92.2 84.0 93.3 92.1 93.5 96.4

M6(%) 79.3 83.0 84.8 78.7 62.6 71.9 79.3 84.9 91.6 98.0

M7(%) 81.4 84.1 87.5 89.8 94.6 94.8 95.9 91.4 97.2 97.8

M8(%) 84.3 77.7 84.5 83.2 74.2 76.7 89.0 77.8 72.9 97.7

M9(%) 79.8 73.6 80.2 80.3 72.9 74.0 87.6 79.0 75.7 96.1

M10(%) 89.8 90.5 90.9 88.5 90.3 90.1 89.0 86.2 63.5 91.5

Average(%) 82.9 81.3 84.8 83.1 81.0 81.9 89.9 84.92 80.3 96.0

Table 2. The results based on ISVM.

1 2 3 4 5 6 7 8 9 10

Time (H:M:S) 0:11:40 +0:01:23 +0:01:20 +0:06:13 +0:26:16 +0:34:19 +0:55:43 +1:07:56 +1:16:09 +1:25:25

SV 20 21 20 41 223 299 526 560 711 768

M1(%) 87.80 88.20 87.80 88.80 91.20 96.50 97.00 99.00 98.00 99.40

M2(%) 78.00 71.90 74.00 82.80 85.20 87.40 90.00 90.40 91.70 81.30

M3(%) 72.10 67.40 69.40 80.90 87.30 91.40 96.10 95.30 95.90 96.90

M4(%) 83.70 76.80 79.60 90.40 90.60 92.00 96.00 96.90 97.80 97.80

M5(%) 91.70 86.80 90.40 92.10 91.70 94.00 93.60 97.30 97.10 98.00

M6(%) 79.30 78.50 77.40 84.00 88.40 82.40 60.30 94.00 95.00 97.90

M7(%) 81.40 78.30 81.00 90.00 92.10 94.20 95.40 96.30 97.30 97.70

M8(%) 84.30 72.10 81.20 85.20 91.80 93.10 95.40 94.80 96.20 94.20

M9(%) 79.80 68.00 76.70 83.90 88.90 87.40 91.90 92.00 93.80 91.30

M10(%) 89.80 81.30 87.20 91.20 87.70 84.50 88.50 92.70 92.50 94.50

Average(%) 82.90 75.20 80.40 87.70 89.50 89.50 91.20 94.10 95.00 94.20
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5 Conclusions

In this paper, we use incremental pattern for identifying TCP traffic, by using incre-
mental learning SVM. We demonstrate the effectiveness of ISVM model in continuous
learning and the reduction of CPU and memory usage.

The experimental results show that our solutions are not only more accurate but
also CPU and memory efficient. Incremental learning is advantageous when dealing
with very large or non-stationary data. As the original training is completed, the
incremental learning method has the ability to learning new data continuously without
losing the previously trained model.
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Abstract. In this paper, we investigate the DAP placement problem
and propose solutions to reduce the distance between DAPs and smart
meters. The DAP placement problem is formulated to two objectives,
e.g., the average distance minimization and the maximum distance min-
imization. The concept of network partition is introduced in this paper
and practical algorithms are developed to address the DAP placement
problem. Extensive simulations are conducted based on a real subur-
ban neighborhood topology. The simulation results verify that the pro-
posed solutions are able to remarkably reduce the communication dis-
tance between DAPs and their associated smart meters.

Keywords: Smart meter · DAP placement · Network partition
Transmission routes

1 Introduction

Smart grid is generally referred to as the next generation power grid which
enables high-speed and two-way communications to increase efficiency, manage-
ment and reliability of energy resource. Neighborhood area networks play a sig-
nificant role for the communications in smart grid. A neighborhood area network
is typically composed of smart meters and Data Aggregation Points (DAPs).
Smart meters are responsible for recording energy consumption or billing infor-
mation of smart houses. DAPs collect the information from different smart
meters and forward it to wide area network gateways. Wireless communications
are recommended for neighborhood area networks due to their advantages in
deployment flexibility and economy efficiency. For a neighborhood area network,
the location of DAPs greatly affects the performance of communications between
DAPs and their associated smart meters. Take the communication distance as an
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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example. The location of DAPs influences the communication distance between
DAPs and smart meters, which further influences the energy consumption, trans-
mission rate, and end-to-end latency in neighborhood area networks. Therefore,
it is critical to investigate how to appropriately select locations of DAPs in a
neighborhood area network.

The problem of selecting locations for DAPs is termed as the DAP placement
problem, which aims to properly choose locations of DAPs and allocate appro-
priate smart meters to achieve an objective. In the literature, the DAP place-
ment problem is under-explored, and only a few DAP placement strategies are
proposed [1,2]. To fill the gap, we have proposed a method to shorten the maxi-
mum distance between DAP and smart meters [3]. In this paper, we continue our
research and extend the objective of DAP placement problem in neighborhood
area networks. Specifically, we develop this problem into two objectives: the aver-
age distance minimization and the maximum distance minimization. The first
objective is to minimize the average distance between DAPs and smart meters.
The second objective is to minimize the maximum distance between DAPs and
smart meters. To achieve those goals, we introduce the concept of network par-
tition technique in this paper and clustering based algorithms are developed to
address those two problems. In particular, the DAP placement problem is for-
mulated as a network partition problem and a Clustering-based DAP Placement
Algorithm (CDPA) is proposed to tackle the DAP placement problem. An actual
suburban neighborhood is adopted as a topology to evaluate the performance of
our solution. Simulation results verify that the proposed solution is able to sig-
nificantly reduce the distance between DAP and their associated smart meters.

The rest of the paper is organized as follows. In Sect. 2, the related work
is introduced. Section 3 formulates the problem mathematically. In Sect. 4, the
proposed new solution is described in detail. Section 5 presents the performance
evaluation of the solution. Section 6 concludes this paper

2 Related Work

One of the objectives of the DAP placement is to reduce the deployment cost of
DAPs. In [1], the total cost of DAP placement is formulated as the operating time
of a network, the cost of installing a DAP and the price of energy consumption.
The optimal location of DAP is calculated to minimize the total cost of deploying
DAPs in a network. The solution is heavily dependent on the model of cost
function, which limits its application in practical systems. In addition, authors
of [1] assume one-hop communications from smart meters to DAPs, which may
be inapplicable to smart meters that have limited transmission ability. Therefore,
it is reasonable to extend the one-hop assumption to a more common situation.

Authors of [2] propose another approach to decrease the deployment cost
of DAPs and enable all meters can establish a reliable communication to one
or more DAPs. In this paper, the DAP problem is converted to a set covering
problem, which is addressed by heuristic approaches. Specifically, a subset of
reliable links is pre-constructed based on characteristics of neighborhoods, com-
munication technologies, transmission rates of antennas and their height. The
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DAP placement problem is divided into several independent subsets, which is
helpful for reducing the execution time and memory for solving the problem.

A smart grid is a large and complex system which consists of power genera-
tion, transmission and distribution as well as operations and management such
as metering and billing [4]. A huge amount of data needs to be processed and
exchanged in a smart grid. Availability of the smart grid requires time latency
to be met for different operations and data transmissions [5]. For example, sig-
nal of protective actions needs to be generated and transmitted in the order of
milliseconds. SCADA data needs to be transmitted within several seconds [6].
The results of [7,8] demonstrate that in a smart grid, the propagation delay of a
data packet in the application of fast faults detection should be within the order
of tens of milliseconds for a small size network, and 100 ms is acceptable in a
medium size network.

In the context of networking, shortest distance path is one of the most com-
mon methods adopted for relaying messages in a wide variety of networks [9],
since it provides an efficient way to decrease the energy and latency [10,11], which
is significant to the overall performance of a network [12–14]. Therefore, in our
paper, we focus on a delay-sensitive smart meter network and aim to minimize
the communication distance between DAPs and their associated smart meters. In
order to fully explore the transmission distance between DAPs and smart meters,
we formulate and investigate the problem through two situations. The first sit-
uation is to minimize the average distance between DAPs and smart meters.
The second one is to minimize the maximum distance between all the DAPs and
their associated smart meters. Afterwards, the concept of network partition is
introduced in this paper to address the DAP placement problem. Specifically,
for a given neighborhood area network, the entire network is divided into sub-
networks and DAPs are placed in the locations to minimize the average distance
or the maximum distance between DAPs and smart meters. An actual suburban
neighborhood is adopted in this paper to evaluate the performance of our solu-
tion. Simulation results verify that the proposed solution is able to significantly
reduce the distance between DAP and their associated smart meters.

3 Problem Formulation

In this section, we briefly introduce the terminology and definitions that are
used in this paper and formulate the DAP placement problem in a smart meter
neighborhood area network.

Given a specific suburban neighborhood, let V = {vi}i=1,··· ,|V |, where vi is
the ith smart meter. The location of ith smart meter is denoted by vli(xi, yi),
where xi and yi are the longitude and latitude of smart meters, respectively.
The task of DAP placement is to partition the network G = (V, E) into sub-
networks and allocate DAPs to those subnetworks. Denote the set of DAPs by
DAP = {dap1, · · · , dapk}, where k is the number of DAPs. The set of smart
meters allocated to dapi is denoted by Si = {s0, s1, · · · sni

}, where ni = |Si|,
representing the number of smart meters allocated to the ith DAP. Denote the
distance between any two nodes by d(u,v) (u, v ∈ V ).
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Distance plays a significant role in wireless communications, since it greatly
affects the energy consumption and routing optimization [15,16]. For example,
in a wireless sensor network, sensors are expected to forward a packet to the
neighbor that has the shortest distance to the destination [17,18]. As a spe-
cial wireless sensor network, DAPs in a neighborhood area network should be
placed appropriately to shorten the distance between DAPs and smart meters.
Focusing on the distance minimization, there are two objectives regarding the
distance between DAPs and smart meters. The first one is the average distance
minimization, which stands for minimizing the average distance between smart
meters and DAPs. The other one is the worst-case distance minimization, which
stands for minimizing the maximum distance between smart meters and DAPs.
Those two objectives are formulated as follows.

Average Distance Minimization. The average distance for a DAP placement
P ′ is:

Davg(P ′) =
1

|V |
k∑

j=1

∑

si∈Sj

min d(si, dapj) (1)

Worst-case Distance Minimization. The worst-case distance for a DAP
placement P ′ is:

Dwc(P ′) = min{max{d(si, dapj)}} (2)

Denote subnetworks by A = {Ai}i=1,··· ,k, then Eqs. (1) and (2) are
subjected to:

DAPi, si ∈ Ai, ∀ i = 1, 2, · · · , k (3)

The DAP placement problem resembles a facility location problem [19], which
is NP-hard and requires heuristic approaches [20]. We investigate the DAP place-
ment problem and seek methods to minimize the distance between DAPs and
their associated smart meters. Specifically, two clustering algorithms are devel-
oped to address the objectives, which are formulated in Eqs. (1) and (2), respec-
tively. We also evaluate and compare the performance associated with those two
objectives and present implications to the DAP placement problem.

4 Clustering-Based DAP Placement Algorithms

In this section, we elaborate how to develop clustering algorithms to partition a
neighborhood area network into subnetworks and place DAPs accordingly. Since
the DAP placement problem resembles facility location problems, solutions can
be borrowed from contexts of clustering algorithms. However, the standard clus-
tering algorithms, e.g., K-means, cannot be directed adopted to address network
partition and the DAP placement problem. To facilitate understanding, we first
introduce the concept of clustering algorithms and discuss their shortcomings
in partitioning a network topology. Afterwards, a clustering-based DAP place-
ment algorithm will be developed to conduct the network partition and the DAP
placement. Note that there are two critical parameters in clustering algorithms:
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center and centroid. For clarification, the initial nodes which are selected to
perform clustering algorithms are termed as center. The actual node, which is
eventually found by clustering algorithms, is termed as centroid.

A typical clustering algorithm, e.g., K-means, includes four main steps:

– Initialize k clusters and allocate one center for each cluster using random
sampling;

– Allocate nodes into one of the clusters based on Euclidean distance;
– Recalculate centroid for each cluster;
– Repeat step 2 and 3 until there is no change in each cluster.

The standard clustering algorithms cannot be directly applied to network
partitions due to the following reasons. First, the Euclidean distance cannot
be used in calculating the distance between two nodes, because physical links
may not exist in the path of the Euclidean distance. Second, due to the limited
transmission range of smart meters, relay smart meters are needed to forward
messages from one smart meter to the DAP. Third, the centroid, where DAP is
placed, should be chosen from existing smart meters (DAPi ∈ V ) to guarantee
there are routes between the centroid and its associate smart meters.

In this section, we propose a Clustering-based DAP Placement Algorithm
(CDPA) to partition a neighborhood area network into subnetworks and
place DAPs to appropriate locations. The associated algorithm is presented in
Algorithm 1.

The input of CDPA consists of the number (n) of smart meters of a given
network, the coordinates of smart meters (sli(xi, yi){i=1,··· ,n}), the transmission
range (rc) of each smart meter, and the number of DAPs (k). The output of
CDPA includes the identification of DAPs (DAP ), the set of smart meter clus-
ters (S) and the routing set for each subnetwork (R). Following is the detailed
explanation for each step.

The first step of CDPA is to calculate the shortest path of each pair of
smart meters among their possible routes. Note that, the distance adopted in
this algorithm represents the shortest path distance. In step 2, k smart meters
are randomly selected from the network as centers of each cluster to initialize
the clustering. In Step 3, smart meters are allocated into different clusters based
on their shortest path distances to the k centers. Specifically, smart meters are
allocated to the cluster which is closest to the k centers. For each round, since
new smart meters are allocated to those k clusters, the cluster center should be
recalculated for each cluster. This process is conducted in step 4, which consists
of two methods to address different objectives. In step 4 (1), the new cluster
center is obtained aiming at minimizing the average distance between cluster
members and the center. In contrast, the worst-case situation is achieved in step
4 (2), which aims to minimize the maximum distance between cluster members
and the center. The processes of step 3 and 4 are repeated until there is no
change in each cluster, as presented in step 5. The output of the algorithm is
obtained in Step 6.



354 G. Wang et al.

Algorithm 1. Clustering-based DAP Placement Algorithm
Input:
(1) n (the number of smart meters)
(2) SL = {sli(xi, yi)}i=1,··· ,n (the coordinate of smart meters)
(3) rc (transmission Range)
(4) k (the number of DAPs)
Output:
(1) DAP = {dapi}i=1,··· ,k (the instance of DAP)
(2) S = {si}i=1,··· ,k (the set of smart meters)
(3) R = {ri}i=1,··· ,k (the routing paths of each subnetwork)
Step 1: Calculate the shortest path distance between any two nodes. (In the
rest of this algorithm, distances represent shortest path distances)

Step 2: Initialize k centers (C = {ci}i=1,··· ,k) by randomly selecting k smart
meters from S.

Step 3: Distribute the smart meter si (si ∈ S) to one of the k clusters using the
relation,

v ∈ sci, if d(v, ci) < d(v, cj), ∀j ∈ {1, 2, · · · , k}
where d(u, v) represents the shortest path between smart meter u and v.
Step 4: Update centroids C′ = {ci}i=1,···k such that:
(1) the average distance is minimized as formulated in Eq. 1, which is
termed as (CDPAavg).

c′
i = vm, if

1

n′
∑

d(vm, v) = minimum,

1

n′ = size(clusteri)

∀ m , v ∈ clusteri, i = {1, 2, · · · , k}
or (2) the maximum distance is minimized as formulated in Eq. 2, which is
termed as (CDPAwc).

c′
i = vm, if Max{d(vm, v)} = minimum,

∀ m , v ∈ clusteri, i = {1, 2, · · · , k}
Step 5: Repeat steps 3 and 4 until there is no change in each cluster.
Step 6: Save C′ to DAP, {clusteri}i=1,···k to S and routing pathes to R.

5 Performance Evaluation

In this section, we demonstrate the network partition as well as DAP placement
results achieved by CDPA, and evaluate its performance in terms of distance
minimization. A real suburban neighborhood is selected from Rapid City, SD,
USA, as the neighborhood area network.

5.1 Demonstration of DAP Placement Achieved by CDPA and the
Associated Routes

In Sect. 4, CDPA is proposed to conduct network partition and DAP placement.
Actually, CDPA consists of two algorithms, CDPAavg and CDPAws, which are
adopted to achieve two different objectives as formulated in Sect. 3. Specifically,
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CDPAavg targets at minimizing the average distance between DAPs and smart
meters. CDPAws aims at minimizing the maximum distance between DAPs and
their associated smart meters. In this subsection, we demonstrate and compare
the DAP placement results conducted by CDPAavg and CDPAws, respectively.
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Fig. 1. Demonstration of DAP placement and associated routes achieved by CDPAavg

Figure 1 depicts the DAP placement and associated routes achieved by
CDPAavg. In particular, when only one DAP is deployed in the network, the
position of DAP is selected as node 128, which has the smallest sum distance to
all other smart meters. The maximum distance among the network is from the
DAP (node 128) to node 1, where the distance is 1870.4 m. The average distance
between DAP and other smart meters is 549.42 m. The optimal routes from all
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Fig. 2. Demonstration of DAP placement and associated routes achieved by CDPAws
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of the smart meters to the DAP are also presented, which are the shortest pathes
among all of the possible routes.

The DAP placement result of the CDPAwc is demonstrated in Fig. 2. Com-
pared with CDPAavg, the CDPAws aims to shorten the maximum distance
between DAPs and smart meters, so the DAP is preferred to be placed in the
location where the maximum distance between DAP and smart meters is min-
imized. Specifically, the position of DAP obtained by CDPAwc is at node 363,
which has the minimum distance to other smart meters. The maximum dis-
tance between DAP and other nodes in the network is 1380.4 m, which is from
node 363 to node 277. We can find that the maximum distance is significantly
decreased by CDPAws in comparison with CDPAavg. However, the average
distance achieved by CDPAws is 760.90 m, which is over 200 m larger than the
result achieved by CDPAavg.

5.2 Comparison of Distance Between DAPs and Smart Meters

In this subsection, we compare the performance of those two algorithms,
CDPAavg and CDPAwc, in terms of maximum distance minimization and aver-
age distance minimization, respectively. To reflect the real performance of those
two algorithms, each of them is executed for 100 times. Cumulative Distribution
Functions (CDFs) of those results are plotted and depicted in Figs. 3 and 4,
respectively.
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Fig. 3. Average distance between DAPs and smart meters (CDPAavg)

As depicted in Fig. 3, CDPAavg outperforms CDPAwc in the average dis-
tance minimization, since the majority of the average distance achieved by
CDPAavg is smaller than the one achieved by CDPAws, although the difference
decreases with the increase of k . Those results further verify that the proposed
algorithms CDPAwc and CDPAavg are capable of decreasing the maximum
distance and average distance between DAPs and smart meters, respectively. In
addition, since the difference of the average distance achieved by CDPAwc and
CDPAavg decreases with the increase of k, CDPAwc is recommended to conduct
DAP placement in a neighborhood area network due to its better performance
in the maximum distance minimization.
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Fig. 4. Maximum distance between DAPs and smart meters (CDPAws) (Color figure
online)

In contrast, Fig. 4 depicts the cumulative distribution function of the maxi-
mum distance achieved by both CDPAavg and CDPAwc, which reveals how
the distance between DAPs and smart meters is shortened for each execu-
tion. As depicted in Fig. 4, the dashed red curve represents the maximum dis-
tance achieved by CDPAwc, while the solid green curve is the result achieved
by CDPAavg. It is clearly observed that CDPAwc outperforms CDPAavg in
the maximum distance minimization, since the maximum distance achieved by
CDPAwc is smaller than the one achieved by CDPAavg.

6 Conclusion

In this paper, we focus on the DAP placement in a smart meter neighborhood
area network and aim at minimizing the distance between DAPs and their asso-
ciated smart meters. To achieve this goal, we formulate this problem and propose
two objectives regarding the distance minimization. They are the average dis-
tance minimization and the maximum distance minimization. The concept of
network partition is introduced in this paper and a clustering-based DAP place-
ment algorithm is developed to tackle the DAP placement problems. Based on
this approach, an entire network is divided into subnetworks and one DAP is
deployed at an optimal position of each subnetwork. An actual suburban neigh-
borhood is adopted in this paper to evaluate the performance of the proposed
solution. Simulation results verify that the proposed solution is able to signifi-
cantly reduce the distance between DAP and their associated smart meters. At
this phase, we only focus on shortening the distance between DAPs and their
associated smart meters. Besides distance minimization, there are many other
challenges, e.g., energy saving, reliability and resistance to be tackled to pave a
way for actual DAP placements in Smart Grid, which will be investigated in the
future.
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Abstract. This paper proposes a fragile watermarking scheme of anti-
deleting features for 2D vector map. The features in vector map are first
divided into disjoint groups to ensure the accuracy of tamper localiza-
tion. In order to locate the batch features deletion attack, we design
a feature group correlation technique based on vertex insertion. And a
watermark is generated by folding the hash results of the differences
of the log-radiuses, which is robust to resist rotation, uniform scaling
and translation (RST) operations. And we embed the watermark with a
RST invariant watermarking method. Two datasets are constructed for
experimentation and the results compared with previous methods indi-
cate that the proposed scheme has good invisibility and high tampering
localization accuracy on the feature addition and deletion attack.

Keywords: Fragile watermarking · Tamper localization
2D vector map · Batch features deletion

1 Introduction

During the past decade, the advent of digital maps has had a significant impact
on the GPS navigation, digital city, smart transportation and other fields. Unfor-
tunately, data security issues such as malicious tampering and illegal copying
have not been well resolved. Then, fragile watermarking technology provides a
new way to solve these problems [1,2]. According to the embedding position
of the watermark, the fragile watermarking algorithm can be classified into two
categories, one is frequency-based method and the other is spatial-based method.

Some algorithms are embedding the fragile watermark in the frequency
domain. In [3], the perceived hash value was embedded in the wavelet sub-
band of the carrier data. In [4], a semi-fragile watermarking algorithm based
on frequency domain transform embedded the authentication information into
high frequency region. These two watermarking strategies can accomplish the
purpose of tamper detection, but these algorithms always have high complexity.

There are lots of spatial-based fragile watermarking strategies in previous
studies. In [5], for each object in the map, the robust watermark was embed-
ded into its feature points and the fragile watermark was embedded into its
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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non-feature points. This method implemented the copyright protection and the
content authentication for vector maps. In [6], a fragile watermarking scheme
was proposed by expanding the Manhattan distances, witch located tampered
data with high accuracy [6]. However these two schemes provide less embedded
space for the watermark. To solve this problem, Neyman et al. created addi-
tional vertices for each feature to embed watermarks, they achieved the purpose
of locating geometric attacks on received vector map [7]. Nevertheless, the fea-
ture rearrangement or vertex reversing operation may disturb the localization
ability. In [8], the Douglas algorithm was used to simplify the map before the
watermark embedding phase. This method allows users to compress the map,
but the contents of the map are damaged to a certain degree. Wang et al. used a
watermark embedding strategy proposed by Chou and Tseng [9], and designed
a signature technique to enhance the localization accuracy [10]. However, these
schemes may not be able to detect the batch features deletion attack and then
result in passing a dummy authentication.

To solve these problems, we propose a feature group correlation technique
to detect the missing group, apply it to the fragile watermarking scheme for 2D
geographic data. In this scheme, we divide the spatial features into groups and
apply the marking method to each feature. Then we use the correlation mark
to mark each feature group. After that, we generate a RST invariant watermark
and embed it with the method proposed in [9]. In the watermark authentication
phase, we can identify the partial data of the missing group by the correlation
mark of the feature group. In order to detect the exact location of the tampered
content, the system will compare the extracted watermark with the reproduced
watermark. Besides, our watermarking scheme inherits the RST invariance.

2 The Proposed Watermarking Method

Since the polygon feature in the 2D vector map can be seen as a closed polyline,
our watermark embedding scheme is designed for polylines. Figure 1 shows the
implementation model of our watermarking scheme.

2.1 Pretreatment for Vector Map

To begin with we will provide a brief introduction on the RST invariant fragile
watermark embedding method [9]. There are three vertices Vw, Tc and Vn, called
the watermark-embedding vertex, the neighboring center and the normalization
vertex, respectively. Let w(0 ≤ w < Sw, Sw = 1, 2, 3, ...) be the watermark,
Sw be an embedding parameter, Kw be a parameter to control the maximum
distortion. First, we can obtain the standard quantization Qw = ‖VnT c‖ /Kw.
Second, Vw is moved to a new location V e

w due to quantization operation.

V e
w = Vw − Vw − T c

‖VwT c‖ · (‖VwT c‖ mod Qw). (1)
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Fig. 1. The implementation model of the proposed fragile watermark algorithm

Third, w is embedded into V e
w and the watermarked vertex Vw

′ is obtained,

Vw
′ = V e

w +
V e
w − T c

‖V e
wT c‖ · Qw

Sw
· w. (2)

We assume that the length of watermark is L and a vertex carries c watermark
bits. The polylines in the map are first divided into disjoint groups. The location
ID [10] is used to indicate its group number and the position in the group.
The vertices used to indicate the location ID are called mark vertices. Then we
assign several extra marks for each group, called correlation mark, to record
the information of the adjacent polyline group. The vertices used to indicate
the correlation mark are called synergy vertices. For each polyline, we need two
mark vertices, two synergy vertices, a normalization vertex and a neighboring
center. Since these six vertices can no longer be used to carry the watermark,
the total number of vertices on the polyline in which the watermark can be
embedded should be at least �L/c� + 6. Therefore, the polyline which contains
at least �L/c� + 6 vertices is an eligible polyline.

Given a vector map with Z polylines, we divide the polyline list into disjoint
groups with the grouping method of [10]. Each group has n(n ≥ 1) polylines
and contains at least one eligible polyline. The number of groups is Ng = �Z/n�.
The first polyline in each group is an eligible polyline. We call this polyline as
a watermark polyline, the second vertex of it as a reference1 vertex and the
penultimate vertex of it as a reference2 vertex. We calculate the location ID of
the qth(1 ≤ q ≤ n) polyline in the pth(0 ≤ p ≤ Ng −1) group by mp,q = p×n+q.

In order to mark the synergy vertices, we denote the reference1 vertex of
the watermark polyline in Gp(0 ≤ p ≤ Ng − 1) as vp

1,w(vp,x
1,w, vp,y

1,w), the ref-
erence1 vertex in the Gq(q = (p + 1) mod Ng) as vq

1,w(vq,x
1,w, vq,y

1,w). Let sx1 and
sy1 denote the sign bit of the difference of vertical coordinates and horizontal
coordinates between vq

1,w and vp
1,w, respectively. When the subtraction result

is negative, the sign bit is 1, otherwise, the sign bit is 0. The offset caused by
the vertical or horizontal coordinates is divided several times by 2 until the
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result is less than 1. The times to do the division are denoted as c1,x and c1,y.
For example, if

∣
∣vq,x

1,w − vp,x
1,w

∣
∣ < 1, c1,x is set as 0, otherwise, it is calculated by

⌊

log2
∣
∣vq,x

1,w − vp,x
1,w

∣
∣
⌋

+ 1. The offset values are denoted as Δx1 and Δy1,

{
Δx1 = c1,x × 10 + sx1 +

∣
∣vq,x

1,w − vp,x
1,w

∣
∣ /2c1,x

Δy1 = c1,y × 10 + sy1 +
∣
∣vq,y

1,w − vp,y
1,w

∣
∣ /2c1,y . (3)

Similarly, we denote the offset values between the reference2 vertex in Gq

and the one in Gp as Δx2 and Δy2. In the subsequent design, we unified use Δx
and Δy to represent the correlation marks. For each group, we hide the refer-
ence1 vertex’s marks of the adjacent group in the watermark polyline, hide the
reference2 vertex’s marks of the adjacent group in the non-watermark polyline.

2.2 Watermark Embedding

Then, we divide the polyline into five categories: one is composed of more than
five vertices (normal), one is composed of five vertices (complex1), one is com-
posed of four vertices (complex2), one is composed of three vertices (complex3)
and the other is composed of two vertices (complex4). The embedding results
are illustrated in Fig. 2 by way of example. We use 2mi,j to indicate the vertex
order. The main emphasis is placed on the hidden methods of correlation mark.

Fig. 2. Method of marking the location for different types of polylines

To embed the correlation mark into the vertex, such as the case in Fig. 2(b),
according to Eqs. (1)–(2), we denote the reference vertices’ maximum distance
between the current group and its correlate group as dstmax, define a parameter
as Sw = cdst×10+2. The cdst is set as 0 when dstmax is less than 1, otherwise, it
is set as �log2(dstmax)�+1. The parameter Sw is the higher limit of the processed
offset values. And then a parameter Kw = lenmax/τ is defined, where lenmax is
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the maximum length of the polylines in the vector map M , and τ is the accuracy
tolerance of M . We embed Δy into v2 by regarding the vertices v1and v3 as the
normalization vertex and the neighboring center, respectively.

If there is no free vertex to embed the correlation mark, we increase an
extra vertex and express the correlation mark through the distance between the
vertices. Such as the case in Fig. 2(b), a vertex vs1 are inserted between v1 and
v2. The Euclidean distance between v1 and v2 is divided into Z0 intervals, the
number of intervals between v1 and vs1 is equal to Δx, where Z0 is equal to Sw

which is calculated before. After that, Δx is hidden into the polyline.
For a marked group Gm

i with the watermark polyline Plm, we see Plm’s
p(p = �L/c�) vertices from v3 to vp+2 as the watermark vertices which is used
to embed the watermark, use the rest of the vertices to generate the watermark
to obtain a watermark Hi with the method in [10]. According to Eqs. (1)–(2),
the reference2 vertex and the reference1 vertex of Gm

i , Hi is embedded in the
watermark vertices. Finally, a watermarked vector map Mw is obtained.

2.3 Watermark Authentication

For a polyline Plw in received vector map, if the number of vertices on Plw is
fewer than 6, it is detected as tampered directly. If the number of vertices on
Plw is greater than 6, we see it as a possible marked normal polyline. If Plw

has only six vertices, we identify its type with the following rules. First, check
if the six vertices of Plw are on the same line, if so, see it as a possible marked
complex4 polyline. Second, check if the first 3 adjacent vertices starting at one
end and the first 4 adjacent vertices starting at the other end of Plw are collinear,
respectively, if so, see it as a possible marked complex3 polyline. Third, check
if the remaining 4 vertices after ignoring the ends of Plw are collinear. If so,
see it as a possible marked complex2 polyline. Fourth, check if there are three
adjacent vertices that are collinear when the ends of Plw are ignored. If so, see
it as a possible marked complex1 polyline; otherwise, see it as a possible marked
normal polyline. Then, it is easy to derive the extraction method from Sect. 2.1
to obtain the vertex order, location ID and correlation mark of each polyline.
Assuming that a marked polyline’s location ID is m, we can get its group number
i and its inner position j in the corresponding group.

Afterwards, we can recovery the original group and derive the distance
between the reference vertices of any two correlate groups. For a watermarked
group Gw

i , we can obtain its watermark vertex list V w
i

′ and the parameter 1 ver-
tex vr1

′ and the parameter2 vertex vr2
′. We use the input parameter Kw and set

the parameter Sw as 2c. For any watermark vertex vj
′, the watermark fragment

wi,j
′ can be extract from vj

′. Then according to Gw
i ’s vertex order, watermark

fragments can be connected to obtain the watermark Wi of the current group.
Finally, we regenerate the watermark of Gw

i . Comparing the extracted water-
mark with newly generated one, we can judge whether Gw

i has been tampered.
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3 Experiments and Results

We run experiments on a PC with 2.80 GHz, RAM 4.00 GB, Win7 Ultimate,
ArcGIS Engine 10.2 and Visual C++6.0. We construct two datasets: one con-
tains 50 maps and the other contains 30 maps. These maps are taken from the
resources of ArcGIS. The inputs are set as follows: the number of watermark bit
a vertex carries c = 8, group size n = 3 and the watermark length L = 128.

3.1 Verification of Invisibility

Four vector maps of the first dataset are used to show the invisibility of our
scheme. They are a British expressway map, a railway map of Taiwan, a lake map
of south part of China and an American expressway map. The precision tolerance
τ of them are 1300, 200, 500 and 2500, respectively. They are watermarked by
the proposed algorithm, the watermarked versions are shown in Fig. 3.

Fig. 3. The watermarked 2D vector maps

We use the average distortion d and the maximum distortion Maxd [10] to
measure the objective quality of the received vector map. Table 1 lists the results
of three contrast algorithms for the invisibility of each test case and indicates
that the introduced distortions do not exceed the tolerance.

3.2 Discussion of Localization Accuracy

We choose a river map from the second dataset to test the tamper localiza-
tion ability. Figure 4 shows the changes of this original map at different stages
of watermarking. The original map in Fig. 4(a) is watermarked by our scheme
yielding the watermarked map shown in Fig. 4(b). Afterwards, the watermarked
map is manipulated to yield the map in Fig. 4(c). Expressly, we added 3 vertices
to region ‘A’, modified 3 vertices in region ‘B’, deleted 5 vertices from region ‘C’
and deleted 3 polylines from region ‘D’. The result of authentication can be seen
from Fig. 4(d) which used red marks to indicate the located suspicious groups.

In order to test the tamper localization ability of our scheme, we applied
the metrics β [2] which expresses the number of polylines detected as tampered
after illegal attack. The expectation of β is denoted as E(β), which is calculated



366 G. Zhang et al.

Table 1. The objective quality of the received vector map

2D vector map The method in [7] The method in [10] The proposed method

Maxd(m) d(m) Maxd(m) d(m) Maxd(m) d(m)

British
expressway map

783.704 19.380 612.051 1.940 584.446 2.147

Railway map of
China Taiwan

121.763 1.509 77.656 0.297 82.392 0.236

Lake map of
south part of
China

278.748 1.764 152.005 0.282 147.564 0.299

American
expressway map

2231.491 52.441 1852.323 21.206 1981.193 25.191

Fig. 4. The changes of a river map at different watermarked stages (Color figure online)

to compare the localization accuracy of our algorithm with the ones proposed
in [7] and [10]. In [7], Neyman et al. divide the polylines into disjoint groups
based on the number of vertices. But it is hard to evaluate the number of ver-
tices within each polylines. For simplicity, we assume a vector map with 100
polylines is divided into 10 groups, each group has 10 features, the probability
of adding/deleting operation of the features in ith group is 1/10. In particular,
the probability of the case that a whole group is deleted after removing a small
number of features is 0. We assume 10 polylines are missing after the batch fea-
tures deletion attack. These polylines are in the same group or in two different
groups. The probability of these two cases is equal. When we calculate E(β)
for the method reported in [10], we assume that the probability that the added
feature is regarded as a valid feature is 1/2.

Results of the first three attack types in Fig. 5 shows that for the method
reported in [7], the feature addition/deletion/rearrangement attacks may cause a
different grouping result and a wrong tamper localization. From the performance
of vertex reversing, feature rearrangement and RST attacks, we can find that our
watermarking strategy is robust to resist these kinds of editing operations. From
the comparison of the localization accuracy after the batch features deletion
attack, we can see that our scheme can locate the missing group.
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Fig. 5. Tamper localization accuracy of different methods

4 Conclusions

In this paper, we design a digital watermarking method for vector geographic
data authentication based on the RST invariant fragile watermark embedding
strategy. A grouping method and a feature location marking method are used to
ensure the tamper localization accuracy. We design a feature group correlation
technique to resist the batch features deletion attack which may lead to pass-
ing a dummy authentication. By folding the hash results of the differences of
the log-radiuses, our scheme can resist the RST transformations. Furthermore,
this watermarking algorithm is robust to resist the feature addition, deletion,
rearrangement and vertex reversing attacks.
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Abstract. A novel spatial spectrum estimation method for two-dimensional
wideband signals by sparse reconstruction in continuous domain is addressed in
this paper. First, Discrete Fourier Transform (DFT) is employed for the data.
Then the convex and corresponding dual problems of the data with most power
are founded and solved. After that the sparse support sets are decided by
semidefinite program and extracting roots. Finally, both of the direction of
arrival (DOA) and the primary signals are determined. The proposed idea averts
the off-grid effect based on grid partition, and some theoretical results are
included to explain the effectiveness of the method.

Keywords: Direction of arrival � Sparse reconstruction � Wideband signals
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1 Introduction

Spatial spectrum estimation through sparse reconstruction is a new kind of direction of
arrival (DOA) method arisen in the past few decades [1–5]. Malioutov [6] transformed
the DOA estimation into sparse recovery under redundant dictionary, optimized the
solution by second-order cone programming. Tang [7] proposed a beam forming
method based on sparse characteristic, then reconstruct the signals with orthogonal
matching pursuit, but some false peaks exist when there are too many signals. Yin [8]
presented the concept of space compression sampling matrix, the signals are sampled,
and they are compressed at the same time, then calculated the initial signals and DOA
through solving some optimization problems. Basis pursuit [9] and Matching pursuit
[10] are both based on L1 penalty term. The former has a higher precision, but the
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computation is complex; the latter is the opposite. In 2013, Carlin [11] employed
Bayesian learning for signal recovery, provided a new scheme according to the spatial
of solution and timing structure.

Conventional sparse reconstruction technique has lowered the requirement of signal
to noise ratio (SNR) and sampling number, but generally speaking, the actual DOAs
are not at the grid point. Therefore, Candes and Fernandez [12, 13] studied the
super-resolution from samples at the low end of the spectrum, as he reconstructed
sources in continuous domain, which had improved the estimation precision to a great
extent, but they did not studied how to estimate spatial spectrum for wideband signals
according to the theory.

This paper presents a new spatial spectrum estimation algorithm, first, the sources
are partitioned into some subbands, then the convex and corresponding dual problems
of the data with most power are founded and solved. After that the sparse support sets
are decided by semidefinite program and extracting roots. Finally, both of the direction
of arrival (DOA) and the primary signals are determined. The proposed algorithm
averts the error created by sparse reconstruction based on grid partition, and it has a
preferable performance under the circumstance of low SNR and small samples.

2 Array Signal Model

As is shown in Fig. 1, assume that there is an arbitrary array with N sensors in X–Y
plane, the origin O is defined as the reference, and the coordinate of these sensors are
ðxn; ynÞðn ¼ 1; 2; � � � ;NÞ. Suppose that there are K far-field wideband sources
impinging on these sensors, DOAs are ð/k; hkÞðk ¼ 1; 2; � � � ;KÞ, here /k and hk are the
azimuth and elevation respectively, so output of the array is

yðtÞ ¼ y1ðtÞ; � � � ; yNðtÞ½ �T¼
XK
k¼1

skðt � s1kÞ; � � � ;
XK
k¼1

skðt � sNkÞ
" #T

þ b1ðtÞ; � � � ; bNðtÞ½ �T ð1Þ

where ynðtÞ ðn ¼ 1; 2; � � � ;NÞ is the output of the nth sensor, c is the speed of the
source, b1ðtÞ; � � � ; bNðtÞ½ � is the additive Gaussian white noise vector, bnðtÞ is the
corresponding noise of the nth sensor.

SignalZ

YO

Sensor n
X

Fig. 1. Array signal model
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The frequency band is partitioned into G parts, perform discrete Fourier transform
(DFT) on yðtÞ, we have:

YðfgÞ ¼ AðfgÞSðfgÞ þ BðfgÞ g ¼ 1; 2; � � � ;G ð2Þ

Here, AðfgÞ is the array manifold of fg

AðfgÞ ¼ ½aðfg;/1; h1Þ; � � � ; aðfg;/k; hkÞ; � � � ; aðfg;/K ; hKÞ�

¼

e�j2pfgs11 � � � e�j2pfgs1k � � � e�j2pfgs1K

..

. ..
. ..

.

e�j2pfgsn1 � � � e�j2pfgsnk � � � e�j2pfgsnK

..

. ..
. ..

.

e�j2pfgsN1 � � � e�j2pfgsNk � � � e�j2pfgsNK

2
666664

3
777775

ð3Þ

where aðfg;/k; hkÞ is the steering vector of the source from ð/k; hkÞðk ¼ 1; 2; � � � ;KÞ at
fg, assume that f0 is the frequency with the most power and SðfgÞ is formed by some
spikes [13], then we let

ukðf0Þ ¼
f0
c
1� cos/k cos hk þ sin/k cos hkð Þ½ � ð4Þ

so the sparse source Sðf0Þ can be written

Sðf0Þ ¼

S1ðf0Þ
..
.

Skðf0Þ
..
.

SKðf0Þ

2
6666664

3
7777775
¼

t1ðf0Þdu1ðf0Þ
..
.

tkðf0Þdukðf0Þ
..
.

tKðf0ÞduK ðf0Þ

2
6666664

3
7777775

ð5Þ

where dukðf0Þ is the dirac measure at ukðf0Þ, let fu1ðf0Þ; � � � ;uKðf0Þg be the support set
of Sðf0Þ, here ukðf0Þ contains DOA of the kth source, tkðf0Þ is its amplitude.

3 Estimation Theory

Assume that the output Yðf0Þ is infinite, given a measure SðuÞ, the corresponding
Fourier coefficients is

qðn; f0Þ ¼
XK
k¼1

exp �j2pnukðf0Þð Þ tkðf0Þ; n ¼ 1; 2; � � � ;N ð6Þ

then we have
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Qðf0Þ ¼ Fðf0ÞSðf0Þ ð7Þ

where

Qðf0Þ ¼ qð1; f0Þ; qð2; f0Þ; � � � ; qðN; f0Þ½ �T ð8Þ

and

Fðf0Þ ¼
exp �j2pu1ðf0Þð Þ � � � exp �j2puKðf0Þð Þ

exp �j2p� 2u1ðf0Þð Þ � � � exp �j2p� 2uKðf0Þð Þ
..
. . .

. ..
.

exp �j2pNu1ðf0Þð Þ � � � exp �j2pNuKðf0Þð Þ

2
6664

3
7775 ð9Þ

We need to solve the following problem so as to recover the original wideband
sources

min
Sðf0Þ

Sðf0Þk kTV; s:t: Qðf0Þ ¼ Fðf0ÞSðf0Þ ð10Þ

where Sðf0Þk kTV¼
PK
k¼1

Skðf0Þ ¼
PK
k¼1

tkðf0Þ; thus we can reconstruct the source Sðf0Þ if

the interval between uaðf0Þ and ubðf0Þ is larger than 2=f0 for 1� a; b�N; a 6¼ b;
k ¼ 1; � � � ;K [12].

Assume that sampling number at each frequency is Z, Eq. (2) is changed as

�Yðf0Þ ¼ Aðf0Þ�Sðf0Þ þ �Bðf0Þ ð11Þ

that is

�Yðf0Þ ¼ Yðf0; 1Þ; � � � ;Yðf0; zÞ; � � � ;Yðf0; ZÞ½ � ð12Þ

Yðf0; zÞ is the zth snapshots of f0, �Sðf0Þ and �Bðf0Þ are respectively the source and
noise matrix. It can be deduced from (11)

�Yðf0Þ � �Bðf0Þ ¼ Aðf0Þ�Sðf0Þ ¼ Aðf0ÞSðf0Þ þ Dðf0Þ ð13Þ

Obviously, Dðf0Þ is the corresponding perturbation, it reflects the error between
infinite and finite received data. Combining (13), we can deduce the Fourier coefficients
of finite samples
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qðn; f0Þ

¼ exp �j2pn
f0
c

� �
�Ynðf0Þ � �Bnðf0Þð Þ

¼ exp �j2pn
f0
c

� � XK
k¼1

ej2pn
f0
c cos/k cos hk þ sin/k cos hkð Þtkðf0ÞþDðn; f0Þ

 !

¼
XK
k¼1

e�j2pn
f0
c 1� cos/k cos hk þ sin/k cos hkð Þð Þtkðf0Þþ exp �j2pn

f0
c

� �
Dðn; f0Þ

¼
XK
k¼1

exp �j2pnukðf0Þð Þ tkðf0Þþxðn; f0Þ

ð14Þ

where xðn; f0Þ ¼ exp �j2pn f0
c

� �
Dðn; f0Þ; so (14) can be modified as

Qðf0Þ ¼ Fðf0ÞSðf0Þþxðf0Þ ð15Þ

here xðf0Þ ¼ xð1; f0Þ; � � � ;xðN; f0Þ½ �T: Similarly, we can also solve the following
problem so as to recover the original sources

min
Sðf0Þ

Sðf0Þk kTV s:t: Qðf0Þ � Fðf0ÞSðf0Þk k2 � 1ðf0Þj j ð16Þ

The question (16) is a multiple convex problem and difficult to be disposed, so we
need to simplify it by corresponding dual problem [12]

max
Uðf0Þ;U

Re½Q�ðf0ÞUðf0Þ� � 1ðf0Þ Uðf0Þk k2
� �

s:t:

U Uðf0Þ
U�ðf0Þ 1

� �
�; 0 F�ðf0ÞUðf0Þk kL1 � 1

ð17Þ

here
PN�b

a¼1
Za;aþ b ¼ 1; b ¼ 0

0; b ¼ 1; 2; � � � ;N � 1

�
; U 2 CN�N is a Hermitian matrix, and

Uðf0Þ is the corresponding Lagrangian multiplier for Qðf0Þ ¼ Fðf0ÞSðf0Þþxðf0Þ, we
can obtain the parameter according to the semidefinite program [14], which can be
solved by the tool in [15].

The following lemma [13] can be used for describing the relation of (16) and (17)

F̂�Û
	 


ðf0Þ ¼ sign Ŝðf0Þ
�� ��

TV

	 

ð18Þ

where Ŝðf0Þ
�� ��

TV 6¼ 0, F̂ðf0Þ, Ûðf0Þ and Ŝðf0Þ are respectively the estimated vector of
Fðf0Þ, Uðf0Þ and Sðf0Þ.
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As Ŝðf0Þ
�� ��

TV 6¼ 0, we can solve absolute value of (18)

F̂�ðf0ÞÛðf0Þ
�� �� ¼ 1 ð19Þ

thus, the DOAs of the sources can be acquired by combining (4) and (9), then the
sources will also be reconstructed by (5). The proposed sparse reconstruction method is
implemented in continuous domain, so it can be abbreviated to SCD method.

4 Simulations

Next, several simulations is shown, the center frequency of the sources is 3 GHz, the
sensors are places at (0, 0), (−0.15, 0.17), (−0.051, 0.079), (−0.18, 0.063), (−0.068,
−0.041), (0.059, 0.21), (0.07, 0.31), (0.041, −0.039), unit is meter. Two-sided corre-
lation transformation (TCT) [16], conventional sparse methods in discrete domain
(SDD) [9] and SCD are compared for the simulations, 1ðf0Þ in SCD is taken as 2.
The DOA grids of SDD and searching step size of TCT are both taken as 0:2	.

4.1 Normalization Spectrum

Assume that four far-field wideband sources impinge on the array with same power
from ð20:5	; 80:5	Þ; ð30:5	; 70:5	Þ; ð40:5	; 60:5	Þ,ð50:5	; 50:5	Þ, SNR is 3 dB, sam-
pling number at every frequency is 60, the width of the band is 20% of the center
frequency, normalization spectrums of the three methods are given in Figs. 2, 3 and 4.

4.2 Estimation Error

Figure 5 has shown the estimation error versus SNR when sampling times of each
frequency is 60, 400 Monte-Carlo simulations have run for each SNR, as is shown in
Fig. 5, the estimation error of SCD is lower than the other two methods.
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Figure 6 has shown the estimation error versus sampling times of each frequency
when SNR is 2 dB, as is shown in Fig. 6, we can estimate the DOAs more accurately
than TCT and SDD.

5 Conclusion

This paper presents a new kind of spatial spectrum estimation for wideband sources by
sparse reconstruction in continuous domain, the sources are partitioned into some
subbands, then the convex and corresponding dual problems of the data with most
power are founded and solved. The sparse support sets are decided by semidefinite
program and extracting roots. Both of the DOA and the primary signals are determined.
The proposed algorithm averts the error created by sparse reconstruction based on grid
partition, and it has a preferable performance under the circumstance of low SNR and
small samples. As the process of the optimization, we still have a great amount of
computation, how to lower the calculation to improve the efficiency is worthy of going
on researching.
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Abstract. K-means is a very common clustering algorithm, whose per-
formance depends largely on the initially selected cluster center. The
K-means algorithm proposed by this paper uses a new strategy to select
the initial cluster center. It works by calculating the minimum and max-
imum distances from data to the origin, dividing this range into several
equal ranges, and then adjusting every range according to the data distri-
bution to equate the number of data contained in the ranges as much as
possible, and finally calculating the average of data in every range and
taking it as initial cluster center. The theoretical analysis shows that
despite linear time complexity of initialization process, this algorithm
has the features of an superlinear initialization method. The application
of this algorithm to the analysis of GPS data when vehicle is moving
shows that it can effectively increase the clustering speed and finally
achieve better vehicle steering identification.

Keywords: K-means · Clustering · Vehicle steering
Vehicle navigation system

An intuitional objective function of clustering algorithms in common use is the
Sum of Squares for Error (SSE), which is provided below:

SSE =
K∑

i=1

∑

xj∈Pi

‖xj − ci‖22 (1)

where: K is the number of clusters, xj is the jth datum of this data set, Pi is the
ith cluster, ci is the center of the ith cluster (ci = 1/|Pi|

∑
xj∈Pi

xj, where |Pi| is
the number of data in the ith cluster), ‖.‖2 is Euclidean distance. A clustering
algorithm is aimed to find the minimum SSE. But because this non-convex opti-
mization is NP-hard [1,2], its approximate solution in polynomial time can only
be found at present. K-means algorithm is just such a clustering algorithm. It has
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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been widely used, as its concept is simple and easy to implement. For instance,
K-means algorithm is used in [3] to cluster the GPS data during vehicle driving
for identifying whether the vehicle is making a turn or not, and finally to build
a learning system of vehicle steering identification based on the architecture of
dynamic onboard navigation system. This system sends the GPS data collected
by client (onboard terminal) to the server, which, in turn, automatically calcu-
lates the steering identification model applicable to the vehicle and returns the
model parameters to the client. As the server needs to create a model for many
clients, the modeling speed has become an issue of great concern during the
server programming, which would influence the server’s quality and capability.
This paper optimizes the first step of modeling, namely K-means clustering, in
order to increase the rate of convergence.

The rest of this paper is organized as follows. Section 1 gives a brief intro-
duction to the research of the initialization of K-means clustering algorithm.
Section 2 presents the improved initialization method and the performance it
achieves. In Sect. 3 three initialization methods are compared using the field test
data and the test results are analyzed. Section 4 concludes this paper.

1 Related Work

K-means clustering algorithm is implemented through two steps: initialization
and subsequent iterations. Initialization is to select the initial cluster center,
namely ci of the first iteration, while subsequent iterations are to continuously
change the cluster center until it won’t change any more or the number of itera-
tions reaches its maximum. As pointed out by [4], K-means clustering algorithm
is so sensitive to the cluster center selected during initialization that the selec-
tion of a different initial cluster center will influence the algorithm performance.
Whats more, improper initialization may result in empty clustering, slower con-
vergence and a higher risk of being caught in the locally optimal solution [5].
Therefore, improving the initialization process has become an important means
of K-means performance improvement. In the [4], various initialization methods
are analyzed and divided into two categories: linear time complexity and ultra-
linear time complexity. The linear method is often non-deterministic or sensitive
to sequence [6], while the superlinear method is usually deterministic. In other
words, by clustering the same data set repeatedly with the K-means algorithm
based on linear initialization, different clustering results will be obtained; by
clustering the same data set with the K-means algorithm based on superlinear
initialization, only one clustering result will be obtained, no matter how many
times the data set is clustered. Therefore, with the superlinear method, only
one clustering, rather than repeated clustering to select the optimal clustering
result, is needed. Besides, the superlinear method often enables fast convergence
of k-means algorithm and applies to the clustering of a large data set. It is just
these advantages that attract extensive attention to the superlinear method. For
example, in the [7], a variance-based method is proposed to sequence all the data
according to the attribute with the maximum variance, then to divide the sorted
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data into K groups, and finally to choose the middle datum in every group as
initial cluster center. In the [8], the kd-tree of data points is built for density
estimation, and then the modified maximin method is used to select K clus-
ter centers from the densely generated leaves. In the [9], a robust initialization
method is proposed to use a local outlier factor that can prevent an abnormal
datum from being taken as cluster center. In the [10], an initialization method
with k iterations is proposed to at first establish k sets and then during the ith
(1 ≤ i ≤ k) iteration, to channel the nearest data pairs from the data sets into
the ith set continuously until the number of data in the set exceeds a certain
threshold, suggesting the end of the ith iteration and the start of the (i + 1)th
iteration. In the [11], a method based on attribute transformation is proposed
to at first change the negative attribute of all the data into positive, then to
sequence all the changed data according to their distances to the origin and
divide the sorted data into K groups, and finally to choose the middle datum in
every group as initial cluster center. The idea of [12] is similar to that of [11],
with the exception of using the averages to choose the cluster center. The time
complexity of all the above superlinear methods is O(n log n), except for that in
the [10], where the time complexity is O(n2).

2 Improved Initialization Method

This paper proposes an improved initialization method that uses the ideas of
[11,12] for reference and needs to change the negative attribute of all the data
in a way shown in [11,12].

After changing the attribute, the calculation of the distances from data to
the origin is also needed. But next, unlike the methods in [11,12], the proposed
method no longer needs to sequence all the data according to their distances to
the origin, but to choose the minimum (dmin) and maximum (dmax) distances.
The time complexity of this step is O(n).

Next, divide the range [dmin, dmax] into K subranges evenly, each with the
following interval:

interval =
dmax − dmin

K

The range of the ith subrange (1 ≤ i ≤ K) is [di,min, di,max], where:

di,min = dmin + (i − 1) × interval

di,max = dmin + i × interval

Then group all the data by subrange in the following way. Suppose dj is the
distance from the datum xj to the origin, then xj is in the range i if di,min ≤
dj ≤ di,max. During the data grouping, the total of data ci in every subrange is
also counted. The time complexity of this step is O(n).

Next, adjust the range of every subrange. The reason for implementing this
step is that the data may be distributed among various subranges so unevenly
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and differently that the ranges will be empty or composed of abnormal data to
finally affect the clustering performance. The method of subrange adjustment is
as follows:

Step 1: Define the variables i and pi, and initialize i as 1 and pi as 0.
Step 2: If i = K, end the subrange adjustment; otherwise, go to the step 3.
Step 3: Suppose pi = pi + ci, p = pi + ci+1, p1 = pi/p, p2 = ci+1/p, l1 = i/(i+1)

and l2 = 1/(i + 1). To better describe the process of subrange adjustment,
the range i and the pre-i ranges may be called by a joint name “pre-i ranges”.
Then pi is the total of data in the pre-i ranges, and p is the total of data in
the pre-i+ 1 ranges (or the total of current data). p1 and p2 are the ratios
between data totals: p1 is the ratio of the data total of pre-i ranges to current
data total, and p2 is the ratio of the data total in the range i + 1 to current
data total. By the same token, l1 and l2 are the ratios between range lengths:
l1 is the ratio of the total length of pre-i ranges to that of current ranges, and
l2 is the ratio of the length of range i + 1 to that of current ranges.

Step 4: If p1 > l1, it means the data density in the pre-i ranges is bigger than
that in the range i + 1 so that the pre-i ranges need to be scaled down by
dl = ((p1 − l1)/p1) × l1; otherwise, the data density in the pre-i ranges is
smaller than that in the range i + 1 so that the pre-i ranges need to be scaled
up by dl = ((p1 − l1)/p2) × l2/l1.

Step 5: Calculate dj,max = dj,max−dj,max×dl for every pre-i range, where there
is 1 ≤ j ≤ i.

Step 6: Suppose i = i + 1. Then go to the step 2.

The time complexity of subrange adjustment is O(K2).
Regroup the data by using new subranges, and calculate the average of every

group of data, which is just the initial cluster center. The time complexity of
this step is O(n).

Here the proposed initialization method comes to an end. Next is the sub-
sequent iterations of K-means algorithm. The total time complexity of this ini-
tialization is O(3n + K2), which is actually linear O(n), as K is a constant and
K � n. But the method proposed by this paper features superlinear initializa-
tion rather than linear initialization. In other words, this method is deterministic,
because no matter how many times the method is executed, the ranges for the
same data set remain unchanged, so does the final clustering result.

The core of the proposed initialization method is subrange adjustment, whose
aim is to enable uniform distribution of data in every subrange. This method
applies to continuously distributed data, such as the data in [3], as the GPS
direction during driving often changes continuously.

The algorithm in this paper, the algorithms in [11,12], and the K-means
algorithm based on random initialization are used to cluster one data set in [3]
respectively. Suppose m = 4 and K = 4. The learning curve shown in Fig. 1, where
the vertical axis is SSE value, can be obtained. In the Fig. 1, “range” is the algo-
rithm in this paper, “median” is the algorithm in [11], “mean” is the algorithm
in [12], and “random” is the algorithm based on random initialization. It can
be obviously seen from the figure that, the algorithm in this paper converges
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Fig. 1. Learning curves of four K-means clustering algorithms

fastest. In fact, it is iterated for 13 times, the algorithms in [11,12] for 24 times
respectively, and the algorithm based on random initialization for 26 times. In
addition, the final SSE is 4822.19 in the proposed algorithm and 4884.18 in the
other three algorithms respectively.

3 Analysis of Experimental Results

The proposed algorithm can apply to the learning system of vehicle steering
identification designed in [3] in order to speed up the identification modeling.
To verify the actual application effect of the algorithm, this section introduces it
into the learning system designed in [3] and through an experiment, evaluates the
performance of the finally generated identification model as well as the execution
speed of the algorithm.

The experiment uses the data in [3] for testing. The data are contained in
two data sets, each sampled at a frequency of 1 Hz. The sampling mileage of
data set 1 is 18.23 km, covering 2960 GPS points; whereas the sampling mileage
of data set 2 is 11.58 km, covering 2370 GPS points.

The comparison objects in the experiment include the algorithm in this
paper, the algorithms in [11,12], and the K-means algorithm based on ran-
dom initialization. The comparison indicators include F1 and the number of
subsequent iterations of K-means algorithm, with the former reflecting the per-
formance of identification model and the latter indirectly showing the speed of
K-means clustering (i.e. the execution speed of the algorithm).

By testing the data set 1 with the four algorithms respectively, the results in
Tables 1 and 2 can be obtained. It is observed from Table 1 that, the proposed
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Table 1. F1 values obtained from testing the data set 1 with the four algorithms

m K Random Algorithm
in [11]

Algorithm
in [12]

Our
algorithm

The best

3 4 0.86792 0.86792 0.86792 0.87711 Our algorithm

3 5 0.78226 0.78226 0.78226 0.87097 Our algorithm

4 4 0.89164 0.92141 0.92141 0.93175 Our algorithm

4 5 0.94461 0.89710 0.89710 0.94461 Our algorithm

5 4 0.93421 0.93421 0.93421 0.80000 Other algorithms

5 5 0.93421 0.95484 0.95484 0.93421 Other algorithms

6 4 0.80000 0.80000 0.80000 0.76316 Other algorithms

6 5 0.95971 0.95971 0.95971 0.82988 Other algorithms

Table 2. Number of subsequent iterations when clustering the data set 1 with the four
algorithms

m K Random Algorithm
in [11]

Algorithm
in [12]

Our algorithm The best

3 4 26 28 27 18 Our algorithm

3 5 42 41 41 12 Our algorithm

4 4 26 24 24 13 Our algorithm

4 5 36 40 39 12 Our algorithm

5 4 19 21 20 6 Our algorithm

5 5 39 40 39 6 Our algorithm

6 4 23 27 26 5 Our algorithm

6 5 27 29 28 12 Our algorithm

algorithm performs best in 4 of all the 8 models. The average F1 of the 4 models
is 0.90611, 0.02706 higher than the algorithm in the second place; while the
average F1 of the other 4 models is 0.83181, 0.08038 lower than the algorithm in
the first place. Besides, when m = 4 or m = 5, the F1 values of optimal models are
all greater than 0.9 and average 0.93941. It can be seen from the Table 2 that,
the proposed algorithm is executed much faster and all the models are executed
fastest, with 18.9 (or 64.3%) iterations fewer than the algorithm in the second
place on average.

By testing the data set 2 with the four algorithms respectively, the results in
Tables 3 and 4 can be obtained. It is observed from Table 3 that, the proposed
algorithm performs best in 5 of all the 8 models. The average F1 of the 5 models
is 0.93818, 0.07999 higher than the algorithm in the second place; while the
average F1 of the other 3 models is 0.93351, 0.01947 lower than the algorithm in
the first place. Besides, when m = 4 or m = 5, the F1 values of optimal models are
all greater than 0.9 and average 0.95117. It can be seen from the Table 4 that,
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Table 3. F1 values obtained from testing the data set 2 with the four algorithms

m K Random Algorithm
in [11]

Algorithm in [12] Our algorithm The best

3 4 0.84685 0.84685 0.84685 0.90716 Our algorithm

3 5 0.79832 0.79832 0.79832 0.90765 Our algorithm

4 4 0.93617 0.93617 0.93617 0.93293 Other algorithms

4 5 0.85787 0.85787 0.85787 0.94260 Our algorithm

5 4 0.96689 0.96689 0.96689 0.93426 Other algorithms

5 5 0.94631 0.94631 0.94631 0.95973 Our algorithm

6 4 0.92913 0.95588 0.95588 0.93333 Other algorithms

6 5 0.97358 0.97358 0.97358 0.97378 Our algorithm

Table 4. Number of subsequent iterations when clustering the data set 2 with the four
algorithms

m K Random Algorithm
in [11]

Algorithm
in [12]

Our algorithm The best

3 4 40 40 40 8 Our algorithm

3 5 28 39 39 6 Our algorithm

4 4 19 28 27 5 Our algorithm

4 5 26 38 38 11 Our algorithm

5 4 15 19 19 12 Our algorithm

5 5 16 18 28 10 Our algorithm

6 4 26 18 18 5 Our algorithm

6 5 19 23 23 14 Our algorithm

the proposed algorithm is executed much faster and all the models are executed
fastest, with 16.5 (or 62.8%) iterations fewer than the algorithm in the second
place on average.

It is observed from the above two groups of test results that, the algorithm
proposed by this paper performs best in 9 of all the 16 models. The average F1

of the 9 models is 0.92393, 0.0418 higher than the algorithm in the second place;
while the average F1 of the other 7 models is 0.87540, 0.05428 lower than the
algorithm in the first place. For the m value commonly used in practical applica-
tion (m = 4 or m = 5), the average F1 of its optimal models is 0.94529. Moreover,
the subsequent iterations of K-means clustering based on the proposed algo-
rithm are significantly reduced, with 16.3 (or 62.7%) iterations fewer than the
algorithm in the second place on average. It is thus clear that, the identification
model built upon the clustering algorithm proposed by this paper performs basi-
cally as well as the other 3 algorithms, while the common identification models
using this algorithm perform slightly better but much faster.
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4 Conclusion

This paper improves the initialization process of K-means clustering algorithm
to effectively reduce subsequent iterations without compromising the clustering
performance, which makes it suitable for large-scale data clustering [13,14]. The
application of this algorithm to the learning system of vehicle steering identifi-
cation can speed up the modeling of steering identification and guarantee the
performance of identification model. The core concept of this algorithm is to
calculate the value range of a data set in a certain aspect and then to reason-
ably group the data in this range in order to choose the initial cluster center.
This paper uses the distances from data to the origin as the criterion of data
division, which, in practical use, may be one dimension of those data as well.
The selection of this criterion depends mainly on data distribution - an area to
be explored more deeply.
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Abstract. Based on the restricted Boltzmann machine (RBM) collab-
orative filtering algorithm in recommendation phase easy to weaken the
needs of individual users, and the model has poor ability of anti over-
fitting. In this paper, the traditional nearest neighbor algorithm is intro-
duced into the recommendation stage of RBM, use the characteristics of
interest similarity, the nearest neighbor’s interest is used as the target
user’s, strengthen the individual needs of users: First, using the tradi-
tional K-mean algorithm to find out the user’s n nearest neighbors; Then,
using nearest neighbor to calculate the probability of users rating grades
for the non rating items; Finally, weighted average score probability to
the RBM model in the process of recommendation. Using benchmark
data set Movielens experimental results show that the improved RBM
model with nearest neighbor can not only improve the accuracy of the
model results, but also increase the ability to resist over-fitting.

Keywords: Restricted Boltzmann Machine · Nearest neighbor
Collaborative filtering · Accuracy · Over-fitting
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1 Introduction

With the rapid development of information technology in social, economic and
other areas, data is increasing with hitherto unknown speed, according to the
report released by the IDC show that [1], the total network data based on scale,
diversity, real-time and low value density will increase from 1.8 ZB in 2011 to
35 ZB in 2020. Faced with such huge data, users can’t accurately get information
they want: from the point of consumers’ view, consumers are overwhelmed by a
flood of information, unable to find what they really need or surprise goods; from
the point of business’ view, the increasing amount of data led to the business
can not dig out the user’s real interest preferences and can not make accurate
recommendations for the user’s current interest, gradually lost the trust of users
and the viscosity, resulting in the loss of customer resources. The above phenom-
ena show that the increase of the amount of data results in the difficulty of data
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mining and reduces the efficiency of information usage, leading to the problem
of information overload [2].

At present, recommendation system is one of the most common methods to
solve the problem of information overload. Collaborative filtering is the most
widely used and successful recommendation strategy. According to the classifi-
cation of collaborative filtering algorithm by Breese [3], collaborative filtering
algorithm is mainly divided into two categories: memory based collaborative
filtering and model-based collaborative filtering. The recommended process of
memory based collaborative filtering is carried out through the analysis of the
whole user item rating matrix, as if the whole score matrix exists in the memory,
the core of the method is the calculation of similarity, the similarity calculation
method commonly used Pearson Correlation Coefficient [4], Vector Space Simi-
larity [3] and Jaccard Similarity Coefficient. The process of model-based collab-
orative filtering based on a model obtained by learning user item rating matrix,
after the recommendation of the use of the model to replace the original user
rating matrix, so the core of this method is to establish a user model, commonly
used models including Bayesian Belief Networks model and Clustering model,
Regression model, Latent Factor model, Singular Value Decomposition model
and Restricted Boltzmann Machine model etc. In recent years, the Restricted
Boltzmann Machine (RBM) because of its high accuracy and can be used as
the underlying of deep learning, has attracted wide attention of scholars and
research.

RBM is a two layer network which is composed of a softmax visible units and
a binary hidden units. The RBM model is successfully applied to collaborative
filtering recommendation for the first time by Salakhutdinov et al. [5], and puts
forward the Conditional Restricted Boltzmann Machine (CRBM) can highlight
the importance of rating data; Georgiev and Nakov [6] directly use real values in
the visible unit of RBM model as opposed to multinomial variables, reduce the
training parameters in the model, and the model can directly deal with the real
data; Louppe [7] analysis the impact of various parameters in the RBM model on
the Netflix data set and make a detailed comparison and experiment, and in the
MapReduce to realize the parallel model; Zhang et al. [8] detailed introduction
the RBM model for the training and learning process, parameter selection and
evaluation model based on RBM algorithm; Luo [9] analysis of RBM model from
the perspective of collaborative filtering, explain the intrinsic link between the
RBM and collaborative filtering; He and Ma [10] based on Real valued CRBM
(R CRBM) training prediction score, and then applied the nearset trusted rela-
tionships to the R CRBM model in the recommended process to improve the
accuracy of prediction and parallelization scheme is proposed based on Spark
platform; Chen et al. [11] using multi-layer RBM building the depth of structure
model, combined the abstract feature extracted from the model with nearest
neighbor recommendation method formed a recommendation algorithm which
can fast convergence and have high accuracy of recommendation.

This paper analyses from point of the internal principle of the RBM model
prediction process view that the excessive growth of partial weight of RBM
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model is the main cause of poor model discrimination. The poor discrimination
of the model leads to the lack of recognition of the individual needs of the user
in the final recommendation stage based on the RBM model, thus weakening
the user’s personalized needs in the recommendation results, eventually result-
ing in reduced recommendation accuracy. Aiming at the above problems, this
paper solves the problem by using the nearest neighbor method, and analyzes the
internal mechanism of feasibility used nearest neighbor to improve the predic-
tion accuracy of RBM model, and gives the method to implement the improved
model. Unlike Chen Da and He Jieyue, this paper innovatively utilizes the near-
est neighbor calculated score probability items which not score by the target
user, the probability integrated into the prediction process in RBM model. The
experimental results on the MovieLens data sets show that this method can effec-
tively improve the prediction accuracy, it is proved that this method is helpful
to solve the problem of poor model discrimination caused by excessive weight
growth in RBM model, enhancing the individual needs of the users, improves the
recommendation accuracy; at the same time proved by experiments the model
of anti overfitting ability has been greatly improved.

The Sect. 2 introduces the collaborative filtering framework based on RBM
model, and analyzes the problem existed in the model; Sect. 3 gives the improved
RBM model and algorithm description; Sect. 4 show the experimental results of
the algorithm and analysis of the results; finally summarized the work of the
paper and the existing shortcomings.

2 Collaborative Filtering Framework Based on RBM
Model

The main problem of applying RBM model to collaborative filtering algorithm
is how to deal with the non scoring items effectively. The literature [5] first
improved the visible units of the traditional RBM model, using Softmax cell as
a visible units then introduced a special visible units “Missing” to represent the
user with no score project, this kind of visible units is not connected with any
hidden units. Each user has a separate RBM, but all RBM corresponding to a
common hidden unit, and the weights and biases between all RBM are shared
(i.e. if the user U1 and U2 at the same time scored the film M1, and the scores
were the same, then the two users in visible units and hidden units are used in
connection with a same weight). The model is shown in Fig. 1. The RBM model
is an energy model, define its energy function that its energy function is Eqs. 1
and 2:

E(V, h) = −
M∑

i=1

F∑

j=1

K∑

k=1

W k
ijhjv

k
i +

M∑

i=1

log Zi −
M∑

i=1

K∑

k=1

vk
i ak

i −
F∑

j=1

hjbj (1)

Zi =
K∑

l=1

exp(bli +
F∑

j=1

hjW
l
ij) (2)
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where W l
ij is a symmetric interaction parameter between feature j and rating

k of movie i; hj is the binary values of hidden variables j; vk
i is the user rated

movie i as k; ak
i is the bias of rating k for movie i; bj is the bias of feature j.

M
issing

M
issing

M
issing

M
issing

Binary hidden 
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Visible movie 
ratings
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Fig. 1. Restricted Boltzmann Machine used in collaborative filtering

According to the Eqs. 1 and 2, we use the conditional probability (activation
probability) for modeling ‘hidden’ user features h and the conditional probability
(activation probability) for modeling ‘visible’ binary rating matrix V :

p(hj = 1 |V ) = σ(bj +
M∑

i=1

K∑

k=1

vk
i W k

ij) (3)

p(vk
i = 1 |h ) =

exp(ak
i +

F∑
j=1

hjW
k
ij)

K∑
l=1

exp(al
i +

F∑
j=1

hjW l
ij)

(4)

where σ(x) = 1/(1 + e−x) is the logistic function.
According to Eqs. 3 and 4 we can see that the training of RBM model is

to maximize the generating probability. So we use Eqs. 5, 6 and 7 to update
parameters:

ΔW k
ij =

∂ log p(V )
∂W k

ij

= (<vk
i hj>data − <vk

i hj>cd−mod el) (5)

Δak
i =

∂ log p(V )
∂ak

i

= (<vk
i >data − <vk

i >cd−mod el) (6)

Δbj =
∂ log p(V )

∂bj
= (<hj>data − <hj>cd−mod el) (7)
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where ∂ is the learning rate. <•>data is an expectation with respect to the
distribution defined by the user-rating data, vk

i is movie i with rating k and hj

is feature j which is computed using Eq. 3. <•>cd−model represents a distribution
of samples from running the Gibbs sampler, using Contrastive Divergence (CD)
algorithm present by Hinton [12] in 2002.

After training, the Mean Field Method is used to approximate the estimation
of a user’s score on the non-rating movies.

∧
pj = p(hj = 1 |V ) = σ(bj +

m∑

i=1

K∑

k=1

vk
i W k

ij) (8)
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pjW l

ij)
(9)

The key of RBM used in collaborative filtering is how to predict the scores
of Missing items. In order to solve this problem, the above model with each user
has a separate RBM, all RBM corresponds to a common hidden units, and the
weights between visible units and hidden units and the respective bias of all
RBM is shared. By using the method of weight and bias sharing is considered
the number of movies each user has rated is far less than all the movies, so
the number of identical films that have been rated among different users is less,
embodied in the model that the weights of the RBM model for different users
are only partially overlapped.

However, in practical applications, the data tend to show the characteristics
of the “long tail”, “popular movie” will be viewed and rated by more users.
When a “popular movie(i)” was repeatedly score and score most of r, due to
the weight of all users are shared, every user who select the “popular movie” to
enter the model training and the weight of wr

i. will be update. The RBM model
tends to reconstruct the score of r so that the model is suitable for most users.

3 Improvement RBM and Algorithm Description Based
on Nearest Neighbor

For the problems raised in the Sect. 2, analysis of RBM model training and
prediction process discovery: in the training phase, the CD algorithm uses the
parameter update, while CD algorithm aims at learning the characteristics
of reduce the reconstruction error. When the user who scored r for “popular
movie(i)” enters the model, in order to reduce the reconstruction error of the
model, need the corresponding weight wr

i. is large enough to ensure that the
reconstructed data is suitable for most users. Due to the weight sharing, when
the score is r for many users, after CD algorithm wr

i. will be updated to very
large, and other weight will be significantly less than wr

i. for the movie; in the
stage of RBM model, using the mean field method for the prediction of film
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score, according to Eqs. 8 and 9 we can see the size of the weight can signifi-
cantly affect the prediction of film scores. When the weight of wr

i. is very large,
the prediction score will tend to score r. This makes it difficult to identify some
special users, resulting in the model has poor ability to identify and reduce the
accuracy of prediction.

Take <the godfather> as an example, many users have seen and its evaluation
is very high (assuming that most users score 5 points). In order to reduce the
reconstruction error during the learning process of model, learning the weight
of w5

i. will be large to apply to most users. So, namely <the godfather> of the
film’s score of 5 corresponds to the weight will be great, and the weight will be
other scores is very small. When using the RBM model to predict the users who
did not see the movie, the majority of the ratings would be 5. This leads to the
fact that even users who do not like this kind of movie, but its forecast score
will tend to 5 points.

According to the above analysis, reconstruction of CD algorithm in training
phase and mean field method in the prediction stage is the main cause of dis-
crimination is poor, so we can consider how to improve from two aspects of the
RBM model training and prediction stage. But in the training stage of RBM
model has a great influence on the model when changing its parameters, and
more suitable parameter learning algorithms are also difficult to find. Therefore,
this paper considers the improvement of the model prediction stage, in order to
get good results.

The model is based on the mean field method in prediction, which is similar
to the prediction results from the global perspective. In order to highlight the
individual needs of users, should be from the user’s point of view, taking into
account the user’s own unique interests, similar from the local point of view to
strengthen user personalization. It is difficult to find out the unique interests of
each user by using the user movie evaluation matrix as the historical data, so an
indirect method (nearest neighbor) is used to estimate the user’s interest. Users
and their nearest neighbors have similar interests, so the interests of the user’s
nearest neighbor as a user’s interest. Still take <the godfather> as an example,
if the target user doesn’t like this type of film, the target user may score lower
on the film (2–3 points), there is a big gap between the apparently predicted by
RBM model to score 5 points and the target user’s true interest. In the process of
model prediction model integration the nearest neighbor. The nearest neighbor,
which is similar to the user’s interest, does not like the film, they make score the
film between 2–3 points, and according to the nearest neighbor prediction target
users may also lower the score (2–3 points). Obviously lower score than predicted
by the RBM model more accurate. Therefore, this paper considers the nearest
neighbor into the RBM model to improve the accuracy of model prediction.

3.1 Improvement Ideas

According to the neighbor, calculate the rating level probability of the target
user’s un-rating film.
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pki =
numk

sum
(10)

where, pki represents the probability of rating k of movie i which target user
un-rating (The un-rating films restricted to target users who do not score and
score in the nearest neighborhood, the rest of the films that nearest neighbor
also did not score the probability of the film was 0); numk is user number of
rating k of movie i in nearest neighbor; sum represents the number of users in
the nearest neighbor for all ratings of the movie i.

Then, the probability is added to the RBM model in the prediction process
by the form of mixed weighting.

Qk
i = λ ∗ p(vk

i = 1 |p̂ ) + (1 − λ) ∗ pki (11)

where, p(vk
i = 1 |p̂ ) and pki respectively calculated by Eqs. 9, 10; λ is the weight

of the calculated probability of the two calculation methods in the final results.
The estimated value of the target user’s score for all the films is calculated

based on Qk
i .

R(u, i) =
K∑

k=1

Qk
i ∗ k (12)

3.2 Algorithm Pseudo-code Description

Step 1. Compute nearest neighbor

Algorithm 1. k-Nearest Neighbor
1: Set Nearest Neighbor′s number ← nneighbor;
2: Use Pearson correlation coefficient compute each user’s similarity ← Sim(i, j);
3: Use Top nneighbor users with Sim(i, j) as useri nearest neighbor;

Step 2. Initialization RBM

Algorithm 2. RBM-Initialize algorithm
1: Set Parameter mini batches, max epoch, θ, ρ, CD step;
2: Initialize W k

ij with small values sampled from a zero-mean normal distribution;
3: Initialize ak

i to the log of their respective base rates;
4: Initialize bj with zeroes.

Determine the training set S, and according to the number of data in
mini batches data, the training sample set is divided into S =

m∪
i=1

Si and no

intersection between Si; Adding momentum term to update parameters not only
dependent on the gradient direction of the likelihood function in the current sam-
ple, but also depends on the direction of the last parameter modification, which
helps to avoid premature convergence to local optima. Literature [5] has proved
that in the practical application, the parameter step is very small usually can
get satisfactory results even in step 1.



394 X. Qian and G. Liu

Step 3. Training RBM

Algorithm 3. RBM-Training algorithm
1: repeat
2: epoch=1:max epoch
3: for all mini batch of users in Sbatch and Sbatch ∈ S do
4: for all user ∈ Sbatch do
5: Translate the ratings of user to Softmax as visible units vk

i ;
6: Eq. 3 compute all the hidden units hj ;
7: Record samples vk

i hj , vk
i , hj

8: Run CD algorithm to the Gibbs sampler;
9: for step = 1 : CD step do

10: Gibbs sampler all the hidden units <hj>
step;

11: Use Eq. 4 compute all the visible units P (vk
i = 1 |h );

12: Gibbs sampler all the visible units <vk
i >step;

13: Use Eq. 3 compute all the hidden units hj ;
14: end for
15: Record samples<vk

i hj>
step, <vk

i >step, <hj>
step;

16: end for
17: Average the first samples to get <vk

i · hj>data, <vk
i >data, <hj>data;

18: Average the second samples to get <vk
i · hj>cd−model, <vk

i >cd−model, <
hj>cd−model;

19: Use Eqs. 5,6,7 compute ΔW k
ij , Δak

i , Δbj ;
20: Update W k

ij = ρ ∗ W k
ij + θ ∗ ΔW k

ij ;
21: Update ak

i = ρ ∗ ak
i + θ ∗ Δak

i ;
22: Update bj = ρ ∗ bj + θ ∗ Δbj ;
23: end for
24: epoch = epoch + 1;
25: Compute the error Errepoch;
26: until Errepoch−1 − Errepoch>ε or epoch = max epoch

Step 4. Prediction

Algorithm 4. RBM-Initialize algorithm
1: Translate the ratings of user u to Softmax units;

2: Use Eq. 8 compute
∧
pj for all hidden units j;

3: Use Eq. 9 compute p(vk
q = 1| ∧

p) for all k = 1, 2..., K;
4: Use Eq. 10 compute pk

i ;
5: Use Eq. 11 compute Qk

i ;
6: Use Eq. 12 compute R(u, i);
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4 Experimental Analysis

4.1 Data Sources

The experiment using Matlab 2015b, the data set using MovieLens 100K data
set (http://www.grouplens.org) developed by Minnesota University GroupLens
research group. Movielens data set is a film rating system, according to user
preference score after viewing of the film are scores between 1 5, but also includes
the theme of the film and user information. MovieLens 100K includes 943 users,
1682 movies and the score of 100000.

In the experiment, 80% of the data sets were randomly selected as the training
set, and the remaining 20% were used as the test set. Each randomly divided
data set using the standard RBM collaborative filtering algorithm as compared
with the experimental reference algorithm, taking the average of the results
of 10 experiments as the final prediction results. The experimental results are
compared to test in the training and test sets are exactly the same situation.

4.2 Evaluating Indicator

At present, Root Mean Square Error (RMSE) is common measurement methods
for evaluating the accuracy of recommender systems. The formula is as follows:

RMSE =

√√√√√
∑

(u,i)∈Rtest

(Ru,i − R̂u,i)
2

|NRtest
| (13)

where, Rtest is test data set; Ru,i is user u actual score for movie i; R̂u,i is user
u prediction score for the movie i; NRtest

represents the number of data in the
test data set; The smaller the calculated results of the two evaluation indexes,
the higher the accuracy of the recommendation.

4.3 Experimental Results and Analysis

Before the RBM model training and the paper algorithm, we must first deter-
mine the parameters of the model. The literature [7,8] on the choice of model
parameters are introduced in detail. In this paper, we use the same experimen-
tal parameters for the paper algorithm and the RBM algorithm to ensure the
accuracy and contrast of the experimental results. And the parameters are set
in Table 1.

To determine the values of model parameters, because this algorithm contains
the user’s nearest neighbor, so it needs to consider the effect of different number
of nearest neighbor users on the experimental results. So we need find the optimal
user number of nearest neighbor. The calculation results are shown in Fig. 2.

From Fig. 2, the number of users nearest neighbor after reaching 10, its impact
on RMSE tends to be stable. Therefore, this paper set up the user’s nearest
neighbor number to 20.

http://www.grouplens.org
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Table 1. Main parameters of the model

Parameter Parameter values

Number of hidden units node 60

Weight decay coefficient 0.0005

Weight learning rate 0.001

Bias of visible units learning rate 0.001

Bias of hidden units learning rate 0.01

Iterations times 100

Iterations times of CD algorithm 3

Fig. 2. Effect of different nearest neighbor number on RMSE

Figure 3 show that: the algorithm RMSE value has been less than RBM
algorithm RMSE value shows that the accuracy of this algorithm is higher than
that of the RBM algorithm; The improvement effect can be seen from Fig. 3,
when the number of iterations is smaller and the number of iteration to achieve
optimal effect (this is 40–50 times), the improved effect is more obvious. When
the number of iterations reached 50, subsequent iterations will cause the over-
fitting problem and the value of RMSE to become larger. The recommendation
accuracy of RBM algorithm will decrease rapidly, while this algorithm the rec-
ommendation accuracy decreasing speed was less than that of RBM algorithm.
This show that the algorithm against over fitting ability is superior to RBM algo-
rithm. show that: the algorithm RMSE value has been less than RBM algorithm
RMSE value shows that the accuracy of this algorithm is higher than that of the
RBM algorithm; The improvement effect can be seen from Fig. 3, when the num-
ber of iterations is smaller and the number of iteration to achieve optimal effect
(this is 40–50 times), the improved effect is more obvious. When the number
of iterations reached 50, subsequent iterations will cause the overfitting prob-
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Fig. 3. Contrast experiment between the algorithm and RBM algorithm

lem and the value of RMSE to become larger. The recommendation accuracy of
RBM algorithm will decrease rapidly, while this algorithm the recommendation
accuracy decreasing speed was less than that of RBM algorithm. This show that
the algorithm against over fitting ability is superior to RBM algorithm.

5 Conclusions

A good recommendation algorithm must first ensure the accuracy of recommen-
dation. Therefore, improving the accuracy of recommendation is an important
research direction. To provide users with the goods in line with their interests,
can increase the user’s satisfaction with the recommendation system, enhance
the user’s adhesion to the recommendation system. In this paper, the nearest
neighbor is added to improve the discriminative ability of the RBM model. The
experimental results show that the accuracy of the improved RBM model is bet-
ter than that of the original model, and the over fitting ability of the model is
improved. But this method is still not fully reflect the user interest, the target
user’s interest is calculated according to the nearest neighbor, and there are still
some differences between the actual user and the individual interest. In the fol-
lowing work, will consider starting from the user’s actual interest, fully tap the
user’s personal interests.
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Abstract. The multi-sensor network can acquire and analyze the thermal per-
formance data of fan coil unit and other building systems in real time by means
of low energy and high precision sensing technology. It is necessary to compress
the thermal data in the data transmission process. Aiming at the data fusion
process applied to the thermal performance test system of fan coil unit, a new
SMART-RR algorithm with low energy consumption data fusion is proposed.
Considering the existence of cyclic repeatability and data redundancy, a time
interval data fusion strategy of adding repeatability reduction factor is bedded in
the algorithm. The simulation results show that the SMART-RR algorithm is a
low energy consumption data fusion algorithm with low data communication
volume and high accuracy.

Keywords: Multi-sensor network � Data fusion � Thermal performance test
Low energy consumption � Repeatability reduction

1 Introduction

The fan coil unit consists of fans, coils and filters. It is used as an end device for the air
conditioning system. It is distributed in each air-conditioned room and can be treated
independently for air. The hot and cold water required for air treatment by the air
conditioning room focused on the preparation, through the water supply system to
provide the fan coil unit. At present, most of the parameters of the fan coil system are
used to cooperate with each other, and the multi-sensor data fusion is needed after
acquiring the data.

Multi-sensor data fusion is a combination of data from multiple sensors, and this
method could estimate the value of the measured parameters more accurately compared
to the data measure method using only a single sensor, but there is still a lot of research
work should be applied on the reliability of measurement data [1, 2]. The key
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technologies of data fusion are data conversion, data correlation, database and fusion
computing, among which fusion computing is the core technology of multi-sensor data
fusion system. The general data fusion method is based on the basic principle of data
statistics according to the data collected by each sensor to determine the confidence
interval of each sensor matrix, and then uses the threshold to measure the degree of
correlation between the sensors, but the threshold point to determine the sensor mutual
support is a big ambiguity [3–5].

The thermal performance test system of fan coil units is the basis and support for
teaching, testing and engineering testing of many disciplines such as construction
engineering, environment and energy engineering, and there are many universities and
research institutes have built fan coil performance test platform of different scales with
corresponding test and control software system. In this paper, the data processing
requirements of the thermal performance test system of fan coil are studied, discusses
how to extract the multi modal data collected by multi sensor network, and proposes a
data fusion method of fan system based on Bayesian network model and inference
algorithm.

2 Fan Coil Thermal Performance Test System

There has a number of universities and research institutes have built different scale fan
coil performance test platforms with the appropriate test and control software systems.
In this paper, based on the original relevant test platform, re-build a complete set of fan
coil performance test platform for teaching and research work. The fan coil perfor-
mance test system topology is shown in Fig. 1.

Fig. 1. Fan coil performance test system topology.
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2.1 Low Energy Consumption Sensor Node

In the practical application of thermal performance test of fan coil, usually distributes
and collects data with low energy and high precision sensor nodes.

First, each sensor node collects the test system thermal performance data with
energy-constrained, and the energy consumption of the sensor nodes must be strictly
controlled to extend the lifetime of the entire sensor network [6]. The energy of the
sensor nodes in the thermal performance test system of the fan coil is mainly consumed
in the network communication process, so it is necessary to minimize the data traffic
and data redundancy between the sensor nodes.

Secondly, due to the external environment, such as electromagnetic interference,
the sensor nodes should collect the data often accompanied by a variety of noise
signals, witch reduce the accuracy of the obtained thermal performance data and
integrity.

2.2 Data Acquisition Process Based on Multi-sensor Network

Fan coil performance test system is designed for independent design, build the fan coil
performance test platform for research and development, and data acquisition
Agilent-34970A, digital power meter Yokogawa-WT310 and other hardware work
together to collect test room in the fan disk pipe, air conditioning unit inlet and outlet
temperature, humidity, pressure, water flow and other technical parameters, real-time
record of the node’s test data, and through the software system to calculate the cor-
responding cooling/heating performance indicators.

The thermal data in the fan coil performance test platform is mainly collected by the
Agilent 34970A data acquisition and YOKOGAWA WT310 digital power meter. The
data interface is connected with the computer supporting the test platform, and the
collected test platform thermal data is transmitted to Client application system, that is,
the project development of the fan coil performance test system V1.0. The software
system can complete the test condition parameter setting, the data record, the test
platform real-time monitoring, the data computation processing and the test report
generation and the printing function. A fan coil performance test system consisting of a
data collector, a digital power meter, a matching computer, and a client application
system.

3 Low Energy Data Fusion Method Based on Reproducibility
Reduction

Fan coil performance test system in a variety of sensor nodes to obtain fan coil system
thermal performance data through the tree sensor network layer by layer upload and
fusion, data transmission traffic and encryption and decryption mechanism affect the
thermal performance data privacy protection And sensor network energy consumption.
In this paper, the sensor network is abstracted into a tree network with three layers.
A data fusion algorithm based on repetitive protocol factor is proposed, and the data
traffic is reduced by key distribution mechanism.
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3.1 Data Fusion Model Based on Tree Structure

The sensor network may be represented by a connected directed graph GðV ;EÞ, where
the vertex vðv 2 VÞ represents the node in the sensor network and the directed arc
eðe 2 EÞ represents the data transmission link between the nodes. A typical sensor
network typically consists of three types of nodes: (1) a leaf node consisting of a
variety of sensors for collecting and transmitting thermal data from the system; (2) a
fusion node, the data transmission node undertaking to collect system thermal data and
data fusion (3) QS (Query Server) node, the data analysis node is responsible for the
final fusion analysis of the data [7].

The three types of nodes form a tree structure, where the QS node obtains the data
fusion result as the root node and provides the basis for further thermal data analysis.
The fusion node is responsible for receiving the data from the leaf node and converging
the calculation to the root node, the leaf node acquires a variety of modal thermal data
and upload to the corresponding node, based on the tree structure of the data fusion
process is one-way transmission.

The data fusion function structure currently used in the sensor network can be
expressed as the formula (1):

f ðtÞ ¼ hðd1ðtÞ; . . . ; dnðtÞÞ ð1Þ

where diðtÞ; ði ¼ 1; 2; . . . ; nÞ is the data collected by node i at time t, and operator h
represents the fusion calculation factor, such as count, average, max, min, sum
function.

As a sensor network in the field of energy measurement applications, the fan coil
performance test system to collect the transmission of thermal data has a certain
periodicity characteristics. It can consider the characteristics of the above fields in the
design of the data fragmentation and transmission strategy of the sensor network,
compress the processing of a large number of periodic data, and collect the change
data, thus reducing the data traffic of the sensor network. This paper proposes a data
fusion function based on unequal time interval as shown in Eq. (2):

f 0ðtÞ ¼ hðd1ðDt1Þ; . . . ; dnðDtnÞÞ ð2Þ

where diðDtiÞ ði ¼ 1; 2; . . . ; nÞ is the data collected by the node i in the Dti time
interval and t ¼ ½Dt1; . . . ;Dtn� is the minimum common time period for all node data
acquisition time intervals. For periodically significant thermal data, the time interval
can be set relatively long, and remove some of the repeated data, which can reduce the
data traffic, improve data fusion efficiency.

3.2 Data Fusion Algorithm Based on Reproducibility Reduction Factor

Based on the SMART series algorithm, this paper proposes a data fusion algorithm
based on the repetitive reduction factor for the sensor network application.

Data encryption and decryption uses a random key allocation strategy: a key pool
containing K keys is generated, and k (k\K) keys are randomly selected; nodes in the
sensor network send messages to determine which nodes are assigned the same key, A
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node with the same key thinks that a data transmission link can be established. If the
parent and child nodes in the tree structure are not allocated to obtain the same key, the
transmission link can be established by hop-by-hop. As can be seen from the key
distribution strategy, if the listener takes the same key distribution scheme, the prob-
ability of data being eavesdropped in the sensor network is p ¼ k=K. In general, the
number of keys in the key pool is set relative to each other, thereby reducing the
probability of data being eavesdropped in the sensor network.

The basic structure of the algorithm consists of three main steps: (1) each node
divides the collected data into J slices, where J � 1 slices are sent to J � 1 nodes
randomly selected from neighboring node sets; (2) the node receives the fragment data
and decrypts it with the shared key; (3) uses the TAG algorithm to carry on the data
fusion. Some of the modal data in the sensor network have significant periodic
repeatability [8]. The SMART-RC algorithm with repetitive reduction factor is used to
divide the data acquisition and transmission time interval into different time slices
according to different modal data., And the time slice of the cycle of repetitive data to
reduce the amount of data traffic to reduce the sensor network energy consumption.

4 Analysis of Results

In order to verify the performance of the SMART-RR algorithm based on the repetitive
convention factor proposed in this paper, we compare the data traffic and accuracy from
the data and compare the SMART-RR algorithm with the TAG algorithm and SMART
algorithm.

4.1 Data Communication Volume

The data traffic used in the sensor network data fusion algorithm mainly includes node
fragment data transmission traffic and data fusion traffic. Data fusion communication is
directly related to the network size, that is, the sensor network structure and the number
of nodes to determine the data fusion communication fixed. Therefore, the comparison
of SMART-RR algorithm and SMART algorithm node data communication volume,
which is based on data fragmentation data fusion algorithm, the main communication
volume overhead. TAG, SMART, SMART-RR three methods of data traffic shown in
Fig. 2, where J is 3.

It can be seen from the simulation results that the data communication volume of
SMART and SMART-RR algorithm is smaller than that of TAG algorithm due to the
addition of data fragmentation strategy, and because SMART-RR has a certain
reduction operation on the existence of repetitive data, data communication volume is
further compressed. The relationship between the number of slices and the data
communication volume of SMART-RR algorithm is further analyzed. From the sim-
ulation results of Fig. 3, it can be seen that the data traffic increases first and then
decreases with the increase of J.
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4.2 Measurement Accuracy

The SMART-RR algorithm and SMART algorithm proposed in this paper are based on
SUM function data fusion calculation [8, 9], the definition of data accuracy is:

ma ¼ jDQSj=j
X

Dij ð3Þ

where jDQSj is the amount of data for the root node after fusion, and jPDij is the
amount of raw data collected by all sensor nodes. As shown in Fig. 4, the data accuracy
of the SMART-RR algorithm is more sensitive to the number of slices: when J� 5 the
accuracy is significant improved, and the accuracy tends to be stable when J� 8.

From the simulation analysis of the algorithm data traffic and accuracy, it can be
seen that the setting of data segment J in SMART-RR algorithm directly affects the
performance of the algorithm, and it should be selected in the practical application
according to the specific requirements such as privacy protection.

Fig. 2. Data communication volume of TAG, SMART and SMART-RR algorithm

Fig. 3. Data communication volume changes of SMART-RR with the number of slices
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5 Conclusions

In this paper, a data fusion algorithm based on repetitive reduction factor is proposed
for the data fusion and analysis of sensor networks used in the thermal performance test
system of fan coil. It is possible to carry out data for data with dynamic repetition of
data cycle Compression, thereby reducing the sensor node data traffic and energy
consumption, to extend the sensor network survival time. The performance of the
algorithm in data traffic and accuracy is verified by simulation experiment and com-
parison, which has certain advantages in the field of data acquisition and application of
sensor network compared with the same type of algorithm. Further work could study
other data fusion strategies and algorithms to collect more practical case analysis
algorithm application value.
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Abstract. Least mean squares (LMS) algorithm was considered as one of the
effective methods in adaptive system identifications. Different from many
unknown systems, LMS algorithm cannot exploit any structure characteristics.
In case of sparse channels, sparse LMS algorithms are proposed to exploit
channel sparsity and thus these methods can achieve better estimation perfor-
mance than standard one, under the assumption of Gaussian noise environment.
Specifically, several sparse constraint functions, ‘1-norm, reweighted ‘1-norm
and ‘P-norm, are developed to take advantage of channel sparsity. By using
different sparse functions, these proposed methods are termed as zero-attracting
LMS (ZA-LMS), reweighted ZA-LMS (RZA-LMS), reweighted ‘1-norm LMS
(RL1-LMS) and ‘p-norm LMS (LP-LMS). Our simulation results confirm the
priority of the new algorithm and show that the proposed sparse algorithms are
superior to the standard LMS in number scenarios.

Keywords: Gradient descent � Least mean squares � Sparse constraint
Adaptive channel estimation � Compressive sensing

1 Introduction

Second-order statistical errors square based on the least mean square (LMS) algorithm
has been considered one of the effective adaptive filtering methods in many applica-
tions such as channel estimation and system identification [1, 2], which is a kind of
stochastic gradient algorithm. Superior to some other parameter estimation methods,
e.g., recursive least squares (RLS) [3] algorithm, the LMS algorithm has the advantage
that mass stochastic knowledge of the channel and the input data sequence are not
required. Due to its simplicity and easy implementations, the LMS algorithm has been
widely applied in signal processing and communications including system detection [4]
and channel estimation [5] and so on, without considering any information about the
special characteristics of the channel being estimated itself. However, due to the
potential sparsity in channels [6–10], some great efforts have been made to develop
such LMS algorithms that can employ the potential sparsity and achieve better
parameter estimation. The method based on the idea is to add a penalty term to the cost
function to perform sparse solution [11, 12]. In a typical fading communication system,
the selection of the channel estimation algorithms involves the statistical information
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with respect to channels, the expected performance of the used algorithm and its
convergence speed.

This paper is organized as follows. First we introduce the communication system
model and corresponding linear adaptive algorithms. According to the given model, a
standard LMS algorithm and the modifications of the LMS algorithm are provided.
Particularly, the sparse channel estimation problem is considered and the sparse CIR is
estimated. At last, we confirmed the effectiveness of our study.

2 System Model and Algorithms

Figure 1 shows the system model of a typical communication system in this paper.
Assume that the channel vector h ¼ h1; h2; . . .; hN½ �T where N is the length of the CIR

and ð�ÞT denotes the transposition. hk ¼ h1;k; h2;k; . . .; hN;k
� �T

denotes the estimate of

the vector h at the time step k. xk ¼ xk; xk�1; . . .; xk�Nþ 1½ �T is the input data vector of
the system, nk is the additive noise at the receiver end, dk is the actual response,
ek ¼ dk � hTk xk is the error signal, yk is the system output and ŷk denotes its estimate.

Fig. 1. Block diagram of the communication system.
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2.1 Standard LMS Algorithm

Let Lk ¼ 1=2ð Þe2k denotes the cost function of the standard LMS algorithm. By min-
imizing the cost function using the gradient descent method, the parameters of the
unknown system can be identified iteratively. Therefore, the iterative equation can be
given as

hkþ 1 ¼ hk � l
@Lk
@hk

¼ hk þ lekxk ð1Þ

Here, l is the step size which is among 0 and k�1
max, where kmax is the maximum

eigenvalue of the covariance matrix of xk (i.e., R ¼ E½xkxTk �), which ensures that the
standard LMS algorithm converges to the optimum point.

2.2 ZA-LMS Algorithm

If most of the coefficients in the vector h are zeros or insignificant values, then the CIR
is called sparse channel. In this case, the l1-norm of hk can be used to penalize the
non-sparse solutions. Add it to the standard LMS cost function and then we can get the
new cost function LZAk ¼ 1=2ð Þe2k þ cZA hkk kl1 , where :k kl1 denotes the l1-norm of a
vector and cZA is a corresponding weight for the penalty term. It’s remarkable that the
new cost function is convex, so that the gradient descent method can be guaranteed to
be convergent under some conditions. The corresponding algorithm is called the zero
attracting LMS (ZA-LMS) and its iterative formula is

hkþ 1 ¼ hk þ lekxk � qZAsgnðhkÞ ð2Þ

where qZA ¼ lcZA and signum function sgn(�) is denoted as 0 for x = 0, 1 for x > 0,
and −1 for x < 0 and sgnðhkÞ is the sparse penalty strength of the ZA-LMS.

2.3 RZA-LMS Algorithm

To take more advantage of the sparsity of the channel, we can use the l0-norm to
penalize the non-sparse solutions. However, since l0-norm penalty has very high
computation complexity, a approximate penalty is introduced. And then the cost
function becomes

LRZAk ¼ 1
2

� �
e2k þ cRZA

XN

i¼1
logð1þ hki

20
RZA

Þ ð3Þ

where hki is the i-th entry of the channel weights hk. cRZA and 20
RZA are some positive

numbers. Since the logarithmic constraint in (3) that resembles the l0-norm penalty can
describe the sparse channel more accurate, it is expected that the corresponding
algorithm which is defined as the reweighted ZA-LMS (RZA-LMS) will gain a more
accurate estimation than the ZA-LMS. The iterative formula of the corresponding
algorithm is
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hkþ 1 ¼ hk þ lekxk � qRZA
sgnðhkÞ

1þ 2RZA jhkj ð4Þ

where qRZA ¼ lcRZA 2RZA, 2RZA¼ 1= 20
RZA, absolute value |�|, and sgnðhkÞ

1þ2RZAjhk j is the

sparse penalty strength of the RZA-LMS.

2.4 LP- LMS Algorithm

In order to further obtain sparse information, p-norm (where p is among 0 and 1) spare
function is adopted in LMS-type channel estimation. We called it as for LP-LMS
algorithm. The new function is more close to the l0-norm and as the value of p becomes
smaller, it resembles the l0-norm more. Thus, the cost function of LP-LMS algorithm is
given as

Llpk ¼ 1
2

� �
e2k þ cp hkj jj jlp ð5Þ

where :k klp denotes the lp-norm of the vector and cp denotes the corresponding weight

term. It is notice that the cost function (5) is nonconvex and the analysis of the global
convergence and consistency of the corresponding algorithm is problematic. However,
as it will be seen in the next section, the method based on (5) shows better performance
than the RZA-LMS which faces the same problems. Using gradient descent, the update
equation based on (5) can be derived as

hkþ 1 ¼ hk þ lekxk � qp
hkj jj jp

� �1�p
sgnðhkÞ

2p þ hkj j1�p ð6Þ

where qp ¼ lcp, 2p is some number near to zero and
hkj jj jpð Þ1�p

sgnðhkÞ
2p þ hkj j1�p is the sparse

penalty strength of the lp-norm penalized LMS.

2.5 RL1-LMS Algorithm

One of alternative way to exploit channel sparsity by using RL1 penalty in accordance
with mean square error term. This method considers a penalty term proportional to the
reweighted l1-norm of the coefficient vector. Compared to the standard l1-norm min-
imization, this method can get better channel estimation performance. The mentioned
cost function above can be written as

Lrl1k ¼ 1
2

� �
e2k þ cr skhkj jj jl1 ð7Þ

where cr is a tradeoff parameter and RL1 row vector sk are given as
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sk½ �i¼
1

2r þ hk�1½ �i
�� �� ; i ¼ 1; . . .;N ð8Þ

with small positive parameter 2r. Hence, the RL1-LMS algorithm is derived as

hkþ 1 ¼ hk þ lekxk � qr
sgnðhkÞ

2r þ jhk�1j ð9Þ

where qr ¼ lcr and
sgnðhkÞ

2r þ jhk�1j is the sparse penalty strength of the reweighted l1-norm

penalized LMS.

3 Simulation Results

Compared with the standard LMS algorithm, other modified LMS algorithms take the
sparsity of the CIR into account. Figure 2(a) is a sparse vector (the number of non-zero
values is much smaller than the total length of the vector) diagram. Figure 2(b) shows
the sparse penalty strengths for the algorithms tested versus the coefficient component
of the estimate hk of the vector h at the time step k where the CIR is assumed to
hk ¼ ½�1 : 0:001 : 1� for all algorithms and p is set to 0.5 in the ‘p-norm penalized
method. For the ZA-LMS, the sparse penalty strength is zero at the position of zero and
is the value of 1 at the non-zero position. Therefore, when the sparse channel vector is
disturbed by noise, the value of the sparse position may fluctuate near the value of 0
and the ZA-LMS algorithm can result in obvious errors. However, for the RZA-LMS,
the ‘p-norm penalized LMS and reweighted ‘1-norm penalized LMS, the closer to the
value of zero the value of the sparse channel vector coefficient is, the greater the sparse
penalty strength is and the higher the probability of taking zero is; the farther away
from the value of zero the value of the sparse channel vector coefficient is, the smaller
the sparse penalty strength is and the lower the probability of taking zero is. Overall,
the sparse penalty strength of the ‘p-norm penalized LMS is greater than that of the
reweighted ‘1-norm penalized LMS and the sparse penalty strength of the reweighted
‘1-norm penalized LMS is greater than that of the RZA-LMS.

As is shown in Fig. 3, ZA-LMS, RZA-LMS, the ‘p-norm penalized LMS and the
reweighted ‘1-norm penalized LMS take different regularization parameters to obtain
simulation results of MSEs in contrast to the number of iterations respectively in the
other same conditions. The step size is set to l ¼ 0:05 and the signal-to-noise ratio
(SNR) is set to 10 dB, which implies that the MSEs are averaged at 2000 simulations.
The length of the CIR is 16 and the sparsity level is set to 1, which means that there is
only one nonzero tap in the CIR, but the nonzero position is allocated randomly. The
other parameters are set to 2RZA¼ 10; 2lp¼2rl1¼ 0:05; p ¼ 0:5. Figure 3 shows the
convergence speed and the steady state MSE is related to q and q is larger, the con-
vergence speed is faster but the MSE is also larger at steady state. With q decreasing, the
MSE of the steady state decreases first, then increases. The minimum steady state MSEs
of ZA-LMS, RZA-LMS, the ‘p-norm penalized LMS and the reweighted ‘1-norm
penalized LMS appear in q ¼ 10�3; q ¼ 10�2; q ¼ 10�1; q ¼ 100, respectively.
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Figure 4 indicates the MSEs of different estimation algorithms with respect to
iterations in SNR = 10 dB. The performance of the improved sparse LMS algorithms
is compared to that of the standard LMS. The step size is set to l ¼ 0:05, the
signal-to-noise ratio (SNR) is set to 20 dB, the channel length of the CIR is 16, the
sparsity level is set to 1 and number of iterations is 2000 times for all LMS algorithms.
The other parameters are set to 2RZA¼ 10;2lp¼2rl1¼ 0:05; p ¼ 0:5. This can be
observed by observing Fig. 4. It is worth noting that both ZA-LMS and RZA-LMS
algorithms demonstrate very close performance, while they are much better than LMS.
In case of the MSE curves shown in the Fig. 4, it can also be concluded that the
reweighted ‘1-norm penalized LMS has better performance than the ‘p-norm penalized
LMS. By examining Fig. 4, it can also be seen that both the reweighted l1-norm and
the ‘p-norm penalized LMS algorithms have better performance than ZA-LMS and
RZA-LMS algorithms.

4 Conclusions

This paper considers the sparsity of the communication system and applies the sparisty
to channel estimation with LMS algorithms. Quantitative simulations and analysis
indicates that the improved LMS algorithms outperform the standard LMS algorithm
with regard to sparse CIR. In addition, for the RZA-LMS, the ‘p-norm penalized LMS
and reweighted ‘1-norm penalized LMS, the closer to the value of zero the value of the
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Fig. 4. MSE comparisons with respect to iterations in SNR = 20 dB.
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sparse channel vector coefficient is, the greater the sparse penalty strength is and the
higher the probability of taking zero is and vice versa, which can refrain from the
sparse channel vector disturbed by noise that can make the value of the sparse position
fluctuate near the value of zero and cause great errors. Compared to the ZA-LMS and
RZA-LMS, the ‘p-norm penalized LMS and reweighted ‘1-norm penalized LMS have
better performance in simulation results.
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Abstract. This paper, presents the effect of jamming strategies on com-
munication signal by using BPSK and MSK. Jammer can use different
strategies and each one of them has advantages and disadvantages. Who-
ever these two modulations are considered as the most robust digital
modulation technique. They have been widely used, therefore it is very
important to choose the best jamming strategy for this modulation. In
this purpose, it is tested under different kind of jamming namely: single-
tone, multi-tone, broad band noise (BBN) and partial band noise (PBN)
interference channel for its bit error rate performance. Performance of
jamming strategies in this system is analysed and simulated by using
MATLAB program.

Keywords: Communication signals · Jamming effect · Spot jamming
Full band jamming

1 Introduction

The notion says that the electronic warfare (EW) can play big role in military
field back many years ago. Recently, awareness of using EW in communication
field increases dramatically. Nowadays, we are living in time where everything is
directly related to technology. Communication involves our daily life in different
ways that, it is very easy to overlook the multitude of its facets. In the past
methods that used to transmit and receive information between a source and a
user destination took long time. The methods used were analog and digital. As
a result of this delay and by time that analog way is switched rapidly by using
digital communication. In purpose of achieving transmission of this information,
signal is modified into a suitable form before transmitting it over the channel by
a process which known under a name of modulation [1,2].

In this paper, BPSK modulation is used, which is a digital technique. It has a
basic concept on phase shift keying. In addition, the transmitted signal of BPSK
is a sinusoid of fixed amplitude. It has one fixed phase when the data is at one
level and when the data is at the other level the phase is different by 180◦. Due to
widely use of BPSK, it is significant and necessary to find the effective jamming
for the BPSK signal [3].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Minimum shift keying (MSK) is a special type of continuous phase-frequency
shift keying with h = 0.5 that is used in a number of applications, sometimes
called fast frequency shift keying (FFSK). The name minimum refers to the mini-
mum modulation index that allows two FSK signals to be coherently orthogonal,
the fast refers to the same given frequency band.

Interference is the sum of all signal contributions that are neither noise not
the wanted signal. The interference in communication systems has its effects that
can be decisive. It may cause degradation of signal quality and so on. The concept
of avoiding interference and increasing range resolution was a familiar concept
at the end of the Second World War. Now many anti jamming technologies are
in a wide range of applications. In other hand, there is little tendencies on the
analysis of BPSK signal jamming pattern. Therefore, this problem is discussed
and optimal jamming is analyzed [4].

2 The Principle of BPSK and MSK Signal

A continuous message signal is transformed into a Corresponding sequence of
binary symbols by passing three steps: sampling, quantizing and encoding. These
binary symbols can be used to modulate a carrier signal. The modulator modifies
the carrier by changing its frequency, amplitude and phase. In BPSK, binary
symbol 1 and 0 modulation the phase of the carrier. BPSK is a type of digital
modulation technique in which we are sending one bit per symbol 0 or a 1 [6].

For example, we can have the following transmitted band-pass symbols:

S1 =
√

2E
T cos(2πft) → represent′1′ (1)

S2 =
√

2E
T cos(2πft + π) → represent′0′ (2)

Among them, E is the symbol energy; T represents the symbol time period;
f represents the frequency of the carrier; By using orthogonalization, we get
signal orthonormal basis function, given as:

ψ1 =

√
2
T

cos(2πft) (3)

Hence, the resulting constellation diagram can be given as follows.
We can notice that there are just two in-phase components, and the two

waveform of S1 and S2 are inverted with respect to one another. Hence, we can
use following scheme to design a BPSK modulator:

First of all, digital bits are converted into impulse to add notion of time to
them by using NRZ encoder. After that, up-sampling these impulses generate
NRZ waveform. Afterwards, the result of NRZ encoder multiple with the car-
rier (orthonormal basic function) then is carried out to generate the modulated
BPSK waveform [7].
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Comparing between MSK and BPSK, we find that the MSK signal decreases
more rapidly than in BPSK spectral components out of band and BPSK data
transmission rate is lower than the MSK data transmission rate [8].

SMSK = AS cos(2πfc +
πakt

2Tb
+ θk) (4)

fc represents the carrier frequency, Tb represents the bit width binary baseband
signal, θk represents the Carrier phase constant symbols.

The minimum frequency difference should be �f = f2−f1 = 1/2Tb to achieve
orthogonality condition 2FSK signal (f1 and f2 are the carrier frequency for
2FSK signal). The MSK signal can be denoting as SMSK = cos[φk(t)]. Convert
it as follows:

dφk(t)
dt

= ωc ± π

2Tb
(5)

According to this equation the integer times of MSK signal in each symbol
period should contain 1/4 carrier cycles. MSK, in particular, has a significant
advantage which is known as a continuous phase. No phase discontinuities are
a result of changing the frequency of the signal by modulating data signal. This
arises as a consequence of the unique factor of MSK that the frequency difference
between the logical one and logical zero states is always equal to half the data
rate. Whats more, MSK signal has a constant envelope characteristic. MSK
modulations wide frequency band and high effectiveness of channel can increase
in the frequency hopping spread spectrum communication.

3 Jamming Strategies

Jamming makes use of intentional radio interferences to interrupt wireless com-
munications by adding unwanted signal. Jamming mostly targets attacks at the
physical layer but sometimes cross-layer attacks are possible too. In this section,
we are going to talk about various types of jamming techniques-each has its own
advantages and disadvantages. So this paper makes a detailed analysis of these
jamming patterns and considers the broad band jamming, the partial band jam-
ming and the tone jamming. The analysis of the jamming effect needs to rely on
JSR. Usually, the jamming-to-signal ratio (JSR) of the receiver determines the
impact of the jamming. The main purpose of jamming is to improve the receiver
side of the JSR, and then improve the receiver’s bit error rate. In the field of
military, the jamming effect achieves the requirements when the error rate is
bigger than 0.2.

In addition to the above jamming patterns, there are other jamming patterns,
such as pulse type jamming, sweep frequency jamming and the smart jamming.
These patterns need high technology to achieve and many other factors to con-
sider. For example, the smart jamming technology just interferes a part of the
communication to interfere the signal, it can send the false messages to damage
communication. So this paper makes a detailed analysis of these jamming pat-
terns and considers the broad band jamming, the partial band jamming and the
tone jamming.
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3.1 The Broad Band Noise Jamming

Broad band noise jamming is the whole frequency band which is applied to the
target station. It is also called full band jamming and it is sometimes called
barrage jamming. This kind of jamming is effective against all kinds of anti-
jamming communication. This type of jamming increases the background noise
level at the receiver, creates a higher noise environment, attacks the Channel
capacity of the communication system directly. if we improve the noise emission
power that we can get better jamming effect. On other hand, the efficiency of this
mode of jamming is very low, and the cost is very high. The jamming is placed
between friendly and enemy communication. If this method is used correctly, we
can prevent interception of our communication for a period of time.

Since broad band noise jamming generates signals that are similar to broad-
band noise, the level of jamming power and is measured in watts/hertz just as
background noise is specified. Full band jamming is the best a jammer can do
in the absence of any knowledge of the target signal. But, it has also weakness.
In the jamming, all the communication in the bandwidth cannot work correctly.
Furthermore, it is indispensable to use a large power to interfere communication
in a wide frequency band, and it is also bounded by its application to a certain
extent.

3.2 The Partial Band Noise Jamming

When the signal is jammed on a single carrier, this gain may be shown by
the interference that can be achieved by jamming with the part of the sig-
nal rather than by jamming the entire signal in the frequency domain. This is
known as partial-band jamming. This strategy is considered more effective than
BBN because the jammer uses less bandwidth and more power for the given
bandwidth. In this case of jamming, we can set up K as a disturbance coeffi-
cient, which indicates that the frequency band of the jamming signal and the
frequency band of the whole communication signal are proportional. Hence, the
bit error rate can be presented in the following equation:

Pe = KPe1 + (1 − K)Pe2 (6)

Pe1 means the bit error rate of the band which has the partial band noise
and Pe2 means the bit error rate of the band which only has the Gauss White
Noise. This kind of jamming is very similar to the broad band noise jamming,
so we don’t discuss it in the paper.

3.3 The Tone Jamming

Tone jamming is one of the main kinds of spot jamming. In this mode of jamming,
one or more jammer tones are strategically placed in the spectrum. Where they
are placed and their number affects the jamming performance. Depending on
the tones transmitted the technique is called single-tone or multi-tone jamming
(MTJ).
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Single-tone jamming consists of transmitting an unmodulated carrier with
an average power J within the spreading bandwidth. In general tone jamming
against direct sequence spread spectrum system is very effective because it can
offset the receiver end processing gain, which will cause jamming to the spreading
process.

The jammer can emit more than one tone, which can be randomly dis-
tributed, or at a particular frequency. When these tones are located on adjacent
channels, they are called comb like interference. No matter which tone inter-
ference is adopted, as long as it can filter through the receiver, it can produce
effective interference to the communication signal [5,9].

4 Jamming in BPSK System

The baseband carrier frequency of BPSK in the paper is 1×104 Hz, the sampling
frequency is 5 × 104, the rate of bits is 1 × 104. The frequency after digital up
conversion is 15 MHz with the White Gaussian Noise of 5 dB. In the discussion
of the interference of BPSK system, we first interfere the system with the Broad
Band Jamming. Figure 1 shows the jamming effect.
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Fig. 1. Broad band noise jamming in
BPSK system.

-20 -15 -10 -5 0 5 10
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

JSR/dB

B
E
R

Fig. 2. Single-tone jamming in BPSK
system.
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Fig. 3. Multi-tone jamming in BPSK system.
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Then, we add a single-tone jamming signal with the same frequency as the
BPSK signal, The curve of the error rate changes as the Fig. 2 shows. From Fig. 4
we can get that the jamming effect of single-tone is very good and when the JSR
is 0 dB, the BER of communication system can be 0.25.

In the case of multi-tone, the number of tones used is 2 with same power
size, and the distance from the center frequency of the communication signal is
also the same. The jamming effects are shown in Fig. 3. As a result, we can say
that the jamming effect is almost the same with the single tone jamming but
the single tone is a little better than multi tone from −5 dB to 5 dB clearly. The
transmission of multi tone jamming needs to have higher requirements for the
system. Hence we can assume that the selection of single tone jamming efficiency
is higher.

5 Jamming in MSK System

The simulation is made under the conditions below. The baseband carrier fre-
quencies of the MSK systems are 9 × 104 Hz and 10.2 × 104 Hz. The rate of bits
is 2.4×104. The sampling frequency is 1.92×105 Hz. The frequency after digital
up conversion is 15 MHz with the White Gaussian Noise of 5 dB.

In the discussion of the interference of MSK system, we first interfere the
system with the Broad Band Jamming. The Fig. 4 below shows the jamming
effect.

Then we will discuss how the different power affects the jamming effect.
We first examine the case of single-tone jamming in this section, with fixed
frequency attacks the midfrequency. The BER increases as JSR increases. The
selected range for SNR was from −20 dB to 10 dB. We notice that BER reaches
the highest value which is 0.4836 (Fig. 5).

In this section we examine the case of multi-tone jamming. The number of
tones used is 2 with same power size, and the distance from the center frequency
of the communication signal is also the same. Due to two picks of MSK frequency
we have 3 cases depending on the position of jamming comparing to frequency
of MSK.

This Fig. 6 represents change of BER by using multi-tone jamming, with
fixed frequencies which is the same as the the frequencies of MSK system. The
BER increases as JSR increases. The selected range for SNR was from −20 dB
to 10 dB. We see that BER reaches the highest value which is 0.4945.

In the second case when the frequencies of double-tone (low frequency and
high frequency) which is off carrier frequency 4 × 103 Hz. We can notice that
BER increases when JSR increases and the highest value of BER is 0.4635. This
curves in Fig. 7 is lower than the first curve.

The third case this figure represents change of BER by using multi tone
jamming, with fixed frequencies which is off the carrier frequency 4 × 103 Hz in
the opposite direction above. The BER increases as JSR increases. The selected
range for SNR was from −20 dB to 10 dB. We note that BER reaches the highest
value which is 0.4703 in Fig. 8.
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According to those three figures we notice that the first curve is much higher
than the other two curves. According to BER value We can see that the first case
is better than the other two when the position of two frequencies of double-tone
are between frequencies of MSK modulation. From my point of view multi-tone is
the best jamming strategies for MSK modulation when the frequency of jamming
signal and MSK signal is the same.
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Fig. 4. Broad band noise jamming in
MSK system.
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Fig. 5. Single-tone jamming in MSK sys-
tem.
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Fig. 6. Multi-tone jamming with spot
frequency.
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Fig. 7. Multi-tone jamming with the first
group of frequency.
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6 Conclusion

According to the results of jamming patterns of the ratio of the JSR and the error
rate curve diagram above we can assume that the single tone jamming is the most
jamming efficiency in BPSK system, and the multi-tone is the most efficiency in
MSK system when the frequency of jamming signal and MSK signal is the same,
compared with the two methods above the broad band noise jamming is the
worst efficient way. In summary, the spot jamming is more efficiency than the
full band jamming and if we can get priori information about the communication,
we can interfere the system better.
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Abstract. OFDM technology is the simultaneous transmission of signals in
multiple overlapping channels. In order to correctly receive, the orthogonality of
subcarriers must be ensured strictly. However, due to Doppler frequency shift
and transceiver of the crystal is not exactly the same, there are certain carrier
frequency deviation, which will destroy the orthogonality of the subcarrier
wave. The frequency difference influence of phase also has cumulativity,
accurate frequency synchronization is the precondition for the normal work of
OFDM system. In the text, a typical data-assisted carrier synchronization
algorithm is analyzed for the carrier synchronization problem in OFDM system.
We studied the improved algorithm which is based on the average algorithm of
training symbols, and the performance is compared by simulation analysis.
Experiments show that the improved carrier synchronization algorithm is
superior to the typical algorithm and has low complexity.

Keywords: OFDM � Frequency deviation � Carrier synchronization
Training symbols � Estimated performance

1 Introduction

There are many researches on the carrier synchronization algorithm at home and
abroad. At present, the carrier synchronization algorithm can be divided into two
categories according to the data processing [1]: non-data auxiliary class and data
assistant class. Non-data-assisted class algorithm is also called blind estimation algo-
rithm. By using the structure of OFDM signal, information is extracted directly from
the signal itself (such as cyclic prefix) or after the Fourier transformed spectrum of the
signal without using the synchronization parameters from the received signal. And it
does not reduce the band utilization, the representative algorithm is based on the cyclic
prefix maximum likelihood estimation algorithm [2] (referred to as ML algorithm). The
data-assisted method is divided into two parts: the time domain training symbol and the
frequency domain training symbol. The concrete realization is that the packet header of
the packet is added with an OFDM block dedicated to the frequency offset estimation,
such as training symbols or guidance frequency symbols and other additional data
information to synchronize the estimation. By changing the pilot or training symbols of
the structure, pattern, etc., at the receiving end using related technology to extract
synchronization information in the estimation process. This algorithm will reduce the
efficiency of system data transmission, and its advantages are fast capture, high pre-
cision, suitable for packet data communication.
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In the text, a typical data-assisted carrier synchronization algorithm is analyzed for
the carrier synchronization problem in OFDM system. We studied the improved
algorithm which is based on the average algorithm of training symbols, and the per-
formance is compared by simulation analysis.

2 Typical Data Auxiliary Class Algorithm

OFDM system based on IEEE 802.11a is a typical burst packet transmission system.
An OFDM symbol is consists of four pilots and 52 subcarriers. The preamble consists
of 10 short training sequences and two long training sequences. Therefore, in the
system, we generally use the method of data-assisted. We use the long and short
training symbols in the preamble to carry out the carrier frequency offset estimation
periodically.

2.1 Carrier Frequency Offset Estimation Technique
in Frequency-Domain

In the case there are two identical training symbols need to be transmitted consecu-
tively, and the carrier frequency offset is e, the relationship between the corresponding
two received signals is

y2½n� ¼ y1½n�e
j2pne
N $ Y2½k� ¼ Y1½k�ej2pe ð1Þ

Among them, y1½n� is the signal of the transmitter, y2½n� is the signal of the receiver.
Using the relationship in (1), we can estimate the carrier frequency offset

e
^ ¼ 1

2p
arctan

XN�1

k¼0

Im½Y�
1½k�Y2½k��

XN�1

k¼0

Re½Y�
1½k�Y2½k��

8>>>><
>>>>:

9>>>>=
>>>>;

ð2Þ

This is the famous method proposed by Moose [3]. Although the estimated carrier
frequency offset range of Eq. (2) is ej j � 0:5, when we use training symbols with D
repeating styles, the estimated range of the carrier frequency offset can be increased by
D times. If the non-zero samples in the frequency domain which need to be averaged is
reduced, the MSE performance will deteriorate. In order to calculate Eq. (2), this
estimation technique demands a specific cycle time (often referred to as a leading
period) to provide continuous training symbols. In other words, in this estimation
technique, the preamble period is applied only to the launch training sequence and can’t
transmit data symbols.
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2.2 Carrier Frequency Offset Estimation Technique in Time-Domain

Compared to the time domain algorithm [4], the frequency domain algorithm needs to
calculate the DFT of two repetitive symbols, which requires more computation and
consumes more hardware resources and time. So for the WLAN receiver in terms of
time domain method has a certain advantage. The time-domain method of frequency
offset estimation is the maximum likelihood algorithm for data-assisted operation of the
receiving time domain signal [5].

Let the transmission signal be sðnÞ, ftx represents the transmission carrier frequency,
TS represents the sampling period, n corresponds to the sampling point; then after RF
modulation, the pass band signal complex baseband model

yðnÞ ¼ sðnÞej2pftxnTS ð3Þ

At the receiving end, frx represents the carrier frequency, the received signal is
converted to baseband signal, in the case of sampling frequency deviation is ignored

rðnÞ ¼ sðnÞej2pftxnTS � e�j2pftxnTS ¼ sðnÞej2pDfnTS ð4Þ

where the deviation of the carrier between transmitted and received is Df ¼ ftx � frx.
Assuming D represents the delay between two consecutive repetition symbols and L
represents the OFDM symbol length, the delay correlation of the periodic repetition
signal is

R ¼
XL�1

n¼0

rðiþ nÞr�ðiþ nþDÞ

¼
XL�1

n¼0

sðiþ nÞej2pDf ðiþ nÞTS � ½sðiþ nþDÞej2pDf ðiþ nþDÞTS ��

¼ e�j2pDfDTS
XL�1

n¼0

sðiþ nÞs�ðiþ nþDÞ

ð5Þ

When the modulus of the autocorrelation R is the maximum, s(i + n) = s(i + n+D),
then

Z ¼ Rsðiþ nÞ¼ sðiþ nþDÞ ¼ e�j2pDfDTS
XL�1

n¼0

sj j2 ð6Þ

Theoretically, R should be a real number when the frequency offset is 0. The effect
of frequency deviation is reflected in e�j2pDfDTS . Therefore, the estimated value of the
frequency deviation can be calculated as

Df ¼ � argðzÞ
2pDTS

ð7Þ
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This algorithm can estimate the carrier frequency offset by two identical OFDM
symbols. L and D is the cumulative length and the delay length. These two quantities
are based on the situation. If the short training symbol is selected for carrier frequency
offset estimation, then L = D = 16; if long training symbol is selected, L = D = 64.
Select the different training symbols, the carrier frequency offset estimation effect is
different. At the same signal-to-noise ratio, the accuracy of the long and short training
sequences is not the same for the carrier frequency estimation, as is shown in Fig. 1.

The Rate represents the percentage of mean square error of estimation of frequency
offset among subcarrier spacing. MATLAB simulation of OFDM transmission system
to generate the data as the receiving data, set the signal to noise ratio of 5–35 dB,
sampling time TS = 50 ns, adding 10 kHz frequency offset to the system. From the
simulation results, it is more accurate to estimate the frequency offset as the SNR
increases, but the estimation error of the long training sequence is much smaller than
that of the short training sequence.

For IEEE 802.11a systems, the ten short training sequence symbols and two long
training sequence symbols in the preamble can be used for carrier frequency estimation
[6]. However, for short training symbols, the sampling time is 50 ns, the delay D = 16,
the maximum frequency error that can be estimated is

fDmax ¼ p
2pDTS

¼ 1
2DTS

¼ 1
2� 16� 50� 10�9 ¼ 625 ðkHzÞ ð8Þ

For long training symbols, D = 64, then
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Fig. 1. Carrier frequency offset estimation of time domain algorithm
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fDmax ¼ p
2pDTS

¼ 1
2DTS

¼ 1
2� 64� 50� 10�9 ¼ 156:2 ðkHzÞ ð9Þ

Although the accuracy is high when the long training symbols are used to calculate
the frequency offset. However, from the hardware design point of view, the use of long
training symbols for frequency offset estimation requires more hardware resources; the
most important is the long training symbols can estimate the maximum frequency
deviation is too small, only 156.2 kHz. And the short training symbol of the estimated
range to 625 kHz, so from the frequency estimation range and the estimated accuracy
of the integrated consideration, the use of short training symbols for frequency offset
estimation is more reasonable.

3 Estimation Algorithm for Short Training Symbols

Using the repetitive periodicity of short training symbols, the maximum likelihood
algorithm is used for carrier synchronization [7, 8]. Assuming that the ideal received
signal is sðnÞ, under the influence of the normalized carrier frequency deviation fD, the
received signal is

rðnÞ ¼ sðnÞej2pfDnTS ð10Þ

If the short training symbol period is set DSTS, the delay correlation variable Cn can
be indicated as

Cn ¼
XDSTS�1

n¼0

rðnÞr�ðn� DSTSÞ

¼
XDSTS�1

n¼0

sðnÞej2pfDnTS ½sðn� DSTSÞej2pfDðn�DSTSÞTS ��

¼
XDSTS�1

n¼0

sðnÞs�ðn� DSTSÞej2pfDDSTSTS

¼ ej2pfDD
STSTS

XDSTS�1

n¼0

sðnÞs�ðn� DSTSÞ

ð11Þ

According to the maximum likelihood estimation algorithm, the carrier frequency
deviation is

f
^
D ¼ 1

2pDSTSTS
arctan½

XDSTS�1

n¼0

sðnÞs�ðn� DSTSÞ� ð12Þ

In order to improve the accuracy of carrier synchronization, the implementation of
multiple estimates using the average
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f
^
D ¼ 1

2pDSTSTS

PN
i¼0

arctanð PDSTS�1

n¼0
s½ði� 1Þ � DSTS þ n�s�½ði� 1Þ � DSTS þ n� DSTS�Þ

N
ð13Þ

Firstly, five sets of delay correlations are used to calculate the four points of the
correlation and the results [9]. Then, the four-time accumulation and the result are
estimated by the angular deviation, and then the average of the angular deviation is
estimated, so as to get more accurate angle deviation, as shown in Fig. 2.

In the general averaging algorithm, the length of the associated cumulative oper-
ation is the length of a short training symbol, so it can only be averaged 9 times in the
802.11a protocol [10]. In order to further improve the accuracy of the frequency offset
estimation, from the point of view of averaging, the average of the frequency offset
estimates is calculated in the calculation process to obtain more accurate results.
Assuming there are M short training symbols, the first two short training symbols are
delayed after the correlation operation, with a short training symbol in the sample
value, rather than a short training symbol for the unit, the results will be multiplied by
the results, constantly related to the cumulative operation.

The delay length is D = 16, and the short training symbol is M. According to the
characteristics of the relevant cumulative operation, the following improved algorithm
is obtained

5 10 15 20 25 30 35
10

-3

10
-2

10
-1

10
0

SNR/dB

R
at

e

 

 

STS

LTS
STS-Average

Fig. 2. Comparison of typical algorithm and seeking average algorithm
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Df
^

¼ � 1
2pDTS

PðM�2ÞD�1

i¼0
arctanðP

D�1

i¼0
sðnþ iÞ � sðnþ iþDÞÞ

ðM� 2ÞD ð14Þ

When using 5 short training symbols system carrier synchronization, it can get 48
times the average [11], while ordinary short training symbols for the average algorithm
can only seek up to 9 times; In this way, fewer short training symbols can be used to
obtain multiple averages, the estimation accuracy of carrier frequency offset will be
improved. Under the other conditions remain unchanged, the simulation results of the
three algorithms [12], as shown in Fig. 3.

It can be seen from the above simulation results that the improved averaging
algorithm has greatly improved the accuracy of the frequency offset estimation, and it
can achieve the ideal effect by estimating the maximum frequency deviation and the
estimation accuracy.

4 Conclusion

In this paper, several typical frequency synchronization algorithms are analyzed, and
their performance is compared by simulation analysis. Simulation and implementation
results show that the error of the improved algorithm is small when compared with
the typical algorithm and the averaging algorithm, but the computational complexity
is increased. However, compared with the estimation accuracy, the computational
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complexity increases to a certain extent within the tolerable range, and only the mul-
tiplication is used in the hardware implementation. The feasibility of the improved
algorithm for frequency offset estimation using short training symbols is verified.
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Abstract. At present there are some ECG automatic diagnosis and identifica-
tion system, which generally have a common characteristic that their research
direction is more inclined to time domain analysis and frequency domain
analysis. A large number of researchers have proved that ECG signal has
multiple fractal characteristics, while using multi-fractal to analyze the chaotic
system is also a trend. In this paper, the main research content is ECG automatic
identification: ① Design and implementation of a differential threshold method
for ECG signal automatic segmentation algorithm, the algorithm can automat-
ically identify a segment of ECG in the ECG cycle, and ignore those ECG
cycles, which are not complete ECG signal. ② Propose an algorithm to describe
the data classification by using the multifractal theory to describe the data
characteristics. The multi-fractal and semi-spectral characteristics of ECG and
generalized Hurst exponent are used to train and test the neural network model.
The accuracy of classification is 97%. ③ A complete ECG signal annotation
system was built, which can automatically identify a segment of ECG sequence
with multiple cycles and annotate each cycle. At the same time it can auto-
matically ignored end-to-end incomplete ECG signal of the ECG sequence,
that’s to say, this system has a better fault tolerance.

Keywords: MFDFA � Scale-free interval � Multifractals � Neural networks

1 Introduction

From many literatures published recently, it can find that most of the research work
tend to research the field of ECG (Electrocardiograph) automatic classification in the
time domain and frequency domain analysis, while the heart is a complex nonlinear
chaotic system, which is affected by many factors. So the form of ECG is very dif-
ferent, the time domain analysis and frequency domain analysis can only give some
simple characteristics of the test data from time domain and frequency domain, hence,
under the internal factors and external factors together the difference between the
original expected results and the actual situation are very big. A large number of
researchers have proved that the ECG signal has multiple fractal characteristics, while
the use of multi-fractal to analyze the chaotic system is also a trend.
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ECG data pre-analysis process is the main research content of the ECG signal noise
interference. ECG data preprocessing techniques include a variety of classical filter
filtering methods and a variety of modern use of waveform transformation signal
processing methods. These pretreatment techniques can be divided into three cate-
gories: the classical filter method, the optimized filter method and the high-tech filter
method based on wavelet analysis, mathematical morphology and neural network
analysis.

Currently, the main research direction of ECG automatic classification and iden-
tification is to extract the characteristic waveforms of the ECG signal and its waveform
characteristic parameters so as to analyze and diagnose the ECG signal type.

With the development and research of wavelet analysis, neural network, fractal
theory and other nonlinear signal processing techniques, the knowledge in these fields
is used to analyze the data, which is composed of continuous Q wave, R wave and S
wave. Wave group identification has become a new focus of attention. Sahambi et al.
[10] proposed a method based on the principle of wavelet transform modulus maxima.
The algorithm successfully identifies the waveforms and their associated features in the
ECG data, and the algorithm has strong resistance to simulated baseline drift and high
frequency noise. Wavelet transform and adaptive matching filter technology are
combined to achieve a new QRS complex detection technology, the application of this
method after the QRS wave group detection accuracy and detection rate has been
greatly improved.

2 Basic Theory

2.1 Fractal Concept

Definition: If a set ensures that the formula (1) holds, then we call the set as a fractal
set. For DHðAÞ is the Hausdorff dimension of set A, DTðAÞ is the geometry dimension
of A.

DHðAÞ[DTðAÞ ð1Þ

Although the fractal judgment using the definition of formula (1) is correct, there
are still some fractal geometries that can be omitted, and it cannot contain some useful
fractal geometry.

After scholars continue to theoretical research and practical application, resulting in
a variety of views to explain the concept of fractal, to enhance their understanding [16]:

(1) The structure is very detailed, in a small detail, the local implication of all the
characteristics of the overall change;

(2) Fractal is actually a feature, which is not only applicable to the geometry, it also is
a concept, function, or some kind of signal in a statistical model.

(3) Uncertainty and irregularity, the traditional European geometric language can
only analyze its whole or part of the characteristics of the part.
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(4) In theory, fractal geometry can be done infinite mosaic, but in reality the nature of
fractal geometry is impossible to have an infinite mosaic of the hierarchical
structure.

(5) One of the characteristics of self-similarity is the level difference. In general,
localities and the whole show good similarity only in the case of hierarchical
adjacency; on the contrary, the greater the gap between the levels, the local and
the whole show a poor self-similarity, and even come to that they are dissimilar
conclusion.

(6) A part of the fractal geometry can be simply defined and analyzed by recursive
and iterative methods.

2.2 Fractal Characteristics

Fractal characteristics as mentioned above, the two main properties of fractal are
self-similarity and scale-free.

(1) Self-similarity
One of the most representative features of fractal theory is self-similarity. As the fractal
definition mentioned in the concept of fractal, the basis for judging whether a thing has
fractal properties is whether the thing has self-similarity. Self-similarity refers to the
structural characteristics or process characteristics of things in different observation
scales, local and overall performance consistent or similar.

(2) No scaling
In the part of the fractal geometry, since the thing has self-similarity, the selected local
area is enlarged and transformed, and the local area is compared with the original one
by enlarging and transforming. It is found that the original area and the local area in the
morphological characteristics of performance similar or consistent, this feature is called
scale-free.

2.3 Multi-fractal Data Analysis

In the process of analyzing the data using fractal theory, many researchers are aware of
a similar phenomenon [13]: When using the single-fold fractal theory to describe most
of the things that exist objectively, the single-fractal theory can only be able to describe
the global features, and it lack of the more delicate characterization of local
characteristics.

The single-fractal analysis can only describe the global features of time-series data,
and lack of a more detailed characterization of the local features. Multifractal analysis,
as a single-fractal analysis extension, can effectively deal with such phenomena, and is
widely used in Characterization of Time Series.

Mainly using MFDFA method for processing, MFDFA method process:

(1) time series xt; t ¼ 1; 2; 3; . . .; T ;
(2) Calculate the cumulative deviation sequence Yi:
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Yi ¼
Xi

k¼1

ðxk � xÞ; i ¼ 1; 2; 3; . . .; T ð2Þ

(3) Calculate the local root mean square Fðs; vÞ: divide the cumulative deviation
sequence into Ns segments, each segment length s, the last segment length is
T mod s; then the cumulative deviation sequence Yi is divided into segments 2 Ns,
each segment length s and the last segment length T mod s. This is divided into 2
Ns segments. Calculate the local root mean square of each segment, and get the
root mean square sequence f ðs; vÞ

f ðs; vÞ ¼ 1
s

Xs

i¼1

ðYðv�1Þsþ i � yvðiÞÞ2;

v ¼ 1; 2; 3; . . .;Ns

ð3Þ

f ðs; vÞ ¼ 1
s

Xs

i¼1

ðYN�ðv�NsÞsþ i � yvðiÞÞ2;

v ¼ Ns þ 1;Ns þ 2;Ns þ 3; . . .; 2Ns

ð4Þ

�x ¼ 1
T

XT

k¼1

xk:

(4) Calculate the global root mean square FqðsÞ:

ð5Þ

(5) According to formula (5), grouping with different q values, the q value of each
group is the same, in the group take different s value to get many, with formula (6)
obtaining the H value corresponding to the q value, finally obtains many
pairs (q, H).

lnF2ðq; sÞ ¼ CþH � ln s ð6Þ

If the data is a multifractal time series, H and q are constant, that is, the
generalized Hurst exponential graph is a curve; if the data is a single time series, a
horizontal straight line.

(6) Calculate the mass index sðqÞ:
sðqÞ ¼ qHðqÞ � 1 ð7Þ
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(7) Calculate the singularity index a:

a¼ dsðqÞ
dq

¼ HðqÞþ q � H0ðqÞ ð8Þ

H0ðqiÞ ¼ HðqiÞ � Hðqiþ 1Þ
qi � qiþ 1

ð9Þ

(8) Calculate the singular spectrum f ðaÞ:

f ðaÞ ¼ qa� sðqÞ ¼ qða� hðqÞÞþ 1 ð10Þ

3 ECG Characteristics Analysis

3.1 Multifractal Analysis

In the MIT heart rate abnormalities database, selecting the five with a complete ECG
cycle ECG data. The five ECGs were taken from different categories, such as normal
beat (NB), left bundle branch block beat (LB), right bundle branch block heartbeat
(RB), premature ventricular contraction (PB), and atrial premature beat (AB) were
randomly selected, as shown in Fig. 1. NB signal, sub-picture b is the LB signal,
sub-picture c is the RB signal, sub-picture d is the PB signal, and the sub-picture e is
the AB signal. In the case of random sampling, for each category, the data is collected
for all categories. For example, when we extract the NB signal, the whole is made up of
the MIT-BIT database as a whole, that is, the NB signal is composed of the NB signal
extracted from the number 100 file to the number 234 file. To the NB signal extracted
from the number 234 file. Respectively, on the extraction of five ECG time series are
shown as below.

Fig. 1. Five ECG signals
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The generalized Hurst exponent of the NB signal is shown in Fig. 2. The subgraph
a is the general Hurst exponent of the NB signal, the subgraph b is the LB signal, and
the subgraph c is RB signal, the sub picture d is the PB signal, the sub picture e is the
AB signal. From the multifractal method we can see the generalized.

Hurst exponent Hq and q can be used as the main basis for judging whether a thing
has multifractality. It can be seen from the figure that the generalized Hurst exponents
Hq and q of the five electrocardiographic time series have obvious decreasing relations.
So we can conclude that the ECG signal is multifractal. In the process of change of q
and Hq, we find that when the absolute value of q is greater than 5, the change of
generalized Hurst exponent is obviously slowed down. Judging from the multi-fractal
method can be seen when the HQ and q independent, that is, no matter how the
occurrence of q changes, HQ is a constant, the thing is single-fractal. Therefore, we can
draw the conclusion: ECG time series in the case of −5 6 q 6 5, the multi-fractal
nature is the most obvious.

On the basis of the experimental evidence that the ECG signal has multi-fractal
properties, we have carried on the further experiment. In the MIT-BIT database, 50
samples were extracted from the five ECG data, and the MFDFA method was applied
to 250 ECG signals. The Hurst changes were extracted in Table 1. From Table 1, the
difference between the NB signal and the RB signal is small, and the difference
between the NB signal, the LB signal, the RB signal, the AB signal and the PB signal is
large. It can be concluded that the generalized Hurst exponent cannot be used as the
main classification feature of the five kinds of ECG signals, but it can only play a role
of auxiliary ECG signal classification.

Fig. 2. Five generalized hurst exponential graphs

Table 1. Five generalized Hurst exponential changes

Signal NB LB RB PB AB

Minimal 0.287 0.575 0.380 0.439 0.296
Maximum 2.338 2.134 2.552 3.763 1.855
Difference 2.050 1.559 2.171 3.325 1.559
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3.2 Scale-Free Interval Analysis

From the fractal characteristics of the previous, we can see that things with fractal
properties are scale-free characteristics. So in the ECG signal processing, the deter-
mination of the scale-free interval is not negligible.

We also use the data in the scale-free interval analysis of the five signals as the
research sample of the scale-free interval, where sub-graph a is the NB signal analysis
graph, sub-graph b is the LB signal, sub-graph c is the RB signal, Sub-picture d is the
PB signal, sub-picture e is the AB signal, in each sub-graph from bottom to top order q
value, that is −10, −5, −3, −1, 0, 1, 3, 5, 10. The MFDFA method is applied to each
sample data, the scale s is preset between 30 and 110, and the preset value range of the
order q is “−10, −5, −3, −1, 0, 1, 3, 5, 10”. After the MFDFA method, the results
shown in Fig. 3. It can be seen that for q > 0 and s between 60 and 100, lnðFqðsÞÞ and s
exhibits an obvious linear relationship with s To 100 for its scale-free interval.

3.3 ECG Feature Identification

The scale-free interval obtained in the previous section has obvious problems: when
q > 0, the resulting multifractal spectrum is a half-spectrum (as shown in Fig. 4). The
general multifractal spectrum is a curve with a single peak. Therefore, we assume that
the multi-fractal half-spectrum ECG signal can be used as the characteristics of ECG
signal.

The MFDFA method was applied to the BMC signal to obtain its multifractal
spectrum (Fig. 5). From the multifractal spectrum, we can see that the BMC signal
multifractal spectrum is symmetrical, and it can be used half spectrum, but the
multi-fractal spectrum derived from the MFDFA method is less symmetry. Nonethe-
less, we can conclude that the multifractal can be approximated by the multifractal.

Fig. 3. Analysis of five kinds of signals without scale interval
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4 Neural Network Classification

In this paper, the classification of the ECG signal using the back-propagation algorithm
for weight adjustment and threshold adjustment of the feed-forward neural network as a
classification model, the BP neural network. As the BP network model in the training
process involves more parameters, so we must continue to adjust the parameters of
model training, and through the classification of ECG signal classification accuracy rate
to determine a set of parameters in the model performance.

4.1 The Number of Features and Classification Results

The MFDFA method was applied to the five ECG signals to obtain its multifractal
half-spectrum and its generalized Hurst exponent. The features of multi-fractal
half-spectrum and generalized Hurst exponent are divided into four categories:

Fig. 4. Multifractal semigroup of five signals

Fig. 5. BMC signal multiple fractal spectrum
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(1) Basic spectral characteristics
In general use of multifractal spectroscopy for classification of features, the researchers
generally use the formula (11) as the eigenvector.

feature ¼ famin; amax;Da; fminðaÞ;
fmaxðaÞ;Df ðaÞg¼F0

ð11Þ

(2) the basic spectral characteristics and its expansion characteristics
This case contains four extended features in addition to the six eigenvalues in Eq. (11).
These four expansion characteristics are �a, stdðaÞ, �f ðaÞ and stdðf ðaÞÞ, as in (12). Inside,
�a is the mean value of the sequence a obtained after the MFDFA method, and stdðaÞ is
the standard deviation of the sequence, �f ðaÞ is the mean value of the sequence f ðaÞ
obtained after the MFDFA method, and stdðf ðaÞÞ is the standard deviation of the
sequence. So the eigenvalues in this case are shown in Eq. (13).

F1 ¼ �a; stdðaÞ; �f ðaÞ; stdðf ðaÞÞ� � ð12Þ
feature ¼ F0 [F1 ð13Þ

(3) Basic spectrum and generalized Hurst exponent
This case contains three generalized Hurst exponential features in addition to the six
basic eigenvalues in Eq. (11). The three generalized Hurst exponential characteristics
are hmin; hmax and Dh, as in (14). The minimum value of the generalized Hurst exponent
sequence obtained by MFDFA method is the maximum value of the generalized Hurst
exponent sequence, and Dh is the difference between hmax and hmin. So this list contains
the eigenvalues as shown in formula (15), which is the union of formulas (11) and (14).

F2 ¼ fhmin; hmax; Dhg ð14Þ

feature ¼ F0 [F2 ð15Þ

(4) Basic spectrum, spectral expansion and Hurst exponent characteristics
In this case, the first three lists are all included, including not only the basic spectral
characteristics, but also the extended features of the basic features and the generalized
Hurst exponential characteristics, as below formula

feature ¼ F0 [F1 [F2 ð16Þ

The above four kinds of lists are applied to the network model which has already
been built. For each list, it is trained 30 times. Taking the average value of the iteration
times, the mean value of the accuracy and the standard deviation of the accuracy as the
standard metrics. The experimental results are shown in Table 2.
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It can be seen from Table 2 that the increase of the number of features will promote
the increase of accuracy, but also increase the time consumption of training. Training
time and the number of features is a typical positive correlation, but the number of
features and the number of iterations is not a clear linear relationship. From the first list
to the second list of accuracy growth than from the first list to the third list of more
accurate growth. Comparing the generalized Hurst index of the five ECG signals, the
generalized Hurst index of the normal ECG and the generalized Hurst index of the
abnormal ECG are obviously different, but the difference of the generalized Hurst index
between abnormal electrocardiograms is not very obvious. It can be seen that the
generalized Hurst exponent has obvious difference among the groups, but the difference
among group is small, so the generalized Hurst index cannot be used as the feature of
classification. However, by comparing the multi-fractal half-spectrum of five ECG
signals, any one of the five signals has obvious distinguishing characteristics from the
other four signals. So the generalized Hurst index can only be used as an auxiliary
classification, but it can enhance the classification effect is limited. From the second list
to the fourth list and from the third list to the fourth list, it is found that the extended
features of the multifractal halftone are better than the generalized Hurst exponent for
the network model. Moreover, comparing the first list with the third list, adding the
generalized Hurst exponential feature will improve the classification effect of the
network model, but at the same time will greatly increase the instability of the network
model. A comparison of the second list and the fourth list will also reveal a similar
situation. Therefore, although the generalized Hurst exponential feature can enhance
the classification effect, it will increase the instability of the model at the same time.

4.2 Hidden Layer and Classification Results

The number of neurons in the hidden layer was set to 10, 20, 30 and 40, respectively,
and the neural network model was used to study and validate the data. Under the
conditions of the number of neurons in the hidden layer, 30 training and tests were
taken, and the mean value of the iteration number, the mean value of the accuracy and
the standard deviation of the accuracy were taken as the standard metrics.

As can be seen from Table 3, the number of hidden neurons and the number of
iterations will show a typical positive correlation, that is, with the number of hidden
neurons increases, the number of iterations will be significantly increased, but the
number of elements of hidden layer of neurons and the number of iterations are
nonlinear. While the more the hidden neuron are, the longer the network model will

Table 2. Number of features and classification results

Feature list Average of iterative
times

Accuracy
(%)

Accuracy of the standard
deviation

F0 412 86.93 0.1615
F0 [F1 461 91.47 0.2367
F0 [F2 495 89.17 0.7931
F0 [F1 [F2 498 92.36 0.5783

442 C. Zhang et al.



learn. As the number of neurons in the input layer increases, the number of loop
optimization model parameters will increase correspondingly, meanwhile the time of
model learning will increase.

It can be seen from Table 4 that the accuracy of the model increases with the
number of hidden neurons. However, when the number of neurons in the hidden layer
exceeds 30, the increase in accuracy will be significantly reduced. Comparing the first
and second lists with the first and the third lists, it is found that the generalized Hurst
exponent is not as good as the extended multifractal spectral feature, but the gener-
alized Hurst exponent has the same effect on the iteration number and there is no strong
multifractal characteristic. The generalized Hurst exponent and the extended multi-
fractal semi-spectral feature have advantages and disadvantages for the model’s lifting.
Although extending the multi-fractal half spectrum, the multifractal half-spectrum
characteristic is extended. At the same time found that the combination of the two
cases, which is in the fourth case, the accuracy will be significantly improved.

From Table 5, we can see that with the increase of the number of neurons in the
hidden layer, the stability of the model’s prediction will be enhanced. At that time,
when the number of hidden layer neurons reached 30, the stability decreased
slowly.

Table 3. Hidden layer and iterative relationship

Number of hidden neurons 10 20 30 40

F0 412 520 539 610
F0 [F1 461 551 573 683
F0 [F2 495 501 546 661
F0 [F1 [F2 498 532 672 714

Table 4. Hidden layer and accuracy relationship

Number of hidden neurons 10 20 30 40

F0 86.93 87.46 89.72 90.12
F0 [F1 91.47 94.69 95.34 94.13
F0 [F2 89.17 93.67 94.82 93.87
F0 [F1 [F2 92.36 95.93 97.53 97.02

Table 5. Hidden layer and accuracy standard deviation

Number of hidden neurons 10 20 30 40

F0 0.1615 0.1729 0.1673 0.1565
F0 [F1 0.2367 0.3764 0.2767 0.2518
F0 [F2 0.7931 0.9123 0.8471 0.7927
F0 [F1 [F2 0.5783 0.6273 0.5573 0.4918
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5 ECG Diagnosis System Process

5.1 De-noising

The process mainly for low-frequency noise filtering out high-frequency noise filtering
and ECG cycle automatically.

(1) low-frequency noise filter out
The main component of low-frequency noise is the baseline drift interference, so we
filter out low-frequency noise in the method used to force the wavelet transform filter
noise. Firstly, db5 wavelet is used to decompose the ECG signal. In the process of
decomposition, the noise signal (low frequency noise) in the data is filtered by the
one-dimensional wavelet coefficient threshold method.

(2) high-frequency noise filter out
High-frequency noise mainly includes two parts of the EMG noise and power-
frequency interference noise, so we use high-frequency noise filtering threshold
method, the same multi-resolution using db5 wavelet decomposition.

5.2 Automatic Segmentation

The R-wave position is quickly located by the difference threshold method, and then
the forward and backward search are carried out at the position of the R-wave,
respectively. If the R-wave cannot satisfy the fixed length when the signal is taken
forward, that is, if the longest signal that can be obtained is less than, the R-wave is
discarded. Likewise, if the R-wave cannot satisfy the fixed length when the signal is
taken backward, that is, the longest signal that can be obtained is less than, the R-wave
is discarded. Finally, the segments of the electrocardiogram were segmented and the
position of the R wave was recorded, and each ECG signal was distinguished by the
position of the R wave.

5.3 Feature Extraction

The MFDFA method was used to extract the multi-fractal half-spectrum and gener-
alized Hurst exponent of ECG, which is the formula (16). And the eigenvector is used
as the output vector of the neural network classification model.

Table 6. Comparison of model accuracy

Models NB LB RB PB AB

Fractal model (%) 95.97 94.04 96.64 98.68 93.33
Chaos model (%) 95.33 95.33 94.00 95.33 91.33
Wavelet model (%) 92.66 92.00 94.00 94.67 90.66
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5.4 Classification of Models

The classification model uses a three-layer feedforward neural network, and uses the
back propagation algorithm to update the weights and thresholds of each neuron. The
training data and test data were used to train the feed-forward neural network model,
and a model with 97.5% accuracy was chosen as the classification model of ECG
diagnosis system. And two recent ECG diagnosis papers [15, 16] were compared. In
[15], the features of ECG waveforms are extracted by using wavelet analysis, and the
improved BP neural network algorithm is used to train ECG signals. The average
recognition accuracy of this model is 92.8%. The article [16] uses the ECG signal
chaos characteristic analysis and the Lyapuov index and so on as the characteristic of
the ECG signal, and uses the BP neural network to carry on the classification, this
model average recognition accuracy rate reaches 94.53%. The wavelet model and
chaos model are compared with the fractal model. The comparison results are shown in
Table 6. The results show that the fractal model is better than the wavelet model in
classification, especially in the PB signal classification situation to enhance the effect is
very obvious. Fractal model is superior to chaotic model in identifying NB, RB, PB and
AB signals, especially for PB signals, although the ability to identify LB signals is
slightly inferior to chaotic model.

5.5 Data Labeling

After the classification of the model, generate the corresponding data label file. The
data in the label file is a matrix, which is the number of complete ECG cycles of the
ECG signal. The first column shows the position of the R wave and the second column
indicates the ECG period of the R wave. The categories of ECG signals are N, L, R, P
and A, representing NB, LB, RB, PB and AB signals, respectively. And then generate
the corresponding graph or table from the corresponding data annotation file.

In this paper, the main research content is NB, LB, RB, PB and AB signals, and in
reality only these five signals composed of ECG fragments is relatively small, so the
ECG fragments mentioned in this article ECG simulator simulation generated.
Arranging different types of ECG signals into a sequence, and inputting the sequence
into the ECG simulator, and finally generating an ECG fragment. 100 ECG fragments
consisting of random arrangement of NB, LB, RB, PB and AB signals, each containing
about 5 to 10 cycles. In Table 7, TP denotes the number of cases in which positive
cases are judged as positive cases, that is, the actual number of ECG cycles is the same
as the system judgment; FP is the number of cases in which negative cases are judged
as positive cases, i.e., other kinds of signals FN is the number of cases in which the
positive type is judged to be negative, that is, the signal of the current type is judged as
the number of signals of other classes by the system; TN is the number of negative
cases judged as negative. F1 is calculated by the formula (17).

F1 ¼ 2PR
PþR

ð17Þ
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The precision rate P and the recall rate R are calculated by the formulas (18) and
(19), respectively.

P ¼ TP
TPþFP

ð18Þ

R ¼ TP
TPþFN

ð19Þ

From Table 7 available, the system of the ECG signal recognition ability from
strong too weak in turn for the PB signal, RB signal, NB signal, LB signal, AB signal.
Although the recognition of the AB signal the weakest, but the recognition rate of the
system is still up to 93%.
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Abstract. The precoding scheme plays an important role in suppressing
co-channel interference for downlink multi-user (MU) multiple-input-multiple-
output (MIMO) communication systems. The effects of noise are not ignored in
precoding scheme based on Signal-to-leakage-and-noise ratio (SLNR) and there
are no limits on the number of transmit antennas. In this paper, a modified
SLNR-based precoding scheme is presented, which can balance the channel
gain for each stream per user by diagonalizating leakage-and-noise and the
user’s channel matrices simultaneously. Simulation results show that better BER
performance can be obtained by the proposed scheme as compared with
zero-forcing (ZF) precoding and conventional SLNR solution.

Keywords: Downlink � MU MIMO � SLNR-based precoding � ZF

1 Introduction

In multi-user MIMO systems, precoding technique plays a major role in improving the
system performance. The core idea is pre-processing the data to be transmitted by the
use of the channel state information (CSI) at the base station, to reduce the co-channel
interference (CCI) among users and achieve a higher performance gain. Linear pre-
coding is widely used due to its low complexity [1].

Signal-to-interference-plus-noise ratio (SINR) is always applied as a measure of
performance, but it is also a challenge for its coupled problem with precoding matrix
and the number of users. In previous studies, so as to solve this problem, zero-forcing
(ZF) precoding is proposed to cancel the CCI [2, 3]. The shortcomings of these
schemes are the restriction on the number of the receive antennas (RA) and transmit
antennas (TA). Furthermore, zero-forcing scheme does not take the effects of noise into
consideration [4].

Another criterion, SLNR criterion is first proposed by Sadek et al. [5, 6], which
cleverly solved the precoding matrix design problem under the SINR criterion [7]. In
view of the SLNR criterion, the precoding scheme is expected to make the received
signal power of each active user as large as possible, while the sum of the noise power
and the interference power leaked from other users is as small as possible. As a
criterion, SLNR is better than SINR [8], for the reason that the SLNR of any user
depends only on its own precoding matrix, and has nothing to do with other users’
coding matrix. Therefore, it is possible to avoid the nesting problem of optimizing the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
G. Sun and S. Liu (Eds.): ADHIP 2017, LNICST 219, pp. 448–456, 2018.
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precoding matrix of each user, and derive the optimal closed solution of each user’s
precoding matrix directly. In addition, the precoding scheme which is based on SLNR
criterion is no longer constrained by the quantity of system antennas, and thus has a
wider application space.

Conventional SLNR-based linear precoding pursues the maximization of SLNR by
the use of the generalized eigenvalue decomposition (GED) of the leakage-channel-
and-noise covariance matrix among users and the channel covariance matrix [9].
Whereas, in a real communication environment, different users experience different
channel fading, and it is difficult to balance the SINR of each user’s received signal.
The SINR of the users which experience severe channel fading will be much lower
[10], thus affecting the overall system performance.

In this paper, the fairness of communication among users in downlink MU-MIMO
system is considered, and the precoding scheme is improved. The core idea is reducing
the maximum value of SLNR slightly so as to balance the SINR of each user with
multiple data streams.

2 System Model

2.1 Downlink MU-MIMO System

The block diagram of a downlink multi-user MIMO system is presented in Fig. 1. The
vector skðnÞ represents the transmitted data of user k at nth time instant, and wk

represents precoding matrix. Assuming that the downlink MU-MIMO system with K
users has N TAs at the base station, and each user in the block diagram has MK RAs.
Then, at time instant n the overall transmit matrix could be expressed as

xðnÞ ¼
XK
k¼1

wkskðnÞ ð1Þ

For convenience, the data vector skðnÞ and precoding matrix wk are subject to

E skðnÞj j2¼ 1; wkk k2¼ Lk k ¼ 1; 2. . .K ð2Þ
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Fig. 1. Downlink MU-MIMO system model
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The channel is assumed to be frequency flat faded

Hk ¼
hð1;1Þk � � � hð1;NÞk

..

.

hðMk ;1Þ
k

. .
.

..

.

� � � hðMk ;NÞ
k

2
66664

3
77775
Mk�N

ð3Þ

where hðr;tÞk is channel impulse response between the tthðt ¼ 1; 2; � � � ;NÞ TA and the

rth ðr ¼ 1; 2; � � � ;MkÞ RA at user. Assume that hðr;tÞk obey the complex Gaussian dis-
tribution with mean = 0 and variance = 1, i.e., the channel is Rayleigh faded. In this
case, the kthðk ¼ 1; 2; � � � ;KÞ user’s received signal at time instant n is

ykðnÞ ¼ HkxðnÞþ n ¼ Hk

XK
j¼1

wjsjðnÞþ nkðnÞ ð4Þ

where nkðnÞ denotes the additive white Gaussian noise with r2 � variance: So SNR at
each RA is

SNR ¼ 1=r2 ð5Þ
For the convenience of research, we assume that CSI Hkðk ¼ 1; 2; � � � ;KÞ is

known, and skðnÞ, Hk and nkðnÞ are assumed to be independent of one another.

2.2 SLNR-Based Precoding System Model

We can expand the expression in (4) into the following form

ykðnÞ ¼ HkwkskðnÞþHk

XK
j¼1;j6¼k

wjsjðnÞþ nkðnÞ ð6Þ

The first term is the signal that the receiver actually needs to receive, while the
second term includes the interference signal which is going to leak to other users. SINR
of the user k is defined as (omit the time index n for convenience)

SINRk ¼ Hkwkk k2=ðMkr
2 þ

XK
j¼1;j6¼k

Hkwj

�� ��2Þ ð7Þ

Choosing SINR expression as the criterion of performance cannot avoid coupled
problem with K and wk [6]. In order to solve it, zero-forcing precoding has been
proposed in previous paper. The basic idea of zero-forcing schemes is to cancel CCI.

Hkwj ¼ 0 for all j; k ¼ 1; 2; � � � ;Kf g; j 6¼ k ð8Þ
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In this way, although the CCI is completely removed, the noise power does not
accordingly decrease, and may even be amplified. In addition, in order to let the
expression in (8) hold, the following relationship must be satisfied

N[ max
i

XK
k¼1;k 6¼i

Mk

( )
ð9Þ

Because SINR-based scheme is subject to the above condition, it is necessary to
apply a new criterion which takes noise into consideration and will not be limited by
constraint condition in (9). SLNR-based scheme can satisfy the above requirements.

SLNR-based precoding system model is illustrated in Fig. 2, where Hkwjsj
�� ��2

ðk ¼ 1; � � � ; j� 1; jþ 1; � � � ;KÞ is defined as leakage from user j to other users. In the
above we assume that E skðnÞj j2¼ 1, so SLNR of user k can be defined as

SLNRk ¼ Hkwkk k2=ðMkr
2 þ

XK
j¼1;j6¼k

Hjwk

�� ��2Þ ð10Þ

Compared with SINR, the SLNR-based scheme calculates the interference of user k
to other users, rather than the interference of other users to user k. To maximize every
user’s SLNR, the precoding matrix wk should satisfy

wkk k2¼ Lk k ¼ 1; 2. . .K ð11Þ

where Lk denotes the data stream of the user k. In the following, the data stream of
every user is assumed equal, and uniformly expressed as L. Then

SLNRk ¼ TrðwH
k H

H
k HkwkÞ

TrðwH
k ðMkr2

L IN þ ~H
H
k
~HkÞwkÞ

ð12Þ

~Hk ¼ ½H1; � � � ;Hk�1;Hkþ 1; � � �HK �T ð13Þ
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Fig. 2. SLNR-based precoding system model
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The optimization problem of wk can be expressed as

wopt
k ¼ arg max

wk2CN�L

TrðwH
k H

H
k HkwkÞ

TrðwH
k ðMkr2

L IN þ ~H
H
k
~HkÞwkÞ

ð14Þ

Since the base station simultaneously transmits L spatially multiplexed data streams
to all users, co-channel interference includes inter-user interference (IUI) among users
and inter-stream interference (ISI) among multiple data streams. So the signal recov-
ered at the receiver of user k is

ŝk ¼ ðHkwkÞH
Hkwkk k2 yk ¼ ðHkwkÞH

Hkwkk k2 Hkwksk þ ðHkwkÞH
Hkwkk k2 ðHk

XK
j¼1;j 6¼k

wjsj þ nkÞ ð15Þ

where the first term of the equation is the desired signal and the other term includes
noise and the interference. In order to achieve the decoupling of multiple data streams
at the receiver of user, the optimization of the precoding matrix problem in (14) needs
to satisfy the constraint condition

wH
k H

H
k Hkwk ¼ Dk ð16Þ

where Dk is a diagonal matrix. Both Mr2=LIN þ ~H
H
k
~Hk and HH

k Hk are Hermitian
matrices, and the former is positive definite. It is known from the characteristics of the
generalized eigenvalue decomposition (GED) that there must be an invertible matrix
Qi 2 C

N�N satisfying the conditions of

QH
k H

H
k HkQk ¼ diagðk1; � � � ; kNÞ ð17Þ

QH
k ½ðMr2=LÞIN þ ~H

H
k
~Hk�Qk ¼ IN ð18Þ

With kif gNi¼1 being sorted in descending order. The column vector of Qi and
kif gNi¼1 are respectively the generalized eigenvectors and eigenvalues of the matrix

HH
k Hk;Mr2=LIN þ ~H

H
k
~Hk

n o
. It has been proved in [3] that the precoding matrix wi

maximizing the SLNRk in (14) is given by

wopt
k ¼ aQk

IL
0

� �
ð19Þ

where a is a scalar in order to satisfy wkk k2¼ L, and according to (20), we obtain

SLNRmax
k ¼

XL
j¼1

kj
L

ð20Þ
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3 Proposed SLNR-Based Precoding Scheme

In the real communication environment, signals of different users experience different
channel fading. And, when is larger than 1, it is difficult to balance the SINR of each
user. The severer the channel fading becomes, the lower is the SINR at the receiver,
which will affect the overall system performance. In this section, the fairness of
communication among users in downlink MU-MIMO systems is considered, and an
improved precoding scheme is proposed in the following. In this section, we diago-
nalize two matrices simultaneously. There must be a full rank matrix which satisfies the
conditions in (22) and (23)

TH
k H

H
k HkTk ¼ diagðb1; b2; � � � ; bNÞ ð21Þ

TH
k ð
Mr2

L
IN þ ~H

H
k
~HkÞTk ¼ diagðc1; c2; � � � ; cNÞ ð22Þ

where bif gMi¼0 are sorted in descending order from 1 to 0, and bif gNi¼Mþ 1¼ 0. In the

meanwhile, cif gMi¼0 are sorted in ascending order from 0 to 1, cif gNi¼Mþ 1¼ 1. Fur-

thermore, elements in ci þ bif gNi¼1 are all 1. The precoding matrix is then given by

wopt
kp ¼ uTk

IL
0

" #
ð23Þ

where u is a scalar in order to satisfy wkk k2¼ L. And in this way, SLNRk can be
calculated by

SLNRk ¼
XL
a¼1

ba=
XL
a¼1

ð1� baÞ ð24Þ

In contrast with expression in (21), SLNRk here is a little smaller. But when the
number of data streams � 2, SINR of each stream will be more balanced. Denote the
SINR of stream l as g0l, then

g0l ¼ u4b2l =u
2r2bl ¼ u2bl=r

2 ð25Þ

Furthermore, assume that l[m, the ratio of SINRs between two data streams l and
m can be written as

g0l=g
0
m ¼ bl=bm ð26Þ

While in the conventional scheme

gl=gm ¼ kl=km ð27Þ
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Since both kif gNi¼1 and bi=cif gNi¼1 are generalized eigenvalues of HH
i Hi;Mr2=

�
LIN þ ~H

H
i
~Hig, there must be

bi=cif gNi¼1¼ kif gNi¼1 ð28Þ

We can easily find that

ðg0l=g0mÞ\ðgl=gmÞ ð29Þ

This means that in the proposed scheme, SINR of any two streams is more balanced
than that in the original scheme. And the overall BER performance will get better,
which will be proved by simulations in the next section.

4 Simulation Results

In this section, first the BER in cases of single user, zero forcing scheme and
SLNR-based solution in downlink MU-MIMO systems are simulated. Parameters of
simulations are given in Table 1. All simulations are run on the basis of a quasi-static
MIMO channel mode. We assume that the CSI is known and the additive white
Gaussian noise is subject to r2-variance. Furthermore, we assume that the number of
RAs belonging to different users is equal. Simulation results are shown in Fig. 3. As
known in Sect. 2, when L ¼ 1, there is no ISI. Similarly, when the number of users is
1, there is no any IUI. Therefore, there is no doubt that single user scheme’s BER
performance is the best. Although ZF scheme can reduce CCI to zero, it cannot
equalize noise. The SLNR-based scheme takes into account both the noise matrix and
the channel impulse response matrix. So its BER performance is better than ZF
schemes. In addition, when the number of RAs is 3, i.e. it does not satisfy the
expression in (9) so that the worst BER performance is obtained.

In the following simulations, we assume that TA = 8, User = 2 and RA = 3, Fig. 4
illustrates the sum rate and BER performance of the original and the proposed scheme
when L ¼ 1; 2; 3, where P represents “proposed” and O represents “original”. As we
can see in the following figures, the sum rate of system with the proposed scheme is
less than that of the original scheme. With the increase of L, the gap inbetween
becomes gradually smaller, and BER performance gets worse. It is because the inter-
ference among data streams increases with L. In summary, with the proposed scheme,
the improved over-all error bit performance is obtained on the expense of the sum rate.

Table 1. Simulation parameters

Precoding scheme L TA User RA of user Modulation

Single user 1 8 1 3 QPSK
SLNR-based 1 8 3 3 QPSK
ZF, RA = 2 1 8 3 2 QPSK
ZF, RA = 3 1 8 3 3 QPSK
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5 Conclusion

The downlink multi-user MIMO system and the traditional SLNR-based system have
been detailed in this paper. On this basis, an improved SLNR-based scheme was
proposed, which makes the overall BER performance better. The simulation results
show that when the number of data streams increase, the BER performance of the
proposed scheme is superior to the original scheme, and its sum rate performance
gradually catches up with that of original scheme.

Acknowledgment. This work is funded by the International Exchange Program of Harbin
Engineering University for Innovation-oriented Talents Cultivation and National Nature Science
Foundation of China (No. 61671167, 61301095, 61401114).

Fig. 3. The BER performance of single user, zero forcing and SLNR-based solution

Fig. 4. The BER and sum tate performance of original and proposed schemes
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Abstract. In order to improve the performance of communication system,
using integrated coding and modulation process to balance the design, but after
trying, we find it difficult to meet the expected requirements, so joint coding
modulation came into being. Continuous phase modulation is a kind of
constant-envelope modulation schemes with continuous phase which provides
good spectral and power efficiency. In this paper, a continuous phase code
modulation system based on soft information propagation is proposed. At first, it
decodes the CPM by Soft-out Viterbi Algorithm (SOVA), and then uses the soft
belief and the hard decision as the input of the LDPC decoder, and finally gets
the simulation results. The simulation results show that the method can reach the
performance close to the Shannon limit.

Keywords: CPM � LDPC � SOVA

1 Introduction

The development of multimedia service puts forward new requirements for the validity
and reliability of satellite communication system. However, the power and bandwidth
of satellite communication system are limited, and how to improve the effectiveness
and reliability of satellite communication system under the limited power and band-
width become an urgent problem to be solved. Since Shannon published the “mathe-
matical theory of communication”, coding and modulation technology is critical in any
communication system. The role of the channel encoder/decoder is to improve the
reliability of digital information transmission, however it will lead to the increased
redundancy, then the information transmission rate will be reduced. By increasing the
sign set of the modulation signal, it is possible to avoid the decrease in the information
transmission rate due to the increased redundancy in the band limited channel. How-
ever, if the channel is not only limited frequency, power is limited, expanding the
modulation signal symbol set will reduce the Euclidean distance of the signal and
reduce the reliability of digital information transmission. This requires a higher gain
coding method to compensate for the loss of performance, which will greatly increase
the complexity of the code [1]. Therefore, purely increasing the modulation signal
symbol set and the increased information redundancy is not an effective way to
improve the performance of the communication system. Of course, the integrated
coding and modulation process can be balanced design, but after trying to find the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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integrated design of the two system performance is still difficult to achieve the desired
requirements. Of course, the design can be balanced through an integrated design
coding and modulation process, but after trying, we find the integrated design of the
system performance is still difficult to achieve the desired requirements. Because when
the signal at the receiver is tested, the independent hard decision will be done, the next
decoding can not get all the received information, resulting in channel coding gain can
not be fully played [2]. Then the idea of joint coding modulation came into being, CPM
decomposition method, making CPM as the inner code and the traditional coding
cascade, the introduction of iterative detection to improve the system performance has
became possible [3].

2 LDPC Codes Introduction

The low density parity (LDPC) code is a class of linear codes named by the sparse
features of the parity check matrix, that is, almost all of the elements in H are zero, with
only a very small number of nonzero elements. Gallager’s first defined binary (N, dv,
dc) LDPC code is a linear code with a codeword length of N and a design bit rate of
R0 = 1−dv/dc. Each column of the check matrix H contains exactly dv “1” , each line
contains just dc “1”. Since the parity check matrix satisfying this structural condition is
not unique, the LDPC codes with parameters (N, dv, dc) form a set of codes [4]. The
following are some commonly used methods in LDPC codes. There are many repre-
sentations of LDPC codes: (1) check matrix representation; (2) Tanner graph repre-
sentation; (3) degree function representation. LDPC code construction methods:
(1) PEG random configuration method; (2) QC structured construction method. LDPC
code decoding method: (1) Sum-product algorithm; (2) BP decoding algorithm, etc.
The advantages of LDPC codes are as follows: (1) LDPC decoding algorithm is a
parallel iterative decoding algorithm based on sparse matrix. The computational
complexity is lower than the Turbo decoding algorithm, and it is easier to implement in
hardware because of the parallel structure. (2) LDPC code bit rate can be arbitrarily
constructed, flexible; (3) LDPC code has a lower error leveling layer, can be used in
wired communications, high-altitude communications and disk storage industry, where
the bit error rate requirements are more demanding occasions; (4) its performance
approximates the Shannon limit and it is described and implemented simply [5].

3 Continuous Phase Modulation

Continuous phase modulation has the characteristics of constant envelope and con-
tinuous phase, which has higher spectral efficiency and power utilization compared
with other modulation methods. In addition, due to the memory characteristics, CPM
signal has a certain coding gain [6].

3.1 CPM Definition

The transmission signal of the CPM can be defined as
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sðt; aÞ ¼
ffiffiffiffiffiffi
2E
T

r
cosð2pf0tþuðt; aÞþu0Þ; ð�1� t� þ1Þ ð1Þ

Among them, E is the symbolic energy, T is the symbol interval, f0 is the carrier
frequency, u0 is the initial phase (usually use u0 ¼ 0), a ¼ ða0; a1; a2; � � �Þ is sent to
the finite length M of the information symbol sequence, ai 2 f�1;�2; � � � ;
�ðM � 1Þg, i ¼ 0; 1; 2; � � �, with the same probability 1=M (M generally odd), the
signal amplitude is constant. It can be seen from the definition of the CPM signal that
the additional phase uðt; aÞ is the result of the common effect of all the symbols before,
not only by the single symbol.

Additional phase is

uðt; aÞ ¼ 2ph
X1
i¼�1

aiqðt � iTÞ; ð�1\t\1Þ ð2Þ

ai 2 f�1;�2; � � � ;�ðM � 1Þg; ði ¼ 0;�1;�2; � � �Þ value of the same probability,
are 1=M. h called the modulation coefficient, you can take any real number, but when h
takes the number of irrational, CPM system will have numerous states, so h in practical
applications should take a rational number, that is, h ¼ K=P (K, P for the quality of
integer).

3.2 CPM Phase Status

The phase of the modulation obtained after the introduction of the tilt phase is:

uðsþ nT ; aÞ ¼ R2p 2p
m
p
Rp

Xn�L

k¼�1
uk

 ! !
þR2p 4ph

XL�1

k¼0

un�kqðsþ kTÞ
 !

þR2pðxðsÞÞ

ð3Þ

set vn ¼ Rp
Pn�L

k¼�1
uk

� �
, vn 2 f0; 1; � � � ; p� 1g, Sn ¼ fvn; un�1; un�2; � � � ; un�Lþ 1g, the

phase at this time corresponds to the phase state, and the number of phases of the tilted
phase representation has nothing to do with the parity.

uðt; aÞ ¼ f ðSn; nÞ ¼ gðcðSn�1; un�1ÞÞ
Ns ¼ pML�1

�
ð4Þ

Where the function gðxÞ is a time-invariant one-one mapping function, the state
transition function cðx; yÞ is also a time-invariant function uðt; aÞ can be launched for
the Markov process [7].
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3.3 CPM Model Decomposition

CPM can be decomposed into a Continuous Phase Encoder (CPE) and a Memoryless
Modulator (MM) [8].

Memoryless Demodulator (MM). The physical tilted phase can be expressed in the
following form:

�wðsþ nT; uÞ ¼ R2p uðsþ nT; uÞ½ �

¼ R2p 2ph
Xn�L

i¼0

ui þ 4ph
XL�1

i¼P

un�1qðsþ iTÞþWðsÞ
" #

¼ R2p 2phRP

Xn�L

i¼0

ui

" #
þ 4ph

XL�1

i¼0

un�iqðsþ iTÞþWðsÞ
" #

; 0� s\T

ð5Þ

Is an item that is independent of the input data. According to Eq. (5), the physical
phase of the CPM signal is determined by the input of the MM, so that the output signal
is also determined by the input of the MM. The input of the MM can be defined as,

Sn ¼ fvn; un�1; un�2; � � � ; un�Lþ 1g, here the vn ¼ Rp
Pn�L

k¼�1
uk

� �
, the cumulative phase

before the time n (besides the moment n). If you use �wðs; SnÞ to replace
�wðsþ nT; uÞð0� s\TÞ, sðs; SnÞ replace sðsþ nT; uÞð0� s\TÞ, you can get:

sðs; SnÞ ¼
ffiffiffiffiffiffi
2E
T

r
cosð2pðsþ nTÞf1 þ

�wðsþ SnÞþu0Þ; 0� s\T

ð6Þ

Phase Encoder (CPE). As noted earlier, according to the next input data un+1 the CPE

can update the input of the MM from Sn to Sn+1. In vn ¼ Rp
Pn�L

k¼�1
uk

� �
using n + 1 to

replace n, you can get:

Vnþ 1 ¼ RP

Xn�Lþ 1

i¼0

ui

" #
¼ RP

Xn�L

i¼0

ui þ un�Lþ 1

" #

¼ RP RP

Xn�L

i¼0

ui

" #
þ un�Lþ 1

" #

¼ RP Vn þ un�Lþ 1½ �

ð7Þ

Obviously, it is possible to obtain the update of the first L components of Sn by the
nearest L data shift. In this way, the CPE can calculate the current MM input from
formula (7) based on the current data and the input of the previous MM, and MM can
calculate the output information according to formula (6).
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4 LDPC - CPM System Model

4.1 SOVA Decoding Algorithm

Combinedwith the literature [9], it is easy to know the 2s states of a time unit t, taking the i
th one as an example. The memory stores the current state Sti, the maximum partial
measure SMð½rjv�t;iÞ and the partial likelihood codeword sequenceV�

t;i, when entering the
current state of the current state. In the iterative process, the grid table is used in the reverse
direction, such as the state of m entering St;i at time t � 1, it is respectively St�1;j¼1:m.

SM ½rjv�t;i
� �

¼ max
j¼1:m

SM ½rjv�t�1;j

� �
þ logP St;ijSt�1;j

� 	
n
ð8Þ

ð9Þ

SOVA basic operation and Viterbi algorithm are the same, the only difference is
that each information bit attaches to a reliability instruction to the hard decision output,
that is, soft output. This soft output is ms ¼ absðms0 � ms1Þ for binary and multiplied
by the �1 value representing v.This is similar to SISO, but SISO has both forward and
backward. It is envisioned that the method of subtracting the minimum value from the
maximum value of SISO is used in Multi-system (Fig 1).

Fig. 1. SOVA messaging
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4.2 System Model

CPM modulation is a constant envelope modulation system, which is not sensitive to
the non-linear characteristics of the amplifier, allowing the use of non-linear power
amplifier, so that the power amplifier can work in a saturated state, for airborne and
deep space communications stations and other limited power applications having
important significance [10]. The CPM is used as a component code of the concatenated
code and the soft message obtained by the soft decoding algorithm is transmitted to the
LDPC decoder to make the system have the dual characteristics of the LDPC code and
the concatenated code. The system has the following two advantages: 1. The error level
is lower, the bit error rate increases with SNR has acute drop characteristics, compared
with the SCCPM, the performance is improved significantly. 2. The interleaver does
not exist in the system and does not need multiple iterations, the decoding time can be
reduced compared with the SCCPM [11].

The decoding process firstly makes demodulation and decoding of the CPM as MM
and CPE, respectively. The MM modulator is usually demodulated in a manner of
matching the template, and the CPE decoder decodes the relevant values as priori
information. The system decoder stores all the CPM waveform template, and
demodulation can use these templates in parallel. MM demodulated soft messages are
passed directly to the CPE decoder and decoded by the SISO algorithm to pass the
posterior probabilities to the LDPC decoder in the form of soft messages. In the LDPC
decoder, the soft message provided by the CPE decoder is used as a priori information,
and the second-order decoding is performed by the confidence propagation algorithm.
Because of the entire process from the MM demodulation to the CPE decoding and
then to the LDPC decoding, it is all the soft messages, you can guarantee as little as
possible the amount of loss of information, so the transmission of soft messages
cascade decoder can achieves better bit error performance than the decoder performs
the hard decision [12]. The LDPC-CPM system model is shown below (Fig 2).

5 Results and Summary

The simulation results are as follows:

LDPC 
coding

2-M
mapping

CPM
modulation channel

decision

input 

(c)p

u c

( )p u( )p s

s

output s
LDPC

decoding
M-2

mapping CPE MM
demodulation

Fig. 2. LDPC cascade CPM system model
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From the Fig. 3 it can be seen that the LDPC can obtain almost no error decoding
when the CPM decision performance reaches 0.03, that is, when Eb=N0 ¼ 2dB,
LDPC reaches the waterfall area, which proves that the system designed has excellent
performance.
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Abstract. Decision-making ability plays a key role in the cognitive
radio system. The decision-making engine is expected to decide a suit-
able radio configuration (modulation mode, coding mode, coding rate,
etc.) according to the complex and varying radio environment. In this
paper, we propose a decision-making method for the Orthogonal Fre-
quency Division Multiplexing (OFDM) communication system. Through
this method, we can select waveform parameters for any channel condi-
tion to achieve optimal communication performance via the Back Prop-
agation (BP) Neural Network (NN) regression. The simulation results
illustrate the proposed method can provide a reasonable decision surface
with various wireless channel condition.

Keywords: Neural Network · Decision making · Cognitive radio
Intelligent radio

1 Introduction

Since Mitola proposed the concept “Cognitive Radio (CR)” in 1999 [1], most of
the current CR researches were mainly focusing on spectrum sensing, dynamic
spectrum access, etc., to solve the ever-increasing spectrum shortage problem
[2,3]. However, when the CR was proposed by Mitola, he has emphasized the
importance of the intelligent learning and decision-making characteristics for the
cognitive radio [1]. Intelligence should be a core characteristic of cognitive radio.
So the next generation of intelligent radio should have the capacity to sense,
learn and adapt to the complex electromagnetic environment.

The main function of “learning” in CR is making decision. Optimization
based decision-making algorithm has been widely exploited in current researches
of intelligent decision-making, and the typical one is Genetic Algorithm (GA).
GA is used to search the best system parameters within the given feasible domain
according to the designed performance objective function [4]. Christian James
Rieser pioneered a biometric-based cognitive radio model (Bio-CR) first [5], and
in his doctoral thesis he elaborated on the use of GA to achieve the optimiza-
tion of cognitive radio configuration parameters. Since then many scholars have
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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made improvements on this basis, but mainly focused on the improvement of the
algorithm performance, such as using the binary quantum particle swarm opti-
mization [6], hybrid binary particle swarm optimization [7], differential evolution
[8], bacterial foraging optimization [8] and so on. Note that, when using these
optimization algorithms, it requires a multi-objective function of communication
performance calculated by the accurate theoretical formula. So these methods
only work under the assumption of Additive White Gaussian Noise (AWGN)
channel. But when the channel environment is not clear or more complex, we
can not get accurate calculation formula. And every time we use an optimized
way to make decision, we must spend a lot of time and computing resources.

Another kind of typical intelligent decision-making methods is based on learn-
ing (knowledge) [4]. CR system need to analyze and learn from the historical
cases through the method of machine learning, dig out potential rules and knowl-
edge, summarize the rules of knowledge, and then make decision based on the
rules and knowledge obtained. Related learning algorithms include Neural Net-
works [9,10], Support Vector Machines (SVM) [11], Bayesian networks [12], etc.
[13,14]. At present, this kind of research is still in the infancy.

In this paper, we propose a novel decision-making method to estimate the
best modulation type and coding rate OFDM wireless system. In the proposed
method, we collect the training sample by sending several training sequence from
the transmitter, and utilize these samples to train a Back Propagation (BP)
Neural Network (NN) regression model. Last, the fine-trained BP-NN model
provide the decision surface which corresponds to the given wireless channel.

2 BP Neural Network

BP-NN is a multi-layer feed-forward NN ordinarily which is trained by the BP
algorithm [15,16]. It can achieve the minimum error sum of square by regulating
the weight value and threshold value [16]. A basic BP-NN model is shown in
Fig. 1.

Fig. 1. A basic BP-NN structure including input layer, hidden layer and output layer.
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The BP training process can be described as follows [15,16]:
Forward propagation stage: The input signal from the input layer prop-

agates through the hidden layer to the output layer, and the weight value and
threshold value are fixed. At this stage, the state of each neuron will only affect
the next layer of neurons.

Back propagation stage: The error signal is generated by comparing the
real output with the desired output. Then the error signal propagates layer-
by-layer in the opposite direction. At this stage, the network parameters are
continuously regulated by the feedback error. It makes the real network output
value closer to the expected one.

The main advantage of BP-NN is that it has strong nonlinear mapping ability
[16]. Theoretically, as long as the number of hidden neurons is sufficient, a three-
layer BP-NN can approximate a nonlinear function with arbitrary precision.

3 Design of Decision-Making Model

In our method, the objective function is constructed based on the Shannon-
Hartley law [17]. It’s an evolution of the channel capacity function. And our
goal is to find the modulation and coding mode which maximizes the objective
function with BP-NN regression. The maximum means the system communica-
tion performance is optimal to some extent [17]. The system process is shown in
Fig. 2.

Fig. 2. Decision-making system flow chart.

First, we set up a complete OFDM communication system, modulation modes
include binary phase shift keying (BPSK), 4-quadrature amplitude modulation
(QAM), . . . , 128-QAM, coding mode uses the BCH block code (coding rate from
0 to 1). The main parameters of our OFDM system are shown in Table 1.

Table 1. Main parameters of OFDM system.

Parameter Value

Available subcarriers 128

Used subcarriers 64

Cyclic prefix 32

Baseband frequency 10MHz
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Select as many channel models as possible to simulate(eg.: AWGN, Rayleigh
fading, Rician fading, Plus interference). The objective function related to the
modulation-coding modes is defined as follows:

c = f(rate)×f(ber) (1)
Here:

f(rate) = log2(M)×rc (2)
f(ber) = − log10(ber) (3)

where M denotes the modulation order, rc means the coding rate, ber represents
the bit-error rate, rate means the data-transmitted rate.

After that, we choose different values of various channel environment param-
eters, such as Signal-to-Noise Ratio (SNR), Doppler shift, etc., to collect a large
number of sample data in each channel model.

Use BP-NN to regress the objective function c = f([M, rc],w) (where w is
the channel environment to be regressed). The fitted surface reflects the relation-
ship between transmission performance and different modulation-coding modes
in current channel environment. The vertex of the surface means the value of
modulation-coding mode which maximizes the objective function.

And we make two constraints to ber as follows:
When ber < 10−6, consider that the bit error rate reaches the ideal state,

record it as 10−6.
When ber > 0.1, consider that the bit error rate is beyond the scope of

tolerance, record it as 1.

4 Simulation Results and Analysis

We only select partial modulation-coding modes to regress and compare the
fitted surface with the one obtained by mapping all modulation modes (including
BPSK, 4-QAM, 8-QAM, 16-QAM, 32-QAM, 64-QAM, 128-QAM) and coding-
rate modes (including (8, 15, 22, 29, 36, 43, 50, 64, 71, 78, 92, 127)/127) directly.
If the trend is consistent, it verify the correctness of fitting.

The fitted surfaces are shown in Fig. 3. For the convenience of observation, we
will use contour lines instead of three-dimensional figure in the following space.

4.1 Simulation in AWGN Channel

As we can see from Fig. 4, when the channel is AWGN (SNR = 20 dB), capacity
function approximately reaches the vertex at “128-QAM, Rc=1”.

As we can see from Fig. 5, when the channel is AWGN (SNR = 10 dB), capac-
ity function approximately reaches the vertex at “32-QAM, rc=7/10”.

As we can see from Fig. 6, when the channel is AWGN(SNR = 0 dB), capacity
function approximately reaches the vertex at “BPSK, rc=1/5”.

In AWGN channels, when the SNR from 20 dB to 0 dB, the modulation-
coding options from the high modulation level, large coding rate, to low modu-
lation level, small coding rate. This is basically consistent with the theoretical
speculation.
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(a) Fitted surface for AWGN
(SNR = 12 dB) channel.

(b) Fitted surface for Rayleigh
(SNR = 12 dB, Fd = 500 kHz) channel.

Fig. 3. Fitting surface examples.

(a) Mapping all modulation-coding
modes in AWGN (SNR = 20 dB) channel.

(b) Fitted figure in AWGN (SNR = 20 dB)
channel.

Fig. 4. Relationship between objective function values and modulation-coding modes
in AWGN (SNR= 20 dB) channel.

(a) Mapping all modulation-coding
modes in AWGN (SNR = 10 dB) channel.

(b) Fitted figure in AWGN (SNR = 10 dB)
channel.

Fig. 5. Relationship between objective function values and modulation-coding modes
in AWGN (SNR= 10 dB) channel.
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(a) Mapping all modulation-coding
modes in AWGN (SNR = 0 dB) channel.

(b) Fitted figure in AWGN (SNR = 0 dB)
channel.

Fig. 6. Relationship between objective function values and modulation-coding modes
in AWGN (SNR= 0 dB) channel.

4.2 Simulation in Other Channels

Because of the limited space, we use Fig. 7 as an example to show the fitted
results for other channels.

(a) Mapping all modulation-coding
modes in Rayleigh (SNR = 20 dB,
Fd = 500 kHz) channel.

(b) Fitted figure in Rayleigh
(SNR = 20 dB, Fd = 500 kHz) channel.

Fig. 7. Relationship between objective function values and modulation-coding modes
in Rayleigh (SNR= 20dB, Fd = 500 kHz) channel.

As we can see from Fig. 7, when the channel is Rayleigh-fading (SNR = 20 dB,
Fd = 500 kHz), capacity function approximately reaches the vertex at “32-QAM,
rc=5/8 ”.

From the simulation results we can see that the trend of the fitted surface is
basically the same as that of the figure mapping all modulation-coding modes, so
the effect of regression is in line with expectations. The fitted surface can reflect
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the channel environment. However, in the process of fitting, we find that the
training of BP-NN is not consistent and it is easy to fall into the local optimum.
The fit of the decision surface has uncertainties. Although we select the least
mean square error one by fitting ten times, sometimes the fitted error is also
large. Therefore, we suggest to use other regression algorithms, such as support
vector regression (SVR) (because of the small number of input samples) in the
future research.

5 Conclusion

In this paper, we have proposed a decision-making method based on the BP-NN
regression model. We made decisions to select the most suitable communica-
tion waveform parameters in some channel environment examples. Through our
model, we can make a decision and analysis for the complex, undiscovered chan-
nel. The simulation results demonstrates the correctness and applicability of the
introduced model. In the future research, we will use more other machine learn-
ing algorithms to regress, analyze and contrast their regression performance to
improve our method.
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Abstract. Sparsity is a tough problem in a single domain Collaborative Fil-
tering (CF) recommender system. In this paper, we propose a cross domain
collaborative filtering algorithm based on Latent Factor Alignment and
Two-Stage Matrix Adjustment (LFATSMA) to alleviate this difficulty. Unlike
previous Cross Domain Collaborative Filtering (CDCF) algorithms, we first
align the latent factors across different domains by pattern matching technology.
Then we smooth the user and item latent vectors in the target domain by
transferring the preferences of similar users and the contents of similar items
from the auxiliary domain, which can effectively weaken the effect of noise.
Finally, we convert the traditional UV decomposition model to a constrained
UV decomposition model, which can effectively keep the balance between
under-fitting and over-fitting. We conduct extensive experiments to show that
the proposed LFATSMA algorithm performs better than many state-of-the-art
CF methods.

Keywords: Cross Domain Collaborative Filtering � Knowledge transfer
Latent Factor Alignment � Constrained UV decomposition model

1 Introduction

In recent years, recommender systems are widely used in e-commerce sites and online
social media and the majority of them offer recommendations for items belonging to a
single domain. Now collaborative Filtering (CF) [1] algorithm is the most widely used
method for recommender systems. However, in real-world recommender systems, the
rating matrix is very sparse, which leads to a poor recommendation performance. To
alleviate this difficulty, recently a number of Cross-Domain Collaborative Filtering
(CDCF) methods have been proposed [2]. They can effectively relieve the sparsity
problem in the target domain.

Currently CDCF methods can be categorized into two classes. One class [3–5]
assumes shared users or items. The other class contains a limited number of CDCF
methods [6, 7] that do not require shared users and items. However, methods in the
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G. Sun and S. Liu (Eds.): ADHIP 2017, LNICST 219, pp. 473–480, 2018.
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second class may not perform well, as they are based on matrix factorization. Matrix
factorization techniques fail in the cross-domain recommendation task because the
learned latent factors are not aligned over different domains.

In this paper, for the second class, we proposed a CDCF algorithm based on Latent
Factor Alignment and Two-Stage Matrix Adjustment (LFATSMA). We first align the
latent factors across different domains, so the knowledge transfer from the auxiliary
domain to the target domain would be more correct and reasonable. Then we propose a
two-stage matrix adjustment method to achieve more effective U and V matrices with
the help of the data in the auxiliary domain. Consequently, the prediction performance
in the target domain can be improved.

The remainder of this paper is organized as follows: Sect. 2 proposes a method to
align the latent factors across different domains. In Sect. 3, we propose the two-stage
matrix adjustment method to transfer knowledge from the auxiliary domain to the
target domain. We conduct extensive experiments to test the performance of the pro-
posed algorithm in Sect. 4 and conclude the whole paper in Sect. 5.

2 Aligning the Latent Factors

We align the latent factors across different domains by pattern matching technology. As
shown in Fig. 1, we first construct a mixture rating matrix M0 by combining the data
from the two domains together. The main-diagonal blocks are filled with the rating
matrix M1 in the target domain and the rating matrix M2 in the auxiliary domain. The
off-diagonal blocks are filled with zeros.

Let n1 and n2 denote the size of User1 and User2 respectively. Then we decompose
M0, M1, and M2 to obtain the latent factors by the UV decomposition model [8]. Let
M0 ¼ U0VT

0 ,M1 ¼ U1VT
1 ,M2 ¼ U2VT

2 , and let f denote the dimensionality of the latent
factor space, so the size of U0 is (n1 + n2, f), the size is of U1 is (n1, f), and the size of
U2 is (n2, f). The reason why we construct the mixture matrix M0 and decompose M0 is
to use it as a reference. Considering that the order of the latent factors in U0 is unique,
we can align the latent factors between the target domain and the auxiliary domain by
this order.

Finally, we align the latent factors across the two domains, and return the updated
U1 and U2.

M1 Zeros

M2Zeros

User1

User2

Item1

M0

Item2

Fig. 1. Constructing a mixture rating matrix
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In Fig. 2, each column vector in Ui (i = 0, 1, 2) represents a latent factor. Obvi-
ously, for the same latent factor (e.g., SF) in two U matrices, if the users are identical in
order, then we can expect the corresponding columns to be with a large similarity.
Therefore we can determine whether two latent factors Fi and Fj from two different
U matrices are identical according to the similarity of the corresponding columns ci
and cj.

Let U3 denote the upper block of U0, including the upper n1 rows, and U4 denote
the lower block of U0, including the lower n2 rows. It is clear that each column in both
U3 and U1 represents the interest values on a latent factor of all the users in the target
domain, so we can use U3 as a reference to align the latent factors of U1 according to
the similarities among columns. In the same way, we can also use U4 as a reference to
align the latent factors of U2. As U3 and U4 correspond to the upper and lower blocks
of the same matrix U0 respectively, so the order of the latent factors in U3 is the same
with that in U4. As a result, we can align the latent factors of U1 and U2.

We align the latent factors by comparing the similarities among columns. Here the
similarity can be computed by a cosine measure in the form

sðci; cjÞ ¼ cTi cj
cik k cj

�� �� ð1Þ

For each column ci in U1, we compute the similarity between it and the first column
C1 in U3 by Eq. (1), and denote the column in U1 with the maximum similarity to C1 as
F1, and exchange this column with the first column in U1. Then determine F2 from the
rest columns, and exchange the corresponding column with the second column in U1.
The rest can be done in the same manner. The columns of U2 can be adjusted in the
same way.

In the UV decomposition model, the order of the latent factors in the V matrix is the
same with that in the U matrix. Since the orders of latent factors in U1 and U2 matrices
have been adjusted, if we adjust the orders of latent factors in V1 and V2 matrices by the
same adjustment process, we can also align the latent factors between V1 and V2. As a
result, the latent factors between the target domain and the auxiliary domain are
aligned, which makes the following knowledge transfer more correct and reasonable.

u1

un

User

ci

SF

u1

un

User

cj

SF

Fig. 2. The same latent factor in two U matrices can be expected to be with a large similarity
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3 Transferring Knowledge via a Two-Stage Matrix
Adjustment

3.1 Weakening the Effect of Noise

For any user u in the target domain, we first choose from the auxiliary domain the
l most similar users to user u. Then we compute the mean of the latent vectors over the
l most similar users and replace the latent vector pu with the mean. As the auxiliary
domain contains more user rating data, the latent vector pu0 in the auxiliary domain is
relatively accurate, so the mean of the latent vectors over the l most similar users is a
good replacement of pu. We replace pu with the mean of the l most similar users from
the auxiliary domain, which is a smooth method and can effectively weaken the effect
of noise. The detailed process is given by the following.

(1) Choose from the auxiliary domain the l most similar users to user u
Let ua denote a user in the target domain and ub denote a user in the auxiliary
domain. We choose from the auxiliary domain the l most similar users to ua. Here
the similarity can also be computed by a cosine measure that was given in Eq. (1),
and accordingly the similarity between ua and ub can be computed in the form

sðpua ; pubÞ ¼
pTuapub

puak k pubk k ð2Þ

(2) Compute the mean of the latent vectors over the l most similar users
We compute the mean of the latent vectors over the l most similar users. Let
p denote the mean, and pui denote the latent vector of the i-th most similar user,
ði ¼ 1; � � � ; lÞ. The mean of the latent vectors is defined as

p ¼
Xl

i¼1
pui

,
l ð3Þ

(3) Replace the latent vector pu of user u in the target domain with the
corresponding p
Thus we can update the U matrix. In the same manner, we can also update the
V matrix.

3.2 Solving a Constrained UV Decomposition Model

Although we transfer important information from the auxiliary domain to smooth the
original data in the target domain, there arises a new problem that the updated U and
V matrices may not fit the rating data of the target domain accurately. For convenience,
we use Uð1Þ and V ð1Þ to denote the first updated matrices. In order to avoid this
problem, an intuitive idea is to use Uð1Þ and V ð1Þ as an initial point, and to solve the
traditional UV model for a better U and V matrices. However, this may cause a large
change of Uð1Þ or V ð1Þ. As Uð1Þ and V ð1Þ are obtained by transfer important information
from the auxiliary domain, and can effectively weaken the effect of noise, we expect
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that they are changed as small as possible. To achieve this goal, we convert the
traditional unconstrained UV decomposition model into a constrained UV decompo-
sition model in the following form

min
q�;p�

P
ðu;iÞ2j

ðrui � qTi puÞ2

s:t: qi � qð1Þi

��� ���2 and pu � pð1Þu

��� ���2 is as small as possible for any i and u belonging to j

ð4Þ

We can convert (4) into the following unconstrained optimization problem

min
q�;p� F ¼

X
ðu;iÞ2j

ðrui � qTi puÞ2þ kð qi � qð1Þi

��� ���2þ pu � pð1Þu

�� ��2 Þ ð5Þ

where qð1Þi and pð1Þu are the item and user latent vectors respectively corresponding to
the V ð1Þ and Uð1Þ matrices, and the constant k is a penalty factor, which penalizes the

change between qi and qð1Þi and the change between pu and pð1Þu . Clearly, the UV
decomposition model may arise over-fitting if k is set to a very small number. On the
contrary, it will cause under-fitting if k is set to a very large number. A proper k is
usually determined by cross-validation. We use Uð2Þ and V ð2Þ to denote the solution of
the optimization problem (5). We can also use stochastic gradient descent to achieve
Uð2Þ and V ð2Þ.

For each given training case, firstly the gradient can be computed in the following
form

@F
qi
¼ �2 euipu � kðqi � qð1Þi Þ

h i
@F
pu
¼ �2 euiqi � kðpu � pð1Þu Þ

h i ð6Þ

where eui ¼def rui � qTi pu. Then we modify the parameters by a magnitude proportional to
c (i.e., the learning rate) in the opposite direction of the gradient, yielding:

qi  qiþ c euipu � kðqi � qð1Þi Þ
h i

pu  puþ c euiqi � kðpu � pð1Þu Þ
h i ð7Þ

Since the U and V matrices updated in the first adjustment absorb useful infor-
mation from the auxiliary domain, we use Uð1Þ and V ð1Þ as an initial point in the
optimization problem (5). Finally, we can obtain the rating matrix M by computing
M ¼ Uð2ÞV ð2ÞT .
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4 Experiments

In this section, we compare our algorithm to 3 state-of-the-art algorithms. One is a
well-known single domain algorithm Funk-SVD (the UV decomposition model), and
the other two methods are cross domain methods, namely CBT and RMGM. By
comparison with Funk-SVD, we can investigate the effectiveness of transferring
knowledge from the auxiliary domain. By comparison with CBT and RMGM, we can
investigate the effectiveness of aligning the latent factors across different domains.

4.1 Data Sets

In this part, we use EachMovie and MovieLens data sets.

(1) EachMovie (the auxiliary domain): 500 users and 500 movies are extracted from
EachMovie to compose the auxiliary domain.

(2) MovieLens (the target domain): 500 users and 1000 movies are extracted from
MovieLens to compose the target domain.

4.2 The Setting of the Compared Methods

(1) Funk-SVD (the UV decomposition model): Here we simply set f = 50.
(2) CBT (Codebook transfer): According to the setting in reference [6], the numbers

of user and item clusters, K and L, are set to 50.
(3) RMGM (Rating Matrix Generative Model): In order to compare the methods more

reasonable and fairer, like CBT, both K and L in RMGM are also set to 50.
(4) LFATSMA (the proposed method): In order to compare the methods more rea-

sonable and fairer, like Funk-SVD, the dimension of the latent space is set to 50,
and the number l of similar users or items is set to10.

In the experiments, we set c ¼ 0:3 in each algorithm.

4.3 Evaluation Protocol

We use the first 100, 200, and 300 users in the target data set as training data,
respectively, and we use the last 200 users as testing data. For each test user, Given5
denotes 5 observed ratings are used for training. Given10 and Given15 are defined in
the same way.

We use mean absolute error (MAE) and root mean square error (RMSE) as eval-
uation metrics in our experiments. MAE is defined as

ð
X

i2T ri � ~rij jÞ= Tj j ð8Þ

and RMSE is defined as
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX
i2T ðri � ~riÞ2= Tj j

q
ð9Þ

where T denotes the set of test ratings, ri is the ground truth and ~ri is the predicted
rating.

4.4 Results

Table 1 lists the MAE and RMSE scores on MovieLens (ML).

As shown in Table 1, CBT, RMGM, and LFATSMA all perform better than
Funk-SVD on all different configurations. The main reason is that Funk-SVD predicts
the ratings only according to the sparse data in the target domain.

As expected, our method performs better than the other two CDCF methods (CBT
and RMGM), I think the main reasons are as follows. Firstly, the alignment of latent
factors between the target domain and the auxiliary domain makes the following
knowledge transfer more correct and reasonable. Secondly, the smooth of the user and
item latent vectors in the target domain can effectively weaken the effect of noise.
Thirdly, the solution of the constructed constrained UV decomposition model can
effectively keep the balance between under-fitting and over-fitting. Consequently, the
prediction performance in the target domain can be improved.

5 Conclusion

In this paper, we propose a CDCF algorithm based on Latent Factor Alignment and
Two-Stage Matrix Adjustment (LFATSMA). By aligning the latent factors across
different domains, and transferring the preferences of similar users and the contents of
similar items from the auxiliary domain to the target domain, LFATSMA can

Table 1. MAE and RMSE scores

Training set Method MAE RMSE
Given5 Given10 Given15 Given5 Given10 Given15

ML100 Funk-SVD 1.249 1.241 1.234 1.500 1.491 1.481
CBT 0.692 0.677 0.655 0.893 0.881 0.866
RMGM 0.694 0.668 0.653 0.895 0.879 0.864
LFATSMA 0.633 0.605 0.561 0.860 0.826 0.775

ML200 Funk-SVD 1.033 1.093 1.057 1.261 1.329 1.286
CBT 0.675 0.661 0.644 0.889 0.873 0.861
RMGM 0.666 0.657 0.632 0.880 0.867 0.849
LFATSMA 0.624 0.592 0.556 0.856 0.822 0.770

ML300 Funk-SVD 0.918 0.899 0.897 1.178 1.165 1.162
CBT 0.664 0.659 0.639 0.875 0.869 0.852
RMGM 0.661 0.663 0.644 0.873 0.876 0.858
LFATSMA 0.619 0.589 0.551 0.846 0.816 0.765
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effectively alleviate the sparsity problem in the target domain and weaken the effect of
noise. Moreover, since we construct a constrained UV decomposition model to control
the balance between under-fitting and over-fitting, the effectiveness of the knowledge
transfer can be guaranteed. The experimental results have validated the effectiveness of
the proposed LFATSMA algorithm.

Acknowledgments. This work is sponsored by the National Natural Science Foundation of
China (No. 61402246), a Project of Shandong Province Higher Educational Science and
Technology Program (No. J15LN38), Qingdao indigenous innovation program
(No. 15-9-1-47-jch).

References

1. Goldberg, D., Nichols, D., Oki, B.M., et al.: Using collaborative filtering to weave an
information tapestry. Commun. ACM 35(12), 61–70 (1992)

2. Berkovsky, S., Kuflik, T., Ricci, F.: Cross-domain mediation in collaborative filtering. In:
Conati, C., McCoy, K., Paliouras, G. (eds.) UM 2007. LNCS (LNAI), vol. 4511, pp. 355–
359. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-540-73078-1_44

3. Pan, W., Xiang, E.W., Liu, N.N., et al.: Transfer learning in collaborative filtering for sparsity
reduction. In: Twenty-Fourth AAAI Conference on Artificial Intelligence, AAAI 2010,
Atlanta, Georgia, USA, July 2010

4. Pan, W., Liu, N.N., Xiang, E.W., et al.: Transfer learning to predict missing ratings via
heterogeneous user feedbacks. In: Proceedings of the International Joint Conference on
Artificial Intelligence, IJCAI 2011, Barcelona, Catalonia, Spain, July 2011

5. Loni, B., Shi, Y., Larson, M., Hanjalic, A.: Cross-domain collaborative filtering with
factorization machines. In: de Rijke, M., Kenter, T., de Vries, A.P., Zhai, C., de Jong, F.,
Radinsky, K., Hofmann, K. (eds.) ECIR 2014. LNCS, vol. 8416, pp. 656–661. Springer,
Cham (2014). https://doi.org/10.1007/978-3-319-06028-6_72

6. Li, B., Yang, Q., Xue, X.: Can movies and books collaborate? Cross-domain collaborative
filtering for sparsity reduction. In: Proceedings of the International Joint Conference on
Artificial Intelligence, IJCAI 2009, Pasadena, California, USA, pp. 2052–2057. July 2009

7. Li, B., Yang, Q., Xue, X.: Transfer learning for collaborative filtering via a rating-matrix
generative model. In: International Conference on Machine Learning, ICML 2009, Montreal,
Quebec, Canada, pp. 617–624. June 2009

8. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender systems.
Computer 42(8), 30–37 (2009)

480 X. Yu et al.

http://dx.doi.org/10.1007/978-3-540-73078-1_44
http://dx.doi.org/10.1007/978-3-319-06028-6_72


Abnormal Traffic Flow Detection Based
on Dynamic Hybrid Strategy

Yang Liu(B), Hongping Xu, Hang Yi, Xiaotao Yan, Jian Kang, Weiqiang Xia,
Qingping Shi, and Chaopeng Shen

Beijing Institute of Astronautical System Engineering, Beijing, China
yangliu npu@163.com

Abstract. Efficient and accurate analysis of the traffic data contained
in the network is the key measure to detect the abnormal behavior,
resist the invasion and protect the information security. In this paper,
we make a comprehensive utilization of the characteristics of port map-
ping identification, payload identification, statistical analysis and SVM
machine learning, and propose the dynamic hybrid strategy. Firstly, the
machine learning training samples are obtained through port mapping
and load feature recognition. Then, on the basis of information gain fea-
ture selection, the SVM machine learning model is built and trained.
Finally, through the voting mechanism, we achieve comprehensive anal-
ysis of the traffic data. The experimental results show that the accuracy
of the proposed algorithm is as high as 99.1%, and the number of manual
decision analysis is greatly reduced at the same time.

Keywords: Port mapping · Payload feature matching
Dynamic hybrid strategy · Machine learning

1 Introduction

The traffic of the Measurement and Control Network carrying the key informa-
tion of the system, the majority of abnormal or aggressive behavior will make
the system network traffic presents specific differences, through in-depth analy-
sis of the system flow, we can quickly identify non-compliance flow, timely find
the information redundancy or abnormal behavior, and ensure the reliability of
the data communication network. In 2004, Lang uses port based protocol iden-
tification method to obtain pure network traffic, and verifies the effectiveness
of the method [1]. In 2006, Liang prove that the port based protocol identifica-
tion method is not suitable for dynamic port applications, but it still has high
accuracy in traditional network applications [2]. In 2012, Lin et al. proposed a
method based on packet length distribution and port to identify network traffic.
In 2013, Moore reduced the time and space complexity by reducing the length
and number of load identification [4]. In 2013, Zhang et al. proposed support vec-
tor machine (Support Vector Machine, SVM) and statistical feature classification
method [5]. Xiao in 2015 proposed a hierarchical support vector machine method
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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to solve the classification problem of network flow, and achieve the recognition
accuracy of 94%, [6] has achieved good application effect in large networks.

The traffic identification based on port mapping is efficient, however, the
error rate is high. Recognition method based on feature matching of load has a
high accuracy, but can’t identify encrypted traffic. Statistical identification can
identify the encryption protocol based on statistical features, but the statistical
feature is difficult to select, prone to false positives, and is relatively poor for
real-time traffic analysis. The recognition method based on machine learning
traffic protocol is intelligent and has high recognition accuracy, but it depends
on the correct training data and the appropriate network flow characteristics.

In this paper, we proposed a new method, comprehensively using the port
identification, load and precise feature matching, and the accurate statisti-
cal identification method to construct the hybrid identification strategy. After
obtaining the sample data of more known labels, the support vector mechanism
is used to build the self-learning mechanism, constantly update and replace the
statistic optimization method. And finally form a self-iteration update network
traffic comprehensive recognition mechanism.

2 Traffic Flow Anomaly Detection Based on Dynamic
Hybrid Strategy

2.1 Traffic Data Acquisition and Preprocessing

Before flow analysis, the general flow capture tools such as Sniffer, Wireshark,
NetFlow, flow-tools and fprobe [7,8], can quickly collect the traffic data. In
order to meet the needs of real-time processing, we carry out the flow separation
pretreatment according to the five tuple (source IP, destination IP, source port,
destination port, transport layer protocol number) before the flow analysis. Flow
table is built to store the separated network data. Messages belonging to the same
specific data stream have many similar attributes, By calculating the five tuple
information of the network packet, we can get the hash value as Eq. 1. Packets
will be divided into different flow according to the hash value.

hash index = HASH(I) (1)

The information of each stream is saved in the flow table, which provides
data support for the flow protocol identification.

2.2 Port Based Identification

In the complex Internet environment, due to the use of dynamic port technology,
many applications no longer use the standard port, the accuracy of traditional
traffic identification method based on port mapping is reduced greatly. However,
most of the protocols or applications still use standard ports for communication
in the network environment of the launch vehicle. Traffic data can achieve effi-
ciently identification through the port mapping table (port table) fast mapping.
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F [∗] express the port application mapping function.

Protocol = F [port table] (2)

The specific application in the Measurement and Control Network, through
the planning and design of port construction in advance, constructing the port
and application mapping table, and using the port mapping to analysis the
network data.

2.3 Identification Based on Load Feature Matching

According to the characteristics of the traffic data load, we can judge whether
the load has special characteristics or not, and realize the analysis and iden-
tification of traffic data. Based on the precise feature matching method, each
network packet is split, and the application data is extracted for feature match-
ing. According to the actual characteristics of the launch vehicle network infor-
mation, firstly, we extract the features and identify the protocol according to
the special domain. As shown in formula (2), G[∗] express the traffic feature
extraction function.

Protocol = G[flows]
matching−−−−−−→ protocol feature (3)

For example,Protocol 1/0:0xEB 1:0x90 2:0x00 3:0x20,Protocol 2/0: 0x70 2:
0x10 3:0x80 respectively express the feature information of Protocol 1 and
Protocol 2, by extracting the protocol fingerprint of traffic data, and using the
AC/SRS multi pattern matching algorithm, we can achieve efficient and rapid
identification analysis. Process flow is shown in Fig. 1.

Fig. 1. Traffic identification based on accurate feature matching.

The precision of method based on the feature matching is relatively high,
however, the speed is slow because of the need for each packet analysis, besides,
the encryption protocol or some special protocol cannot be resolved, it is difficult
to achieve analysis.
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2.4 Detection and Recognition Based on Statistical Features
and Machine Learning Models

In the launch vehicle network, the flow of different applications usually presents
some unique statistical characteristics at the network level, such as idle time, the
average length of the stream flow density, average packet length, packet interval
and so on. For some specific application, application layer features represented
by the ratio of source to destination communication data is unique, discrimina-
tion can be achieved by joint analysis of multiple dimensions. A large number of
studies have shown that the identification based on the statistical characteristics
of network traffic data is effective [9–11]. Especially in some specific application
scenarios, it can realize the fast identification of encrypted protocols. In 2005,
Moore gave a 249 dimensional feature set for summarizing and analyzing net-
work traffic characteristics. Network traffic feature selection is important for the
identification, in the actual analysis, some network features contain few informa-
tion, correlation and redundancy, which has no contribution to the improvement
of detection accuracy, but increases the time complexity and space complexity.
The feature dimension reduction can be achieved by data feature selection, which
can reduce the computational complexity and improve the efficiency of system
detection.

The information gain of feature A is defined as the difference between the
original information demand and the new demand [12], represented by: gain(A)

gain(A) = inf(D) − inf
A

(D) (4)

= −
m∑

1

pilog2(pi) −
n∑

j=1

|Dj |
|D| × inf(Dj),

where pi = |Ci,D| / |D| indicates the nonzero probability that any sample in data
set D belongs to Ci, |D| indicates the total sample size, |Ci,D| represents the
number of samples belonging to class Ci, m is the number of sample classes,
inf(D) represents the average amount of information required to identify the
category of tuples D. infA(D) represents the desired information for the classifi-
cation of tuples in set D based on feature A, and n indicates the number of Dj

subsets.
The key problem of network traffic identification is to determine the mapping

relationship between network flow and application categories. For the statistical
characteristics of a large number of different dimensions, it is difficult to achieve
the mapping through the intuitive rules such as threshold. The support vector
machine (SVM) method based on the statistical learning theory has strong cog-
nitive ability, especially for small sample learning problems, we can grasp the
potential rules of irregular description by statistical learning, and realize the
multi feature joint mapping. The basic characteristics and statistical character-
istics of network flow are obtained in the unit time after feature selection.

The high dimensional sample feature vector data was constructed as X =
{x1, x2, . . . , xl}, each network traffic sample can be marked as D(X, yi), yi rep-
resents the class label for this type of traffic sample, and yi ∈ {+1,−1}. Optimal
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classification surface used for distinguishing different categories can be expressed
by −→w · −→x + b = 0 which can make the biggest difference between different cate-
gories. Maximizing the interface is equivalent to solving the following optimiza-
tion problem.

min
1
2

n∑

i=1

w2
i (5)

Subject to yi(−→w · −→x + b) − 1 ≥ 0, i = 1, . . . , n, (6)

where, n indicates the number of sample, w is not only related to the location of
sample points, but also related to the category of samples. Under the constraint
of formula (6), the formula (5) can be solved by convex quadratic optimiza-
tion. For the two classification problem, the SVM discriminant function can be
expressed as

f(x) = sgn{(w, x) + b} = sgn{
l∑

i=1

αi · yi · (xi · x) + b}, (7)

where αi indicates the optimized Lagrange operator, (w, b) determining the equa-
tion of the classification surface < w · x > +b = 0. For the multi classification
problem, we design the SVM discrimination model between any two categories.
As for k categories it needs C2

k categories. For the sample to be classified, the
class with the most votes is the category of the sample.

2.5 Network Traffic Anomaly Detection and Analysis Based
on Hybrid Strategy

In this paper, we design a hybrid optimization strategy, make a comprehensive
utilization of all kinds of detection methods with their advantages to realize the
accurate use of network traffic data, and effectively detect the abnormal traffic
data. Network traffic anomaly detection and analysis algorithm based on hybrid
strategy is shown as follows.

First of all, based on network traffic data distribution on the pretreatment,
obtain the preliminary classification results by port mapping identification. At
the same time, use the load feature matching to analysis and get the results.
Compare the two results and analysis the inconsistent results manually to deter-
mine the protocol type. Then we can obtain the label training data for machine
learning classification. Next, extract the feature of network traffic and construct
the feature vector for machine learning classification. Support vector machine is
used for training and learning based on the training data, and the knowledge
classification model is obtained. Carry out the training process and test the
accuracy constantly until the error rate is lower than the set threshold. Then
change the recognition strategy, the identification results of port mapping, load
feature matching and machine learning recognition are used to decide the final
result by Voting Mechanism. The results are constantly used to train the SVM
learning model, and update adaptively. The flow chart of the algorithm is shown
in Fig. 2.
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Fig. 2. Flow chart of anomaly detection algorithm.

3 Experiments and Results

In order to verify the applicability of the algorithm based on dynamic hybrid
strategy, in this paper, we choose the actual data in the Measurement network of
launch vehicle. The network topology of the Measurement network is shown as
Fig. 3. Different system devices exchange the instruction and the data with each
other through switches. For the test analysis, the whole data of the network can
be obtained by the port of the core switch. Main configuration of the computer
for experiments is as follows, Intel i5-3450 processor packaged by LGA1155, 4G
1333 DDR3 memory, and 1T SATA 7200r/s mechanical hard drive.

Select a subset of samples and do the feature selection by means of the infor-
mation gain method described in formula (4), and the threshold parameter used
to measure SVM machine learning performance is set to 90%. The experimental
data is about 13.2G, and the actual processing time is 2 min 50 s, which can real-
ize real-time data processing. The experimental data were processed with 9742
streams, of which the private network traffic of the network was about 49.18%.
In order to verify the effectiveness of the proposed algorithm, the port mapping
method and the deep packet detection (DPI) method are compared with the
method in this paper. The experimental results are shown in Table 1.
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Fig. 3. Network topological of the launch vehicle network.

Table 1. Experimental results.

Methods Accuracy rate Proportion of unrecognized flow

Port mapping 84.9% 4.1%

Deep packet detection 92.2% 3.9%

Port mapping with DPI 81.9% 17.5%

Proposed method 99.1% 0.57%

Port mapping with DPI means that the port mapping method is compared
with the output result of the DPI. If the results are consistent, then output the
results, otherwise, identified as unknown traffic, and need for manual analysis.
Inconsistent flows of Port mapping with DPI processed by manual analysis,
the accuracy rate can be improved to 99.4 From Table 1, the accurate rates of
proposed dynamic traffic identification based on hybrid strategy analysis was
99.1%, far higher than other methods, and the artificial processing required is
less than the other three methods. The proposed method not only reduces the
manual analysis, but also improves the recognition accuracy rate.

4 Conclusion

In this paper, we propose an algorithm for network anomaly detection based on
dynamic hybrid strategy, comprehensively use the port mapping, load feature
matching, statistical analysis and machine learning, design a dynamic hybrid
strategy, and achieve the identification by using the voting mechanism. Not only
ensure the accuracy rate of identification, greatly reduce the manual analysis,
but also adaptive update. Greatly improve the intelligence and automation level
of the anomaly detection and analysis. In the future, by long term analysis and
iterative update of the actual data in the launch vehicle network, the traffic
data can be gradually transparent and credible, effectively guarantee the safe
and reliable operation of the network system.
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Abstract. User behaviour models have been widely used to simulate
attack behaviour in the security domain. In this paper, we introduce one
perfect rational and three bounded rational behaviour models to simu-
late attack behaviour of attack-defense game in cloud computing, and
then discuss defender’s response to attacks. We assume cloud provider
as the role of defender is intelligent to collect attack-related information
so that it can predict attack behaviour model, thus the attack behaviour
model is known to defender, we therefore build a single-objective opti-
mization game model to find the optimal virtual machine (VM) moni-
toring strategy against attacker. Finally, through numerical analysis, we
prove that when the attack behavior model is known, the corresponding
single-objective optimization game solution is better than the other three
solutions.

Keywords: Behaviour model · Attack-defense game
Cloud computing

1 Introduction

Cloud computing provides different services to tenants, such as host service,
storage service, application service and so on. Tenants can access and manage
cloud services as their own computing resources, this kind of open remote mode
is convenient for tenants. Gradually, more and more information is stored in
the cloud platform by tenants, which attracts attackers’ attention and brings
serious security threat to IaaS layer that is the foundation layer of cloud platform
[1]. Virtual Machine (VM) is an important IaaS component, it is facing many
security incidents such as invading or destroying VM. In addition, if one VM is
attacked, users who use it or other VMs that communicate with it, and even
its host security will be affected [2]. Therefore, to enhance security of VM has
become a problem of both cloud provider and tenants.

To maintain VMs security, cloud provider often collects information on VMs
in order to design robust defense against attacks. For example, cloud provider
detects intrusion or monitors attack of network system before the invasion of
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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network system harm and then alerts as soon as it detects invasion or attack [3].
It’s noteworthy that monitoring will generate cost such as maintenance resource,
budget and so on, according to the statistics that a large data center costs range
between $10 million to $25 million per year, and maintenance costs up to nearly
80% of the total cost [4]. Hence, monitoring cost can’t be ignored, monitoring all
VMs may not be the best strategy in consideration of monitoring cost. Since dif-
ferent monitoring strength leads to monitoring resources efficiency for defender,
an optimal monitoring strategy balancing cost and monitoring benefit will allow
for the saving of the significant resource while minimizing the potential damage
inflicted by an unmonitored attack, which is required.

The ultimate objective of monitoring is to respond to attackers. In this
paper, we model four types of attack behaviour models: Perfect Rational (PR),
(Prospect Theory) PT [5], (Quantal Response) QR [6] and Subjective expected
Utility Quantal Response (SUQR) [7], and then analyze how defender will
respond to these different attack behaviours in Stackelberg game. In the game,
cloud provider playing the role of defender and attacker are two rival game play-
ers whose interaction is modelled as repeated games, their payoffs are monitoring
or attacking benefit minus operation cost.

From the perspective of defender, if attack behaviour is one of the four models
(PR, PT, QR or SUQR), defender will build a corresponding single-objective
optimization game model and respond to it according to the game equilibrium
strategy.

The main contributions of this paper are as follows:

1. We abstract a trade-off problem between VM monitoring benefit and moni-
toring cost in cloud computing as a Stackelberg security game problem.

2. The single-objective optimization game equilibrium strategy provides refer-
ence to monitor VM for cloud provider.

The structure of this paper is as follows: Sect. 2 introduces the related
work researched on single-objective optimization game models; Sect. 3 illustrates
the game modelling of the application scenarios and different types of attack
behaviour models; Sects. 4 and 5 describe the numerical analysis and summarize
this paper.

2 Related Works

There have been many researches about Stackelberg security game based on
assumption that attacker is perfect rational, however, sometimes attackers aren’t
always so perfect rational that they can make the optimal attacking strategy that
gives them the maximum utilities. Therefore, more and more researches focus
on the bounded rational behaviour model.

1992, Kahneman and Tversky proposed prospect theory (PT) by analyzing
behaviour economic, it’s innovative that every target’s prospect is the composi-
tion of value and weight function. 1995, paper [6] first proposed quantal response
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(QR) model to control the rationality of the attackers’ behaviour by introduc-
ing a positive parameter, and then predict the attacking possibility as attacker’s
response to defender. 2013, paper [7] first put forward subjective expected utility
quantal response (SUQR) model, they combined the existing subjective utility
functions and QR model proposed before. These three bounded rational user
behaviour models are all widely studied. Researches [8,9] summarize and com-
pare the prediction accuracy and performance of PT, QR, SUQR and other user
behaviour models used often. These researches mainly focus on the evaluation
of prediction accuracy of different attack behaviour models instead of applying
them to solve problems.

In order to solve security problems involving different attack behaviours,
algorithms [10–13] are designed to calculate the optimal Nash equilibrium strat-
egy based on Stackelberg security game. These researches are concentrated on
designing the optimal defense strategy against a single type of attack in a com-
mon network environment, however, we apply Stackelberg security game in cloud
computing to design VM monitoring strategy based on equilibrium strategy.
Meanwhile, many literatures are studied with a restraint that the amount of
security resources available is limited [14], different from them, we relax the
assumption that security resources are limited since resources in cloud comput-
ing are allocated dynamically and relatively cheaper than physical resources.

3 Game Modelling

3.1 Why Use Game Theory?

Game theory is a tool used to analyze how two rival players make decisions
from their individual perspectives, especially used more in the security domain
recently. We consider a scenario including a cloud provider (the role of defender)
and a malicious user (the role of attacker), they belong to two opposing roles
without any cooperation. The rivalry between attacker and defender makes their
interaction suitable to model as a 1-vs-1 non-cooperative Stackelberg attack-
defense game. Attacker selects some or all targets to launch attacks with an
attack probability distribution over the target set. Defender tries to monitor
VMs that are lean to be attacked in the form of monitoring service time, network
traffic peak, data packet content, etc. with a monitor probability distribution
over targets set.

In this paper, we focus on finding defender’s optimal monitoring probability
distribution from a mathematical view instead of monitoring measure. Both
attacker and defender will try their best to collect more information about the
other side’s action. For instance, defender will design monitoring strategy based
on attack-related information collected previously, attacker will plan attacking
strategy according to the defense-related information collected previously. There
will be repeated strategy-making interactions between defender and attacker
until a group of monitoring and attacking probability distributions that can
satisfy their payoff maximum is reached.
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3.2 Payoff

Payoff is the main element in game theory that reflects player’s return in every
round of action. The payoff of attacker and defender on a target i is shown
in Table 1. Two row variables represent attacker’s two actions (Attack and Not
Attack) and two column variables represent defender’s two actions (Monitor and
Not Monitor). The payoffs brought to both attacker and defender in each pair
of attack and defense action set are separated by commas, the former represents
attacker’s payoff while the latter represents defender’s payoff.

Table 1. Payoff of two players on target i

Monitor (qi) Not monitor (1 − qi)

Attack pi −αP a
i + (1 − α)Ra

i − Ca
i ,

αRd
i − (1 − α)P d

i − Cm
i

Ra
i − Ca

i ,
P d
i

Not attack (1 − pi) 0, −Cm
i 0, 0

The expected payoffs of both attacker and defender are inseparable with
respective actions and results thereof (e.g. whether the attacking action is
detected by the defender), we use α to define the probability that the attacks
are successfully detected. For example, for a target i, if defender monitors that
the attacker launches an attack on i, defender will be rewarded by Rd

i ; other-
wise, defender will be punished by P d

i . Similarly, attacker will be punished by
P a
i in former case; attacker will be rewarded by Ra

i in later case. The respec-
tive expected payoffs of defender and attacker are obtained by accumulating the
payoffs from each group of different action set, as shown in Eqs. (1) and (2).

UD(p, q) =
∑

i∈T

piqi[αRd
i + (1 − α) P d

i − Cm
i ] + pi(1 − qi)P d

i

− (1 − pi)qiCm
i =

∑

i∈T

qi[αpi(Rd
i − P d

i ) − Cm
i ] + piP

d
i (1)

UA(p, q) =
∑

i∈T

piqi[αP a
i + (1 − α)Ra

i − Ca
i ] + pi(1 − qi)∗

(Ra
i − Ca

i ) =
∑

i∈T

pi[αqi(P a
i − Ra

i ) + (Ra
i − Ca

i )] (2)

Nash Equilibrium: In a game G = {s1, .., sn;u1, ..., un} with n players, if strat-
egy profile {s∗

1, ..., s
∗
n} satisfies each player i that s∗

i is the optimal strategy or
the strategy that is not worse than other (n − 1) strategies, then this strategy
profile is called a Nash Equilibrium [15].

In order to find the equilibrium strategy of the Stackelberg game in this
paper, we combine the optimization methods of Matlab to develop new algo-
rithm. When attack behavior model is perfect rational, payoff function is linear
constrained, we use linprog algorithm; otherwise, we use genetic algorithm (GA).
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3.3 Attack Behaviour Model

Attackers are often human beings or agents governed by human beings whose
behaviours are not certain. According to recent researches, attack behaviours
can be classified into two main categories based on attacker’s rationality. If an
attacker can design the strategy that provides it the maximum payoff, it will
be defined as perfect rational; otherwise, it will be defined as bounded rational.
For example, intelligent attackers usually collect information about adversar-
ial information (monitoring strategy or defense measure), but sometimes they
can’t collect all information, or they aren’t always capable of learning defender’s
exact strategy, which leads that they are unable to design the best strategy that
provides them the maximum payoff. In this subsection, we introduce four types
of attacker behaviour models that differentiate with attacker’s rationality, one
perfect rational and three bounded rational: PT, QR, SUQR.

Table 2. Four attack behaviour models

Behaviour model Attack probability

Perfect Rational (PR) pi = arg max UA, pi ∈ [0, 1]

Prospect Theory (PT) prospect(i) = π(qi)V ∗ (P a
i −Ca

i ) + π(1−qi)V ∗ (Ra
i −Ca

i )

pi = prospect(i)−min(prospect(i))∑ n
i=1(prospect(i)−min(prospect(i)))

,
∑

pi = 1

Quantal Response
(QR)

pi = eλUA(qi)
∑n

j=1 e
λUA(qj) ,

∑
pi = 1

Subjective expected
Utility Quantal
Response (SUQR)

pi = ew1Ra
i +w2P a

i +w3qi
∑n

j=1 e
w1Ra

i
+w2P a

i
+w3qi

,
∑

pi = 1

4 Numerical Analysis

In this section, we will perform numerical analysis of single-objective opti-
mization game solutions on 8 targets in Matlab, we set Ra, Rd ∈ [0, 10],
Pa, Pd ∈ [−10, 0] used in [12], attack cost Ca and monitor cost Cm both belong
to (0, 1). These numbers can be exchanged with money or other units of mea-
surement in a real cloud system. We take two experiments with attack-monitor
probability distribution, as well as attacker’s and defender’s utility.

4.1 Players’ Strategy

When attack behaviour model is a single type and known to the defender, the
defender will build a corresponding single-objective optimization game. In this
subsection, we show attack and monitoring strategy in equilibrium status in
Fig. 1.

It can be observed that in Fig. 1(a), when attacker is PR, defender’s moni-
toring strategy is consistent with attacker’s strategy; once defender predicts that
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(c) Quantal Response
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Fig. 1. Players’ strategy with four attack behaviour models

Table 3. Player’s strategy with QR model

Target NO 1 2 3 4 5 6 7 8

Attack 0.0405 0.155 0.043 0.032 0.134 0.398 0.018 0.180

Descend 6th 3th 5th 7th 4th 1st 8th 2nd

Monitor 0.99966 0.99992 0.99565 0.93916 0.99986 0.99995 0.96029 0.99985

Descend 4th 2nd 6th 8th 3th 1st 7th 5th

target NO. 3,4,7,8 will be attacked with a bigger probability, it will monitor these
targets; the same trend can be seen in Fig. 1(b), (c) and (d). In Fig. 1(c), the
trend isn’t clear, hence, we show the specific values in Table 3, it’s easy to find
that except two items (target 1 and 8) bigger attack probability is, bigger moni-
toring probability will be; on target 6, attack probability is the biggest among 8
targets and the corresponding monitoring probability is the biggest that is close
to 1. In addition, since defender’s monitoring probability distribution is between
0.99 and 1 that difference is so small, thus it’s acceptable that the order of mon-
itoring probability isn’t the same as the order of attack probability. Meanwhile,
compared with the other three subfigures, we can observe that, in QR model,
attack probabilities on 8 targets are all bigger than 0 and monitoring probability
are all close to 1, which reflects that defender is very careful to avoid missing
attack.
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According to the monitoring probability distribution, cloud provider can
design monitoring methods with different strength or defense measures.

4.2 Players’ Utility

As shown in Table 4, four row variables represent four attack probabilities that fit
in with four attack behaviour models, four column variables represent four mon-
itoring probabilities calculated from four corresponding single-objective opti-
mization games models. Every cell represents defender’s utility gained from the
corresponding row attacking and column monitoring probability. Take one cell
as an example, while attack probability fits in with PR, single-objective opti-
mization solution (Res PR) gives defender utility valued as 23.4956 that is the
biggest value of the four values of its row.

Table 4. Defender’s utility with four attack behaviour models

Res PR Res PT Res QR Res SUQR

PR 23.4956 −11.4183 21.186 1.2972

PT −6.5044 6.1938 3.6514 −5.4841

QR −4.7896 −1.7931 3.0629 −4.5116

SUQR 6.0956 −5.1484 4.5550 7.1159

It’s seen from the Table 4 that for every attack behaviour model, the cor-
responding game solution can bring more monitoring utility for defender than
the other three game solutions. Since single-objective optimization game focuses
on a single clear objective that maximizes defender’s utility. Therefore, we con-
clude that the corresponding game solution may be the best reference for cloud
provider to design optimal VM monitoring strategy.

5 Conclusion

In this paper, we solve the utility-based trade-off problem that includes resource
consumption and monitoring benefit by formulating Stackelberg security game.
Cloud provider and attacker are modelled as two rival roles of defender and
attacker in the game. Specially, we model four types of attack behaviours includ-
ing PR, PT, QR, SUQR and then study how defender responds to these four
attack behaviours. Through numerical analysis we prove that defender’s moni-
toring probability on a target is consistent with the probability that it will be
attacked, and appropriate game solution can bring defender more utility. Finally,
defender responds to attacks by referring to the Nash Equilibrium strategy of
the single-objective optimization security game, bigger equilibrium monitoring
probability on a target is, more resource or attention will be paid on it.
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College of Computer Science and Technology, Harbin Engineering University,
Harbin, China

zhengfangyuan@hrbeu.edu.cn

Abstract. Efficient task scheduling algorithm is critical for achieving high
performance in heterogeneous multi-core processors. Because the existing
genetic algorithm converges to local optimal solution, so an improved genetic
algorithm is proposed to solve the above problems in this thesis. Firstly, the
initial population is generated randomly according to the task height value, and
then adopting the selection strategy based on competition scale. Finally, the
crossover and mutation probability is improved to avoid premature phe-
nomenon. The experiment based on randomly generated graphs shows that the
proposed algorithm can improve the efficiency of convergence.

Keywords: Task scheduling � Heterogeneous multi-core processor
Genetic algorithm � Optimal solution

1 Introduction

With the development of computer architecture, chip multi-processor (CMP) [1]
becomes the mainstream architecture and provides a platform for high-performance
computing. In order to play the parallelism of CMP fully, a good task scheduling
algorithm is very important.

Many scholars at home and abroad have carried out many studies on task
scheduling, which has been proved to be NP complete [2]. Based on the above
research, a new improved genetic algorithm (NIGA) for heterogeneous CMP is pro-
posed, which improves the initial population mode, selection strategy, crossover and
mutation probability. The experimental results show that the performance of NIGA is
better than genetic algorithm (GA).

2 New Improved Genetic Algorithm

The GA can search the solution in parallel, but it also has the problems of premature
and poor stability [3]. In response to the above shortcomings, NIGA is proposed to
optimize GA.
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2.1 Encoding and Decoding of Chromosomes

Chromosome encoding [4] mode is substring, a substring represents a processor core
and each substring contains the number of task which is assigned to the same processor
in sequence. Figure 1 is an example of chromosome encoding.

Chromosome decoding and encoding corresponds to each other, decoding is
assigning tasks in sequence on the substring of chromosome to the corresponding
processor core, then the structure of corresponding task scheduling is constructed.

2.2 Population Initialization and Fitness Function

The individual generation strategy in population is to randomly assign tasks to different
processor cores. The tasks on the same core are sorted by the task height. The sequence
of tasks with same height is generated randomly. The task height is defined as Eq. (1).

hðNiÞ ¼
0; if preðNiÞ ¼ /
max

Nj2preðNiÞ
fhðNjÞgþ 1 else

(
ð1Þ

In NIGA, the quality of individuals is measured with fitness value, the individual with
larger value has greater probability to be selected into next generation, and with smaller
will be eliminated after some operations. The calculation of fitness is shown in Eq. (2).

f ðXiÞ ¼ 1
SLðXiÞ ð2Þ

In Eq. (2), SLðXiÞ represents the scheduling length of individual Xi.

2.3 Selection

After the population initialization, the selection strategy is used to select several
individuals randomly, then choosing individual with the highest fitness value to the
next step. The difference between initial individuals is large, only the smaller com-
petition scale can guarantee the population diversity. With the individual quality
becomes better, the scale becomes larger in order to search the optimal solution
globally. The strategy sets the scale double by 20 times, as shown in Eq. (3).

K ¼ 2� t
20

; t 2 T ð3Þ

0 4 6
substring0 substring1 substring2

3 1 5 2

Fig. 1. An example of chromosome encoding
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2.4 Crossover and Mutation

The main function of crossover is to generate new individual, the mutation operation is
mainly to maintain species diversity [5]. If crossover and mutation probability is too
large, some individuals with better fitness may be destroyed, it is not conducive to the
solution convergence; if the probability is too small, it may not produce new indi-
viduals. Therefore, the probability should be adaptive, which can be changed with the
fitness value, so as to ensure that individuals with low fitness value have a large
probability, and the individuals with high fitness value has a small probability to save
excellent individuals. The probability is shown in Eq. (4).

PðiÞ ¼ Pmax fi � favg
Pmin þðPmax � PminÞ cot½p4 ð fi�favg

fmax�favg
þ 1Þ� fi [ favg

(
ð4Þ

In Eq. (4), Pmin and Pmax is the minimum and maximum of crossover and mutation
probability, fmax, favg, fi is the maximum, average and i-th individual of fitness value
respectively.

2.5 Termination Conditions

Set the maximum evolution number Tmax, NIGA is stopped after the certain iterations,
then the individual with maximum fitness value is the optimal task scheduling.

3 Experiments

Randomly generated DAG is used as input data, by comparing the scheduling length
and algorithm convergence to measure NIGA and GA.

The communication calculation rate (CCR) of DAG is 0.5 and the processor
number is 3. The initial calculation parameters of GA and NIGA are: population size
M = 100, maximum iterations Tmax = 200. Moreover, Pc of GA is 0.7, Pm is 0.02, the
crossover Pmin and Pmax of NIGA are 0.8 and 0.2 respectively, the mutation Pmin and
Pmax are 0.03 and 0.002 respectively. In order to avoid the randomness, the average of
15 experimental results is used as the test result of scheduling length.

The experiment mainly tests the scheduling length of GA and NIGA with different
nodes, the result as shown in Table 1.

The experiment mainly tests the iterative evolution on same task number (Task
Nodes = 20) of GA and NIGA algorithm, the experimental results are shown in Fig. 2.

Table 1. The scheduling length of GA and NIGA with different nodes

Algorithm Nodes = 10 Nodes = 20 Nodes = 30

GA 76 104 137
ICLGA 65 89 116
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From Table 1 and Fig. 2, it can be concluded that the scheduling length of NIGA is
shorter than that of GA with the same task nodes, that is, the optimal solution of NIGA
is the best, the time of optimal solution is shorter and the convergence speed is faster.

4 Conclusion

The NIGA algorithm is a better task scheduling algorithm based on heterogeneous
CMP. It overcomes the shortcomings of GA and improves the scheduling efficiency.
NIGA improves the initial population, uses the fitness selection strategy, adopts
adaptive crossover and mutation probability to promote the global optimal solution.
The experimental results show that the NIGA algorithm has the highest quality of the
optimal solution and is faster than GA algorithm.
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Abstract. Cache, as the hub between the multi-core processor and the memory,
is closely related to the performance of the CMP system. And with the number
of processor core increasing, the contention of multi-core for shared cache
becomes more intense. Fairness is important to affect the performance of CMP
systems, so a Shared Cache allocation method based on fairness is proposed.
According to the way of borrow-return, the method assigns Shared Cache to
multiple to realize the dynamic balance. The experimental results show that the
method significantly improves the system fairness and the system throughput.

Keywords: Multi-core � Shared cache � Fairness � Allocation
1 Introduction

At present, the design of on-chip multi-core (CMP) is widely used in processor design,
and the cache structure is also developed from the previous one level cache to
multi-level cache design [1]. The paper studies the two level cache. CMP architecture
mostly uses private L1 cache and shared L2 cache to improve resource utilization [2].
However, the contention of multi-core for shared cache becomes more intense. There
are some problems. On the one hand, due to the interference between threads, one
thread may replace another thread’s “hot” data, which causes the thread data access
failure [3]. On the other hand, because of shared Cache space competition, some that
can quickly produce a large number of cache invalidation thread may replace the valid
data of other threads, exclusive most or all of the cache space. Therefore, each core
uses fair share cache as the research objective, and proposes a shared cache allocation
method. The method assign the shared cache to more than one core. And the core
which have the phenomenon of frequent data access failure can borrow cache form
other cores, paying back after a while.

2 Shared Cache Allocation

Shared Cache allocation is defined as each core privately occupies part of Shared Cache
by certain rules. Once a part of the cache space is assigned to a core, the core has
control over its cache space. The Shared Cache allocation is divided into static and
dynamic. Compared with dynamic allocation, static allocation distribute cache without
considering the dynamic demand for cache in program runtime [4]. So dynamic
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allocation is better. In the process of shared Cache allocation, fairness affects the
performance of the system [5]. If fairness is ignored, certain thread access requests may
not be answered for long time, even starvation. Therefore, the paper proposes a shared
cache allocation method based on fairness.

There are five 5 metrics defined by kim [6] that measure the fairness of CMP
systems.

Mij
1 ¼ Xi � Yj

�
�

�
� Xi ¼ Miss shri

Miss dedi
ð1Þ

Mij
2 ¼ Xi � Yj

�
�

�
� Xi ¼ Miss shri ð2Þ

Mij
3 ¼ Xi � Yj

�
�

�
� Xi ¼ Missr shri

Missr dedi
ð3Þ

Mij
4 ¼ Xi � Yj

�
�

�
� Xi ¼ Missr shri ð4Þ

Mij
5 ¼ Xi � Yj

�
�

�
� Xi ¼ Missr shri �Missr dedi ð5Þ

Miss_shri denote the number of misses of thread i when it shares the cache with
other threads. And Miss_dedi denote miss rate of thread I when it runs alone with
dedicated cache. M1is used to balance the increase in the number of cache failures per
thread. M2 is the number of cache failures that balance each thread. M3 is used to
balance the percentage of thread cache failure rates increasing. M4 balances cache
failure rates for each thread. M5 is used to balance the cache failure rate due to
coordinated running of threads.

To illustrate the problem, N denote the number of date block of cache. M denote the
number of core. Pi denote the cache block assignment information table of corei. Qi

denote the cache block debit table of corei. The allocation of shared cache is mainly
divided into initialization, borrowing and repayment phases. The specific steps are as
follows:

Initialization:

1. Initializes the table Q and table P. Share the shared cache blocks N equally to the M
cores. Every core update its cache block assignment information table.

Lending step:

2. When the corei sends access request to the Cache, the address of the Cache block is
obtained by mapping rules according to the address to be accessed, and judge
whether the cache block address is hit in the table Pi. if hit, jump step 3.else jump
step 7.

3. To determine whether data blocks frequently change in and out, if there is a frequent
replacement of data blocks, jump step 4. Else jump step 5.

4. Determine whether the debit table corei of Qi is empty, if not empty, then take back
the cache block from the debit table Qi, and execute step 5. If the debit table Qi is
empty, then borrow the corej which has relatively ample cache space cache block
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and start the timing. Add these cache block address into Pi and Qj. And delete these
cache block information from Pj and jump step 6.

5. Execute the replacement policy of data, and update the assignment information
table Pi of corei.

Payment step:

6. When the timing reaches the threshold, corei returned cache block which borrowed
from corej to the corej. And delete the information of borrowed cache block from
table Pi and Qj. Then restore the borrowed cache block information to the table Pj.

3 Evaluation

To evaluate the benefit of the Shared Cache allocation based fairness. We choose a part
of SPEC CPU 2006 benchmarks that are memory–intensive. The evaluation is using
simulator M5. The CMP cores are set private L1 instruction and data, and shared L2
cache. Processor employs 4-core, Out-of-order, 1 GHz. The Protocol adopts a simple
snooping cache coherence protocol. And L1 Cache is designed private 2-way 32 KB
DC/32 KB IC block size = 64 B. L2 Cache is designed shared 8-way, block
size = 64 B.

3.1 Simulation Result

Figure 1 shows the throughput (combined IPC) of fairness partitioning and no-fairness
partitioning. From the average IPC contrast of each test program in the figure, we can
see that the fairness partitioning is better than the no-fairness partitioning. Compared
with no-fairness partitioning, IPC of the fairness partitioning improved by 9.7%.

Figure 2 shows system miss rate result which was LRU policy and LRU based on
the fair shared cache partitiong. On the whole, the miss rate of system that employs fair
shared cache partitioning is obviously decreasing. And the miss rate of LRU that

Fig. 1. System throughput comparison
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employs fair shared cache partitioning is decrease by 15% compared with the miss rate
of LRU that does not employ shared cache partitioning.

4 Conclusions

The paper has shown the comparison of system throughput and miss rate between
shared cache allocation based fairness and no-fair shared cache allocation. The method
proposed by the paper uses the fairness as benchmark to realize the dynamic balance of
cache allocation. The experimental results show that the IPC of system is greatly
improved and the performance of the system is better. And with fair cache partitioning,
the OS can assign Shared Cache reasonably to the cores that really need it.
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Abstract. Due to the target recognition algorithm has high time complexity, a
fast recognition algorithm of golf gesture based on video sequence is proposed.
Firstly, the detector locates the salient region of image, then the gesture detector
scans the fraction sequence generated by the video and the sequence is taken as
feature data, finally, the linear support vector machine does real-time judgment
of the data, thus completing the fast recognition. The experiments show that the
recognition speed is over 30 fps and the accuracy of 97% can be achieved on
iPhone5s and later version, proving the validity in practical application.

Keywords: Golf gesture recognition � Video sequence � Fraction sequence

1 Introduction

Gesture recognition in video sequence [1, 2] belongs to the research hotspot in com-
puter vision. It is the basic function that auxiliary training equipment must have.

After fully studying the target recognition algorithm [3] based on machine learning,
the thesis proposed a golf gesture recognition algorithm based on video sequences, and
the experiments verify the algorithm effectiveness in practical application.

2 A Golf Gesture Recognition Algorithm in Video Sequence

The golf gesture recognition in video sequence adopts the machine learning method
which is divided into training model and test phase, as shown in Fig. 1.

video 
sequence

extract the 
feature in 
target area

fractional 
sequence 

after sorting

identify 
results

player 
detector

key gesture 
detector

metadata 
classifier

Training model

Test phase

Fig. 1. Schematic diagram of video sequence
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2.1 Training Model

In training phase, the thesis learns three models: a player detector, several key gesture
classifiers and a metadata classifier. These classifiers are shown below.

The player detector is trained by Dollar’s fast pedestrian detection algorithm [4] in
2014, it is faster than other recognition algorithms such as HOG + SVM and
DMP + SVM [5], because the recognition speed is 30 + fps in natural environment.
The labeled player is selected as positive dataset, and the non-human region is as
counter dataset. The trained detector acts as player detector, which locates the player in
image to reduce the search range and improve the recognition speed, as shown in
Fig. 2.

The golf swing action is defined as the combination of key actions, such as swing,
back swing, down swing, batting and end swing. The self-created data set is selected to
train on the key action classifier which is used to do real-time scoring of the images in
the video sequence, the training key actions are selected as positive samples and the
others as counter samples, as shown in Fig. 3.

The key action classifier group learned by training receives many fraction
sequences while scanning input video sequence, but the sequence obtained by a single
key action detector cannot judge the occurrence of action, therefore a metadata clas-
sifier is required, all the fraction sequences are judged simultaneously by a fixed time
window L. The training dataset intercepts all fraction sequences through L and
regroups them, selecting a fraction sequence that contains only one crest as positive
samples, and the others as counter samples, as shown in Fig. 4.

The metadata classifier is learned by linear support vector machine (LSVM), its
result is a fraction. This thesis sets the threshold for it, so the “positive” or “negative”
judgment action can be simply output.

Fig. 2. The location graph of player with player detector
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Fig. 3. The key gesture classifier graph in training learn
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2.2 Test Phase

In test phase, first the player detector locates the salience region of image while
inputting the video sequence, and then scanning the video sequence to generate fraction
sequence group with the key action classifier group which is trained in the previous
phase, as shown in Fig. 5. Then, the metadata classifier is used to judge the fraction
sequence obtained by the threshold sliding window, the length of L is got from most
cases, sliding in a certain step on all fraction sequences to get the final judgment
fraction sequence, as shown in Fig. 6.

positive training 
data set

counter training 
data set metadata classifier

positive

negative

fractional 
sequence of 
begin swing

fractional 
sequence of 

batting

fractional 
sequence of 
end swing

L L L

Fig. 4. Schematic diagram of training metadata classifier

begin gesture classifier

batting gesture classifier

end gesture classifier
video sequence

Fig. 5. The scanning video sequence graph by key gesture classifier

metadata 
classifier

detecting the 
object gesture

L L L

Fig. 6. The final classify result of metadata classifier
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3 Experimental Analysis

The algorithm operating environment: CPU i7, memory 8G, PC with Matlab2016b,
and different iphones. The dataset uses UCF Sports and self-created dataset, all the
resolution is normalized to 720 � 480. The experiments use 80% of samples as
training data, 10% of samples as the validation set and the rest as test set.

In the aspect of golf gesture recognition based on video sequence, the length of
sliding window is determined by missile rate (MR) and the average measuring time of
each frame. The MR of algorithm with different window length L is shown in Fig. 7.
The thesis takes L to 62, uses the precision and recall as performance measurement, and
the cross validation method as an assessment method, the recognition frame rate on all
iphones is 30 fps. Table 1 shows the experimental results in the motion dataset.

4 Conclusion

How to reduce the time complexity of target recognition algorithm is an important issue
in practical application. The thesis presents a fast golf gesture recognition algorithm
based on video sequence. In different phase, player detector, key gesture classifiers and
metadata classifier is used to deal with the image in video sequence. The experimental
results show that the algorithm runs on iphone5s and later version, the recognition
speed is more than 30 fps and the recognition accuracy is 97%, which proves the
algorithm validity in practical application.

Fig. 7. The corresponding MR and average time with different L

Table 1. The experiment results on UCF dataset

Data type on data set Precision rate % Recall rate % The average time
of every frame (ms)

Golf front swing 96.82 93.27 28.94
Golf side swing 97.37 94.87 28.74
Baseball side swing 96.88 83.78 29.12
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Abstract. In order to improve the system BER performance, combining the
decoding structure of the feedback iteration in Turbo code, a soft decision
feedback equalizer based on channel estimation (CE-SDFE) was proposed. In
the initial iteration, CE-SDFE is equivalent to RLS-DFE. In the next iteration,
the feedback LLR information is utilized to reconstruct the IQ symbol sequence.
The feedback symbol sequence is regenerated by using the IQ symbol sequence
and the estimated channel impulse response. We use the weighted sum of the
received symbol sequence and the feedback symbol sequence as the input of
feedforward filter, and the weighted sum of the soft decision symbol sequence
and the reconstructed IQ symbol sequence as the input of feedback filter. The
weighting coefficient is generated according to the signal-to-noise ratio and
multipath path number. The simulation results show the effectiveness of the
proposed algorithm.

Keywords: Channel estimation � Turbo equalizer
Decision feedback equalizer � Iteration

1 Introduction

In wireless communication system, multipath propagation can cause inter-symbol
interference (ISI), ISI will cause distortion of the signal, thus affecting the quality of
data transmission [1]. In general, the equalizer is used to eliminate the influence of ISI,
and then the decoder is used to reduce the bit error rate. Equalizers and decoders are
used to eliminate the effects of channel noise and interference, and the independent use
of both can guarantee the reliability of communication to a certain extent [2]. However,
when the channel environment is poor, to further improve the reliability of the system,
we can consider the combination of equalization and decoding to obtain the joint gain,
and this joint technology has encountered a significant increase in complexity.

The turbo code [3] proposed in 1993, its feedback iterative decoding structure and
its idea of iterative use of soft information provides a new way to solve the high
complexity of joint technology. Turbo equalization technology is the use of Turbo code
iterative ideas, in the equalization and decoding between the continuous soft infor-
mation iterative time domain equalization technology, which can greatly reduce the bit
error rate [4].

We combined with the feedback structure of feedback iteration in Turbo code and
its idea of iterative use of soft information to improve the performance of the receiver.
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In this paper, we propose a soft decision feedback equalization based on channel
estimation (CE-SDFE). In the initial iteration, CE-SDFE is equivalent to RLS-based
decision feedback equalizer (RLS-DFE) [5]. In the next iteration, the feedback LLR
information is utilized to reconstruct the IQ symbol sequence. The feedback symbol
sequence is regenerated by using the IQ symbol sequence and the estimated channel
impulse response. The input of feedforward filter is the weighted sum of the received
symbol sequence and the feedback symbol sequence, and the input of feedback filter is
the weighted sum of the soft decision symbol sequence and the reconstructed IQ
symbol sequence. The weighting coefficient is generated according to the
signal-to-noise ratio and multipath path number. The simulation results show the
effectiveness of the proposed algorithm.

2 RLS-Based Decision Feedback Equalizer

Decision feedback equalizer [6] consists of two parts: feedforward filter (FFF) and
feedback filter (FBF), the structure shown in Fig. 1. The feedforward filter consists of a
feedforward transversal filter, which takes the received symbol sequence as input and
suppresses the forward ISI linearly. The feedback filter takes the past decision symbol
as input and estimates the interference of the preceding symbol to the following
symbol.

Thus, the output of the decision feedback equalizer can be represented as

�xk ¼
X0

n¼�K1

bnyk�n þ
XK2

n¼1

bnx̂k�n; ð1Þ

where x̂k is the estimated value of the kth information symbol, bnf g is the tap coeffi-
cient of the filter and x̂k�1; . . .; x̂k�K2f g is the decision of the previous symbols. The
feedforward filter contains K1 þ 1 taps, and the feedback filter contains K2 taps. Here
we define N ¼ K1 þK2 þ 1. In the k times, the filter coefficient of DFE is defined as
BNðkÞ ¼ ½b�K1 ; . . . b0; . . .; bK2 �T , and the input symbols is defined as
YNðkÞ ¼ ½ykþK1 ; . . .yk; . . .; xk�K2 �T . The matrix form of the DFE output can be
expressed as

Fig. 1. Decision feedback equalizer.
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�xk ¼ BH
N ðkÞYNðkÞ: ð2Þ

Since the parameters of the wireless channel are variable, the equalizer’s tap
coefficients must be synchronized to track changes. For the adjustment of the tap
coefficient, it is necessary to adopt the adaptive adjustment method, that is adaptive
equalization. The RLS algorithm is utilized to optimize BNðkÞ. RLS algorithm is a
special case of Kalman filter algorithm, also known as Kalman algorithm [7]. Kalman
filtering is the development of Wiener filtering, which minimizes the trace of the
correlation matrix of the filtered state error [8]. Compared with the LMS class algo-
rithm, both the LMS algorithm and the RLS algorithm are based on the least cost
function [9], but the choice of the cost function is different. The cost function of the
RLS algorithm is

nðnÞ ¼
Xn
k¼0

wn�k eðkÞj j2; ð3Þ

where w represents a weighting factor 0\w\1. For RLS-DFE, when the input is the
known symbols, the error is defined as

eðkÞ ¼ pk � �xk ¼ pk � BH
N ðkÞYNðkÞ: ð4Þ

When the input is the known symbols, the error is defined as

eðiÞ ¼ x̂k � �xk ¼ x̂k � BH
N ðkÞYNðkÞ: ð5Þ

We introduce exponential weighting into past data, which is appropriate when the
channel characteristics are time-variant. Minimization of nðnÞ with respect to the
coefficient vector BNðnÞ yields the set of linear equations

RNðnÞBNðnÞ ¼ DNðnÞ; ð6Þ

where RNðnÞ is the signal correlation matrix of the received symbol sequence which
can be represented as

RNðnÞ ¼
Xn
k¼0

wn�kY�
NðkÞYT

N ðkÞ: ð7Þ

and DNðnÞ is the cross-correlation vector:

DNðnÞ ¼
Xn
k¼0

wn�k�xkY
�
NðkÞ: ð8Þ

The solution of Eq. 6 is
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BNðnÞ ¼ R�1
N ðnÞDNðnÞ: ð9Þ

It is inefficient to solve the set of N linear equations for each new signal component
that is received. To avoid this, we proceed as follows. First, RNðnÞ may be computed
recursively as

RNðnÞ ¼ wRNðn� 1Þþ Y�
NðnÞYT

N ðnÞ; ð10Þ

where we call Eq. 10 the time-update equation for RNðnÞ.
We use the matrix-inverse identity to calculate R�1

N ðnÞ:

R�1
N ðnÞ ¼ 1

w
R�1
N ðn� 1Þ � R�1

N ðn� 1ÞY�
NðnÞYT

N ðnÞR�1
N ðn� 1Þ

wþ YT
N ðnÞR�1

N ðn� 1ÞY�
NðnÞ

� �
: ð11Þ

For convenience, we define PNðnÞ ¼ R�1
N ðnÞ. It is also convenient to define an

N-dimensional vector, called the Kalman gain vector, as

KNðnÞ ¼ PNðn� 1ÞY�
NðnÞ

wþ YT
N ðnÞPNðn� 1ÞY�

NðnÞ
: ð12Þ

With these definitions, Eq. 11 becomes

PNðnÞ ¼ 1
w

PNðn� 1Þ � KNðnÞYT
N ðnÞPNðn� 1Þ� �

: ð13Þ

Since

BNðnÞ ¼ PNðnÞDNðnÞ: ð14Þ

and

DNðnÞ ¼ wDNðn� 1Þþ�xnY
�
NðnÞ: ð15Þ

The time-update equation of BNðnÞ can be represented as

BNðnÞ ¼ BNðn� 1ÞþKNðnÞeNðnÞ: ð16Þ

3 Soft Decision Feedback Equalizer Based on Channel
Estimation

According to the description of RLS-DFE in the previous section, we propose a soft
decision feedback turbo equalizer based on channel estimator based on channel esti-
mation, as it is shown in Fig. 2. In CE-SDFE, the feedforward and feedback filter’s tap
number are determined based on the estimated channel delay [10]. The input of the
equalizer feedforward filter is
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zN ¼ PryN þPeybN ; ð17Þ

where yN is the sampled symbol sequence, ydN is the feedback symbol sequence, Pr

represents a weighting coefficient of the sampled symbol sequence, Pe represents the
weight coefficient of the feedback symbol sequence, Pr and Pe satisfy Pr þPe ¼ 1.

The input of the feedback filter is

Pd
r x̂n þPd

e x
d
n; ð18Þ

where x̂n represent the soft decision of the equalizer output �xn, xdn represent the feed-
back data symbol, Pd

r represents the weighting coefficient of x̂n, Pd
e represents the

weighting coefficient of xdn , P
d
r and Pd

e satisfy Pd
r þPd

e ¼ 1.
In the first iteration, CE-SDFE is equivalent to RLS-DFE, and the concrete steps

can be described as:

① Parameter initialization: Pr ¼ 1, Pe ¼ 0, ybN ¼ 0f g, Pd
r ¼ 1, Pd

e ¼ 0, The
input of feedforward filter is zN ¼ yN ; Initialize the equalizer parameters as
described in Sect. 2.

② Channel response estimate: The input of channel estimator is a sequence of
sampled symbols yN and a sequence of known symbols P, and the output of
estimator is the channel impulse response hk . The estimator is implemented
using the RLS filter.

③ Adaptive equalization: The input of feedforward filter is zN , the output is �xn.
When n 2 Ip, the corresponding reference symbol is a known symbol, the
feedback error was

eðnÞ ¼ pn � �xn; ð19Þ

The known symbol pn was the input of the feedback filter;
When n 2 Id , the corresponding reference symbol is an unknown data
symbol. A soft decision x̂n was obtain on �xn, and the feedback error was

eðnÞ ¼ x̂n � �xn; ð20Þ

The soft decision result x̂n is the input of the feedback filter;

Fig. 2. Soft decision feedback turbo equalizer based on channel estimation.
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④ Decoder: when the equalizer outputs all the data symbols, we need to
descramble the data symbol firstly, and obtain �xrn

� �
. The second step is to

calculate the log-likelihood ratio kn;j
� �

based on �xrn
� �

and channel esti-
mation information. Finally, the deinterleaving and Viterbi deciding are
performed on kn;j

� �
to obtain the decoding result lnf g.

When the initial iteration is completed, the CE-SDFE needs to adjust the input of
the feedforward filter and the feedback filter using the result of demodulation decoding
and intermediate information. The specific steps can be described as follows:

① Burst frame symbol sequence reconstruction: First, the priori LLR infor-
mation is calculated using the decoding results lnf g and kn;j

� �
. And then

ken;j

n o
and kn;j

� �
will be added to obtain the LLR information kdn;j

n o
. Then

kdn;j

n o
is used to reconstruct the data symbol sequence xrn

� �
, Finally, the

sequence xrn
� �

is scrambled and framed to reconstruct the burst symbol
sequence xdN .

② Feedback symbol sequence generation: generated using the estimated
channel impulse response hk and xdN .

③ Calculate the weighting coefficients Pr, Pe, Pd
r , P

d
e : The weight coefficients

Pe and Pd
e need to be determined based on the number of channels estimated

by the channel, the signal-to-noise ratio and the data symbol modulation:
When the number of paths equal to 1,

Pe ¼ 2Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log2 Ldð Þ sin2 p

Ld

	 

q

r� �
;Pr ¼ 1� Pe

Pd
e ¼ 2Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log2 Ldð Þ sin2 p

Ld

	 

q

r� �
;Pd

r ¼ 1� Pd
e

; ð21Þ

where Qð�Þ represents the Q functions, Ld represents the total number of
elements in the data symbol map vector set, q represents the normalized
signal to noise ratio.
When the number of paths is greater than 1,

Pe ¼ 0;Pr ¼ 1

Pd
e ¼ 2Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 log2 Ldð Þ sin2 p

Ld

	 

q

r� �
;Pd

r ¼ 1� Pe
: ð22Þ

④ Adaptive equalization: The input of feedforward filter is zN ¼ PryN þPeybN ,
the output is �xn. When n 2 Ip, the feedback error was

eðnÞ ¼ pn � �xn; ð23Þ

The known symbol pn was the input of the feedback filter;
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When n 2 Id , the corresponding reference symbol is an unknown data
symbol. A soft decision x̂n was obtain on �xn, and the feedback error was

eðnÞ ¼ Pd
r x̂n þPd

e x
d
n � �xn; ð24Þ

The input of the feedback filter is Pd
r x̂n þPd

ex
d
n .

⑤ Decoder: when the equalizer outputs all the data symbols, we need to
descramble the data symbol firstly, and obtain �xrn

� �
. The second step is to

calculate the log-likelihood ratio kn;j
� �

based on �xrn
� �

and channel esti-
mation information. Finally, the deinterleaving and Viterbi deciding are
performed on kn;j

� �
to obtain the decoding result lnf g.

4 Simulation Results

In this section Monte Carlo simulation result for CE-SDFE are presented to verify the
feasibility of the adaptive equalization algorithm. In the simulation, we use the signal
frame length of 440, which consist of 128 known 8PSK symbol and 312 data symbols.
The adaptive equalization algorithm is simulated by 10000 Monte Carlo experiments
using Gaussian channel and fading channel.

Figure 3 shows the bit error rate of the receiver under AWGN channel. In the
simulation, the realization of the system need to consider synchronization, parameter
estimation and so on. The simulation results show that when the number of iterations is
0 and the bit error rate is 10−5, snr is 8.5 dB. By iteration, The BER performance of this
algorithm is improved to 8 dB.

Fig. 3. BER performance for AWGN channel.
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Figure 4 shows the convergence performance of the DFE filter when SNR is 5 dB.
The simulation has the same channel condition with Fig. 3. The simulation results
show that the MSE performance can converge to about 0.2 when the number of
iterations is equal to 0. The feedback error is small due to the soft decision of the
unknown symbol. When the number of iterations is equal to 4, the MSE can converge
to 0.001.

Figure 5 shows the bit error rate of the receiver under fading channel. The fading
channel consist of two delay path which have the same power, and the delay is 1 ms.

Fig. 4. MSE performance for AWGN channel.

Fig. 5. BER performance for fading channel.
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In the simulation, the realization of the system need to consider synchronization,
parameter estimation and so on. The simulation results show that when the number of
iterations is 0 and the bit error rate is 10−5, snr is 8.5 dB. By iteration, The BER
performance of this algorithm is improved to 8 dB. The simulation results show that
when the number of iterations is 0 and the bit error rate is 10−2, snr is 15 dB. By
iteration, The BER performance of this algorithm is improved to 13 dB.

Figure 6 shows the convergence performance of the DFE filter when SNR is
10 dB. The simulation has the same channel condition with Fig. 5. The simulation
results show that the MSE performance can converge to about 0.2 when the number of
iterations is equal to 0.

5 Conclusion

We combined with the feedback structure of feedback iteration in Turbo code and its
idea of iterative use of soft information to improve the performance of the receiver. In
this paper, we propose a soft decision feedback equalization based on channel esti-
mation. In the initial iteration, CE-SDFE is equivalent to RLS-DFE. In the next iter-
ation, the feedback LLR information is utilized to reconstruct the IQ symbol sequence.
The feedback symbol sequence is regenerated by using the IQ symbol sequence and the
estimated channel impulse response. The input of feedforward filter is the weighted
sum of the received symbol sequence and the feedback symbol sequence, and the input
of feedback filter is the weighted sum of the soft decision symbol sequence and the
reconstructed IQ symbol sequence. The weighting coefficient is generated according to
the signal-to-noise ratio and multipath path number. The simulation results show that
the proposed algorithm has improved BER performance and MSE performance under
Gaussian channel and fading channel condition, but the iteration increases the com-
putational complexity and needs the relationship between the equalization performance
and the number of iterations in practical.

Fig. 6. MSE performance for fading channel.
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Abstract. Based on existing cloud storage services and remote file synchro-
nization algorithm analysis, a secure cloud storage integration solution is pro-
posed. Its design makes the realization of a cloud-storage-based personal
encryption file synchronization and backup system possible. Users can simul-
taneously manage multiple cloud storage accounts, so that they can synchronize
multiple folders and backup at any time. The system can correctly synchronize
and backup personal data according to users’ needs. Taking advantage of the
MD5 algorithm to make encrypted backup file safer, the new mode can prevent
the illegal change and disclosure of personal files after synchronization, thus
integrity protection of data is achieved, and it becomes easier to manage cloud
storage accounts with different servers. Experiments prove the validity and
reliability of the system.

Keywords: Cloud storage � MD5 � Cloud sync and backup
Integrity protection

1 Introduction

Cloud computing can conveniently provide users with available resources such as
network storage, applications, services and so on. Of them, cloud storage technology
offers users a certain capacity of storage space, so that users can upload their data files to
the cloud, and they can check, download or sync these files on other terminals or mobile
terminals [1, 2]. In recent years, Cloud storage technology has achieved rapid devel-
opment. To make it easier for users to manage cloud storage accounts of different
servers, some cloud storage management platforms have emerged, for example,
CarotDAV, Otixo, MultCloud, ZipShare, etc. These cloud storage management soft-
wares provide convenience for users to take full advantage of cloud storage resources.
However, data security of cloud storage system has always been a most concerned
problem for cloud storage users [3, 4]. Though the cloud storage technology of transfer
encryption and storage encryption or other measures have been taken by SSL and AES,
etc., data loss, illegal change and other safety problems still exist in cloud storage [5, 6].
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These problems have not been satisfactorily resolved by the above-mentioned cloud
storage management platforms. Therefore, how can security backup files optionally as
required is one of the most pressing problem for cloud storage management platforms.
At present, researchers have proposed a variety of solutions to integrity verification of
the backup files in cloud [7–10]. However, these fail to meet the actual security needs.

Based on the deficiencies of existing personal cloud storage services, a cloud
storage integration solution is presented. That is, users can freely add any personal
cloud storage accounts to the system, and can also simultaneously manage several
cloud storage accounts of different servers. A backup model combined with com-
pression and MD5 encryption is proposed, which adopts technologies like single or
bidirectional selective backup, timing and cycle synchronization. MD5 algorithms are
used to generate digital fingerprints of files to identify their tiny changes. Thus, data
integrity protection is achieved, the problem of files storage security in cloud com-
puting is better solved.

The paper is organized as follows: The structure and function design of the system
are discussed in Sect. 2. The Technology of encryption and Process for backup files are
put forward in Sect. 3. The results of simulation and analysis are presented in Sect. 4.
Section 5 includes conclusion and further study.

2 System Design

The cloud-storage-based personal encryption file synchronization and backup system is
located between open programming interfaces of cloud storage and data access layer.

2.1 System Function Design

The system contains an account database and a client that can run on multiple plat-
forms, mainly including the following functions.

(1) File synchronization: to analyze similarities and differences in local folders and
cloud ones, and keep files in the two folders consistent without missing any files.

(2) Account management: users control their multiple cloud storage accounts. They
can login, unbind and complete additions and deletions operation of multiple
cloud storage services, and get account information of that service. The integra-
tion of cloud storage services is achieved by the management of multiple cloud
storage accounts.

(3) File backup: to create backup files by compression and MD5 encryption, and
simultaneously record this backup time point that could be used as a search point
to restore files when needed. The current version of folders is stored in cloud, and
the version of the backup file can be retrieved and decrypted through encryption
keys so that the model can solve the problem of no backup restore points. By
generating digital fingerprints through applying the MD5 algorithm to all files,
you can detect whether any changes have been made to this version of the backup
files.
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(4) Log: the complete log records and content change records are established,
including time, file names and type of change.

(5) Common settings: network and system settings, including network proxy settings,
bandwidth settings, HTTPS secure transmission mode start using and whether
startup.

2.2 System Process Flow

The system implementation process is as shown in Fig. 1. Firstly, users select a cloud
storage services platform, login account management module, and create a cloud
storage client. Then the system and network parameters of cloud storage client are set
in common settings module, and API (Application Programming Interface) control
module is called through file synchronization module and simultaneously update local
files and cloud files so as to achieve automatic storage and synchronization on multiple
cloud storage service platforms. Secondly, file backup module periodically carries on
compression, encryption and retrieval for local folder to be backed up, meanwhile
checks whether the backup file has been changed. Finally, the performance of API
control module is real-time recorded by log module, thereby realizing the security
protection for backup files stored in the cloud.

Cloud storage 
service

API control module

File backup 
module

File sync 
module

Log module

System setup Accounts
management 

module

Cloud storage 
client cases

User

Account server

Sync files

Fig. 1. The system implementation process
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3 Encryption Technology and Process

Nowadays, as information security is regarded as an important problem by the society,
Cryptography is paying more and more attention. Cryptography is always compan-
ioned with Hash functions, which is a kernel of modern Cryptography.

3.1 MD5 Encryption

The full name of MD5 is Message-Digest Algorithm 5 [11], evolving from multiple
algorithms, such as, MD2, MD3 and MD4.

The one-way hash function is also called the Hash function [12], which is the core
of the MD5 algorithm. Hash function is an important branch of cryptography. It is a
non-reversible and one-way cryptosystem which transforms the input of arbitrary
length into fixed-length output. Let M be a message with arbitrary length, h = H(M)
means the evaluation of M with a one-way hash function, a fixed length value of h is
obtained, where h is called the hash value of M. If M is divided into L packets, it is
expressed as M0, M1, … ML−1, the length of each packet is m bit, and if the length of
the last packet is not enough, it needs to be padded with zeros. A compression function
f is reused in the algorithm. It has two inputs, one is the n-bit output hi−1 of the previous
round and the other is the m-bit input packet Mi−1, the output of the compression
function f is n bit hi, and it is the next round of input too. At the beginning of the
algorithm, you need to specify an initial input value of n bits IV. The output value with
the fixed length in the last round is the final hash value of the entire message. The
whole algorithm can be expressed as follows:

h0 ¼ IV ð1Þ

hi ¼ f hi�1;Mi�1ð Þ; 1� i�L ð2Þ

H Mð Þ ¼ hL ð3Þ

As Hash is a one-way function, that is we can very easily calculate H from M, while
it is difficult to calculate M from the known H. Therefore, it can be only used to encrypt
data, yet there is no way to decrypt the encrypted data. MD5 is one of the most widely
used Hash algorithm currently, which can convert an arbitrary length byte into a
fixed-length string of 128 large integer (message digest), namely H = hash(M), where
H is called M’s hash value. It is typically applied in two aspects, one is to encrypt
user’s password by taking advantage of its irreversibility, so as to maintain the security
of the system, and the other is to verify the integrity of information. Namely, MD5
takes the entire file as a large text message, generating a unique MD5 message digest.
In the process of this document transmission, as long as the contents of the file occur
any form of change, and message digest will also change through MD5 computing of
that document, thus it can be determined that the received file is not the original one.
This design mainly uses the latter. Read reference for a complete description of the
MD5 [11].
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3.2 System Implementation Steps

Assume that a user has an account of N (N � 1) cloud storage service platform, and
file backup module in the system adopts MD5 encryption method to encrypt files and
generate Message-Digest, uses zip file encryption method to compress files, and uses a
MySQL as an account database. System implementation process is as follows:

Step 1. Among N cloud storage service platforms, users can choose any one to
login account management module by using his account information in the cloud
storage services platform. A cloud storage client is created, and the account
information selected in the cloud storage services platforms is stored in the account
database.
Step 2. Users make use of common setting module to set the parameters of system
and network of the cloud storage client. After the completion of setting the
parameters of system and network of the cloud storage client, the system calls the
file synchronization module.
Step 3. The methods and directories to be synchronized are selected from both local
folders and the cloud in files synchronization module, the local files and cloud files
are synchronous updated by the API control module, as shown in Fig. 2:

Step 4. The local files folder to be synchronized in step (3) are periodically carried
on compression, encrypted and accessed, and checked the integrity of the files by
file backup module.
Step 5. The performances of API control module from step (1) to (4) are real-time
recorded by log module.

Cloud storage 
service platform

 Local files
 backup files 
with digital 
fingerprints

Compression

Encrypted backups 
package

verify data 
integrity

MD5
encryption

Download 

Upload

 Decompression

Fig. 2. Files backup flowchart
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4 System Tests and Analysis

The correct BibTeX entries for the Lecture Notes in Computer Science volumes can
System test platform for PC, and the cloud storage service API of Kanbox is accessed
through the campus network. Testing machine configuration is: Intel (R) Core (TM) i7
CPU, 2.80 GHz frequency, 4.00 GB RAM, Windows 7 Home operating system.

4.1 Test on Backup Files

First, the backup efficiency of commonly used files is tested with the same type but
different sizes. According to practical experience of backup files, generally speaking,
the text file is the most frequently used file type in everyday. For example, the size of
txt file is generally ranged 100 KB to 100 MB. Since backup time for less than 1M of
file is mostly within 200 ms, so we select a series of files gradually increased from 1M
to 100 MB. Those txt files make up data sets that will be used for system performance
tests. Figure 3 shows the time of backup system spending on the same type of with
different sizes.

As we can see from Fig. 3, as the file size increases, the longer time it takes to
backup system files. Mainly because of larger size, it takes more time for compress and
upload larger files, but the backup time of frequently used files between 100 KB–
100 MB is within tolerable range.

We distinguish backup files of different types and sizes. Frequently used file types
are txt, doc, ppt, pdf, mp3, jpg, etc., A series of files of different types, whose range of
size gradually increased from 1M to100 MB, are selected to make data sets that will be
used for system performance tests. Specific file sizes and types are as shown in Table 1.

Test file sets that are selected in Table 1 have certain representativeness. Files
larger than 1 GB (rmvb files and other multimedia files) are less used at present, so they
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Fig. 3. Backup efficiency of text files
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will not be included in system tests. Figure 4 shows minimum, maximum and average
time that system takes to backup files of different sizes and different types.

Experimental results show that with the increase of file sizes, file system backup
time of different types of files presents the overall trend of gradually increase. To
backup the same size files in different types, the time it takes fluctuation within a fixed
range. That is mainly because it takes different time to compress different file types.
Through the analysis of test results, we can see that system backup function is normal.

4.2 Synchronization Performance Comparison on Storage Services

We use resource monitor for network monitoring on Kanbox. The time comparison of
certain operation is completed through Kanbox client and the system client respec-
tively, then the performance of the system can be evaluated.

First of all, compare the first round of synchronization, namely initialization,
including upload and download. Select 100 synchronize folders, and each one is about
60 MB and contains multi-level files and folders. Followed by adding and deleting file
operation, select 100 operating objects, and all of which are about 20 MB files in size.

Table 1. Test sets of different types of files

File size (M) File types

1 .txt .ppt .doc .jpg .rar
5 .txt .mp3 .doc .jpg .pdf
10 .txt .pdf .doc .jpg .wmv
50 .txt .ppt .doc .jpg .rmvb
100 .txt .ppt .doc .jpg .rar
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Finally, select 100 operating objects, all of which are 5 MB files in size to test update
operation (Table 2). The average time spent on each operation test is gotten, com-
parison results are shown as in Fig. 5.

The test results show that basic operation time of this system and Kanbox are much
the same, but the system has a large performance advantage in initialization, namely the
first round of synchronized strategy.

5 Conclusions

According to currently existing problems of cloud storage management products, the
paper proposed a secure cloud storage integration solution. Its design makes the
realization of a cloud storage-based personal encryption file with digital fingerprints
synchronization and backup system possible. The system can correctly synchronize and
backup personal data as needed, and ensure the safety of files. Through an open API
control for cloud storage services, it allows users to simultaneously manage multiple
cloud storage accounts and carry on multiple folder reliable synchronization and
backup at anytime. The new backup mode uses MD5 algorithm to generate digital
fingerprints for backup files, which can effectively prevent changes and tampering of
personal files, thus integrity protection of the backup files are achieved. Experimental

Table 2. Comparison of the performance of different operations

Client Initialization Add file Delete file Update file

Design model 45346 ms 14124 ms 975 ms 2618 ms
Kanbox 52000 ms 13000 ms 1000 ms 2000 ms
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Fig. 5. Comparison of synchronization performance
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results show that the system enables users to achieve multiple cloud storage account
integration simultaneously and the purpose of synchronizing storage and security
management. However, this system synchronization strategy for optimization of con-
flict processing, mobile terminal services and other issues still need to be improved,
which is also an improvement goal of the next step.
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Abstract. In order to solve the problem that the channel gain-phase mismatch
would deteriorate the performance of direction of arrival (DOA) estimation in
actual direction finding (DF) system, a novel efficient gain-phase calibration
algorithm based on the self-checking signal is proposed in this paper. By
injecting a self-checking signal into the actual DF system, the whole calibration
process could divide into the off-line pre-calibration and the auto-calibration
part. Thus, it could realize the real-time auto-calibration efficiently during the
DOA estimation process. Moreover, in order to verify the effectiveness of the
proposed method, a practical DF signal processor based on the FPGA and DSP
is implemented in this paper, and the experiments are carried out in the anechoic
chamber. The experiment result shows that the proposed method could calibrate
the gain-phase mismatch in real-time and have higher DOA estimation accuracy.

Keywords: Direction of arrival � Direction finding system � Array calibration
Self-calibration � Multiple signal classification algorithm

1 Introduction

The direction of arrival (DOA) estimation of multiple targets is the most fundamental
aspect in array signal processing [1] and has aroused great concern in radar, sonar and
wireless communications. The spectrum estimation algorithm with super-resolution
performance, such as multiple signal classification (MUSIC) [2] and estimation of
signal parameters via rotational invariance techniques (ESPRIT) [3], have been
developed greatly for decades. However, these algorithms will fail if the array manifold
is not perfectly known due to the gain-phase mismatch between the antennas. Thus, a
number of approaches have been proposed to calibrate the mismatch so as to improve
the DOA estimation performance [4, 5]. [6] proposed the least squares (LS) array
calibration method by using a set of calibration sources whose location are exactly
known. Then, the distance between the calibration source and the direction finding
(DF) system is investigated in [7].
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However, these methods mentioned above would calibrate the array well when the
locations of the calibration sources are precisely known, but in practice, the calibration
sources may not available in real system. As a result, the self-calibration algorithm has
been developed [8, 9]. [8] proposed an alternative iterative method, which could
estimate the signal DOAs and the gain-phase error of each channel. And in [9], Kim
proposed a blind calibration method by using independent component analysis. In
generally, the researches based on self-calibration techniques are difficult to be realized
in real time system.

This paper proposed a real-time calibration method based on the self-checking
signal. First of all, the calibration work is divided into two parts: the pre-calibration and
the real-time self-calibration, separately. The pre-calibration matrix is obtained by
setting a signal with the DOA is 0°. Then, the self-calibration matrix will be updated
with the help of self-checking signal in the DF system. Moreover, the real DF signal
processor is implemented based on the FPGA and DSP. At last, the effectiveness of the
proposed method is verified by the practical DF system.

2 Signal Model and the Proposed Method

Consider a scenario in which P narrowband far-field sources are observed by
M (P < M) elements, as shown in Fig. 1. The antenna array is assumed to have an UCA
structure with the radius d. The noise is assumed to be the additive white Gaussian
noise (AWGN).

Assume the incident signals are independent with each other, hi;uið Þ is the azimuth
and elevation of the ith (i < P) signal. Therefore, the received array matrix X is
modeled as

X ¼ A(h,u)SþN ð1Þ

where A, S and N denote the manifold matrix, signal and noise, respectively. However,
when the effect of gain-phase mismatch error is taken into consideration, the actual
received array matrix is rewritten as
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Fig. 1. Uniform circular array diagram.
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Fig. 2. Diagram of data receiving in DF system.
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~X ¼ WX ¼ WAðh;uÞSþWN ð2Þ

where W ¼ diag½g1 expðj/1Þ g2 expðj/2Þ � � � gM expðj/MÞ� is the gain-phase mis-
match matrix, and gi and /i (i = 1, 2, …, M) denote the gain and phase of ith channel,
respectively. Then the covariance matrix of ~X can be expressed as

~R ¼ ~X~X
H ¼

~x1~xH1 ~x1~xH2 � � � ~x1~xHM
~x2~xH1 ~x2~xH2 � � � ~x2~xHM
..
. ..

. . .
. ..

.

~xM~xH1 ~xM~xH2 � � � ~xM~xH1M

2
6664

3
7775 ¼

g21x1x
H
1 � � � g1gM exp ðjð/1 � /MÞÞx1xHM

g1g2 exp ðjð/2 � /1ÞÞx2xH1 � � �
..
. . .

. ..
.

g1gM exp ðjð/M � /1ÞÞxMxH1 � � � g2MxMx
H
M

2
6664

3
7775 ð3Þ

where ~xi and xi denote the received data vector of ith channel when with phase-gain
error mismatch and without phase-gain error mismatch, respectively. Assume there is
only one signal impinging on the array and the DOA is 0°, if there is no mismatch
between each channel, it is easy to get x1xH1 ¼ xixHj . Let ~R1 denote the first column of
~R, then from (3), we can get

~R1=~R1ð1Þ ¼ ½1 g2=g1 expðjð/2 � /1ÞÞ � � � gM=g1 expðjð/M � /1ÞÞ�T; ð4Þ

gi=g1 expðjð/M � /1ÞÞ ¼ ~xi~xH1 =~x1~x
H
1 : ð5Þ

It is seen that from (5), if we utilize the classical 0° calibration method and consider
the first channel as the reference, then (5) is the gain-phase mismatch error of the ith
channel. Even though the 0° calibration method is an off-line method by utilizing an
assistant source, and we only need to obtain the calibration matrix once before esti-
mating the DOA. However, in actual DF system, the channel mismatch is mainly
caused by active devices, e.g. amplifier, whose performance would fluctuate with
surrounding environment, such as temperature, running hour, etc. As a result, we could
divide the error matrixW into two parts,Wa andWc, as shown in Fig. 2.Wa denotes the
error matrix caused by the passive devices, while Wc caused by the active devices. W,
Wa and Wc are diagonal matrix and they have the following relationship,

W ¼ WaWc; ð6Þ

Wa ¼ diag½ga1 expðj/a1Þ ga2 expðj/a2Þ � � � gaM expðj/aMÞ� ¼ ga1 expðj/a1Þ �W 0
a; ð7Þ

Wc ¼ diag½gc1 expðj/c1Þ gc2 expðj/c2Þ � � � gcM expðj/cMÞ� ¼ gc1 expðj/c1Þ �W 0
c ð8Þ

where W 0
a ¼ diag½1 � � � gaM=ga1 expðjð/aM � /a1ÞÞ�, gai;/ai (i = 1, 2,…, M) denote the

gain error and phase error between the antenna and received channel, respectively. And
W 0

c ¼ diag½1 � � � gcM=gc1 expðjð/cM � /c1ÞÞ�, gci;/ci (i = 1, 2,…, M) denote the gain
error and phase error between received channel and the digital signal processor,
respectively. Then, (6) could be rewritten as

Implementation of Direction Finding Processor 531



W ¼ WaWc ¼ ga1gc1 expðjð/a1 þ/c1ÞÞ �W 0
aW

0
c ¼ g1 expðj/1Þ �W 0 ð9Þ

where W0¼ W 0
aW 0

c, and W 0
a ¼ W 0W

0�1
c . Because W 0, W 0

a and W 0
c are all diagonal

matrix, then

W 0
aði; iÞ ¼ W 0ði; iÞ=W 0

cði; iÞ: ð10Þ

It is seen from (10),W 0
a will be obtained once we gotW

0 andW 0
c. Hence, in order to

obtain W 0
c and realize real time self-calibration, a self-checking signal denoted by “★”

is injected into the DF system, shown as in Fig. 2. It is seen that, when to receive the
signal from the antenna is decided by a Single-pole Double Throw Switch (SPDT) swi

(i = 1, 2…,M), and the self-checking signal would be received at the following edge of
the signal pulse that we interested. As the self-checking signal is injected into each
channel at the same time, we could utilize the received self-checking signal data to
calibrate the gain-phase mismatch between channels. Thus, the received data of
self-checking signal with mismatch error could be presented as

~XcðtÞ ¼ WcXcðtÞ: ð11Þ

From (3) and (4), we could get

gci=gc1 expðjð/cM � /c1ÞÞ ¼ ~xci~xHc1=~xc1~x
H
c1: ð12Þ

Then,

W 0
c ¼ diag½1 gc2=gc1 expðjð/c2 � /c1ÞÞ � � � gcM=gc1 expðjð/cM � /c1ÞÞ�
¼ diag½1 ~xc2~xHc1=~xc1~x

H
c1 � � � ~xcM~xHc1=~xc1~xHc1�

: ð13Þ

Setting the incident signal angle is 0°, and according to (10), (12) and (13), the
pre-calibration matrix W0

a could be expressed as

W0
aði; iÞ ¼ W0ði; iÞ=W0

cði; iÞ ¼ ð~xi~xH1 =~x1~xH1 Þ=ð~xci~xHc1=~xc1~xHc1Þ: ð14Þ

As a result, the proposed calibration method can be summarized as follows: (1) Set
an incident signal with the DOA is 0°, and record the received data of the incident
signal and the self-checking signal. (2) By (14), calculate the pre-calibration matrixW0

a.
(3) According to (13), calculate W0

c by considering the first channel as the reference,
and obtain W by (9). (4) Obtain ~X with (2), and estimate the DOA with MUSIC
algorithm. Repeat step (3)–(4), we can estimate the DOA with a higher accuracy in real
time.
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3 Design and Implementation of the DF Signal Processor

As shown in Fig. 3, the DF system consists of two parts: microwave front-head and
digital signal processor. The microwave front-head, which contains 5 channels, is
responsible to process the received analog signal. The digital signal processor is
comprised of 4 processors, which are wide-band digital channelizer, signal sorting
processor, narrow-band digital receiver and DF signal processor, respectively. It is
worth to note that, the DF signal processor is the mainly contribution in this paper and
in the next, we will introduce the processor based on the hardware and software design,
respectively.

3.1 Hardware Design of the DF Signal Processor

The task of the DF signal processor is to process the received signal data, estimate the
DOA of the incident signal and report the angles to the host finally. The block diagram
of the DF signal processor is shown is Fig. 5.

As shown in Fig. 5, the PDS120 is used for the processor to communicate with
other processors. In order to improve the calculation speed, four slices of ADSP TS201
process the received data in parallel, besides, they share data and communicate with
each other by adopting the tight coupling mode to share the bus line. A slice of FPGA
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of virtex-4 is responsible for the logic control, data reception and transmission, and
control test, etc. Then, the I, Q data, received from 5 channels, is transferred to FPGA
by PDS120, and read by the master DSP after the extension in FPGA. On the one hand,
the master DSP is mainly used for data communication, source number estimation,
eigen decomposition, spectrum function calculation in the first quadrant, spectrum peak
searching, the global extremum judgement, angel transform and result sending. On the
other hand, the other three slave DSPs are used to calculate the spectrum function in the
other three quadrants, search the peak of the function and transfer the extremum value
in each quadrant to the master DSP, and then, the final global extremum value will be
decided by the master DSP. At last, the final estimated result (DOA) is converted by
FPGA and reported to the servo system through J30. The physic DF signal processor is
shown in Fig. 6.

3.2 Software Design of the DF Signal Processor

(1) Work flow of the system

The Fig. 4 is the flow chart of the hardware program. At first, DSP is initialized and
load the program from the FLASH. In the next step, enable interrupt and wait order of
central computer to start work. However, if the order is not to start work, then judge
whether to end the work. If the order is to end the work, then the DF processor will end
work. Otherwise, if the order is channel calibration, we will calculate the calibration
matrix and save it, then the program will return to the original location and wait order
to start. Once receiving the order to start work, it will read the carrier frequency
(CF) code from the signal sorting processor, estimate the DOAs and report the final
DOA result.

(2) Working principle of the MUSIC algorithm in DSP

As mentioned above, there are four slices of DSP, one master DSP and three slave
DSPs. And the three slave DSPs are response for the peak searching of the 2nd, 3rd, 4th

quadrant, respectively. When the master DSP start to work, it will calculate the
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calibration matrix by utilizing the self-checking signal data, and then share the esti-
mated source number, noise subspace and the real-time calibration matrix in the
broadcast area for other three slave DSPs to use. As the time efficiency is always an
essential problem that we concern, some remarks are given as follows:

Remark 1: The three slave DSPs first calculate the component of the steering matrix
that independent of signal frequency. And then calculate the reminder after the signal
frequency is provided by the master DSP.

Remark 2: It is well known that the spectrum peak searching is an exhaustive step. In
order to solve this problem, we first find the spectrum peak in a coarse step, e.g. 4°, and
then we improve the accuracy of our result with a smaller step, e.g. 2°. In this way, the
estimated DOAs will be more accurate and it will consume less time as well.

4 Performance Test and Analysis

In this section, some test results are presented to illustrate the performance of the
proposed method based on the actual DF system. The antenna array is a uniform
circular array (UCA) with 5 sensors, the radius is 180 mm. Setting the DOA of the
incident signal is 0°, according to (14) and the received data, we can get the
pre-calibration matrix is diag [1.0, 1.9266exp(j10.0181°), 2.2830exp(j129.4431°),
1.0203exp(−j21.6611°), 1.9311exp(−j16.8094°)].

Figure 7 presents the MUSIC spectrum based on the real data with three methods.
They are the method without calibration, 0° calibration method and the proposed
method, respectively. The DOA of the incident signal is (0°, 80°), the snapshot is 100.
As shown in Fig. 7(a), the estimated DOA is (72.0°, 23.5°), which is far bias from the
true angle. Similarly, the estimated DOAs with 0° calibration and the proposed method
are (−3.95°, 81.52°) and (−1.02°, 79.52°), respectively. Obviously, the proposed cal-
ibration method has a higher accuracy in the actual system.
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Table 1 illustrates the DOA estimation results of the two methods with different
frequency and one incident angel. The snapshots are 100. As shown in Table 1, the
channel mismatch has a great negative influence on the estimation performance.
However, compared with the conventional 0° calibration method, the proposed method
can realize the dynamic calibration and has better estimation performance.

5 Conclusion

In actual DF system, the active device of the receiver would cause the gain-phase
mismatch among sensors and that will seriously deteriorate the performance of the
DOA estimation algorithm based on the spatial spectrum estimation. In this paper, a
novel self-calibration gain-phase mismatch calibration method is presented and the
actual DF signal processor based on FPGA and DSP is implemented. Finally, the trial
results show that the proposed method could calibrate the gain-phase mismatch
effectively and improve the estimation performance greatly. Moreover, this method
consumes less energy and it is available for the actual real-time DF system.

Acknowledgment. This work was supported in part by National Aerospace Science Foundation
of China under Grant 2015ZC54010; The Education Department Foundation of Liaoning Pro-
vince under Grant L2014059.

References

1. Krim, H., Viberg, M.: Two decades of array signal processing research: the parametric
approach. J. IEEE Sig. Process. Mag. 13, 67–94 (1996)

2. Schmidt, R.O.: Multiple emitter location and signal parameter estimation. J. IEEE Trans.
Antenna Propag. 34, 276–280 (1986)

Table 1. The DOA estimation result of two methods with different frequency (degree)

DOA 2 GHz 4 GHz
0° calibration Proposed method 0° calibration Proposed method

25 27.00 24.60 26.40 25.40
20 21.40 20.80 19.60 20.20
15 16.20 15.40 15.80 15.80
10 10.80 10.20 10.80 10.60
5 5.60 4.60 5.60 5.40
0 0.80 −0.40 0.40 0.20
−5 −4.80 −5.40 −4.60 −4.80
−10 −11.60 −10.60 −9.20 −10.60
−15 −16.80 −16.00 −15.20 −15.40
−20 −21.00 −20.60 −19.80 −20.20
−25 −26.40 −25.80 −26.00 −24.80

536 Y. Zou et al.



3. Mathews, C.P., Kailath, T.: ESPRIT-estimation of signal parameters via rotational invariance
techniques. J. IEEE Trans. Sig. Process. 42, 2395–2407 (1994)

4. Schmid, C.M., Schuster, S., et al.: On the effects of calibration errors and mutual coupling on
the beam pattern of an antenna array. J IEEE Trans. Antennas Propag. 61, 4063–4072 (2013)

5. Cao, S.H., Ye, Z.F., Xu, X.: A hadamard product based method for DOA estimation and
Gain-Phase error calibration. J. IEEE Trans. Aerosp. Electron. Syst. 49, 1224–1233 (2013)

6. Pierre, J.: Experimental performance of calibration and direction-finding algorithms. In:
International Conference on Acoustics, Speech and Signal Processing, pp. 1365–1368. IEEE
Press (1991)

7. Henault, S., Antar, Y.M., Rajan, S., et al.: Impact of experimental calibration on the
performance of conventional direction finding. In: International Conference on Electrical and
Computer Engineering, pp. 1123–1128. IEEE Press (2009)

8. Weiss, A.J., Friedlander, B.: Eigenstructure methods for direction finding with sensor gain
and phase uncertainties. J. Circ. Syst. Sig. Process. 9, 271–300 (1990)

9. Kim, J.: Blind calibration for a linear array with gain and phase error using independent
component analysis. J. IEEE Antennas Wirel. Propag. Lett. 9, 1259–1262 (2010)

Implementation of Direction Finding Processor 537



Computationally Efficient 2D DOA Estimation
for Cylindrical Conformal Array

Xiaoyu Lan1(B) and Yan Zou2,3

1 Shenyang Aerospace University, Shenyang 110136, China
lanxiaoyu1015@gmail.com

2 Harbin Engineering University, Harbin 150001, China
3 No. 91404 Army, Qinhuangdao, China

Abstract. A computationally efficient two-dimensional (2D) direction
of arrival (DOA) estimation method based on cylindrical conformal
antenna array is investigated in this paper. By dividing the entire array
into several sub-arrays and transforming every sub-array to virtual uni-
form rectangular array (URA) via interpolation technique, the gen-
eralization propagator method (GPM) without eigen-decomposition is
employed to estimate the noise subspace accurately and quickly. Further-
more, in order to lower the computational complexity of the 2D spectral
peak searching, a rank reduction (RARE) method based on URA is uti-
lized to solve the 2D DOAs by successive 1D spectrum functions. At
last, some numerical simulations verified the superiority of the proposed
method.

Keywords: Conformal antenna array · Direction of arrival
Interpolation technique · Generalization propagator method
Rank reduction algorithm

1 Introduction

The conformal array is usually referred to an array amounted with sensors on the
curvature surface [1]. The conformal array has many advantages that contains
reduction of aerodynamic drag, wide-angle coverage, space saving, reduction of
radar cross-section and so on [2]. Due to this flexibility, conformal array has
many promising applications in a variety of fields such as radar, sonar, airborne,
ship-borne and wireless communication [3].

Among various of techniques for conformal array, the direction of arrival
(DOA) estimation has attracted a lot of interests. However, in contrast to the
ordinary array, the distinct electromagnetic characteristics of conformal array
leads to an tough problem of DOA estimation owing to the curvature of the
carrier surface. As a result, the DOA algorithm such as multiple signal classifica-
tion (MUSIC) [4] and estimation of signal parameters via rotational invariance
techniques (ESPRIT) [5] and other conventional methods are not suitable for
conformal array directly. Besides, because of the “shadow effect” of the metallic
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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cylinder, not all of the sensors can receive the signal and which will degrade
the detection performance dramatically. In view of these problems, many DOA
algorithms have been investigated recently. [6] proposed a higher accuracy DOA
estimation via parallel factor analysis (PARAFAC). A general transformation
procedure based on geometric algebra is proposed in [7] and the author esti-
mated the parameters by ESPRIT too. [8] introduced a new perspective to
shadowing effect and utilized rank reduction (RARE) method to obtain bet-
ter estimation performance. In order to detect more signals than sensors, [9]
firstly utilized the array extension character of the nested array to improve the
degree of freedom (DOF) of the array. However, the references mentioned above
need eigen-decomposition or 2D spectral peak searching, which will bring much
computational complexity to the actual system.

The contribution of this paper is developing a fast DOA estimation method
based on cylindrical conformal array. By dividing the whole array into sub-
arrays, the interpolation technique is exploited to map each sub-array to an
uniform rectangular array (URA). Then, the DOAs are estimated based on the
efficient Generalization propagator method (GPM) [10] algorithm without any
eigen-decompositon. Besides, the proposed method only requires several 1-D
spectrum peaking searchings to estimate the 2D DOAs. Moreover, the estimated
parameters are automatically paired together without extra operation.

2 The Signal Model of the Conformal Array

Consider D narrowband far-field signal sources that impinge on an arbitrary
3D conformal array of M directional sensors. Assume k0 = 2π/λ and λ is the
wavelength of the signal source, the snapshot data model is established in [11],
and the corresponding array steering vector is given by

a(θ, φ) = [r1e
−jk0p1·u, r2e

−jk0p2·u, ..., rMe−jk0pM ·u]T (1)

ri = (g2iθ + g2iφ)1/2(k2
iθ + k2

iφ)1/2cos(θigk) = |gi||pl|cos(θigk)

= gi · ql = giθkθ + giφkφ (2)

where θ and φ are the elevation and azimuth angles, respectively. pi =
[xi, yi, zi], i=1,2,...M denotes the position vector of the ith sensor, u =
[sinθcosφ, sinθsinφ, cosφ]T denotes the propagation vector. ri is the response
of unit signal by the ith element in the global coordinate system. As shown in
Fig. 1(b), uθ and uφ are unit vectors, kθ and kφ are the polarisation parameters
of signal, gi is the pattern of the ith element, qi is the direction of the electric
field, θigk denotes the angle between vector gi and vector qi. The critical step is
the transform from global coordinate to local coordinate and More details can
be found in [11]. Thus, the snapshot data model of conformal array antenna can
be expressed as

X(n) = G · AS(n) + N(n) = (Gθ · AθKθ + Gφ · AφKφ)S(n) + N(n)
= BS(n) + N(n) (3)
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where B = G · A, G is the antenna response matrix, A is the M × D full-
rank steering matrix, S(n) denotes the D × 1 source waveforms and N(n) is the
M × 1 additive noise which is spatially white and statistically independent from
the signal source.

3 The Proposed Method

3.1 Cylinder Conformal Array Structure and the 2D Array
Interpolation Technique

The configure of the cylindrical conformal antenna array is given in Fig. 1(a),
where the sensors are uniformly distributed over the surface of the cylinder. Due
to the “shadow effect”, which could degrade the DOA estimation performance
dramatically because of the incomplete steering vector, the sub-array divided
technique is utilized in this paper. Firstly, we divide the whole array into 6
sub-arrays, and each sub-array covers a sector of π/3. Thus, we could always
find a sub-array and all the sensors of this sub-array can receive the signal
from any direction. Then, the combination of all sub-arrays will cover all the
possible impinging signals. Because the array structure and the DOA estimation
process are the same for each sub-array, only one sub-array shown in Fig. 1(a)
is considered throughout this paper.

Fig. 1. (a) Cylindrical conformal array. (b) Interpolated array.

The 2D interpolation technique is used here to mitigate the effects of imper-
fect conformal array response, such as the diversity of the sensor’s response,
mutual coupling effect and so on. The principle of interpolated array is to trans-
form the true conformal array response B to the desired virtual array respoone
Ã by define an interpolation matrix T within the field of view [12], as shown in
Fig. 1(b). This process can be expressed as

TH(G · A) = Ã. (4)

Obviously, we cannot calculate a pert T because the solution of (4) is not
close-form. Thus, The equation of τ =

∥
∥
∥Ã − TH(G · A)

∥
∥
∥ / ‖G · A‖ is used to
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evaluate the interpolation accuracy. When τ is small enough, for example, 0.01,
then T can be accepted. A stable and accurate method to solve the T is proposed
in [13]. It is observed that it will cost much time in calculating the interpolation
matrix T if the size of the sector [Θ,Φ] and number of interpolation are very
large. However, we only need to calculate the matrix T once and it also can be
done off-line and stored in the system so that it won’t increase the computation
burden when estimating the DOA parameters.

3.2 DOA Estimation Method Based on GPM and RARE

In the last section, we transform the conformal array to a virtual URA firstly,
as shown in Fig. 1(b). The URA has M = My × Mz sensors, and the sensor’s
space along y axis and z axis are dy and dz, respectively. For simplicity, we define
dy = dz = λ/2. Then, the steering vector of the URA Ã is given by

Ã(u, v) = [ã(u1, v1), ã(u2, v2), ..., ã(uD, vD)] (5)

where ã(u, v) = ãy(u) ⊗ ãz(v), ãy(u) = [1, e−j(2π/λ)dyu, ..., e−j(2π/λ)dy(My−1)u]T ,
ãz(v) = [1, e−j(2π/λ)dzv, ..., e−j(2π/λ)dz(Mz−1)v]T . And u = sinθsinφ and v =
cosθ are the direction variables relative to the y-axis and z-axis, respectively.
Then, according to (3), the original conformal array manifold B(u, v) can be
rewritten as

B(u, v) = G · A = FÃ(u, v) (6)

where F = (TH)−1. Denote B(u, v) as B which is decomposed as

B = [B1B0B2]T (7)

where B1 ∈ C
L×D, B0 ∈ C

D×D, B2 ∈ C
(M−L−D)×D, L = 0, ...,M −D−1. Note

that B0 is a nonsingular matrix, so two propagator matrices exist and satisfy
B1 = PH

1LB0,B2 = PH
2LB0. Define a block matrix CH

L ∈ C
(M−D)×M), which is

given by

CH
L =

[−IL PH
1L 0

0 PH
2L −IM−L−D

]

(8)

It is easy to know that CH
L B = 0. Then, divide the array output matrix

X(t) as

X(t) = [X1X0X2]T . (9)

Assume the noise is zero in (3), we can get X1 = PH
1LX0, X2 = PH

2LX0.
Then, the covariance matrix of X(t) can be expressed as

R = E(XXH) = E(X[XH
1 XH

0 XH
2 ]) = [D E F] (10)
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where D ∈ C
M×L, E ∈ C

M×D, F ∈ C
M×(M−L−D). And we have

D = E(XXH
1 ) = E(XXH

0 )P1L = EP1L (11)

F = E(XXH
2 ) = E(XXH

0 )P2L = EP2L (12)

where E = E(XXH
0 ). However, when considering the noise, the propagator

matrix can be estimated by the following minimization problem

J1 = min ‖D − EP1L‖2F , J2 = min ‖F − EP2L‖2F . (13)

The optimal solution of J1 and J2 are given by

P1L = (EHE)−1EHD,P2L = (EHE)−1EHF. (14)

The DOAs can be obtained by solving the following spectrum function,

f(u, v) = (B(u, v)HCLCH
L B(u, v)) = 0 (15)

In order to utilize the full information contained in the received data, recon-
struct C = [C0, ...,Ci−1,CM−D−i+1, ...,CM−D], where 1 ≤ i ≤ ⌊

M−D+1
2

⌋

[10].
Therefore, (15) can be rewritten as

f(u, v) = (B(u, v)HCCHB(u, v)) = 0 (16)

In fact, the larger the i, the DOA estimation performance will be better,
but it will consume much time too. As a result, we prefer to choose the value
according practical need. However, it can be seen from (16) that the function
requires to perform an exhaustive 2D spectrum speak searching of both u and
v, which leads to very high computational complexity. Hence, in order to reduce
computation burden, the spectral RARE technique is employed here. It follows
from (6) that we can easily get

B(u, v) = F[ãy(u) ⊗ ãz(v)] = F[Iy ⊗ ãz(v)]ãy(u). (17)

The Eq. (16) can be rewritten as

f(u, v) = ãH
y (u)Z(v)ãy = 0 (18)

where

Z(v) = [Iy ⊗ ãz(v)]HFHCCHF[Iy ⊗ ãz(v)]. (19)

Since ãy(u) �= 0, (18) holds true only if Z(v) reduces rank. Generally speak-
ing, Z(v) is a full-rank matrix, but the Z(v) will reduce rank when v is the true
DOA. As a result, Z(v) will reach a minimum value when v coincides with the
true DOA vi. Therefore, we could have

f(v) = 1/min(Z(v)). (20)
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Utilizing the {v̂i}D
i=1 estimated by (20), the corresponding angles {ûi}D

i=1 can
be estimated by searching the highest peaks of the following function

f(u) =
1

‖[F(ãy(u) ⊗ âz(vi))]HC‖2 , i = 1, 2, ...,D. (21)

At last, the elevation and azimuth angles (θi, φi)D
i=1 can be obtained by

θi = cos−1(vi), φi = sin−1(
ui

sin(θi)
). (22)

Remark : Compared with the traditional 2D spectral spectrum algorithm based
on subspace decomposition, the method proposed in this paper avoids eigen-
decomposition that reduces much computational burden. Besides, we replace the
exhaustive 2D spectrum peak searching with successive 1D searchings, which fur-
ther reduces the calculation cost significantly. In addition, the estimated azimuth
and elevation can be paired automatically.

4 Simulations and Results

In order to illustrate the performance of the proposed method, some simulations
are taken out in comparison with the traditional MUSIC algorithm and GPM.
Because of the symmetry of the array, only one sub-array of the conformal array
is utilized in the following simulations. As is shown in Fig. 1(a), the sub-array
consists of 30 elements located uniformly and covers a sector of π/3. Therefore
the angle between each two adjacent sensors is π/6, the height of the cylinder
array H = 5λ/2 and the radius r = 2λ. As shown in Fig. 1(b), the corresponding
interpolated array is composed of 6 rows and 5 columns with dx = dy = λ/2 and
the interpolation error τ = 0.18. We take 100 numbers of Monte Carlo trials in
the following figures.

As shown in Fig. 2, the root-mean-square-error (RMSE) varying with the
SNR and the snapshots are investigated. Assume there are two incident sources,
and the DOAs (θ, φ) are (52◦,−8◦) and (68◦, 8◦), respectively. Assume the snap-
shots are 500, the RMSE curve versus SNR is plotted in Fig. 2(a) of three meth-
ods. Then, let SNR is 10 dB, the RMSE versus snapshots is given in Fig. 2(b).
The RMSE values are obtained by running 100 Monte Carlo simulations. It can
be seen from the Fig. 2, the performance of the three methods are improved
with increased SNR and snapshots. But the estimation accuracy of the proposed
method is not as good as MUSIC and PM with low SNR and small snapshots.
However, when the SNR is greater than 5 dB and the snapshots is larger than
70, the performance of the proposed algorithm outperforms MUSIC and PM.
That’s because we adopt the interpolation technique that transforms the origi-
nal conformal array to a more clear planar array only if the interpolation error
τ is small enough.

Assume the DOAs are given by (60◦, 0◦) and (65◦, 0◦), the resolution per-
formance is examined by the probability of successful detection in Fig. 3. Let
the snapshots are 500, the resolution performance varying with SNR is given in
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Fig. 3(a), and the resolution performance varying with snapshots when SNR is
10 dB is given in Fig. 3(b). From the Fig. 3, we can see that the proposed method
is better than GPM but worse than MUSIC algorithm with low SNR and small
snapshots. However, with the SNR and snapshots is larger, the resolution per-
formance of the MUSIC and proposed algorithm are contiguous.
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Fig. 2. (a) The RMSE versus SNR. (b) The RMSE versus snapshots.
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Fig. 3. (a) The successful probability versus snapshots. (b) The successful probability
versus SNR.

5 Conclusion

In this paper, we have demonstrated an efficient 2D DOA algorithm for cylin-
drical conformal array. In this method, in order to avoid “shadow effect” of
the metallic cylinder, the array is divided into several sub-arrays. Then, the
interpolation technique is applied to transform the curved arrays to URA with
omni-directional elements. Next, by combining the GPM and RARE method
together, the signal’s DOAs could be solved accurately and quickly. Rather than
estimate the DOAs by the 2D spectrum peak searching, the proposed algorithm
can obtain the 2D DOAs by several 1D peak searching, which reduce the compu-
tational complexity greatly. Moreover, the azimuth and elevation can be paired
automatically.
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Abstract. In this paper, the blind source separation (BSS) problem
in the multi-carrier efficient communication system is considered, and a
novel joint approximative diagonalization of eigenmatrix (JADE)-based
multiple-input and multiple output (MIMO) model is proposed to sep-
arate the mixed signal that the antennas received. Then, the special
impacting filter (SIF)-based demodulation method is adopted to demod-
ulate the separated signals. Additionally, different from the tradition-
ally efficient demodulation method, the proposed method can achieve
higher communication capacity and spectrum utilization by combining
the MIMO technology and JADE-based separation algorithm. Simula-
tion results show that the JADE-based MIMO efficient communication
system can separate the mixed signals efficiently, reduce the symbol inter-
ference and significantly improved the system performance by using the
multiple antennas.

Keywords: Blind source separation · Efficient modulation · JADE
MIMO

1 Introduction

The efficient modulation, which has good flexibility, univerality and anti-jamming
characteristics, was first proposed by Wu [1,2]. Unlike the ultra wide band com-
munication, the efficient modulated signal is sine-like, the symbol “0” is mod-
ulated by N sine carrier cycles and the non-zeros has phase change during the
K (K � N) carrier cycles in the N carrier cycles, the waveform of the modu-
lated signal is shown in Fig. 1. As the sine has a impulse sharp in the frequency
domain, the sine-like efficient modulated signal has the similar characteristics,
which can achieve high band efficiency and high-speed data transmission within
quite narrow bandwidth [3,4]. Up until now, various efficient modulation methods
have been proposed, such as the variable phase shifting keying (VPSK), enhanced
VPSK, very minimum shifting keying (VMSK), pulse position phase reversal
keying (3PRK), missing cycle modulation (MCM), suppressed cycle modulation
(SCM), and minimum sideband modulation (MSB), etc. [5–9]. The above modu-
lations have a same characteristic, that is “asymmetric”.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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The demodulation of the efficient signal is based on the special digital impact-
ing filter (SIF) [10–13]. The SIF is a kind of digital IIR filter that has one pair
of zeros and multiple pair of poles, the frequency response of the SIF was shown
in Fig. 2. When the SIF works on the proper frequency, it can convert the phase
change to amplitude impacting and remove the most noises at the same time. As
the output signal reveal obvious amplitude different, we can use simple threshold
detection method to demodulate the signals in the intermediate frequency, which
can avoid down-conversion to baseband to demodulate the signals. However, the
SIF can not demodulate the non-orthogonal multi-carrier signals. [14] proposed
a blind source separation method to separate the mixed signals, which can assis-
tant the demodulation and achieve significant effect. Since the multiple-input
and multiple-output (MIMO) can provied more spatial diversity, combine the
MIMO and the BSS algorithm to separate the mixed carriers may be an feasible
solution [15–18]. As the multi-carrier efficient system is non-orthogonal, we can
use the SIMO scheme to decrease the symbol interference. In this paper, we first
give the system model of the SIMO multi-carrier system. Then, we propose two
BSS algorithms, one is based on the Kalman filtering (KF), the other one is the
joint approximative diagonalization of eigenmatrix (JADE) algorithm. Finally,
we give the simulation results and conclude the paper.

sample number
0 100 200 300 400 500 600 700 800 900 1000

A
m

pl
itu

de

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

K
Symbol "0"Symbol "1"

NN

Fig. 1. Waveform of the efficient modulation signal

The organization of this manuscript is as follows. In Sect. 2, the system model
of the MIMO efficient communication with interference is described. Next, in
Sect. 3, the blind source separation algorithm and Kalman filtering method is
proposed to demodulate the mixed signals. Section 4 gives the simulation results.
Finally, Sect. 5 concludes the paper.

The notations used in this work are defined as follows. Symbols for vectors
(lower case) and matrices (upper case) are in bold face. IN , N (

0, σ2
nI

)
, (·)T ,

(·)H , diag {·}, ∗ and �·� denote the N ×N identity matrices, the Gaussian distri-
bution with zero mean and covariance being σ2

nI, the transpose, the conjugate
transpose (Hermitian), the diagonal matrix, the convolution and the floor func-
tion, respectively.
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Fig. 2. Frequency response of the special impacting filter

2 System Model of the SIMO Communication with
Interference

The SIMO communication system considered in this section is shown in Fig. 3,
where the communication system has one transmit antenna and multi receive
antennas, and the receive signal is interfered with the independent signal. The
number of the receive antennas is Q. The transmitted signal can be expressed as

s = s1 + s2 + . . . + sP , (1)

where sp ∈ R
L×1 denotes the efficient signal with the carrier frequency being fp,

and L denotes the length of the sampling signal. The receive signal yq ∈ R
L×1

at the qth antenna is
yq = aqs + bqsI + nq, (2)

where ap denotes the channel attenuation between the transmitter and the qth
receive antenna, bp denotes the channel attenuation between the interference and
the qth receive antenna, sI denotes the interference signal and nq denotes the
additive white Gaussian noise (AWGN). Then we can obtain the matrix of the
receive signal

Y = asT + bsTI + N, (3)

where
Y �

(
y1,y2, . . . ,yQ

)T
. (4)

3 Demodulation of the Efficient Modulation Signals

In this work, we propose two approaches to demodulate the multi-carrier signal
with the interference, one is based on the Kalman filtering (KF) [19], the other
one is based on the joint approximative diagonalization of eigenmatrix (JADE)
algorithm, and each approach has two steps:
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Fig. 3. The system model of the SIMO communication with interference

1. Separate the multi-carrier signal from the interfered receive signal based on
the blind source separation (BSS);

2. The demodulation of the multi-carrier signal by the SIF.

The lth column of the receive signal Y denotes as yl ∈ R
Q×1, and

yl = Axl + nl, (5)

where A �
(
a,b

)
, xl �

(
sl
sI,l

)
, nl denotes the noise, sl and sI,l respectively

denote the lth entry of the transmit signal s and interference signal. During the
process of the BSS, the separating matrix Bl ∈ R

2×Q is adopted to separate the
mixture signal yl, and we can obtain the separated signal zl ∈ R

2×1

zl = Blyl. (6)

In the theory of the BSS, the separating matrix Bl includes two parts, i.e.,
the prewhitening matrix Ul ∈ R

2×Q and the weight matrix Wl ∈ R
2×2, and

Bl = WT
l Ul. (7)

3.1 The Separation of the Multi-carrier Signal Based on the BSS
via the KF Algorithm

We first attain vl � Ulyl by the prewhitening matrix Ul, where v is the nor-
malized white vector with the zero mean and unity covariance E {

vlvT
l

}
= I.

The LMS-type prewhitening matrix is adopted

Ul = Ul−1 + λl

[
I − (

Ul−1yl
) (

Ul−1yl
)T ]

Ul−1, (8)

where λl is a leaning rate.
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During the process of obtaining the weight matrix Wl, the KF method is
adopted [20]

dl = g(WT
l−1vl) (9)

hl = Kl,l−1dl (10)

ml = hl/
(
dT
l hl + Ql

)
(11)

Kl+1,l = Kl,l−1 − mlhT
l (12)

WT
l = WT

l−1 + ml

(
vT
l − dT

l WT
l−1

)
, (13)

where Kl,l−1 = E
{(

WT
l − ŴT

l

) (
WT

l − ŴT
l

)T
}

, Ql = ‖vl − Wl−1dl‖22 and

g (t) = t − tanh (t).

3.2 The Separation of the Efficient Signal from the Interfered
Receive Signal Based on the BSS via the JADE Algorithm

The separation of the multi-carrier signal from the interfered receive signal based
on the BSS via the JADE algorithm is described in Algorithm1. Statistical
performance is achieved by involving all the cumulants of order 2 and 4 while a
fast optimization is obtained by the device of joint diagonalization [21,22].

4 Simulation Results

First, we evaluate the proposed methods of the multi-carrier efficient signal
demodulation, and the simulation parameters are given in Table 1. To show
the simulation results more clearly, we set 4 sub-carrier and use the M-ary effi-
cient signal as the sources. Additionally, these parameters are the same for the
simulations in the following contents, if there is no additional statement.

Table 1. Simulation parameters

Parameter Value

The M-ary efficient signal M = 2

Carrier frequencies 10e610.005e610.002e610.001e6

Sample frequency 10 × 10e6

Symbol length N N = 100

Phase change length K K = 2

Transmit antennas 1

Received antennas 4

In the proposed methods of the signal demodulation, two steps are included,
where at the first step the mixed signal is separated and at the second step a



Blind Source Separation for Multi-carrier Efficient Modulations 551

Algorithm 1. The BSS based on the JADE
1: Calculate the prewhitening matrix U from the covariance matrix Ry of the receive

signal, and the prewhitening matrix should satisfy the follow condition

UA = V, (14)

where V is an unitary matrix. Then we can obtain the prewhitening matrix U
from the subspace decomposition of Ry

U =

[(
λ1 − σ2

n

)− 1
2 g1,

(
λ2 − σ2

n

)− 1
2 g2

]H

, (15)

where λ1, λ2 are the two maximal eigenvalues of Ry, g1 and g2 are the corre-
sponding eigenvector. σ2

n is the variance of noise, which is the mean value of the
left eigenvalues.

2: Obtain the whiten signal vl

vl = Uyl = U (Axl + nl) (16)

= Vxl + Unl.

3: The matrix of the fourth-order cumulant of the whiten signal is defined as

{Q (P)}ij =

2∑
k,r=1

cum
{

vi, v
H
j , vk, vH

r

}
Prk, (17)

where Prk denotes the rth and kth column of an arbitrary non-zeros matrix P ∈
R

2×2, and {Q (P)}ij denotes the ith and jth column of the fourth-order cumulant
Q (P). The fourth-order cumulant can be expressed as

cum
{

vi, v
H
j , vk, vH

r

}
= μ4

{
vi, v

H
j , vk, vH

r

}

− μ2

{
vi, v

H
j

}
μ2

{
vk, vH

r

}
− μ2 {vi, vk} μ2

{
vH
j , vH

r

}

− μ2

{
vi, v

H
r

}
μ2

{
vH
j , vk

}
, (18)

where μ4

{
vi, v

H
j , vk, vH

r

}
= 1

L

∑L
l=1 vl,iv

H
l,jv

H
l,kvl,r, μ2

{
vi, v

H
j

}
= 1

L

∑L
l=1 vl,ivl,j ,

μ2

{
vk, vH

r

}
= 1

L

∑L
l=1 vl,kvl,r, μ2 {vi, vk} = 1

L

∑L
l=1 vl,iv

H
l,k, μ2

{
vH
j , vH

r

}
=

1
L

∑L
l=1 vl,jvl,r, μ2

{
vi, v

H
r

}
= 1

L

∑L
l=1 vl,ivl,r, μ2

{
vH
j , vk

}
= 1

L

∑L
l=1 vH

l,jv
H
l,k.

4: From the eigen decomposition of Q (P), we can attain the approximation of V

Q (P) = V̂ΣV̂H . (19)

5: The separated signal is
zl = V̂HUyl. (20)
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SIF is adopt to filtering the signals. At the first step, the BSS for 4 carriers
with interference in the SIMO scenario is shown in Fig. 4, in order to show the
separation more clearly, Fig. 4 only give 2 sub-carrier’s results, and we can see
that the mixed signals with interference can be separated successfully.
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Fig. 4. The BSS separation process of the mixed signals

Additionally, the demodulation processes with the SIF are also shown in
Fig. 5. As the demodulation results are sensitive with the first step, in the prac-
tical communication system, the number of the sub-carriers is constraint. For
example, 4 signals are used in our simulation, and 20 signals are used in prac-
tice. Then, use the threshold determination to obtain the demodulator results.
As shown in Fig. 5, we can see the final output signals can achieve better per-
formance at the whole duration. Figure 6 shows the BER performance of the
proposed system, from Fig. 6, we can see that the BER performance of each
sub-carrier is affected by the carrier interval. Since we use one sample frequecy
and the SIF must work in proper range, the performances of each sub-carrier
is different, the best is the sub-carrier 1 and others decent orderatly. However,
even the subcarrier 4, can still obtain satisfactory performance.
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Fig. 5. The demodulation of the sub-carriers with the SIF



Blind Source Separation for Multi-carrier Efficient Modulations 553

-5 -4 -3 -2 -1 0 1 2 3 4
SNR (dB)

10-6

10-5

10-4

10-3

10-2

10-1

B
E

R

Bit Error Rate

sub-carrier 1=10MHz
sub-carrier 2=10.005MHz
sub-carrier 3=10.002MHz
sub-carrier 4=10.001MHz
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5 Conclusions

In this work, the demodulation for multi-carrier signals has been considered.
The system model has been established for the multi-carrier MIMO efficient
system. Kalman filtering and JADE algorithms have been adopted to separate
the mixed carriers and the inerferences. Moreover, a novel two-step method has
been proposed to demodulate the subcarriers and to improve the demodulation
performance. The simulation results show that the demodulation performance
can be significantly improved by adopting the BSS and MIMO. Future work will
concentrate on the waveform optimization for multiple transmit antennas in the
multi-carrier efficient system.
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