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Preface

This volume is a selection of peer-reviewed articles from the 22nd International
Shock Interaction Symposium held at the University of Glasgow, Scotland, United
Kingdom, 4–8 July 2016.

Founded in 1451, the University of Glasgow (UoG) has a tradition of excellence
as the fourth oldest university in the English-speaking world. It is a member of the
elite Russell Group of leading UK research universities and a founding member of
Universitas21. UoG has fostered the talents of Nobel laureates, Scotland’s first
female medical graduates, and includes among its alumni, some of the world’s most
renowned innovators, from scientist Lord Kelvin, economist Adam Smith, engineer
James Watt, to the pioneer of television John Logie Baird.

The University of Glasgow has been a home to aerospace research for over 80
years, and today our researchers are tackling the multidisciplinary challenges faced
by the aerospace industry in the twenty-first century. The University has established
major initiatives to deliver capability and technologies that contribute to the global
aims of greener, faster and safer travel. The University is reinvigorated aerospace
research by investing heavily, not only in new academic staff but also in new
infrastructure and facilities expanding the existing aerodynamic testing, flight
modelling and simulation capability. These investments include state-of-the-art
flight simulators, and wind tunnels and testing facilities covering subsonic, tran-
sonic, supersonic and hypersonic flow regimes, unique in the UK.

The International Symposia on Shock Interaction merged as an heir to both the
Mach Reflection and Shock Vortex Interaction Symposia. Started in 1981, these
scientific biannual meetings provide an ideal platform to expose new developments
and discuss recent challenges in the field of shock wave interaction phenomena.
The goal of the symposia is to offer a forum for international interaction between
young and established scientists in the field of shock and blast wave interaction
phenomena. The conference welcomes contributions based on ongoing research
and work in progress. After 2014 in Riga, Latvia, it was an honour for us to host the
Symposium in Glasgow.
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The scientific programme was complemented by a number of social events
including a Civic reception hosted by Lord Provost in the Glasgow City Chambers
and an excursion to Stirling Castle, Loch Lomond and Glengoyne distillery. The
22nd International Shock Interaction Symposium could not have been realised
without the support of the University of Glasgow, the International Shock Wave
Institute (ISWI) and the People Make Glasgow. The dedication, enthusiasm and
team spirit of Dr. Sriram Rengarajan, Dr. A. Busse, Dr. H. Zare-Behtash,
Dr. K. Ramesh, Dr. C. White, my research fellows and Ph.D. students should be
acknowledged. I would like to express my gratitude to the members of the Inter-
national Advisory Committee and Scientific Review Committee for their continu-
ous support during the preparation and running of the conference.

Glasgow, UK Professor Konstantinos Kontis
Chairman
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Scale Effects on the Transition of Reflected
Shock Waves

Kazuyoshi Takayama, Atsushi Abe and Mikhail Chernyshov

Abstract This is a summary of shock tube experiments performed at the Tohoku
University from 1975 to 2005. Critical transition angles of reflected shock waves
over concave and convex walls of radii from 20 to 300 mm were experimentally
obtained and compared with the numerical simulation based on the Navier–Stokes
equations. The experimental critical transition angles varied with the radii of curved
walls and strongly affected by the presence of the boundary layer developing along
curved walls. The effects of critical transition on shock wave dynamic, shock wave
reflection from roughened wedges, double wedges, and shock focusing from curved
walls were presented.

1 Introduction

This is a result of a collaboration started when the first author stayed in the Peter the
Great Saint Petersburg Polytechnique University in 2015. He discussed with the
third author and the second author to contribute to the project with his fine
numerical simulations.

In steady flows, the pattern of oblique shock waves reflected from a solid wall is
either a regular reflection RR or a Mach reflection MR, depending on the angle of
their intersection with the wall. The reflection of a normal shock wave to a solid
wall is MR, whereas a shock wave colliding head-on against a flat wall is RR.
Hence, in changing the wall angle, the reflected shock wave transits from RR to MR
or from MR to RR at an angle, which is defined as a critical transition angle θcrit [1].
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The θcrit typically represents the nonlinearity of the shock wave dynamics. The
derivation of its analytical solution predicting the θcrit is one of the important
subjects of modern gas dynamics [1].

Patterns of reflected shock waves from straight wedges in shock tubes are
self-similar, and hence, the flow is defined as pseudo-steady. The formulation of the
oblique shock wave reflection in a steady flow and their analytical solutions of θcrit
are applied even to the pseudo-steady flow. In shock tube flows, the reflected shock
wave patterns are either RR or MR depending on a wedge angle and Ms. In
moderately strong shock waves, we renamed the MR as a single MR, SMR. In
weak shock wave reflections from wedges of small inclination angles, distinct triple
points are not formed. Hence, this reflection pattern was named as von Neu-
mann MR. Some of irregular MR patterns were redefined as a transitional MR and a
double MR.

In order to comprehensively resolve the MR phenomena, Prof. Dewy held, for
the first time in 1981, Mach Reflection Symposium in Victoria. Later Ben-Dor
summarized the state of art of reflected shock waves [2]. In those days, resources of
super-computation were limited so that analytical studies were mostly to find
analytical solutions. A long time before the advent of high-speed electronic imaging
with better spatial resolution, shock tube experiments were directed to the
high-speed visualization of time-frozen images.

In the third MRS held in 1982 held at Freiburg, we reported our preliminary
results of the θcrit over concave and convex walls of various radii in our 40 mm
80 mm shock tube [3, 4]. Referring our work Professor Reichenbach of the EMI
Freiburg and Prof. Dewey of the University of Victoria also reported their results of
θcrit of curved walls of various radii and found that the θcrit varied depending on the
radii and deviated from analytical solutions. This trend contradicts the concept of
self-similarity. We also found that in the shock wave reflection from wedges of
roughened surface, θcrit was decreased significantly from analytical predictions
depending on the degree of surface roughness [5].

In 1994, when the MRS was held for second time in Victoria, Prof. Dewey
presented his unreported experimental results. The reflection pattern from a wedge
of slightly smaller wedge angle from θcrit is RR near the leading edge and later MR
appeared [6]. Audience argued but no one could explain such a strange transition.
The first author at that time believed that experiments were erroneous.

Later in 1997, Henderson [6], for the first time, reported numerically the delayed
transition in argon and proven that it was created by the displacement effect of the
boundary layer developing along the wedge surface. To experimentally confirm the
delayed transition, we performed a series of experiments in a 100 mm × 180 mm
diaphragm-less shock tube and confirmed that the delayed transition occurred by
the viscous effect [7]. At the same time, we solved numerically the Navier–Stokes
equations with a fine mesh refinement and compared with the experiments. Then,
we found that at low initial pressures, that is, the lower Reynolds number Re, the
delayed transition distance Ld became longer [8]. This implies that if the reflection
pattern was observed in a smaller shock tube at low initial pressures, it would be
RR, whereas in a larger shock tube in the same initial condition, MR appears.

2 K. Takayama et al.



We understood that the deviation of θcrit from analytical solutions and the
dependence on radii on θcrit [3] were created due to the boundary layer displace-
ment effect. We decided to compare our previous data with the Navier–Stokes
solvers and eventually confirmed the effects of Re on θcrit. We visualized, by using
double exposure holographic interferometry [9], a shock wave reflected from
concave walls of various configurations. The transition of reflected shock wave
contributed significantly to the focusing process and the geometry of concave walls.

Three MR patterns are defined depending on the motion of their triple point
trajectories [1]. For the triple points moving away from the wall, the reflection
pattern is named as direct MR, which is self-similar appearing in a pseudo-steady
flow. In case the triple point is exactly parallel to the wall, this MR pattern is
independent of the elapse of time and hence is named as the stationary MR.
This MR is possible only in a steady flow. For the triple point moving toward the
wall, the MR terminates soon or later. This pattern is called as the inverse MR and
eventually transits to RR. Hence, this MR cannot be self-similar but belongs to a
truly unsteady flow.

In the shock wave reflection over concave walls, all three MR patterns suc-
cessively appear. When a shock wave reflected from a concave double wedge, a
stationary MR can appear. However, in the shock tube flows, the consistent pres-
ence of a stationary MR violates the principle of shock tube flows. Hence, it exists
only temporary and transits immediately to the inverse MR. Although Komuro
numerically confirmed the presence of the stationary MR [10, 11], the boundary
layer would discourage the consistent presence of the stationary MR.

2 Experiment

2.1 40 mm × 80 mm Shock Tube

Figure 1 shows a 40 mm × 80 mm shock tube test section having a 40 mm ×
250 mm view field. We put a wedge model on a movable stage in the test section.
The wedge angles were adjusted from outside by using a micrometer [3]. We tested
a flat wedge, wedges of sawtooth surface roughness of 0.1, 0.2, 0.8, and 2.0 mm.
Concave walls of 20, 50, 60, 160, and 300 mm radii and convex walls of 20, 40, 50,
56.5, 180 and 300 mm radii were placed directly on the shock tube bottom wall.

This is a conventional shock tube rupturing Mylar diaphragms where the degree
of its reproducibility was not impressive. The scatter of Ms was about ±1.5% for
Ms = 1.05–2.5 in air [3]. We used double exposure holographic interferometry and
direct shadowgraphs for visualizing shock tube flows.

Scale Effects on the Transition of Reflected Shock Waves 3



2.2 100 mm × 180 mm Shock Tube

In 1994, Prof. Glass donated his UTIAS hypervelocity shock tube to the Shock
Wave Research Center of the Institute of Fluid Science, Tohoku University.
Refurbishing it to a diaphragm-less operation, we improved the degree of its
reproducibility in terms of the scatter of Ms ± 0.5% for Ms = 1.2–5.0 in air [12].

The test section had 100 mm × 300 mm view field, in which we install a flat
wedge, 100 mm diameter convex and concave walls, and 80 mm base diameter
cones of half-apex angles of 34.6°, 38.6°, 44.0°, 49.0°, and 50.5°. We measured Ld
out of the triple points position on wedges of inclination angles of 34.6°, 38.6°,
44.0°, and 49.0° for Ms = 2.327 at the initial pressures at 14.1 kPa in air. The
dependence of the initial pressure over a 49.0° wedge was measured for
Ms = 2.327 at 1.41, 7.09, 2.82, and 14.1 kPa in air [8]. A large shock tube can
accommodate a large wedge. At low initial pressures, or smaller Re, the transition
occurs in the position away from the leading edge. This implies that in small shock
tubes, the RR to MR transition might have not been observed.

2.3 Flow Visualization and Holographic Interferometry

We had visualized shock tube flows mostly by shadowgraph and schlieren method.
In 1973, we introduced, for the first time, the first Q-switched ruby laser made in
Japan as 25 ns short light source. The TEM00 of the laser had not necessarily a good
coherency applicable to holography. Nevertheless, we struggled to use it for double
exposure holographic interferometry. In 1980, introducing Apollo Holographic

Fig. 1 A 40 mm × 80 mm
shock tube
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Ruby Laser, we made holographic visualization of shock waves in gases as well as
underwater shock waves [13].

The path of the object beam OB of our double exposure holographic interfer-
ometry was, in principle, the same as direct shadowgraph. The path length of the
reference beam, RB, was exactly identical with OB. The RB was collimated and
illuminated a 100 mm × 1,250 mm holographic sheet film. We had a stock of
holofilms enough to perform holographic observations of shock wave phenomena
until 2010.

We constructed image holograms. Then, OB and RB were superimposed
simultaneously on a holofilm during the double exposures. The first exposure was
conducted prior to the shock tube run and the second exposure was synchronized
with the event. Sometimes the two exposures were synchronized in one shock tube
run so that two events were superimposed on one holofilm. The phase change in the
test section occurred during the double exposures produced fringe distribution.

Then, the holographic information stored on a holofilm were infinite fringe
interferograms. However, if the RB was shifted horizontally or rotated during
double exposures, the resulting interferograms had finite fringes consisting of fine
parallel fringes. The event was modulated as deformation these fringes so that the
density information should be extracted by analyzing the fringes.

Only phase changes occurring during the double exposures were recorded on the
holofilm. Hence, in the double exposure holographic interferometry, any optical
defects unvaried during the double exposures, in principle, would never contribute
to the fringe formations. The inhomogeneity of optical components and test media
did not cause fringes. The data stored on the holograms were transferred by means
of the so-called reconstruction, in which the holograms were illuminated by a
continuous laser beam and resulting images were recorded with a digital camera.

Bazhenova et al. [14] applied streak recording to visualize shock wave diffrac-
tion. We also collected time-resolved shock wave motion by using streak recording.
We recorded the transition through images of wave interactions viewed through a
narrow slit, say width of 0.5 mm, which was placed along the curved wall surfaces.
The slit images were visualized in the direct shadowgraph and recorded in ImaCon
High-Speed Camera (Type 675) in streak mode. To enhance the image resolution,
the enlarged slit images were rotated: the concave wall image by 38° and the
convex wall image by 40.5°. Then we could observe the transition at the center of
the view field. Adjusting the streak speed to be 0.1–1.0 mm/μs depending on Ms,
we correctly determine the transition by identifying subtle changes of wave tra-
jectories along the curved walls [4].

3 Numerical Simulation

We solved numerically the Navier–Stokes equations applied to 100 mm × 180 mm
shock tube flows. The scheme was VAS2D, two-dimensional vectorizable adoptive
solver by Sun (1998) [15] using the Sutherlands formula for viscosity and thermal

Scale Effects on the Transition of Reflected Shock Waves 5



conductivity. In order to resolve the boundary layer, we refined the mesh size near
the wall. To test the sensitivity, we examined the effect of the mesh refinement level
on the Mach stem length. The effect of the mesh size on the Mach stem length of
shock wave Ms = 2.327 reflected from a 49.0° flat plate at 14.1 kPa in air is shown
in Fig. 2. The Mach stem length converged at the refinement level 6 and then the
mesh size converged to be about 3 μm.

To clarify the effect of the boundary layer on shock reflections over concave and
convex walls in the 40 mm × 80 mm shock tube [3, 4], the Navier–Stokes
equations were solved by Autodyne. We simulated 10 mm and 20 mm radii con-
cave and convex walls for Ms = 1.4 at the initial pressure of 4 kPa and 40 kPa in
air and Re = 1.5 × 104 and 1.5 × 105, respectively. We applied the sixth level of
mesh refinement on the walls.

4 Results and Discussions

4.1 Interferometric Observation Over Curved Walls
in a 40 mm × 80 mm Shock Tube

Figure 3a, b show holographic interferograms of shock wave reflection over a
40 mm radius convex for Ms = 1.035 at 1600 hPa and 293.8 K in nitrogen:
(a) delay time of 120 μs and (b) 140 μs, respectively. To produce weak shock
waves, the test gas was pressurized up to 1,600 hPa. In Fig. 3a, the reflection
pattern was RR and in Fig. 3b, it was MR. For weak shock wave, θcrit can be small.
Although we could identify the triple point, the slip line is hardly observable. It is
noticed that unlike weak shock reflection over a flat wedge, the reflection pattern in
Fig. 3b never belongs to the von Neumann Mach reflection.

Fig. 2 Mach stem length in μm versus mesh size in μm. Effect of refinement levels [25]
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In Fig. 4a, b, we can see the transition from RR to double MR over a 40 mm
convex wall for Ms = 2.500 at 300 hPa: (a) delay time of 481 μs and initial
temperature at 291.4 K, and (b) delay time of 500 μs and initial temperature at
291.7 K. When the RR terminated and the transition to the MR was initiated, a
Mach stem developed at the reflection point at which the RR terminated. Across the
slip line, the density changes discontinuously as clearly as shock waves.

Figure 5a–f show sequential interferograms of shock wave reflection over a
50 mm concave wall for Ms = 1.597 ± 0.02 at 300 hPa and 291.5 K in air:
(a) delay time 50 μs, (b) 90 μs, (c) 160 μs, (d) 185 μs, and (e) 200 μs.

At the earlier stage of reflection over concave wall in Fig. 5a, unlike the
reflection from a convex wall in Fig. 4b, the incident shock wave is reflected over a
glancing incidence angle. The reflection pattern is so-called von Neumann MR [2].

Fig. 3 Weak shock wave reflection over a 40 mm convex wall for Ms = 1.035 at 1600 hPa and
293.8 K in nitrogen: a #81101933, RR, delay time 120 μs; and b #81101937, MR, delay time
140 μs

Fig. 4 Shock wave reflection over a 40 mm convex wall for Ms = 2.500 at 300 hPa in air:
a #81102216, RR, delay time 481 μs; b #81102215, DMR, delay time 500 μs

Scale Effects on the Transition of Reflected Shock Waves 7



As a result, the incident shock is gradually curved and intersected perpendicularly
to the concave wall.

Fringes increased continuously from the wall to the state behind the incident
shock. The distinct triple point was not observed. The entropy increment is defined
Δs∝ðΔpÞ3 forΔp ≪ 1. Hence, smaller pressure increment, the entropy increment is

Fig. 5 Shock wave reflection over a 50 mm concave wall for Ms = 1.597 ± 0.02 at 400 hPa and
293.5 K in air: a #83101914, von Neumann MR, delay time 50 μs; b #83101912, von
Neumann MR, delay time 90 μs; c #83101911, direct MR, delay time 110 μs; d # 83101908,
stationary MR, delay time 160 μs; e #83101910, inverse MR,185 μs; and f #83101906, RR, delay
time 200 μs
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nearly neglected Δs≒ 0, which implies that the flow is almost isentropic [16].
Hence, the distinct triple point hardly exists in isentropic flows. When weak shock
wave is reflected from a shallow wedge, the flow field is isentropic at such a small
pressure increments behind a Mach stem. So a distinct triple point does not show
up. The von Neumann MR appears in flow fields at which similar isentropic
condition is valid.

In Fig. 5b, the inclination angle becomes steeper and the pressure increases
behind the curved Mach stem. The fringe number behind the curved Mach stem is
also increased. The fringes behind the Mach stem tend to merge near the trajectory
of the shock–shock angle [17]. In Fig. 5c, we can see the merger of fringes toward
the shock–shock angle and a distinct triple point forming the direct MR.

In Fig. 5d, the direct MR terminates and then the curved slip line is nearly
parallel to the wall surface. This looks a stationary MR, which exists only tem-
porary. This pattern transits to the inverse MR in Fig. 5e. In the inverse MR, the
Mach stem finally hits the wall and is reflected. The MR vanishes forming into RR.
However, as the slip line cannot disappear from the flow field, the second triple
point appears behind the RR for maintaining the slip line.

RR on the wedges are divided into two types: shock waves reflected from a
shallow wedge are curved and the flow behind it is subsonic, and those from a steep
wedge are straight and the flow behind it is supersonic. The reflected shock wave in
Fig. 5f is supersonic RR. Therefore, behind the supersonic RR, a normal shock
wave is possible behind it.

Then, the triple point consists of three-shock confluence and the slip line. This is
a flow mechanism which generates the double MR. The secondary shock wave
behind the RR in Fig. 5f is created by the same flow mechanism as that of the
double MR.

4.2 Streak Recording, Measurement of θcrit

The error of estimating θcrit from sequential images was about 5° to 8°. In streak
photogrammetry, we can measure θcrit relatively precisely by observing the change
in wave trajectories. Figure 6 shows the streak image and its sketch for Ms = 1.30
over 40 mm convex wall using a slit of 0.7 mm in width.

Prior to the transition, the trajectories of incident shock wave I are combined
with the reflected shock wave trajectory R because the slit width was 0.7 mm. At
the transition point T, from RR to MR, the I turns into Mach stem trajectory MS.
The trajectories I and MS merged at T but intersected discontinuously. Therefore,
the T is readily identified. Repeating the tests, we could determine θcrit from streak
recordings in a wide range of Ms. However, for weaker shock waves, a distinct slip
line is missing so that this method is not reliable.

Figure 7 shows the streak photograph and its sketch over a 50 mm concave wall
for Ms = 1.40 and the slit width of 0.6 mm. Prior to the reflection, MR is von
Neumann MR, only the trajectory of a Mach stem M was observable. At the
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transition T, RR appears and its resulting trajectories I and R also appear. MS is a
normal shock wave holding the secondary triple point. The trajectory SL corre-
sponds to a slip line emanating from the secondary triple point. Hence, the tra-
jectories of M and I intersect discontinuously at T. In Figs. 6 and 7, we can readily
determine the transition point, hence θcrit .

4.3 Roughened Wedges

The shape of roughness is 90° triangular sawtooth. The heights of 0.1, 0.2, 0.8, and
2.0 mm were machined on brass plates and placed on the movable stage.

Fig. 6 Streak imaging of shock wave propagation over a 40 mm convex wall at Ms = 1.30 in air.
I, incident shock trajectory; R, reflected shock trajectory; MS, Mach stem trajectory; T, transition
point; M; and MS, Mach stem
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The incident shock wave interacts at every step with a sawtooth roughness and
repeats the reflection and the diffraction producing then vortices. For a finer
roughness of 0.1 mm and probably 0.2 mm, these vortices were imbedded in the
boundary layer [5, 18].

However, in the coarser roughness of, say 2 mm, we can see the trains of
vortices, which successively generate shock waves and expansion waves. By
varying the inclination angles for shock waves of Ms = 1.04, corresponding
Re = 0.80 × 105; Ms = 1.12, Re = 2.50 × 105; Ms = 1.25, Re = 3.40 × 105;
Ms = 1.44, Re = 2.70 × 105; Ms = 1.86, Re = 0.06 × 105; Ms = 3.77,
Re = 0.03 × 105, we collected the images of shock wave reflection and then
determined the θcrit with error of ±2.0°.

Fig. 7 Streak imaging shock propagation over a 50 mm concave wall at Ms = 1.40 in air. I,
incident shock trajectory; R, reflected shock trajectory; MS, Mach stem trajectory; T, transition
point; M, Mach stem; and MS, Mach stem
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Figure 8a–h show shock wave reflections from roughened wedges: (a) and
(b) 0.1 mm roughness for Ms = 1.92 ± 0.01 at 400 hPa, 286.1 K in air, (a) MR,
θw = 40.5°; (b) RR, θw = 50.5°; (c) and (d) are direct shadow pictures of 0.2 mm
roughness for Ms = 1.268 at 1013 hPa, 286.7 K in air, (c) MR, θw = 33.5°;
(d) RR, θw = 51.5°: (e) and (f) are interferograms of 0.8 mm roughness for
Ms = 1.886 at 400 hPa, 280.0 K in air, (e) MR, θw = 33.5°; (f) RR, θw = 49.0°:
(g) and (h) are direct shadowgraphs of 2.0 mm roughness for Ms = 1.460 ± 0.01,
at 500 hPa, 292.0 K; (g) MR, θw = 33.5°; (h) RR, θw = 52.0°.

In Fig. 8a, b, we can see that the vortices and the train of expansion waves
effectively influence the region behind the Mach stem. The foot of the Mach stem is
curved due to the local incident shock/sawtooth interaction. As the roughened wall
attenuated reflected shock wave so that θcrit was decreased. Figure 8b shows an RR.
A red arrow shows a kink at which the curved reflected shock wave intersects with
a straight reflected shock, which indicates the boundary between subsonic RR and
supersonic RR. Similar trends are observed in Fig. 8c, d, and also in Fig. 8e, f.

Figure 8g shows a terminal stage of MR over a 33.5° wedge of a 2.0 mm
roughness for Ms = 1.469. The evolution of vortices at the individual edges was
clearly observed. The shock waves and expansion waves or wavelets emitted from
the vortices intersect with each other. Their envelope formed the reflected wave.

The wavelets reached the triple point. In Fig. 8h, at a steeper wedge, the merger
of the wavelets could not reach the triple point. The region of wavelet merger
became slower than the incident shock. Hence, the area at which wavelets merged
and reflected shock wave intersect slightly discontinuously forming a kink as
marked with a red arrow. Kink points or areas are observed in Fig. 8b, d and f.

4.4 Results of a 40 mm × 80 mm Shock Tube Experiments

The experimental results of a 40 mm × 80 mm shock tube, θcrit versus ξ inverse
shock strength are shown in Fig. 10 [3, 4]. The symbols of convex and concave
walls, a flat plate, and roughened wedges are shown in Fig. 9. Due to finite size of
the shock tube, the initial angles of larger convex and concave walls are deviated
from 90° and 0°, respectively.

In Fig. 10, the ordinate designates θcrit in degree and the abscissa designates
the inverse shock strength, that is, the inverse pressure ratio,
ξ= ðγ+1Þ ̸f2γMs2 − ðγ − 1Þg, where γ is the specific heats ratio. The solid lines
correspond to the detachment criterion or two-shock solution [1], the mechanical
equilibrium criterion, three-shock solution [2], and the approximate solution which
was derived empirically [8].

In the derivation of self-similar solutions of the reflected shock wave transition
over concave walls, for example [8] and many others, only shock wave propagation
over a geometry of concave surface is taken into account. Neither the
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abovementioned complex wave transformations from the direct MR, the inverse
MR and to eventual RR nor the radius is not taken into account. The authors
wonder that not depending on the numerical approach, someday a better inspiration
may come out to solve this issue.

Colored data points show individual convex and concave walls of radii and
initial angles as shown in Fig. 9. θcrit over smooth flat wedges and roughened
wedges [5, 18] are presented. As seen in Figs. 3 and 4, over convex walls in which

◀Fig. 8 Shock reflection from roughened wedges: a #84012006, direct shadow; b # 84012003,
direct shadow; c #84011718, direct shadow; d #84011713, direct shadow; e #84012406,
interferogram; f #84012401, interferogram; g #80050810, direct shadow; h #80050801, direct
shadow

Fig. 9 Symbols appearing in Fig. 10

Fig. 10 θcrit versus ξ inverse shock strength
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the wall angle varies from 90° to 0°, the transition occurs from RR to MR, whereas
over concave walls in which the wall angle varies from 0° to 90°, the transition
occurs from MR to RR. Analytical solutions of the critical transition angle are
shown in solid lines, which are independent of the model radii. We once convinced
that the self-similarity is a principle of shock tube flows and experimental results
more or less agree well with the analytical solutions. However, in experiments, the
transition from RR to MR takes place at much lower angles than the predictions and
even the transition angles do vary depending on the model radii.

The critical transition angles θcrit over a 20 mm radius convex wall shown in
pink color circles are smaller than those of 50 mm radius convex wall shown in
light blue color circles. It is noticed that the critical transition angles θcrit over a
300 mm radius convex wall shown in orange color circles are distributed closer to
the two-shock solution.

The θcrit of roughened wedges as shown in Figs. 8 and flat wedges shown in
black circles (Smith (1948) [19]) are compared. As defined in Fig. 9, black circles
filled with yellow, red, green, and purple colors show sawtooth roughness of
0.1 mm, 0.2 mm, 0.8 mm, and 2.0 mm, respectively. With a coarser roughness, the
θcrit decreases significantly. In finer roughness, θcrit is closer to that of a smooth
wedge. On the contrary, in case of extremely course roughness, which is hard to
imagine, θcrit would be very small.

θcrit over a 20 mm radius concave wall shown in dark blue circles are larger than
those over a 50 mm radius concave wall shown in blue color circles and are far
deviated from the three-shock solution. But these circles luckily agree well with the
approximate self- similar solution [8]. θcrit over a concave wall of a 50 mm radius
and 40° initial angle shown in red color circles are larger than those over a concave
wall of 300 mm radius and 40° initial angle as shown in light green color circles.
The light green color circles agree fairly well with the three-shock solution.

The contribution of boundary layer is more significant for the curved wall of
smaller radius. Analytical solutions and the solutions of the Euler solvers will agree
ideally with results of imaginary large test models. In order to correctly compare the
experiments, numerical simulations of the Navier–Stokes solvers would be
meaningful.

Over the convex walls, the smaller radii are, θcrit would be smaller. For larger
radii, θcrit would gradually approach the two-shock solution. Over the concave wall,
the smaller radii are, θcrit would be larger. For larger radii, θcrit will approach the
three-shock solution.

In an imaginary experiment, in case we may have such a bright technology to
test shock wave reflections over a convex wall of very small radius and resolve
experimentally the motion of miniature shock waves, θcrit would be much smaller,
presumably 0°. This situation would be analogous to the case of shock wave
passing over the top corner of a forward facing step. Likewise, if a concave wall has
an infinitesimally small radius, θcrit would be closer to 90°. This situation would
also be analogous to the shock impingement on the lower corner of the forward
facing step.
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4.5 Streak Display of Numerical Simulation

In Fig. 11, density variations of solving the Navier–Stokes equations for Ms = 1.4
in air are displayed in streak mode: (a) 10 mm radius convex wall at 400 hPa,
Re = 1.5 × 105 and; (b) 20 mm radius concave wall at 40 hPa, Re = 1.5 × 104.

The ordinate designates the elapsed time in μs and the abscissa designates the
wall inclination angle in degree displayed along the convex wall from 90° to 0° and
displayed along the concave wall from 0° to 90°. The numerical density along a
0.05 mm wide slit placed along the edge of the curved walls is displayed. Dark blue
color designates the ambient density and red color designates higher density behind
the reflected shock wave.

As seen in Fig. 6, the incident shock I, reflected shock R, Mach stem MS, and
the slip line SL are shown as discontinuous changes in color. The transition point
T found from the intersection of I with MS and the extension of the SL trajectory. In
Fig. 7, we can identify the transition point T from the intersection of MS with I and
R. Likewise, we can identify the transition point T along the concave wall.

In Fig. 12, density variations of solving the Navier–Stokes equations for
Ms = 1.4 in air are displayed in streak mode: (a) 10 mm radius concave wall at
400 hPa, Re = 1.5 × 105 and; (b) 20 mm radius concave wall at 40 hPa,
Re = 1.5 × 104. The foot of MR propagates slightly faster than that of RR along

Fig. 11 The streak display of shock wave reflection along convex walls for Ms = 1.40 in air and
with the slit width of 0.05 mm: a 10 mm radius at 400 kPa, Re = 1.5 × 105: b 20 mm radius at
40 kPa, Re = 1.5 × 104
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the concave wall, and then the MR and RR trajectories intersect slightly discon-
tinuously. We can estimate the transition point and then θcrit with the error of a few
degrees.

4.6 Delayed Transition Over Wedges
in a 100 mm × 180 mm Shock Tube

Figure 13a, b show shock wave reflection for Ms = 2.32 in nitrogen over a 49°
wedge, which is close to the critical transition angle: (a) a double exposure holo-
graphic interferogram at 72 hPa and 296.0 K; (b) sequential numerical displays of
solving the Navier–Stokes equations at 70.5 hPa. It is RR at the first exposure,
whereas at the second exposure, it was transitional MR. Then, we confirmed the
delayed transition occurring sometime during the double exposures.

In order to perform the CFD validation, we solved numerically the Navier–
Stokes equations. In Fig. 13b, we plotted the numerical triple points in X-Y plane.
We readily estimate the transition point in Fig. 13b, at which the RR terminates.
This Ld is defined the point at which the RR terminates and MR is initiated. The
experiments and numerical results agree well with each other, and hence, we
intensively applied this numerical code for shock reflection over curved walls.

Fig. 12 The streak display of shock wave reflection along concave walls for Ms = 1.40 in air and
with the slit width of 0.05 mm: a 10 mm radius at 400 kPa, Re = 1.5 × 105; b 20 mm radius at
40 kPa, Re = 1.5 × 104
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In Fig. 14, we summarized triple points for Ms = 2.33 over a 49.0° wedge in the
X, Y coordinates at the initial pressures ranging from 1.41 to 14 kPa. The ordinate
designates Y-axis in mm and abscissa designates X-axis in mm [8]. Within the
scatter of experimental errors, the triple points increase monotonously.

The point at which the triple point trajectory intersects with the X-axis corre-
sponds to the Ld. The Ld increases with the decrease in the initial pressure. The Ld is

Fig. 13 Shock wave reflection over 49° wedge for Ms = 2,32 at 72 hPa in nitrogen: a #98091717
double exposure holographic interferogram and b sequential display of a Navier–Stokes solver

Fig. 14 The dependence of the Ld on the initial pressure for Ms = 2.33 over a 49° wedge
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about 116.8 mm at 1.41 hPa. MR would, presumably, never be reproduced
experimentally in a smaller shock tube and at lower initial pressure. This would be
one of the reasons why previous shock tube data scatter so widely. Hence, the
discrepancies between experimental data and analytical solutions are caused by the
size of shock tubes.

In the reflection over the wedge angles closer to the θcrit , the Ld becomes
unexpectedly long. When sequentially visualizing the shock reflection under the
identical initial condition, we can experimentally determine the Ld. To prove the
presence of Ld on the wedges of smaller wedge angles, we tested the triple point
trajectory over the wedges of 34.6°, 38.6°, 44.0°, and 49.0° for Ms = 2.33 at the
initial pressure of 14.1 kPa in air. Figure 15 shows the results: obviously over the
34.6° wedge, Ld = 0; on the wedges of larger angles, Ld > 0; and at θw = 49.0°,
Ld = 15.1 mm.

4.7 Delayed Transition of Convex and Concave Walls
in a 100 mm × 180 mm Shock Tube

Figure 16a, b show the triple point trajectories over convex and concave walls of
50 mm radius for Ms = 2.33 at 1.41 kPa and 14.1 kPa in air: (a) convex wall and
(b) concave wall. The ordinate designates Mach stem height in mm and abscissa
designates the inclination angle of the curved walls in degree. In Fig. 16a, light blue
and red circles show the initial pressure of 14.1 kPa and 1.41 kPa, respectively.

Fig. 15 The effect of the wedge angle on the delayed transition distance for Ms = 2.33 at the
initial pressure of 14.1 kPa in air
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The critical transition angles are lower with the decrease in the initial pressure. The
purple circle on the abscissa shows detachment criterion [1].

In Fig. 16b, light blue and red circles show initial pressure of 14.1 kPa and
1.41 kPa, respectively. The detachment criterion or the two-shock solution [1] and
the mechanical equilibrium criterion, and the three-shock solution [2] are shown by
arrows. Red arrows show experimental results. The lower the initial pressure is, the
smaller the θcrit becomes. Clearly, the Re decreases, θcrit also decreases. It is still an
open question that how θcrit will be deviated from the analytical prediction at
Re ∼ 106 or 107.

Fig. 16 The triple point trajectory for Ms = 2.33 at 1.41 and 14.1 kPa over a convex wall and
b concave wall
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4.8 Delayed Transition Over Cones
in a 100 mm × 180 mm Shock Tube

We tested shock wave reflection over cones installed at first in a 40 mm × 80 mm
shock tube [20] and later in 60 mm × 150 mm shock tube [21]. The presence of
shock tube sidewalls sometimes affects flows over two-dimensional test models.
However, flows over cones are free from the sidewall effect. Then, we decided to
see the departure of shock wave reflection between wedges and cones.

We manufactured cones of half-apex angle at every 1° and measured the θcrit for
a wide range of ξ. Recently, we were interested in the delayed transition over a
larger cone by using a 100 mm × 180 mm shock tube [22]. Figure 17 shows a
double exposure interferogram of Ms = 2.33 shock reflected over a 49.0° half-apex
angle cone. We readily found that the reflection pattern was RR at the first exposure
whereas at the second exposure it was MR. In the present axial symmetry, unlike
two-dimensional flow, the integrated density distribution across the axially sym-
metric flow field are different from 2D shock tube flows.

In Fig. 18, we summarized the triple point trajectories over cones of various
half-apex angles for Ms = 2.30 at 14.1 kPa in air. The ordinate designates the
radial distance Y in mm and the abscissa designates the distance along the cone,
X-axis in mm. Filled circles show the triple points on the upper side of the one and
open circles show those on the lower side of the cone. Over a cone of θw = 34.6°
half-apex angle, similarly to the wedge, it was MR from the apex. However, with
increasing the θw, like wedges as seen in Fig. 15, the delayed transition occurred.

Fig. 17 The delayed
transition over a 49.0°
half-apex angle cone.
#98121102 for Ms = 2.324 at
144 hPa and 292.9 K in air
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At θw = 49.0° the Ld was about 30 mm. However, at θw = 50.5°, RR started from
the apex, in other words, Ld = infinite. The general trend is similar to the wedges.
The Ld increases with θw approaching θcrit .

Figure 19 summarizes the effect of initial pressures in kPa on Ld in mm at
θw = 49.0°. Red and green circles correspond to wedges and cones, respectively.

Fig. 18 The effect of half-apex angle θw on Ld for Ms = 2.30 at 14.1 kPa in air

Fig. 19 The effect of the initial pressure on Ld. Comparison between wedges and cones
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At lower initial pressures, the longer the Ld is. At identical initial pressures, the Ld
over cones is about twice longer than that in wedges. However, in shock tube
experiments, it is nearly impossible to test with very large base diameter cones and
we have to trust numerical simulation for larger cones. From an engineering
viewpoint, it is very interesting that the effect of the initial pressure, in other words,
the effect of Re on the delayed transition is more significantly over cones than the
wedges.

Figure 20a summarizes 40 mm × 80 mm and 100 mm × 180 mm shock tube
experiments and numerical results displayed in a θcrit − ξ diagram. Figure 20b
shows symbols referred in Fig. 20a. Black diamonds show results of cones [21]. As
seen in Fig. 11, orange and red color diamonds surrounded by thin red lines are
numerical results of 10 mm and 20 mm convex walls, respectively. Open orange
and red diamonds designate Re = 1.5 × 105 and black diamonds filled with orange
and red color designate Re = 1.5 × 104.

Fig. 20 a θcrit - ξ diagram, summary of 40 mm × 80 mm and 100 mm × 180 mm shock tube
experiments and numerical simulations, and b symbols
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As seen in Fig. 12, green and blue diamonds surrounded by thin red lines
correspond to numerical results of 10 mm and 20 mm concave walls, respectively.
Open green and blue diamonds designate Re = 1.5 × 105 and black diamonds
filled with green and blue color designate Re = 1.5 × 104. The similar trend as
observed over convex walls exists even in the case of the concave walls:

A light green diamond and a black diamond filled with light green color show
results of a 50 mm convex wall at 14.1 kPa and 1.41 kPa, respectively. A red
diamond and an open diamond are results of a 50 mm concave wall at 14.1 kPa and
1.41 kPa, respectively.

The domain and boundary of data collected in the 100 mm × 180 mm shock
tube laid in the same region as data collected in the 40 mm × 80 mm. θcrit was a
few degrees smaller if the Re is smaller ten times. It would worthwhile to request
experimentalists to describe, in addition to Ms, the flow Re behind the shock wave.

4.9 Double Wedges

Superimposing two wedges in a staggered position, we can form a double wedge
having a concave corner. Concave double wedges provide good test cases of double
exposure holographic interferometry demonstrating MR. Selecting wedge angles,
we produce three types of MR. We are interested in the presence of a stationary MR
by solving the Euler equations based on the TVD method [11]. It is an open
question whether or not a consistent stationary MR indeed exits in shock tube
flows. Figure 21a shows shock wave reflection over a 27° and 52° double wedge
installed in a 60 mm × 150 mm shock tube for Ms = 1.71 at 680 hPa and 294 K.

On the first wedge, MR appeared and on the second wedge, a stationary MR
appeared. The slip line looked nearly parallel to the second wedge surface and
apparently satisfied the definition of a stationary MR. However, the stationary MR
can exist only in the steady flows, which implies hardly to exist consistently in the
shock tube flows.

In Fig. 21a, we will readily find that the shape of the slip line is slightly
broadening with the distance from the triple point. Hence, the image is slightly
away from the definition of a stationary MR. In short, the stationary MR appears
only in a very limited condition.

The shock wave reflection from the double wedge is self-similar. Hence, the
length of the first wedge would be a scaling factor governing the pattern and the
size of the reflected shock wave. In reality, for the shorter first wedge, the boundary
layer would contribute decisively to the reflection pattern. In Fig. 21a, the length of
the first wedge L was 52 mm. The stationary MR in Fig. 21a transited to an inverse
MR. Figure 21b shows an inverse MR over a 30° and 55° wedge with L = 25 mm,
for Ms = 1.83 at 600 hPa and 293 K in air. With a shorter L, the inverse MR in
Fig. 21b would correspond to the far distance from the concave corner in Fig. 21a.
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Solving the Euler equations, we found numerically a narrow region of MS and
wedge angles in which the stationary MR existed consistently along the second
wedge [11]. However, in Fig. 21a, b, the presence of the boundary layer on the wall
and the interfacial diffusion gradually broadened slip line. In Fig. 21c, we can see
the last stage of inverse MR for Ms = 1.639 27° and 52°, L = 52 mm, in which the
Mach stem is nearly touching with the wall surface. In Fig 21d, the inverse MR
terminated to RR, 30° and 55°, L = 50 mm Ms = 1.785. We can clearly see the
second triple point just after the RR. We can clearly see the boundary layer
developing on the wall surface, which would discourage the consistent presence of
the stationary MR. Recently, Prof. Krasovskaya numerically confirmed this trend
[23].

Fig. 21 Shock wave reflection over concave double wedges: a #87120806 Stationary MR, 27°
and 52°, L = 52 mm, Ms = 1.71 at 680 hPa, 294 K in air; b #87120702 inverse MR, 30° and 55°,
L = 25 mm, Ms = 1.83 at 600 hPa, 293 K; and c #87120803 Last stage of inverse MR, 27° and
52°, L = 52 mm, Ms = 1.639 at 680 hPa, 294.1 K; and d #87120718 RR, 30° and 55°,
L = 50 mm, Ms = 1.785, at 700 hPa and 293.0 K
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4.10 Shock Wave Focusing

In 1980, we observed the head-on collision of planar shock waves from a circular
concave-shaped reflector. Then, we were interested in focusing on reflected shock
waves. Then, the shock wave reflection along concave walls contributes to interpret
the focusing of reflected shock waves from concaved reflectors.

Unlike a linear wave focusing, say light wave focusing from a concave mirror or
acoustic wave focusing from a concave reflector, the focusing of a reflected shock
wave from a concave reflector was a proper topic of nonlinear gas dynamics.
Inspired by Stutevant et al. [24], we visualized, by using double exposure holo-
graphic interferometry, the focusing of planar weak shock waves from a circular
reflector and realized that the topic was just a topic of shock wave reflection over a
concave wall.

Figure 22a–d show a sequential display of shock wave reflection from a concave
reflector for Ms = 1.431 at 1013 hPa and 297.8 K. The reflector has the depth of
75 mm and was a combination of 35 mm radius convex walls and a smoothly
connected 40 mm radius circular end wall. In Fig. 22a, at the leading edge, the
reflected shock wave transits to MR.

In Fig. 22b, the resulting Mach stem propagating along the concave wall formed
the von Neumann MR. The triple point in Fig. 22a moved upward. While propa-
gating along the steep wall, the von Neumann MR became SMR. In Fig. 22c, SMR
took due course of evolution now became RR in Fig. 22c. The reflected wave
emitted from the triple intersected at the center of the shock tube and reflected.

The reflection points along the concave wall and the triple points of MR are
going to merge at the concave end wall. In Fig. 22d, we can see the secondary triple
point behind the RR was reflected from the curved reflector. At the same time, the
triple points impinged on the end wall. In enlarged images, we noticed the presence
of the boundary layer developing along the reflector walk.

Figure 22e, f show a later stage and its enlargement. Whole wavelets and vor-
tices reflected from the end wall and merged at the centerline. We can see an
elongated vortex, which is a remnant of the entire interactions. The peak pressure
should be a maximum at the point at which wavelets and vortices merged. How-
ever, unlike a focusing of the linear waves, nonlinear wave interactions in this
funny configuration discouraged the peak pressure built up. The elongated vortex
shape would explain that the peak pressure would have been diversified. In con-
clusion, every interaction of wavelets and vortices played a role to enhance higher
peak pressures. Then, the shape of the efficient reflector would be designed.
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5 Concluding Remarks

We revisited previous data and compared them quantitatively with recent numerical
results of solving the Navier–Stokes equations. This work was inspired by the
discussions during the series of seminars conducted in the Peter the Great St.
Petersburg Polytechnique University. We confirmed that the deviations of the
critical transition angles over curved walls from analytical criterions are mostly

Fig. 22 Reflected shock focusing from a 75 mm concave reflector: a #86091902 delay time
190 μs, Ms = 1.436, 1013 hPa, 297.8 K; b #86091810, delay time 270 μs, Ms = 1.435 atm
297.9 K; c #86091806, delay time 290 μs, Ms = 1.416, 1013 hPa, 297.9 K; and d #86091903,
delay time 305 μs, Ms = 1.431, 1013 hPa, 287.8 K; e #86091907, delay time 350 μs,
Ms = 1.426, 1013 hPa, 287.8 K; and f enlargement of (e)
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caused by the presence of boundary layer behind the transmitting shock and that
such effects enhanced the deviation over smaller test models. Inspired by such basic
studies, the authors wish to apply results of the basic studies to the mitigation of
shock waves through wire grids.

When a shock wave propagates along a convex wall from 90° to 0°, the RR to
MR transition occurs at a critical transition angle θcrit. The two-shock solution can
give the lower boundary of the termination of RR. Over convex walls of smaller
radii, the θcrit becomes smaller and even close to 0°. On the contrary, for a shock
wave propagating along a concave wall from 0° to 90°, the MR to RR transition
takes place at θcrit. For stronger shock waves, the three-shock solution is a criterion
of the transition and for moderate and for weak shock waves, the two-shock
solution is a criterion of the transition. Hence, these criterions can be the upper
boundary of the termination of MR. Over concave walls of very small radii, θcrit
becomes large and even tends to be 90° in extreme cases.

In shock tube flows, at a triple point, three shock waves merge and a slip line
emanates Such a complex structure satisfies the gas dynamic conservation law. The
slip line is a density jump at equal pressure, in short, entropy discontinuity. The
conservation law requires such a complex wave structure in order to create an
entropy discontinuity in flows. The entropy discontinuity is preserved but never
vanishes.

Over convex walls, RR to MR transitions created a triple point emanating the
entropy discontinuity. However, MR to RR transitions over concave walls are not
simply its reverse process but the transition procedures are not straightforward.

At the MR to RR transitions, the RR does not hold any triple points so that the
entire flow system is responsible the slip line. This is a gas dynamic procedure that
a direct MR progressively transits to a stationary MR, an inverse MR and even-
tually RR. The secondary triple point behind the RR is a remnant of the triple point
of the inverse MR.

Such a wave transformation agrees with the gas dynamic conservation law.
Hence, the entropy discontinuity in the flow is always preserved. In the region
surrounded by the three-shock solution and the two-shock solution, RR and MR
coexist. Physically, this is the region adjusting complex shock transition procedure
that only admits the transition from MR to RR. If we may have walls of any
complicated geometries allowing MR to RR transition the resulting critical tran-
sition angle would lay in the region in which RR and MR coexist.
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Transition Effect on Shock Wave
Boundary Layer Interaction
on Compressor Blade

Ryszard Szwaba, Piotr Doerffer and Piotr Kaczynski

Abstract Intensive research on the laminar flow is carried out nowadays. The main
objective is to keep the laminar boundary layer as long as possible for the drag or
losses reduction, depending on the application. Nevertheless, in some applications,
the laminar layer interaction with the shock wave may lead to a strong flow sep-
aration. The process of separation usually becomes unsteady and causes buffeting at
airfoils and shock oscillations in the internal flows. Shock oscillation causes pul-
sation of pressure, and consequently a change of the blade load. The main objective
of this research is to study the effect of transition on the flow structure of the shock
wave boundary layer interaction. This paper focuses on the influence of boundary
layer transition on the flow pattern in the blade passage of a compressor cascade.
The main question is whether the induced transition upstream of the shock can
improve the pressure unsteadiness and the flow downstream of the interaction. The
results presented here concern experimental investigations and the used combina-
tion of various methods allowed gaining an insightful analysis of the application of
transition control devices into a complex flow structure in a compressor cascade
passage.

Keywords Laminar boundary layer ⋅ Transition ⋅ Compressor cascade

1 Introduction

A large part of drag or losses of aerodynamic devices in the flow is related to skin
friction, decreasing the friction will significantly contribute to their reduction. One
of the available solutions to achieve lower friction drag is to extend the laminar flow
on the overflow surface. Therefore, intensive research concerning the laminar flow
is carried out nowadays [1, 2]. The main objective is to keep the laminar boundary

R. Szwaba (✉) ⋅ P. Doerffer ⋅ P. Kaczynski
Experimental Aerodynamics Department, Institute of Fluid-Flow Machinery (IMP PAN),
Gdansk, Poland
e-mail: ryszard.szwaba@imp.gda.pl

© Springer International Publishing AG, part of Springer Nature 2018
K. Kontis (ed.), Shock Wave Interactions,
https://doi.org/10.1007/978-3-319-73180-3_2

31



layer as long as possible for the drag or losses reduction, depending on the
application. Nevertheless, in some applications, the laminar layer interaction with
the shock wave may lead to a strong flow separation. The process of separation
usually becomes unsteady and causes buffeting at airfoils and shock oscillations in
the internal flows. Shock oscillation causes pulsation of pressure, and consequently
a change of the blade load.

The main objective of the TFAST project (Transition Location Effect on Shock
Wave Boundary Layer Interaction, EC 2012) was to study the effect of transition
location on the structure of interaction. The main question is if the induced tran-
sition upstream of the shock can improve the pressure unsteadiness and the flow
downstream of the interaction. One of the project flow cases was the shock wave
boundary layer interaction (SWBLI) in a transonic compressor cascade. In order to
investigate the flow structure on the suction side of the blade in a rectilinear test
section of the transonic wind tunnel, a model of a turbine compressor passage was
designed and assembled in a wind tunnel, Fig. 1. The model can reproduce the flow
structure (dashed curve area), pressure distribution and boundary layer (BL) de-
velopment similar to the obtained in a reference cascade profile.

This paper presents an experimental investigation concerning the influence of
laminar and turbulent shock wave boundary layer interaction on the flow structure
in a compressor passage. In some conditions of compressor work, the laminar shock
waves boundary layer interaction induces separation and leads to strong unsteady
effects [3, 4]. In these two contexts, it is proposed to use a tripping device to
generate BL transition upstream of the shock for the interaction control. There are
many methods that can be used to induce transition in the boundary layer, e.g. the
air-jet vortex generators [5–7] or distributed roughness. In the present experiment,
the simple spanwise step was used as the tripping device, just to demonstrate if
there was any positive effect in changing the character of the interaction. The step
location and height were investigated. The results are presented only for two chosen
best flow cases.

Fig. 1 Test section layout
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2 Experimental Setup

An experimental programme was carried out in a transonic wind tunnel in the test
sections shown in Fig. 2. The flow structure was investigated on the suction side
(upper part) of the lower blade. The lower and upper profiles were located in a
similar configuration as in the reference linear cascade (delivered by Rolls-Royce
Deutschland) in order to keep a similar flow structure as in the reference passage.
There was a nozzle with a uniform velocity region at its outlet upstream of the blade
passage. The Mach number upstream of the blades was supersonic, M = 1.22 and
the Reynolds number based on the blade chord was 1.4 × 106, which corre-
sponded to the aircraft altitude condition. Both the blade cord c and the blade span
were 100 mm. The turbulence level in the nozzle upstream of the passage was
0.8%.

A normal shock wave was generated upstream of each blade and interacted with
the BL of the neighbouring blade on its suction side. The flow accelerated down-
stream of the blade leading edge up to M = 1.42 and the supersonic region was
terminated by a normal shock wave. The interaction at such high Mach number
induced a fully separated flow.

A complex suction system, partly visible also in Fig. 2, was used in the test
section during the experiments to obtain a proper flow structure in the blade pas-
sage. There were two suction systems in the test section, one comprising two
suction slots (short black arrows) in the side supports of the lower blade. These two
slots were used for the proper AVDR (axial velocity density ratio) control in the
measurement section. For the single passage compressor test section used in the
experiment AVDR = 1.2, as assumed in design conditions. The mass flow rate
through the two slots in the side supports was 428 L/min, i.e. 0.0084 kg/s. The
second system included suction on the upper and lower limiting channel walls. In
this system, it was possible to get unchoked flow beneath the lower and above the
upper blade, and finally, the proper supersonic conditions upstream of the profiles
were obtained. The upper wall suction was a perforated plate of perforation equal to

su
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M=1.22
AVDR=1.2

Fig. 2 Single passage
compressor cascade model
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5.2% and the holes were d = 0.11 mm in diameter. The additional suction slots on
the lower wall were located both upstream and downstream of the blade supports.
There were two vertical slots upstream of the blade supports and one slot down-
stream and between the supports in the spanwise direction. The mass flow in all
suction slots and plates was considered as for choking (sonic velocity) conditions.

The boundary layer thickness, measured roughly, based on the schlieren picture
upstream of the shock at X/C = 0.3 was about 0.4 mm. Without transition control,
the laminar boundary layer reached the shock wave interaction zone. To force the
transition, two locations of spanwise tripping step were chosen, one at the leading
edge and the second at X/C = 0.16. The location of main shock wave in the blades
passage was at X/C = 0.48. The width of the step was 5 mm and its height was
100 µm. To investigate some aspects of the BL transition effects on the SWBLI, the
following measurements were carried out:

– static pressure distribution along the centre line of the blade;
– schlieren visualisation of the flow structure and the shock system topology;
– high-speed movie visualisation of normal shock wave oscillations;
– oil flow visualisation on the blade suction side to display the separation size and

structure;
– PSP and TSP (pressure- and temperature-sensitive paints) on the blade wall;
– the flow velocity distribution across the blade wake by means of LDA (laser

Doppler anemometry).

3 Results and Discussion

The normalised static pressure distributions on the blade profile versus normalised
cord length (X/C) for different flow cases are shown in Fig. 3. The notation P0 is
the stagnation pressure at the inlet of the test section. The Ref-laminar notation
means the clean flow without any tripping devices; for that case, in fact, a laminar
interaction in the flow was obtained. The T-LE case is the flow with a 100 μm step
height at the leading edge (LE) and the T-X/C = 0.16 case is the flow with the same
tripping device located at 0.16 of the blade cord.

For the clean flow (red line, Fig. 3), one can observe upstream of the shock
pressure jump a region where the flow slightly decelerates, the pressure gradient
changes. This is a typical phenomenon for the laminar type of interaction [8, 9]. For
both turbulent interactions, the flow accelerates till the shock pressure jump. In the
schlieren visualisation for the laminar case (Fig. 4), an additional oblique shock
wave appeared upstream of the interaction. Such phenomenon is not observed for
turbulent interaction (Fig. 5). In fact, it shows that laminar interaction starts more
upstream in relation to the turbulent one. The disturbance in the pressure distri-
butions upstream of the shock (T-X/C = 0.16) observed in Fig. 3 is caused by the
presence of a tripping step in the flow. In the flow with the step at the LE, a thicker
boundary layer is received, which increases the λ-foot size (see Figs. 4 and 5), and
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in consequence, the shock pressure jump appears more upstream. In the flow with
the step at X/C = 0.16 a better pressure recovery downstream of the shock in
relation to the laminar case is observed. A similar phenomenon cannot be observed
for the T-LE flow case.

The schlieren picture in Fig. 5 shows that λ-foot increased in the flow with the
step at LE because of the thicker boundary layer. In this case, the turbulent
boundary layer at the weak longitudinal pressure gradient has favourable conditions
for growth from the leading edge to the shock location. The transition tripped
further downstream of the LE at X/C = 0.16 does not thicken the BL so much and
λ-foot is comparable in size to that in the laminar interaction (the shock pressure
jump in the same location, Fig. 3).

Oil visualisations for different flow cases are shown in Figs. 6, 7, 8 and 9. This is
a view onto the blade suction side through a sidewall window. The flow is from left
to right. A view of the whole blade for the laminar interaction is presented in Fig. 6,
but the zoomed view for that flow case is shown also in Fig. 7. In these figures, one
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Fig. 3 Static pressure distribution along the blade

main shock

Fig. 4 Schlieren picture for laminar interaction
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can observe that there is an area at the sidewalls formed as a result of the interaction
between the corner and the main flow. This corner vortex starts to develop just
downstream of the leading edge, widening considerably at the shock wave
boundary layer interaction area (in the middle of the channel), then the corner
interaction width growth slows down.

Fig. 5 Schlieren picture for
turbulent interaction, step at
the leading edge

Fig. 6 Oil visualisation for
laminar interaction

Fig. 7 Zoomed view of oil
visualisation for laminar
interaction

36 R. Szwaba et al.



The main shock location in Fig. 7 is marked by a dotted line drawn transverse to
the flow direction. The thicker oil layer upstream of the shock (dashed curve) was
created due to reduced skin friction induced by the shock and means the onset of the
interaction. Within the whole area of interaction (dashed closed curve), two sub-
zones can be distinguished, namely, the stagnation and separation zone. There is a
stagnation zone downstream of the interaction onset. The separation zone is dis-
played by the oil streaks downstream of the stagnation zone under the main shock
wave, indicating a reverse flow area before reaching the dashed curve indicating
reattachment. A significant distance between the onset of the interaction and the
main shock wave location is an indication that we are dealing with the laminar type
of the interaction. Generally, the size of the laminar interaction on the compressor
blade at supersonic conditions is very large and occupies about a quarter of the
blade cord.

Oil visualisations for the flow cases with different tripping strep locations are
shown in Figs. 8 and 9. In Fig. 8, it can be observed that BL turbulisation sig-
nificantly influences the corner flow, the beginning of the interaction is shifted
further downstream, the oil thickening layer starts typically for turbulent interaction

Fig. 8 Oil visualisation for
turbulent interaction, step at
the leading edge

Fig. 9 Oil visualisation for
turbulent interaction, step at
X/C = 0.16
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at the vicinity of the λ-foot front shock wave. The separation size is reduced in
relation to the laminar interaction.

Oil visualisation for the flow with the next location of the tripping step is shown
in Fig. 9. For this flow case, a turbulent type of interaction and the flow structure on
the blade wall were also obtained. A typical turbulent interaction is displayed with
an oil thickening layer starting in the vicinity of the λ-foot front shock, just
upstream of the main shock location. The boundary layer turbulisation changes the
flow in the corners also downstream of the tripping step.

The results of static pressure distribution on the whole surface of the lower blade
obtained by means of PSP measurements are presented in Figs. 10 and 11. In these
figures, one can observe a very well displayed pressure jump on the shock wave and
the small flow acceleration (lower pressure region) downstream of the leading edge
corners caused by the interaction of the main flow with the corner vortex. Probably
this interaction creates a local vortex which locally increases the flow velocity, and
what can be seen in the pressure distribution is the vortex downwash region. In
Fig. 10 for the laminar interaction, one can also observe the spanwise pressure
difference between the sidewall regions and the middle part of the channel. In the
middle of the channel, the pressure is lower, which means higher flow velocity. The
higher pressure region in the channel corners overlaps more or less the region of
corner vortex influence from the oil visualisation (see Figs. 6 and 7). This spanwise
pressure gradient is the reason why the shock wave is slightly bowed towards the
downstream direction. For the flow in Fig. 11, as has been mentioned in the oil
visualisation, the transition changes considerably the flow in the corners. The flow
in the corners accelerates in relation to the clean flow, and finally, the lower
pressure in the compared area is obtained.

The results of the temperature change on whole surface of the lower blade
obtained by means of TSP measurements for the clean flow and with transition are
presented in Figs. 12 and 13. Due to the fact that there was no exact calibration of
the temperature paint, it is only the temperature change that is shown. The range of
the temperature change is adequate to the difference between the air stagnation and

Fig. 10 Blade pressure
distribution for laminar
interaction
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the blade temperature. The gas stagnation temperature was lower than the blade
temperature.

In Fig. 12 for the clean flow, one can see a gradual temperature increase in the
area downstream of the leading edge to the transition location. This is due to a
gradual decrease in the shear stresses in the area upstream of the shock. The stresses
are the highest just downstream of the LE. The laminar–turbulent transition in the
boundary layer (sudden change of temperature) occurs approximately at the
beginning of the separation zone (see Fig. 7) which corresponds to more or less the
location of the front λ-foot shock wave. Upstream of the shock near the channel
corners one can watch the temperature footprint of the vortex structure produced by
the main and corner flow interaction. From one side in the vortex downwash region,
there is a lower temperature (blue); on the other side in the upwash area (red), the
temperature increases. In this way, one can also determine the sense of rotation of
that vortex structure (Fig. 12). Application of a small tripping device (100 μm) at
the leading edge (Fig. 13) causes BL transition downstream of the step and
equalises the wall shear stresses (temperature) distribution in the spanwise direc-
tion, what can be also observed in oil visualisations (see Figs. 7 and 8).

In Fig. 12 downstream of the shock, one can also observe the spanwise tem-
perature difference between the sidewalls and the channel centre regions. In the
middle of the channel, the temperature is lower, which is caused by higher shear

Fig. 11 Blade pressure
distribution for the flow with
the step at the leading edge

Fig. 12 Blade temperature
change for laminar interaction

Transition Effect on Shock Wave Boundary Layer Interaction … 39



stresses (higher flow velocity). The region of higher temperature near the channel
corners is a derivative of the vortex structure present in these areas which generally
are characterised by higher pressure and lower velocity. The transition upstream of
the interaction (Fig. 13) changes the flow at the corners and by the same token
equalises the temperature distribution on the blade in the spanwise direction.

The location of the velocity traverse measurements downstream of the blades
passage is shown in Fig. 14. One traverse was measured, 20 mm downstream of the
passage crossing only the lower blade wake, W20. The traverse in the spanwise
direction was located in the middle of the channel.

The results of velocity measurements in the wake of the lower blade are shown
in Fig. 15. They are plotted as a function of distance Y along the traverse line
versus the velocity magnitude. The beginning of the coordinate system (X, Y = 0,
0) was established on the blade trailing edge (blue point). According to this point,
particular Y values of measurement points are related. The inclination angle of
Y-axis regards to the vertical direction, as shown in Fig. 14, was 55.6°. The
location of the point, being the result of the blade cord and measurement traverse
crossing, is also marked in the figure as red small circles.

A comparison of the velocity profiles in the wake for the clean flow and for the
two flows with transition is shown in Fig. 15. The integral parameters of the wake
for these flow cases are also presented in Table 1. The parameters (thickness δ,
displacement and momentum thickness δ*, δ**) for each flow cases were calculated
only for the upper part of the wake.

Fig. 13 Blade temperature
change for the flow with
transition

Fig. 14 Traverse location for
velocity measurements
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The results of the velocity measurements and the parameters of the wake clearly
show that too thick a boundary layer upstream of the interaction area (T-LE flow
case) causes significant wake thickening. An adequate location of the tripping
device (T-X/C = 0.16 flow case) reduces the wake thickness and other integral
parameters even in relation to the flow with laminar interaction.

The flow unsteadiness in the blades passage was determined by means of shock
oscillations measurements. The results were obtained from films based on the
schlieren visualisation. The films were made using a fast CCD camera, and single
frames were extracted. From each frame, only one line which crosses the main
shock wave was analysed. The location of the line for the shock oscillations
measurements is shown in Fig. 16. The distance from the blade wall to the mea-
surement line was about 20 mm. The sampling frequency for all measurements was
equal to 2 kHz. The results are shown in form of power spectrum plots of shock
oscillations in Figs. 17 and 18. The unit of the power spectrum amplitude is [mm2].
Additionally, the RMS from the shock oscillations signal and the shock amplitude
for the measured flow cases are presented in Table 2.

Based on Fig. 17, one can notice that for the laminar interaction, it is difficult to
distinguish any dominant frequencies (a similar distribution was also obtained for
the flow case of T-X/C = 0.16). There are a lot of peaks in the range from 2 to
500 Hz. Approximately above 500 Hz, the power of the shock amplitude decreases
significantly. A different result for the T-LE flow case was obtained, Fig. 18. In this
case, one can distinguish one characteristic frequency of about 300 Hz in the shock
oscillations. The high peaks at low frequencies for the laminar interaction are
connected with the unsteadiness in the separation area [10, 11] the size of which is
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Fig. 15 Velocity profiles in
the wake

Table 1 Wake integral
parameters for all flow cases

Ref-laminar T-LE T-X/C = 0.16

δ [mm] 9.2 21.0 5.7
δ* [mm] 1.31 4.15 1.02
δ** [mm] 1.03 2.90 0.77
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significant, and therefore, the low frequencies are dominating. In the case when the
separation size is reduced, the low frequencies stop to play an important role and
the higher frequencies start to dominate.

Fig. 16 Measurement
location of shock oscillations
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Table 2 RMS and amplitude
of shock wave oscillations

Ref-laminar T-LE T-X/C = 0.16

RMS [mm] 1.25 1.22 1.16
Amplitude [mm] 4.4 4.7 3.6
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Based on Table 2 and Figs. 17 and 18, one can say that the effective values of
shock oscillations (RMS) and shock amplitude are significant for both the laminar
and turbulent interactions with the tripping at the leading edge. In those cases, the
RMS is about 10% and the amplitude is about 20% higher in relation to the flow
with the step at X/C = 0.16. The RMS of the shock oscillations is about 1.2% of the
blade cord for the latter case. This flow case shows that transition induced at
appropriate location can reduce the shock wave oscillation, both for the RMS and
the amplitude.

4 Summary and Conclusions

The obtained results from the above-described experimental investigations show
that induction of properly configured transition, upstream of the shock, has a
positive influence on the shock wave boundary layer interaction region. Reduction
of the separation size, losses in the wake and shock wave unsteadiness were
observed in the flow in the case of the turbulent interaction. The following more
detailed conclusions can be also drawn from the presented experimental results:

– The flow field contains characteristic features of the flow in the reference linear
compressor cascade.

– In the reference flow (without transition control), the laminar shock wave
boundary layer interaction is observed; such interaction starts with laminar
separation upstream of the main shock wave location.

– The turbulent interaction starts just at the λ-foot beginning.
– The flow with transition started just downstream of the leading edge produces a

thicker boundary layer in relation to the laminar one. It increases the λ-foot size
and the shock wave pressure jump appears more upstream.

– Promising results for a properly configured transition control device were
obtained:

• the wake parameters (thickness, displacement and momentum thickness) are
the lowest for the tripping step located at X/C = 0.16, probably the laminar
zone upstream of the transition helps to diminish the viscous losses in the
flow;

• the unsteadiness in the flow with the tripping step at X/C = 0.16 in relation
to the laminar interaction also decreases.

Generally, moderate treatment of the incoming boundary layer is required as
overtripping can be easily induced; it appears in a rapid manner and causes dete-
rioration of the downstream boundary layer. The too thick boundary layer upstream
of the interaction leads to overtripping, i.e. losses in the wake increase. The flow at
lateral walls should be also taken into account to gain a more general view of
application of transition control devices.
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Shock Wave Reflection and Attenuation
in the Combined Blast Inhibitors

M. V. Silnikov, M. V. Chernyshov, A. S. Kapralova, A. I. Mikhaylin,
A. S. Pankov, V. N. Shishkin, A. I. Spivak and A. G. Tyapko

Abstract A robust blast-inhibiting bin is the most often used device for damage
blast effects suppression. In particular, a top open cylindrical bin significantly
reduces a fragmentation effect resulted from a detonation of an explosive device
placed inside the bin. However, reduction of blast wave overpressure and impulse
by such cylindrical bins is not sufficient (Gelfand et al, Shock Waves 20:317–321,
2010) [1]. A reasonable alternative to endless increase of height and thickness of
robust blast-inhibiting bins is a development of destructible inhibitors having no
solid elements in their structure and, therefore, excluding secondary fragmentation.
So, the family of “Fountain” inhibitors (Vasil’ev et al, Izv Akad Nauk Energ
6:7–19, 2004) [2], (Silnikov and Mikhaylin, Acta Astronaut 97:30–37, 2014) [3]
localizes and suppresses damaging blast effects due to multiphase working system.
The present study is analyzing data obtained in testing of prototypes of new
combined inhibitors. Their structure combines robust elements (bottoms, side sur-
faces) with elements responsible for blast loads reduction due to multiphase
working system (top and low transverse embeddings) and fairings impeding wave
propagation in undesirable directions.
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1 Introduction

This study is dedicated to new ways and means of shock wave suppression and to
new devices for this purpose and based on new technologies combining both
geometrical and physical ways of shock wave mitigation.

The technologies of shock mitigation have a broad scope of applications—from
communal services and house-building industry to special anti-terrorist equipment
for security structures. These technologies can be also used even in the space
industry, for example, to mitigate the influence of initial shock wave on rocket
nozzle and to quench self-oscillating jet flow interaction with a launch complex.
They can be used also to soften a destructing action of blast wave, because some
modern devices of spaceship undocking are based on elastic HE composition
(including, for example, such HE like PETN). Modern materials absorbing the blast
energy and mitigating the shock wave can be used also for rocket nozzle protection
from shock influence, as well as at launch complex subject to interaction with
supersonic jet flows, sometimes in self-oscillating regimes.

Ways to protect biological and technical objects from shock wave damaging
action can be conventionally divided into geometrical and physical. The geomet-
rical methods of shock mitigation are characterized by special shape of solid
structures designed to diminish a shock wave overpressure or to form a special
direction of shock propagation. The physical methods of shock mitigation are based
on specific features of some materials and structures, for example, the
energy-absorbing features of multiphase media. The experimental data on
blast-protecting devices which combine both geometrical and physical methods of
shock suppression are presented in this study.

2 Objects of Study and Test Conditions

Among the numerous methods and devices to suppress the dangerous action of
blast wave [4–6], application of multiphase relaxation media in destructible con-
tainers without hard elements has shown itself as one of the most effective ways,
both in general [2, 3] and in extraordinary conditions, e.g., onboard an airplane [3],
including the case of diminished ambient pressure [7]. But for some purposes (for
example, garbage bins in cities), hard basis of blast-resistant and blast-protecting
device seems to be necessary. It limits the application of the completely destructible
containers and convinces us to combine the hard basis and elements of relaxation
media.

Two series of field tests were applied to our objects of study that were the steel
cans with open top and inserted elements of multiphase media (Figs. 1 and 2). The
first series of field tests were provided with rather small TNT charges (0,2 kg) and
four first types of blast-protecting device prototypes (Fig. 1a–d). The basic cylin-
drical blast-resistant bin (Fig. 1a) was made of steel tube; its diameter was equal to
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420 mm, its length to 1000 mm, and its wall thickness to 8 mm. This basic can has
the weight of 82 kg and was welded with massive steel plate, which prevented its
overturn at blast inside.

Because the CFD calculations have shown us the small efficiency of similar
devices (see, for example [1]), three other prototypes of blast-protecting devices
were elaborating (Fig. 1b–d) including the same steel basis and insertions (Fig. 2)
made from the same multiphase media, which were successfully applied in
“Fountain” blast inhibitors [2, 3, 7, 8]. The first modification of the basic device
(Fig. 1b) can be characterized by upper insertion location, the second one (Fig. 1c)
by its lower location at some small distance from can bottom, and the third one by
both upper and lower locations of blast-inhibiting insertions.

Fig. 1 First series of blast-protecting can prototypes tested at small HE charges
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Principles of blast mitigation with destructible blast inhibitors are based on the
theory of shock interaction with solid and liquid foams. Theory of this interaction
and shock mitigation was developed for the first time in studies [9, 10] and applied
to the design of blast inhibitors by B. E. Gelfand and M. V. Silnikov in 1990s.

For larger TNT charges (Fig. 3) the element of steel (Steel 20 according to
Russian State standards) tube (diameter—426 mm, length—1010 mm, wall thick-
ness—12 mm, and weight—123,9 kg) welded with steel plate was used as the basic
construction. The first modification of blast-protective device (Fig. 3b) included the
inhibiting insertion (its length was equal to 220 mm, and its weight to 12 kg) at
lower position, but at some distance (100 mm) from the can bottom. The multi-
phase insertion was thickened to 320 mm and was situated immediately at can
bottom at the second modification (Fig. 3c). The building-up, which can be named
as blast-protective flange (Fig. 4), was used at the third modification (Fig. 3d). Both
flange and the multiphase insertion in its lower position were used at the fourth
prototype (Fig. 3e). The bandage made of ballistic clothes accompanied the lower
multiphase insertion in the fifth modification (Fig. 3f, the bandage is marked by two
slanting St. Andrew’s crosses).

Two rows of piezoelectric pressure transducers PD-7-1,5 (four transducers in each
row) were situated at the angle of 90° one to another in all experiments (see Fig. 5).
About 30 TNT charge blasts were performed in both series of experiments, so about
240 overpressure plots were achieved at the PC that registered the electric signal.

Fig. 2 Blast-protective
insertion. 1—Covering, 2—
polyurethane foam, 3—
inhibiting elements fulfilled
with multiphase media, and
4—multiphase media itself

Fig. 3 Second series of blast-protecting bin prototypes tested at larger HE charges
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Fig. 4 Blast-protective flange construction

Fig. 5 Two rows, each composed of four pressure transducers and situated at the plane angle to
each other, installed near the TNT charge at the field test [11]
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After integrating, corresponding pressure impulse values were estimated at different
distances (from 1,5 to 3 m) from the blast epicenter at each experiment.

Pressure transducers were amounted at the height equal to 1 m above ground
level. Directions of rays (rows) along which they were installed corresponded to
prevailing wind direction and normal line to the prevailing wind. It was shown in
[11] as well as in numerous analogous experiments that this wind (up to 5 mps)
does not influence sufficiently the results of measurements.

It was also proven at [11, 12] that the pressure transducers situated at the 0,5 m
distance one after another do not interfere the measurements mutually. Protective
elements made of steel beams (Fig. 6) also do not influence the experimental
results, and studies [11, 12] are dedicated to this problem specially.

At the very end of experimental setup description, pressure transducers had
successfully shown themselves in blast field tests during the last 12 years, including
the experiments with blast-resistant and blast-protective devices. The height of
pressure transducers was 1 m, the distance from the blast epicenter—from 1,5 to
3 m, the size of sensitive elements (white spheres at Fig. 6b)—about 5 mm. Open
blasts (without any blast-protective cans) preceded the field tests of all outnumbered
devices with corresponding TNT charge weights.

HE charges were situated in the geometrical centers of corresponding
blast-protective devices. So the blast wave overpressures and pressure impulses
registered in the field tests were compared not only with ground blast results but
also with the blasts of the HE charges of the same weights heightened on the
corresponding distance above the steel plate.

Fig. 6 a One row, composed of four pressure transducers mounted at steel plate and protected by
vertical steel corner beam; b pressure transducers, its sensitive element (white one), and steel
protecting beam ahead of it
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3 Experimental Results

3.1 Small HE Charges

The results of the first series of field tests (with smaller TNT charges, which weights
are equal to 0,2 kg here) are shown in Fig. 7. The reference results achieved for
open blasts (curve 1) corresponds to well-known empirical formula and reference
data [13–15] with the error not more than 10%. The experimental data for corre-
spondingly heightened blasts (curve 2) can also be easily checked. The following
conclusions about the blast wave pressure variation due to blast-resistant can
application can be made:

1. The smallest efficiency of blast wave suppression corresponds to basic modi-
fication of the can (without any multiphase insertions). Overpressure was
diminished in 1,2–1,5 times (see curve 3). Results for blast wave pressure
impulse measurements and calculations (Table 2) are a little better but far from
satisfactory.

Fig. 7 Overpressure data for various blast-protective modification devices at 0,2 kg TNT charge
explosion
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This conclusion also corresponds to the numerical study [1] of solid cylindrical
bins with open top which seems to be noneffective for blast wave mitigation
even if their length is rather large.

2. At modification 1 (Fig. 1b), the blast wave overpressure diminishes in 19–33
times comparing with the open blast and in 8–20 times comparing with the
initial prototype (i.e., exclusively due to multiphase insertion in its higher
position). The results achieved allow us to say about the full suppression of blast
energy of rather small HE charge (see curve 4 in Fig. 7).

3. The lower position of multiphase insertion (as in Fig. 1c) diminishes the blast
wave overpressure in 3–5 times comparing with the open blast and in 2,5–4
times comparing with the blast inside the initial prototype (curve 5 in Fig. 7).
The results achieved for the bin with multiphase insertion situated lower than the
HE charge seem to be nontrivial and compel us to think about the role of blast
waves reflected from can bottom, possibilities of its reduction, and its influence
on blast wave amplitude at the distances important for blast-protecting devices.

4. The largest effect of blast wave overpressure diminishing (curve 6 in Fig. 7) was
achieved in the third prototype (Fig. 1d) due to contemporary application of
multiphase insertions in its upper and lower positions. The decrease of over-
pressure in 40–50 times means, in fact, the full suppression of mechanical action
of HE blast.

Data achieved at blast overpressure and pressure impulse experiments with small
HE charges are summarized in Tables 1 (overpressures) and 2 (pressure impulses).
Pressure impulse decrease due to multiphase insertions seems to be enormous at the
distance of 1,5–2,5 m and smaller but satisfactory at 3 m distance.

Table 1 Overpressure suppression factors at 0,2 kg TNT blast

Distance,
m

Overpressure decrease rate
Basic can
(Fig. 1a)

Modification 1
(Fig. 1b)

Modification 2
(Fig. 1c)

Modification 3
(Fig. 1d)

1,5 3,57 71,8 12,2 132
2 2,95 58,7 9,94 100
2,5 2,61 52,3 8,63 81,3

3 2,44 18,2 2,45 27,9

Table 2 Pressure impulse suppression factors at 0,2 kg TNT blast

Distance,
m

Pressure impulse decrease rate
Basic can
(Fig. 1a)

Modification 1
(Fig. 1b)

Modification 2
(Fig. 1c)

Modification 3
(Fig. 1d)

1,5 3,40 98,0 9,75 153
2 3,05 113 8,48 149
2,5 3,09 127 8,50 192
3 3,06 35,1 2,62 63,7
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3.2 Larger HE Charges

Encouraged with the great success with small HE charge (see [16]), we decided to
conduct field tests of the blast-protective bin prototypes using multiphase insertions
in its lower position and special flanges at the top of the device as shown in Fig. 3.
Blasts of HE charge weights of 0,5 and 0,8 kg were provided. Data on 0,5 kg TNT
charge blast wave overpressure and impulse pressure reduction are summarized in
Tables 3 and 4, correspondingly. Both multiphase media lower insertion and
multiphase media flange increase the overpressure and pressure impulse suppres-
sion factors. But their influence is not so radical as for 0,2 kg TNT charges, maybe
because the influence of shock wave reflected from the bottom of the bin is not so
sufficient now. In fact, the rates of overpressure and pressure impulse decrease
differ rather slightly between various prototypes of blast-protecting device. At least,
it is a reason to think a little more about blast wave dynamics, including the
influence of the shock reflected from the surface at the heightened blast on the
general characteristics of blast wave at some distance from the blast epicenter.

The bandage made of ballistic clothes (Fig. 3f) increased the structural resistance
of the object and allowed us to perform the field tests with 0,8 kg and, in general,
with 1,0 kg TNT charge. The results achieved in these series of experiments are
analogous to results achieved with 0,5 kg TNT charge.

Table 3 Overpressure suppression factors at 0,5 kg TNT blast

Distance,
m

Overpressure decrease rate
Basic
can
(Fig. 3a)

Modification
1 (Fig. 3b)

Modification
2 (Fig. 3c)

Modification
3 (Fig. 3d)

Modification
4 (Fig. 3e)

1,5 3,64 3,92 4,00 5,90 6,11
2 4,54 4,92 5,40 5,96 6,66
2,5 3,07 3,26 3,37 3,71 3,82
3 2,81 3,23 3,31 3,57 3,59

Table 4 Pressure impulse suppression factors at 0,5 kg TNT blast

Distance,
m

Pressure impulse decrease rate
Basic
can
(Fig. 3a)

Modification
1 (Fig. 3b)

Modification
2 (Fig. 3c)

Modification
3 (Fig. 3d)

Modification
4 (Fig. 3e)

1,5 3,25 3,62 3,51 4,69 4,29
2 4,05 4,17 4,51 5,25 5,17
2,5 2,59 2,64 2,41 3,45 3,27
3 3,15 2,99 2,73 3,46 3,54
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4 Conclusions

Field tests of new cylindrical blast-inhibiting bin prototypes have revealed a sig-
nificant reduction of shock blast wave parameters due to embeddings with the
multiphase system located both on the top and on the bottom of a small charge
(0,2–0,4 kg TNT). Reduction of blast effects parameters due to multiphase working
system located inside a blast bin below a charge is rather a nontrivial result. While
the use of the blast-inhibiting bin prototype of a basic modification (Fig. 1a)
showed 2,5–3,5 times reduction of the blast overpressure and 3,0-3,4 times
reduction of the impulse, the combined blast inhibitor showed 8,5–12,2 and 8,5–9,8
times reduction of those parameters, respectively.

The excellent results achieved with small HE charges were not confirmed by the
field tests where the larger HE charges (0,5 kg and more) were used. The influence
of the multiphase elements situated below the charge is much smaller at rather large
HE charge weights. It seems that a deep penetration in shock wave reflection and
interaction theory is necessary to explain a great difference between two examples
described.
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Overexpanded Jet Flow Type of Symmetry
Influence on the Differential Characteristics
of Flowfield in the Compressed Layer

M. V. Silnikov and M. V. Chernyshov

Abstract The evolution of the incident shock in the plane overexpanded jet flow or
in the axisymmetric one is analyzed theoretically at the whole range of governing
flow parameters. Analytical results can be applied to avoid jet flow instability and
self-oscillation effects at rocket launch, to improve launch safety and to suppress
shock wave-induced noise harmful to environment and personnel.

1 Introduction

The rocket launch safety is dependent on overexpanded jet behavior and its
interaction with the environment. Formation of longitudinal instability and
self-oscillations contribute to generating shock wave noise. This paper presents
results of theoretical analysis of the overexpanded supersonic jet flow. Some special
features of this flow in the vicinity of the nozzle lip were studied, and theoretical
relations describing them were derived analytically. Flow vorticity extreme values
and its direction shift, as well as extreme and zero values of full and static pressure
gradients, shock strength variation in the compressed layer just behind the incident
shock were also described analytically.

A brief analysis of the outnumbered differential characteristics of the plane jet
flow was partially presented in [1], and analysis of the incident shock geometrical
curvature variation in axisymmetric jet contains in [2]. The present paper is the first
attempt of full parametric and comparative analysis of the shock evolution in the
vicinity of the plane nozzle edge and the axisymmetric one. So, shock curvature,
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its strength variation, vorticity of the flowfield downstream it, as well as static
pressure variation are studied theoretically.

Research presented here becomes possible due to the differential conditions of
dynamic compatibility [3] that connect not only flow parameters (“zero-order
problem”) but also their spatial derivatives (“first-order problem”) at both sides of
any strong or weak discontinuity, e.g., on the oblique or normal curved shock in
nonuniform flow. The system of equations adopted here to connect the flow
derivatives is certainly not alone (see, for example [4–6] and survey of these and
other models in [7, 8]). But it seems to be most convenient because the basic
parameters describing the shock are the most appropriate for application in
supersonic aerodynamics (flow deflection angle β) and in gas jet problems (shock
strength J that corresponds to jet incalculability).

The study performed in this paper is purely analytical and based on exact zero-
and first-order relation at the stationary shock. The well-known method of char-
acteristics, second-order accuracy, was used only to check the analytical results and
to avoid any technical errors.

2 Jet Flow Layout and Governing Relations

2.1 Basic (“Zero-Order”) Shock Relations

The incident shock AT (Fig. 1a–c) that falls from the nozzle edge A into the
overexpanded jet of the inviscid perfect gas can be characterized [3, 9–11] by its
strength J = pn ̸pa. Here, pn is the ambient pressure, and pa is the jet static pressure
upstream the shock. The inverse ratio n= pa ̸pn =1 ̸J is jet incalculability (n<1 in
an overexpanded jet flow, and n=1 is correctly expanded one).

At any given flow Mach number M, shock strength belongs to the range
1< J ≤ Jm. The limit J→ 1 corresponds to shock degeneration into weak discon-
tinuity, Jm = 1+ εð ÞM2 − ε is the strength of the normal shock, ε= γ − 1ð Þ ̸ γ +1ð Þ,
and γ is the ratio of the gas specific heats. At all examples of calculations shown at
further, we accept that γ =1.4, but the analytical relations are fit for all physically
admissible values of γ.

The relation

J = 1+ εð ÞM2 sin2 σ − ε ð1Þ

(σ is the angle of shock inclination to the streamlines before it) connects the shock
strength with its shape.

Mach numberM2 of the flow behind the shock depends on its strength as follows
[1, 2]:
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M2 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J + εð ÞM2 − 1− εð Þ J2 − 1ð Þ

J 1+ εJð Þ

s
. ð2Þ

Flow deflection angle β at the oblique shock depends on the shock strength and
the Mach number upstream it:

β= arctan

ffiffiffiffiffiffiffiffiffiffiffiffi
Jm − J
J + ε

r
1− εð Þ J − 1ð Þ

1+ εð ÞM2 − 1− εð Þ J − 1ð Þ

" #
. ð3Þ

2.2 Basic Nonuniformities of Ideal Gas Flow

According to [3, 11–13], the gradients of the numerous parameters of plane or
axisymmetric homenergic ideal inviscid gas flowfield can be determined by
so-called basic nonuniformities Ni (i=1 . . . 3). These basic nonuniformities can be
introduced into gas flow equations in natural (s, n) coordinates:

M2 − 1
γM2 N1 +

∂θ

∂n
+N4 sin θ=0, γM2N2 = − ∂ ln p ̸∂n, ∂p0 ̸∂s=0 . ð4Þ

The first value (N1 = ∂ ln p ̸∂s) characterizes flow non-isobaricity, the second one
(N2 = ∂θ ̸∂s) is the geometrical curvature of the streamlines, and the third one
(N3 = ∂ ln p0 ̸∂n) can characterize the isoenergetic flow vorticity due to Crocco

Fig. 1 Flow schematic of the
initial segment of an
overexpanded gas jet:
a traditional “barrel” shape of
both initial shock and jet
boundary; b positive
curvature of the incident
shock; and c positive
curvature of both initial shock
and jet boundary
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relation. Here, p is flow static pressure, p0 is the stagnation pressure, and θ is
streamline inclination angle to the axis or plane of symmetry. For the jet flow
problem considered here, flow angle θ coincides with nozzle throat half-angle.

2.3 Differential (“First-Order”) Conditions at the Curved
Shock in Nonuniform Flow

Basic nonuniformities of the flowfield on both sides of the shock are mutually
dependent according to the differential conditions of the dynamic compatibility
written in [3, 7] in the following manner:

eNi =Ci ∑
5

j=1
AijNj. ð5Þ

Here, Ci and Aij are corresponding influence coefficients (term from [14]), eNi

(i=1 . . . 3) are flow nonuniformities downstream the shock (in the compressed
layer of an overexpanded jet, for example), Nj (j=1 . . . 3) are the corresponding
nonuniformities upstream the shock, N4 = δ ̸y is symmetry factor (δ=0 in plane
flow, δ=1 in axisymmetric one, and y is the distance from symmetry plane or axis),
N5 ≡Kσ is the geometrical curvature of the shock, and χ =±1 is direction of the
shock incidence (χ = − 1 at the considered problem, as flow turns clockwise at the
shock AT).

The differential conditions (5) were successfully applied earlier to the analysis of
the differential characteristics of Prandtl–Meyer expansion of compression flowfield
[12], overtaking [11] or counter [13] Prandtl–Meyer flow—oblique shock
interaction.

2.4 Special Shock Strengths. Crocco Point and Constant
Pressure (Thomas) Point

According to the correlation (2) between Mach numbers, the special (“critical”)
shock strength J* Mð Þ corresponds to the critical flow velocity downstream the
shock (M2 = 1). The maximal flow deflection angle at the oblique shock at the fixed
values of M and γ corresponds to the shock strength Jl Mð Þ. This value corresponds
to the condition ∂β ̸∂J =0 in (3); it traditionally divides “strong” and “weak”
branches of the shock polars. Shock strength

JΓ =M2 − 1 ð6Þ
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can be realized at M >
ffiffiffi
2

p
. It corresponds to the maximum flow deflection angle

among all shocks with the fixed values of J and γ and the different Mach numbers
M upstream them (so-called envelope line of the shock polars family, Fig. 2). It is
determined by the condition ∂β ̸∂M =0 applied to Eq. (3).

The condition A15 = 0 in the differential conditions (5) determines shock strength
Jp which is the only one at any shock polar (Fig. 2). At this shock strength, shock
geometrical curvature does not influence the local value of flowfield non-isobaricity
downstream. Therefore, shock strength Jp corresponds to so-called constant pres-
sure point [1, 3] (or Thomas point [14]). Local flow non-isobaricity behind the
curved shock with the strength Jp formed in the uniform flow is always equal to
zero. Shock strength Jp can be easily calculated:

Jp = 3 1+ εð ÞM2 − 2 1+ 3εð Þ+ 1+ εð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9M4 + 16εM2 + 16 1− εð Þ

ph i.
2 3+ εð Þ½ �.

ð7Þ

The equation A25 = 0 in (5) determines the strength Jc of the shock whose
curvature does not influence the curvature of the streamlines behind it. This shock
strength corresponds to so-called Crocco point. The strength Jc is also the only
value at any shock polar. Streamline curvature behind the curved shock, which
occurs at the uniform flow downstream and corresponds to the Crocco point, is
equivalent to zero. The simplest formula to determine the Crocco point is the
inverse relation:

M =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ 3εð ÞJ3c +4 1+ εð ÞJ2c + 1− ε+4ε2ð ÞJc − 2 1− εð Þ

1+ 3εð ÞJ2c + 3+ 3ε+4ε2ð ÞJc +2ε

s
. ð8Þ

At given values of Mach number upstream and gas specific heats ratio, the
outnumbered special strengths of the stationary shocks satisfy the inequality
1< J* < Jc < Jl < Jp < Jm (at M <

ffiffiffi
2

p
), or 1< JΓ < J* < Jc < Jl < Jp < Jm (at M >

ffiffiffi
2

p
).

The corresponding values of jet incalculability, which are inverse to the shock
strengths, are shown in Fig. 3.

Fig. 2 Special shock
strengths at typical shock
polar (M >

ffiffiffi
2

p
)
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2.5 Application of the Differential Conditions at the Curved
Shock in Nonuniform Stream to Jet Flow Analysis

The isobaricity condition (eN1 = 0) at the jet boundary AB allows us to determine the
geometrical curvature of the incident shock AT :

Kσ = − ∑
4

j=1
A1jNj ̸A15, ð9Þ

and, also, for example, the geometrical curvature of the jet boundary (eN2 ≡Kτ):

Kτ =C2 ⋅ ∑
4

j=1
A2jA15 −A1jA25
� �

Nj ̸A15, ð10Þ

as well as the stagnation pressure variation:

eN3 =C3 ⋅ ∑
4

j=1
A3jA15 −A1jA35
� �

Nj ̸A15. ð11Þ

Taking into account the shock relations (1–3), we can calculate and analyze also
the derivatives of shock strength (dJ ̸dw) and other flow parameters (such as static

Fig. 3 Jet incalculabilities that correspond to the special values of incident shock strength

62 M. V. Silnikov and M. V. Chernyshov



pressure, entropy, and Mach number) in the direction w (see Fig. 1a) of incident
shock, if only the corresponding jet flow parameters upstream the shock are known.

Well-applicable model of flow out of the conical nozzle or, in particular, the
nozzle with the uniform stream at the exit section, is known as the model of the
supersonic flow out of the cylindrical or conical source. The following relations for
the nonuniformities at point A just before the shock are correct there:

N1 = − 1+ δð ÞγM2 sin θ½ � ̸ M2 − 1ð Þr½ �, N2 =N3 = 0, N4 = δ ̸r ð12Þ

Here, r is half-width (in plane case), or the radius (in axisymmetric one) of the
nozzle exit section. When this model of flow before the shock is accepted in (5), the
curvatures K σ̄ and K ̄τ, as well as other differential parameters of the shock and
the flow downstream it, occur to be the function of four governing parameters
(M, J =1 ̸n, γ and θ).

The analysis of the basic differential characteristics of overexpanded jet flowfield
is to be conducted at further using the relations (5) and the model (12). It is
provided at the whole theoretically possible range of the governing parameters
(M >1, 1< J ≤ Jm, γ >1, 0≤ θ≤ 90◦). The key parameter of the problem (shock
curvature Kσ) is analyzed and discussed in [2]. For text brevity, only variation of the
shock strength (dJ ̸dw), full and static pressures behind the shock are discussed
here. The real implementation of the symmetric supersonic non-separated jet flow
in practice depends on the specific features of the technical devices and processes in
each separate case.

3 Results and Discussion

3.1 Flow Vorticity Rate (Stagnation Pressure Gradient)
in the Vicinity of the Nozzle Lip

According to Crocco relation between vorticity and entropy, the basic nonunifor-
mity eN3 = ∂ ln p0 ̸∂n presents vorticity rate in the compressed layer. Vorticity rate
variation analysis is based on the relations (9) and (11) as well as on the analysis of
incident shock curvature variation provided in [2].

3.1.1 Plane Jet

Dependence of the dimensionless vorticity rate N −
3 = reN3 ̸sin θ on jet incalcula-

bility is determined, in general, by flow Mach number. Stagnation pressure gradient
N −
3 Jð Þ is negative and decreases monotonously in the whole range 1; Jp

� �
at

M <
ffiffiffi
2

p
(Fig. 4a). Starting from the point J =1 at M =

ffiffiffi
2

p
, positive interval of the

function N −
3 Jð Þ with the point of its maximum arises (Fig. 5b). Positive values of

Overexpanded Jet Flow Type of Symmetry Influence … 63



Fig. 4 Variation in flow vorticity rate (N3) in the compressed layer and local variation in shock
strength (dJ ̸dw): a plane jet, M <

ffiffiffi
2

p
; axisymmetric one, zone I; b plane, M >

ffiffiffi
2

p
; axisymmetric,

zone II; c axisymmetric, zone III; d axisymmetric, zone IV; e zones of axisymmetric jet flow
parameters with different variations in the function N3; and f regions with different variations in the
shock strength
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N −
3 Jð Þ correspond to the traditionally considered strengthening of the shock that

falls to symmetry plane or axis. Negative values of the function N −
3 are usually

typical at small Mach numbers. Von Neumann paradox and absence of solutions for
stationary Mach configurations are typical at those flow velocities. Therefore, local
weakening of the incident shock ascertained here can be of interest for the problem
of the subsequent incidence and reflection of the shock.

The right border of the interval of shock strengthening at M >
ffiffiffi
2

p
corresponds to

the shock polars envelope line strength (JΓ =M2 − 1, see Eq. 6). Flow is always
supersonic downstream such shocks.

Flow vorticity in the compressed layer of the axisymmetric jet is described using
the dimensionless function N 3̄ = reN3. As well as the dimensionless geometrical
curvature of the shock, this vorticity rate function in axisymmetric flow behaves
similar to the plane jet case at large nozzle angles and differs much from the plane
case at small or zero nozzle throat angles.

3.1.2 Axisymmetric Jet

Dependence of plane flow vorticity rate on jet incalculability shown in Fig. 5a, b is
typical for the regions I and II of the axisymmetric jet parameters (see Fig. 4e).
Curve 1 in Fig. 4e corresponds to the appearance of the weak shocks strengthening
near the nozzle lip. Unlike in the plane jet case, curve 1 corresponds to the relation

tan θ= −
1− εð Þ M2 − 1ð Þ3 ̸2

1 + 3εð ÞM4 + 2 1− 5εð ÞM2 − 7 1− εð Þ , ð13Þ

and it has no direct association with Mach number M =
ffiffiffi
2

p
and the envelope line

(6) of shock polars family. Curve 1 ends at θ=90◦ and at the following Mach
number:

Mm =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2+ ε+ ε2

p
− 1+ 5ε

1+ 3ε

s
=1.365.

Change in the shock curvature infinite discontinuity direction that takes place at
the curve 0 described by

tan θ= −
1− εð Þ 3+ εð ÞJp +2+4ε

� �
Jp − 1
� �3 ̸2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1+ εJp
� �

3Jp +1+ 4ε
� �q

ffiffiffiffiffiffiffiffiffiffiffi
Jp + ε

p
3+ εð Þ 9ε− 1ð ÞJ3p + 28+34ε+82ε2 + 16ε3ð ÞJ2p + cJp + d

h i
ð14Þ

leads to the corresponding change of the vorticity rate and other differential char-
acteristics of the flowfield. The variation in flow vorticity rate in the regions III and
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IV of axisymmetric jet parameters has no analogies in the plane jet flow. Zone III
corresponds to the monotonous increase in the function N ̄3 Jð Þ in the whole interval
1; Jp
� �

, see Fig. 4c. New points of local extrema (see Fig. 4d) which arise at the
curve 2 (Fig. 4e) from the points of this function inflection exist in region IV of the
axisymmetric flow parameters. Curve 2 starts at Mn =1.809 and θn =7.967◦;
inflection point of the function N 3̄ Jð Þ strives to J = Jp Mnð Þ=3.338 at these
parameters.

Curve 2 finishes at Mo =4.849 and θo =0; shock strength Jo =18.870 deter-
mines the inflection point at these parameters of axisymmetric jet.

3.2 Incident Shock Strength Variation

The variation in shock strength J in the vicinity of the nozzle lip is characterized
here using the dimensionless functions W −

J = r ⋅ dJ ̸dwð Þ ̸sin θ in plane flow, and
W̄J = r ⋅ dJ ̸dwð Þ in axisymmetric one. Here, w is the direction of shock incidence.

It is known that the relation I of stagnation pressures at both sides of the shock is
monotonous function of the shock strength J:

I = JΩγð Þ− 1− εð Þ ̸2ε ð15Þ

Here, Ω= 1+ εJð Þ ̸ J + εð Þ is the ratio of the specific volumes according to
Hugoniot adiabat.

The relation (12) that describes the flow upstream the shock, and formulas (1–3),
(15) allow us to derive the mutual dependence between shock strength variation and
vorticity rate function:

dJ
dw

=
2J J + εð Þ 1+ εJð Þ2

1− εð Þ J − 1ð Þ2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Jm − Jð Þ J + εð Þ+ 1+ εJð Þ2

q ⋅ eN3, ð16Þ

as well as between the analogous dimensionless functions.

3.2.1 Plane Jet

It is evident from (16) that positive, negative and zero values of the derivatives W −
J

and W̄J are realized at the same flow parameters as the analogous values of vorticity
functions N −

3 and N 3̄ (in the plane flow and in the axisymmetric one, corre-
spondingly). In particular, the variations in the function W −

J Jð Þ at M <
ffiffiffi
2

p
and

M >
ffiffiffi
2

p
are analogous to those depicted in Fig. 4a, b.
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3.2.2 Axisymmetric Jet

Flow parameters zones with different shock strength variation in axisymmetric flow
are shown in Fig. 4f. Shock strength variation at large throat angle corresponds
much to the plane case:

(1) shock strength decrease at the whole interval 1; Jp
� �

(Fig. 4a) in zone I of the
flow parameters;

(2) curve 1 that serves as border between regions I and II; and
(3) possibility of shock strength growth (Fig. 4b) in zone II.

The direction of the discontinuity of the function W̄J Jð Þ changes at the curve 0
(14) which is a border between large and small nozzle throat angles. At the regions
III and IV (Fig. 4f) of small nozzle angles, function W̄J Jð Þ is positive at the whole
interval 1; Jp

� �
. It varies monotonously (in region III, see also Fig. 4c) or

non-monotonously (in region IV, see also Fig. 4d) at this interval of incalculabil-
ities. Border 3 of the zones III and IV in Fig. 4f starts at the point r (Mr =1.776,
θr =7.582◦, Jr = Jp Mrð Þ=3.212); it has horizontal asymptote at large Mach
numbers.

Thus, incident shock strengthens in the vicinity of the nozzle lip at the small
throat angle of the axisymmetric nozzle, and vorticity rate downstream it increases.
In the event that nozzle throat angle is large enough, local decrease in shock
strength and flow vorticity exists as a rule at small Mach numbers, and local
increase in these parameters exists at moderate and large Mach numbers. The
variation in these parameters at large throat angles of the axisymmetric nozzle
generally repeats the case of plane flow, but their variation at small axisymmetric
nozzle angles has no analogies in plane jet.

3.3 Static Pressure Variation in the Compressed Layer

Since the transversal gradient of the static pressure is also estimated as one of the
parameters determining the development of Görtler vortices, it also seems to be the
value deserving of parametrical analysis.

Two basic factors influence static pressure variation behind the shock that falls
from the nozzle lip. They are pressure decrease before the shock and shock strength
variation analyzed in Sect. 3.2. These factors act in the contrary directions if the
incident shock strength increases (dJ ̸dw>0). At the incident shock weakening
(dJ ̸dw<0), these factors are codirected, and they both lead to static pressure
decrease after the shock along the trajectory of its incidence.

Static pressure variation downstream the shock is characterized by dimension-
less derivatives P−

w = r ̸sin θð Þ ⋅ d ln p ̸dwð Þ and P ̄w = r ⋅ d ln p ̸dwð Þ introduced for
plane flow and axisymmetric one, correspondingly.
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3.3.1 Plane Jet

The variations in the dimensionless pressure derivative P−
w Jð Þ at the plane jet are

shown in Fig. 5a–c. Monotonous decrease in the function P−
w Jð Þ at the interval

1; Jp
� �

of practical importance (Fig. 5a) changes to local minimum presence
(Fig. 5b) at Mach number

Fig. 5 Static pressure derivatives in the compressed layer behind the shock (functions
P−
w = r ̸sin θð Þ ⋅ d ln p ̸dwð Þ and P̄w = r ⋅ d ln p ̸dwð Þ in plane jet and axisymmetric one, corre-

spondingly): a plane jet, M <Mu; axisymmetric one, region I; b plane, Mu <M <Mv;
axisymmetric, region II; c plane, M >Mv; axisymmetric, region III; d axisymmetric, region IV;
e axisymmetric, region V; f axisymmetric, region VI; g axisymmetric, region VII; and
h corresponding regions of the axisymmetric jet flow parameters
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Mu =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
9− 4ε+4ε2

p
− 3+ 6ε

4ε

s
=1.166.

The only further change in the function plot is the appearance of the new local
extreme (Fig. 5c) that arises at Mv =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4− 3εð Þ ̸ 1− 3εð Þp

=2.646 in the interval
Jp; Jm
� �

of a deep jet overexpansion.
The dimensional static pressure derivative behind the weak shock strives to the

relation that is common for plane jet (at δ=0) and the axisymmetric one (at δ=1):

lim
J→ 1

d ln p
dw

� �
= −

1+ δð ÞγM sin θ

r
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 − 1

p .

This derivative is permanently equal to zero behind the normal shock (at J→ Jm)
both for plane flow and axisymmetric one.

3.3.2 Axisymmetric Jet

Static pressure variation in the compressed layer of an axisymmetric jet is con-
sidered at the M, θð Þ-plane of the flow parameters (Fig. 5h). Plot of the function
P̄w Jð Þ at the regions I–III that correspond to large nozzle throat angles basically
repeats the depicted one in Fig. 5a–c for various cases of the plane flow. The border
1 of the regions I and II where new maximum arises in the interval 1; Jp

� �
corre-

sponds to the relation

tan θ= −
1− εð Þ M2 − 1ð Þ3 ̸2

1 + 3εð ÞM4 + 2 2− 5εð ÞM2 − 7 1− εð Þ .

It ends at Mach number

Mu1 =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11− 6ε+4ε2

p
− 2+ 5ε

1+ 3ε

s
=1.158.

Instead of it, regions IV and V are present at the M, θð Þ-plane that corresponds to
two internal extrema of the function P ̄w Jð Þ at the plot Jp; Jm

� �
, Fig. 5d, e. The

vertical border 2 of the regions V and III, as well as VI and VII, with different
variations in the function P̄w Jð Þ at the interval Jp; Jm

� �
corresponds to the same

Mach number Mv =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4− 3εð Þ ̸ 1− 3εð Þp

=2.646 as in the plane jet flow.
Values of the function P̄w Jð Þ are negative in the interval 1; Jp

� �
at all zones I–V

situated above the curve 0 in Fig. 5h. It means that the static pressure just behind
the incident shock decreases along its trajectory.
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Change of the direction of the infinite discontinuity of the function P̄w Jð Þ at
J→ Jp occurs at the curve 0 determined by (14) and leads to the formation of the
regions VI and VII. Values of the function Pw̄ Jð Þ are positive in the part of the
interval 1; Jp

� �
at these regions. They are positive in this whole interval at θ=0.

Consequently, at small axisymmetric nozzle throat angles the growth of the incident
shock strength can exceed the flow expansion before the shock, and the static
pressure behind the shock increases. There is no analogous increase in static
pressure downstream the shocks of moderate strength in plane jet flow.

4 Conclusion

The dependencies of the geometrical curvature of the incident shocks, shock
strength variation, and numerous differential characteristics of the flowfield in
compressed layer on jet flow parameters are sufficiently different in plane and
axisymmetric jets. The factor of axial symmetry is especially significant at small
and moderate nozzle throat angles. It allows us to consider weakly or moderately
overexpanded axisymmetric jets with characteristics that seem to be impossible in
plane jet flows (for example, jets with positive curvature of its boundary or static
pressure growth behind the incident shock).

Some considered features of the non-separated flow in the vicinity of the nozzle
lip (for example, a possible change in incident shock convexity direction) are
common for plane and axisymmetric jets. But their dependence on governing flow
parameters is much more complex in axisymmetric jets. The parametric analysis
allowed us to ascertain and to compare the conditions of incident shock and jet
boundary convexity direction change, incident shock strength variation, and special
features of some other flow parameters in the compressed layer depending on the
type of symmetry of an overexpanded jet.
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Shock Wave Interaction with a Solid Body
Floating in the Air

M. Oshima, K. Nakayama and Y. Sakamura

Abstract A new shock tube system for the study of shock wave interaction with

a solid body floating in the air has been developed. The system consists of a hori-

zontally placed shock tube and a solid-body injecting device, which is mounted on

the floor of the test section of the shock tube. A solid body initially placed on the

shock tube floor was tossed into the air with the injecting device and then collided

with a planar shock wave, which is generated by rapturing the diaphragm between

the driver and the driven sections of the shock tube. By tuning the rapturing time

of the diaphragm, we can make the shock wave interact with the solid body when it

reaches the top of its trajectory almost at rest. In order to demonstrate the applicabil-

ity of the present system, the shock-induced motion of a hexahedral solid body and

the flow field around it were recorded using the shadowgraph technique coupled with

a high-speed video camera. Representative results from the present experiments are

reported in this paper.

1 Introduction

Shock-induced motion of a solid body in a gas flow has attracted significant interest

because of its relevance for various engineering problems, including dispersion of

inflammable dusts by shock waves [1], shock relaxation in dusty-gas flows [2], and

risk assessment of flying debris generated during accidental explosions [3]. In order

to obtain better understandings of these phenomena, several shock tube experiments

have been conducted so far. Igra and Takayama [4], for example, studied the shock-

induced motion of spherical solid particles initially placed on a shock tube floor
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and measured the drag coefficients of the particles. Although the boundary layer

developed along the shock tube wall was so thin that most of the tested particles were

out of the boundary layer [4], it is possible that the friction between the floor and the

particles might affect their initial motions. Jourdan et al. [5] conducted shock tube

experiments with spherical particles suspended by a very thin wire (a spider’s thread)

from the shock tube ceiling to keep the particles away from the shock tube floor.

Even though they successfully excluded the friction effect from the experiments,

the wire stuck on the tested particles might alter the particles’ motion. On the other

hand, Suzuki et al. [6] performed another type of shock tube experiments, in which

a solid particle was injected into the air just before the incident shock wave reached

the particle, and thus succeeded in causing the interaction of a propagating shock

wave with a solid body floating in the air without any supports. Since, however,

the particle injecting device used in their work was developed only for the tested

spherical particles, it could not apply to solid bodies of different geometry.

In the present work, we have developed a new shock tube system for the study

of shock-induced motion of a solid body floating in the air. The present system is

composed of a horizontally placed shock tube and a solid-body injecting device in the

same way as Suzuki et al.’s system [6] was, but the injecting device has been newly

developed in order to be able to inject various solid bodies. By using the present

system, we examined shock wave interaction with a hexahedral solid body floating in

the air. The motion of the solid body and the flow field around it were recorded using

the shadowgraph technique coupled with a high-speed video camera to demonstrate

the applicability of the present system.

2 Experimental Apparatus and Method

2.1 Shock Tube and Optical System

The experimental apparatus used in the present work is schematically shown in

Fig. 1. Experiments were conducted in a horizontally placed shock tube consisting of

a 1.46-m-long driver section of 120 mm inner diameter, a 4.6-m-long driven section

of 30 mm × 100 mm rectangular cross section, and a dump tank. A plastic diaphragm

set between the driver and the driven section is broken by a diaphragm rupturing

device. A test section installed at the end of the driven section has a rectangular

cross section of 30 mm × 100 mm and a pair of optical viewing windows of 99 mm

× 204 mm. A solid-body injecting device is mounted on the floor of the test section

at 3800 mm from the diaphragm location, and connected to the diaphragm rupturing

device through a control unit. The Mach number of the shock wave generated was

deduced from the signals from two pressure gauges mounted on the side walls of the

driven section. The working gas was air. The gas in the test section was initially at

atmospheric pressure and at room temperature, and the Mach number of the incident

shock wave (Ms) was set to 1.3. In the present work, a hexahedral solid body (size:

30 mm × 9.0 mm × 14 mm, weight: 4.6 g, material: a mixture of polyvinyl chloride

and rubber) was used.
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Fig. 1 Experimental apparatus

The shock-induced motion of a solid body and the flow field around it were visu-

alized using the shadowgraph technique and recorded by a high-speed video camera

(Photron, APX RS205K) with a camera lens (Nikon, Nikkor 200 mm, F4). The frame

rate and the exposure time of the recording were set at 2,000 fps and 1/500,000 s,

respectively. A mercury lamp (Ushio, UI-100) was used as the light source of the

shadowgraph system. A concave mirror (focal length of 200 mm) was used to col-

limate the light from the mercury lamp, and the another one was used to focus the

light passed through the flow field in the test section on the camera lens.

2.2 Solid-Body Injecting System

A schematic diagram of the solid-body injecting device coupled with the diaphragm

rupturing device and a timing chart of the present system are shown in Figs. 2 and

3, respectively.

The solid-body injecting device is composed of a cylindrical rod, a spring, and

a solenoid as illustrated in Fig. 2. The top of the rod is initially set to be flush with

the shock tube floor by the solenoid, and a solid body is placed on the rod. A trigger

signal from the control unit activates the solenoid and releases the spring-loaded rod

to toss the solid body into the air. After tossing the solid body, the rod has to be

quickly pulled back to the initial position by the solenoid again so as not to disturb
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Diaphragm rupturing device
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Solid-body injecting device
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Fig. 2 Solid-body injecting system
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Δtr

Δti

Fig. 3 Timing chart of the solid-body injecting system
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the flow field in the test section. Hence, it is necessary to adjust the duration of the

trigger signal sent to the injecting device (𝛥ti in Fig. 3) to an appropriate value.

The diaphragm rupturing device consists of a spring-loaded plunger with a knife

edge and a solenoid. By a trigger signal synchronized with the initiation of the inject-

ing device mentioned above, the solenoid and the plunger are activated to break the

diaphragm to generate a planar shock wave propagating in the driven and test sec-

tions. By tuning the delay time of the trigger signal after the initiation of the injecting

device (𝛥tr in Fig. 3), it is possible to make the shock wave interact with the solid

body when it reaches just the top of its trajectory “almost” at rest.

2.3 Image Analysis

The location and orientation of the solid body were extracted from shadowgraph

images using a public domain image processing software, ImageJ [7], combined with

an in-house code. A flowchart of the extraction process is shown in Fig. 4. Shadow-

graph images acquired by the high-speed video camera were initially processed using

ImageJ to detect the center of mass and the width and height of the bounding rect-

angle of the solid body (X1 and Y1 in Fig. 5, respectively). The angle of inclination

of the solid body, 𝛼 in Fig. 5, is then calculated by

𝛼 =
⎧
⎪
⎨
⎪
⎩

90◦ − arccos
(

aX1−bY1
a2−b2

)
if 𝛽 < 90◦

−90◦ + arccos
(

aX1−bY1
a2−b2

)
if 𝛽 ≥ 90◦
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Fig. 5 Geometric

parameters used to describe

the orientation of a

hexahedral solid body and to

calculate the angle of

inclination

Y
1
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3 Results and Discussion

3.1 Tuning of Operating Conditions

A set of preliminary experiments was conducted to determine the operating condi-

tions of the present system: (1) the duration of the trigger signal sent to the solid-body

injecting device (𝛥ti in Fig. 3), and (2) the delay time of the trigger signal sent to the

diaphragm rupturing device (𝛥tr in Fig. 3). In the experiments, direct photographs

of the solid body and the rod of the injecting device were taken using a high-speed

video camera. Figure 6 shows a typical result obtained from the experiment with

𝛥ti = 78 ms. It was revealed from photographs such as shown in Fig. 6 that

1. The injected solid body reached the highest position about 130 ms after the initi-

ation of the solid-body injecting device.

2. It took about 40 ms for the rod to be pulled back from the highest position to the

initial position.

3. The duration of stay in the vicinity of the highest position was about 4 ms, which

is much longer than the time during which an incident shock wave of Ms = 1.3
passes over the solid body (about 20 µs). Hence, we can practically regard the

injected solid body as at rest during the interaction with the shock wave.

Based on these findings, we found that 𝛥ti = 78 ms and 𝛥tr = 103 ms were appro-

priate for the present purpose.
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Δti= 78 ms

Rod

Solid body

Fig. 6 Series of direct photographs of the solid body and the rod after the initiation of the solid-

body injecting device (𝛥ti = 78 ms)

3.2 Shadowgraph Images

Figure 7 shows a series of shadowgraph images taken at different times after shock

passage, where the incident shock wave moves from left to right. It can be seen that

the incident shock wave collides head-on with the front surface of the hexahedral

body. The incident shock wave is reflected from the solid body and then diffracted

(Fig. 7a and b). By the shock wave diffraction, a vortex ring is produced behind the

solid body and the shadow of the vortex ring appears just behind the solid body

in Fig. 7b. The vortex ring gradually deforms as shown in Fig. 7c–f, and eventually

collapses on the lee side of the solid body. After the collapse of the vortex ring, a

wake region is produced behind the solid body.

It is also found from the shadowgraphs that the solid body hardly moves until

1 ms after the shock passage. This fact supports our premise that the injected solid

body can be regarded as at rest during the interaction with a propagating shock wave.

Eventually, the solid body is accelerated and swept away by fluid dynamic forces.
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Fig. 7 Shadowgraph images taken at different times after shock passage. The incident shock wave

moves from left to right.
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Fig. 8 Time histories of vertical displacement of the solid body

3.3 Results from Image Analysis

Representative results from the image analysis are depicted in Fig. 8. In this figure,

time histories of vertical displacement of the solid body obtained from four differ-

ent experiments are presented. As seen in Fig. 7, the solid body almost horizontally

moved at a small angle of attack within ±4◦. However, as clearly shown in Fig. 8,

the solid body falls faster than the free-falling body. It is presumed that this is due to

pressure decrease on the lower surface of the solid body caused by flow acceleration

through a narrow channel between the solid body and the shock tube floor.

4 Conclusions

In the present work, a shock tube system for the study of shock wave interaction with

a solid body floating in the air has been developed. By tuning the operating condi-

tions, we have successfully made an incident shock wave with a Mach number of 1.3

interact with a solid body almost at rest without any support. The shock-induced

motion of the solid body and the flow field around it were visualized using the
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shadowgraph technique coupled with a high-speed video camera. Representative

images obtained and results from the image analysis were presented.
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Equation of State of Pure Water, Aqueous
Solutions of Sodium Chloride, Gelatin Gel,
and Glucose Syrup

Hiroaki Yamamoto, Kazuyoshi Takayama and Hiroaki Shimokawa

1 Introduction

For a medical application of shock waves, extracorporeal shock wave lithotripter
(ESWL) has been established. It was demonstrated that the underwater shock
focusing is one of most efficient methods to generate a controlled high pressure in a
small region [1, 2]. However, the propagation of shock wave in the biological
tissues has been approximated to the behavior in water because the acoustic
impedances of organ and water are similar.

In order to develop a micromachined medical device which can generate focused
shock waves in organs such as shock wave ablation catheter [3], it is important to
predict shock wave behaviors in living body’s soft tissues precisely [4, 5]. How-
ever, the shock wave propagation in liquid, especially for highly viscous fluid, is
not so well understood as in gases.

Paper reports the result of preliminary tests on determining the equations of state
(EOS) of pure water, aqueous solutions of sodium chloride, gelatin and starch syrup
at the pressure range, which are primarily needed to perform numerical simulation
uniquely predicting behaviors of shock waves used for medical treatment.
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2 Experimental Method

Underwater shock waves were generated at higher degree of reproducibility by
explosion of 10 mg silver azide pellets (Showa kinzoku Kogyo Co. Ltd., Japan) [6],
which were glued at on a tip of an optical fiber. Q-switched Nd: YAG laser
(DSLT-ND-EOQ, λ = 1064 nm, nominal pulse duration 12 ns, 2 mJ/pulse,
Sparkling Photon, inc., Japan) was used to ignite the pellet.

Figure 1 shows experimental setup. The test section is composed of a stainless
steel chamber (100 mm in the inside diameter, 100 mm in depth) and an acryl
window (140 mm × 140 mm × 25 mm) (Fig. 2). The chamber has the three
pinholes to insert an optical fiber and two hydrophones. The shock wave motion at
its earlier stage was visualized by high-speed shadowgraph. The shock wave
overpressures were measured using PVDF Needle Hydrophone (Müller-Platte
Needle Probe for −10 to 150 MPa, Dr. Müller Instruments, Germany). The signals
were stored in the digital memory at 350 MHz of bandwidth and 2 GS/s of sam-
pling rate (DS-5534, Iwatsu, Japan).

The test materials were purified water, NaCl aqueous solutions at 3, 10, and
20 wt.% gelatin gel, and commercial grades of hydrogenated glucose syrup (HS-20,
Hayashibara Shoji, Inc., Japan). The purified water was deaerated by a vacuum
drier (Type VO1-B, Shimizu Rikagaku Factory inc., Japan) prior to use. The
required amount of NaCl powder (191-01665, Wako Pure Chemical Industries, Ltd,
Japan) was measured corresponding to the concentrations of NaCl aqueous solu-
tions, and then it was dissolved in the above-deaerated water at 313–323 K. Gelatin
powder (077-3155, Wako Pure Chemical Industries, Ltd, Japan), which also was
weighed by specified quantities, was completely dissolved in the deaerated water at
313–323 K. Then, pour the aqueous solutions of gelatin into the test chamber.
Then, optical fiber with AgN3 10 mg pellet at one end was inserted into the

Fig. 1 Experimental setup
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chamber. After leaving it at 292 K for 20 h, gelatin gel was formed. The temper-
atures of all of these materials were maintained at 293 ± 0.3 K prior to experiment.

Because the AgN3 10 mg pellet is not water-resistant explosive, when the pellet
is left as it is in a wet state for a long time, such as in gelatin gel, there is a
possibility that the characteristics of ignition and detonation of the pellet will
change. Therefore, to keep the inside of the pellet dry, the pellet was coated with a
waterproof agent (Cyanoacrylate adhesive CN4, ALTECO, Japan).

Figure 3 shows the sequential images of explosion of the pellet without water-
proofing after 20 h standing still in 10 wt.% gelatin gel. A laser irradiation was
observed in the first frame. Although detonation began at 0.2 µs after laser irradiation,
propagation of detonation continued until 3 µs. Because detonation velocity is lower
than the shock wave velocity in water, weak shock waves were successively gen-
erated as detonation propagates from the fiber tip to the opposite end of the pellet.

On the other hand, the characteristics of ignition and detonation of the pellet with
waterproofing are similar to that in air [7]. The pellet was also ignited after 20 h
standing still in 10 wt.% gelatin gel. Figure 4 shows the sequential images of
explosion. A flash of laser irradiation was observed in the second frame, ignition of
the pellet occurred in between third and fourth frame, which means they are from
0.4 to 0.6 μs ignition delay. From these images, detonation velocity was estimated
to be circa 4 km/s, which coincides approximately with nominal data [7].

Spherical shock wave was generated after 0.6 μs. Shock wave propagation
through optical fiber formed a weak conical wave preceding a spherical wave, and
shock wave fronts slightly bulge back the laser irradiation direction. Shock radius
was defined in Fig. 5 as the average distances between SW front and center of the
explosive were obtained from digital images.

AgN3

Weight：10 mg
Energy: 15 J

1mm

Q-switched Nd：YAG laser 

Wavelength: 1064 nm
Pulse width: 12 ns
Energy: 2 mJ/pulse

Test chamber

Fig. 2 Test chamber
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3 Result and Discussion

3.1 Shock Wave Velocities

Figure 6 shows pressure histories in the purified water, NaCl aqueous solutions at
3, 10, and 20 wt.% gelatin gel at 10, 20, and 30 wt.%, and commercial grades of
hydrogenated glucose syrup at 293 K. In the every test medium, positive peak
pressure with a steep rising edge attenuates to atmospheric pressure without fol-
lowing negative peak pressure.

AgN3
pellet

1mm

0.4

0.2

0 1.0

2.0

3.0

0.6

0.8

Fig. 3 Pressure histories in
pure water, 3, 10, and 20 wt.
% NaCl solution, 20 wt.%
gelatin gel, and hydrogenated
glucose syrup

AgN3
pellet

1mm

0.4

0.2

0 1.0

2.0

3.0

0.6

0.8

Fig. 4 Time-resolved
shadowgram images of the
explosion of a 10 mg AgN3
charge in the 3 wt.% NaCl
aqueous solution
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Figure 7 shows the relationship between the shock radius and the time after the
ignition. Ordinate and abscissa designate shock radius in mm and time in
microseconds. The data was analyzed in accordance with the method by Gojani
et al. [4]. Shock wave velocities were found by the following procedure. Shock
radii and times of arrival data were fitted by nonlinear least squares to an equation
of the form proposed by Dewey [8, 9],

Rs=m1ð1+m4tsÞ+m2 lnð1+m4tsÞ+m3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnð1+m4tsÞ

p
, ð1Þ

where m1, m2, and m3 are fitted coefficients; and Rs and ts are shock radius and
time, respectively.

In Table 1, the fitted coefficients m1, m2, and m3 for the every test material are
tabulated. The time derivative of Rs gives the shock velocity us.

us =m1m4 +
m2m4

1 +m4ts
+

m3m4

2ð1+m4tsÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lnð1+m4tsÞ

p ð2Þ

3.2 Overpressure and Shock Speed

Assuming that relationship between shock velocity Us and particle velocity Up is
written as

Us=C0 + βUp, ð3Þ

then, based on momentum conservation law,

p= ρ0UsUp, ð4Þ

Shock radius=1/2(ΔX1+ΔX2)

Shock wave front

Optical fiber Explosive gas

Fig. 5 Shock radii versus elapsed time after ignition
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relationship between pressure p and shock speed Us is given by (3) and (4).

p= ρ0Us
Us−C0

β
. ð5Þ

Relationship between density, particle velocity, and shock speed is given by
mass conservation law as

ρ= ρ0
Us−Up

Us
. ð6Þ

Figure 8 shows the plot of overpressure and shock speed. β of the each medium
is calculated based on the regression curve defined by (5).

Fig. 7 Pressure–density ratio Hugoniot curves of pure water, 20 wt.% gelatin gel, hydrogenated
glucose syrup and aqueous solutions of sodium chloride with 3, 10, and 20 wt.% at 293 K

Table 1 The coefficients determined by experiments. The date of density is taken from [13]

density
(kg/m3)

β B (MPa) γ m1 m2 m3 m4 sound
speed
(m/s)

water 998 2.40 244.67 8.77 1.1338 1.1464 -0.4909 1.2933 1.470

saline 1006 2.92 188.03 10.94 1.1022 1.2108 -0.3479 1.3009 1.434

NaCL 3Wt. % 1020 1.97 336.43 7.10 1.2137 0.7402 -0.5482 1.2672 1.538

NaCL 10Wt. % 1071 3.59 200.98 13.95 1.1628 1.4824 -1.8827 1.3984 1.626

NaCL 20Wt. % 1148 5.30 140.6 21.80 1.1516 1.9610 -2.3835 1.4342 1.652

gelatin 10Wt. % 1202 3.02 227.95 11.36 1.1071 1.2972 -0.6452 1.3286 1.471

gelatin 20Wt. % 1238 3.27 221.78 12.41 1.1146 1.3558 -0.7915 1.3411 1.495

gelatin 30Wt. % 1256 3.77 205.53 14.60 1.1240 1.3822 -0.7429 1.3795 1.551

syrup 70Wt. % 1370 6.47 149.43 27.09 1.0711 1.8761 -1.7024 1.6242 1.740
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3.3 Shock Hugoniot Curve

Combining (4) and (6) gives

p= ρ0Us
2 1−

ρ

ρ0

� �
. ð7Þ

Elimitating Us from (5) and (7),

p= ρ0 1−
ρ0
ρ

� �
C2
0

1− β+ β ρ0
ρ

� �2 , ð8Þ

where C0 is the sound speed of the medium.
Substituting C0 and β which were calculated in Sects. 3.1 and 3.2, respectively,

into (8), relationship between pressure and density is shown in Fig. 9. It is clear that

Fig. 9 The relationship
between pressure and density
in purified water, NaCl
aqueous solutions at 3, 10,
and 20 wt.% gelatin gel at 10,
20, and 30 wt.% and
commercial grades of
hydrogenated glucose syrup
at 293 K

Fig. 8 The relationship
between overpressure and
shock velocity in purified
water, NaCl aqueous
solutions at 3, 10, and 20 wt.
% gelatin gel at 10, 20, and
30 wt.% and commercial
grades of hydrogenated
glucose syrup at 293 K
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sodium chloride added to water tends to reduce compressibility of the solution. The
Hugoniot curves of gelatin gel also indicate that addition of impurity to water tends
to shift shock Hugoniot curves toward smaller density ratios.

The Tait-type EOS [10–12] which is useful for the medical application of shock
waves with overpressure of less than 100 MPa can be expressed as

p+B
p0 +B

=
ρ

ρ0

� �γ

, ð9Þ

where B and γ are the constants of media.
B and γ of the each medium can be calculated based on the regression curve

defined by (9). Coefficients of each medium are tabulated in Table 1. Data for
density are taken from Lide [13].

Figure 10 shows composition dependence for parameters β, γ, and B. It is clear
that β and γ increase or B decreases with increases in density. For sodium chloride
aqueous solutions, it seemed that after β and γ reached minimum value at low
density, they monotonically increase with the increase in the density. Conversely, B
reached maximum in a low-density region and it decreases with the increase of the
density. Similar behavior has been reported for water and alcohol mixtures [14].
When a small amount of alcohol is added, alcohol molecule forms hydrogen
bonding with the surrounding water molecules in aqueous solutions and enhances
the structure of total system rapidly. As the concentration of alcohol increases
beyond a certain point, structure characteristics of the system decreases and it
reduces compressibility of the solutions [15]. However, the sodium chloride
aqueous solutions are electrolyte unlike aqueous mixtures with alcohol. It is con-
sidered that the effect of hydrogen bonding on compressibility of the sodium
chloride aqueous solutions is relatively small. On the other hand, for gelatin gel and
syrup, there is also composition dependence for parameters β, γ, and B, but without
the maximum or minimum value.

4 Summary

In order to support numerical simulation aiming at medical application,
time-resolved visualization and pressure measurement of underwater shock wave
induced by small explosive were conducted.

The shock Hugoniot curves for pure water, 10, 20, and 30 wt.% gelatin gel,
hydrogenated glucose syrup and aqueous solutions of sodium chloride with 3, 10,
and 20 wt.% at 293 K were found experimentally.
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Forecasting Method of Shock-Standoff
Distance for Forward-Facing Cavity

Wang Gang, MA Xiao-wei, Jiang Tao, Gong Hong-ming,
KONG Rong-zong and YANG Yan-guang

Abstract Experiments are performed on a cylinder with a forward-facing cavity at
the tip in the flow of M∞ =10 in FD-14A shock tunnel. The shock shape,
shock-standoff distance, and oscillation characteristics are captured by the
high-speed movie, and the dynamic pressure response is used to correlate with the
acoustic characteristics of the cavity base through the transducer. By analyzing
the amount of experimental and numerical results abroad, a forecasting method for
shock-standoff distance is proposed. Combination of organ-pipe theory with
experimental results of oscillation frequency validates the applicability and effec-
tiveness of the method. Results of shock-standoff distance and oscillation frequency
are also obtained for experiments in FD-14A shock tunnel. The forecasting results
of oscillation frequency are in accordance with the experimental results. Further-
more, the oscillation amplitude and average velocity of the shock wave are analyzed
for forward-facing nose cavity at M∞ =10.

Keywords Shock-standoff distance ⋅ Forward-facing cavity ⋅ Pressure
oscillation

1 Introduction

Hypersonic vehicles such as hypervelocity projectiles, reentry vehicles, and
hypersonic aircrafts are designed to withstand severe heat loads. Maximum aero-
dynamic heating and potential for material ablation are typically most critical at the
nose tips and leading edges. A proposed passive heat transfer reduction mechanism
is to locate a forward-facing cavity at the nose tip. There is strong evidence that the
heat flux at the cavity base can be as little as 2 – 10 times less than the stagnation
point heat flux of a convex hemispherical tip [1, 2].This fact can be used in the nose
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design by centrally locating a forward-looking sensor at the base of a
forward-facing cavity. In doing so, the heat transfer to and temperature rise of the
window material may be reduced enough for some applications to eliminate the
need for active cooling [3–6].

Hartmann established that placing a forward-facing cavity in a nose can produce
intense pressure oscillations at a discrete frequency when placed within a super-
sonic flow(i.e., the Hartmann whistle) [7]. Sambamurthi [8] showed numerically
and experimentally that shock oscillation frequency and amplitude are related to the
cavity depth. The frequency is inversely proportional and amplitude is directly
proportional to the cavity base. Experiments by Marquart [9] indicated that the
primary mode of pressure oscillation in the cavity is the classic organ-pipe fre-
quency. Experiments and investigations by Engblom et al. [3] implied that free-
stream noise is the mechanism driving resonant pressure oscillations within
relatively shallow cavities, while numerical simulations by them indicated that
relatively deep cavities are unstable and would oscillate without freestream noise
(self-sustain), and most of the energy of the oscillations for deep cavities is con-
tained in the primary mode which had been indicated by Marquart.

However, most of the experimental and numerical researches aimed to examine
the issue of unsteady phenomena and aerothermal characteristics. Only a few
researches had concentrated on shock behaviors for the forward-facing cavity, but
the prediction of shock behavior is significant for forecasting frequency of oscil-
lation inside the cavity. Huebner [2], Sambamurthi [8], Marquart [9], Saravanan
[10], and Engblom [11] measured shock-standoff distance using optical methods.
Marquart [9] conducted the experiments to reveal that the average shock-standoff
distance remained nearly unchanged while the cavity decreased for some cases, and
the average standoff distance remained nearly unchanged with increasing angle of
attack.

In the present study, the shock-standoff distance for different kinds of
forward-facing cavities in supersonic and hypersonic flows are studied based on the
experiments in FD-14A shock tunnel, as well as other experimental and numerical
results.

2 Experimental Apparatus

2.1 Test Facility

The experiments were conducted in FD-14A shock tunnel in CARDC, as shown in
Fig. 1. The FD-14A shock tunnel can produce flows using nitrogen as the main
working fluid from Mach 6 to 16. The tunnel provides the capability to reach
reservoir pressure levels of up to 69Mpa and it can achieve a total temperature of up
to 4000 K. Runtimes were about 15 ms. A summary of the test conditions is
presented in Table 1. The experiments were conducted at a freestream Mach
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number of 10 and a freestream Reynolds number of 7.4*106/m. The pressure and
the temperature are 11.66 Mpa and 1005 K, respectively.

2.2 Test Model and Data Acquisition

The model was a flat-head cylinder wedge, 300 mm in diameter, with a cavity at the
tip. The cavity diameter was 80 mm and its depth was 200 mm (Fig. 2). A dynamic
pressure transducer (model NS-2) with an effective frequency response of
approximately 300 KHz and with a pressure range of 0–50 Kpa was used. The
transducer is nominally 2 mm in diameter and was installed with its axes parallel to
the model axis, and for the flat base with their face flush with the surface. The
signals were amplified by DH3840Q Amplifiers and pass through DH5862A
Electronic Filters with a cutoff frequency set at 300 kHz. Shock shape,
shock-standoff distance, and oscillation amplitudes were obtained by high-speed

Fig. 1 FD-14A shock tunnel
in CARDC

Table 1 Test conditions in
FD-14A shock tunnel

M∞ P0(Mpa) T0(K) Re∞L/(m)

6 2 ∼ 12 800 8.1 × 106 ∼ 6.7 × 107

9 3 ∼ 69 800 ∼ 3200 1.0 × 106 ∼ 5.5 × 107

10 3 ∼ 69 900 ∼ 4000 7.5 × 105 ∼ 4.5 × 107

12 3 ∼ 50 1200 ∼ 4000 4.0 × 105 ∼ 9.0 × 106

14 5 ∼ 40 1600 ∼ 4000 2.0 × 105 ∼ 4.0 × 106

16 5 ∼ 40 1900 ∼ 4000 1.5 × 105 ∼ 1.0 × 106

Fig. 2 Schematic drawing of
forward-facing cavity in
FD-14A shock tunnel
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movies that were recorded at rates up to 5000 frames/s. A motion analyzer was used
to determine the shock shape and to measure the time-dependent shock-standoff
distance that yielded mean standoff distance and rms amplitude for runs in which
the film was taken. The camera is with largest pixels of 1024*1024 and largest
frame frequency.

3 Methodology

3.1 Forecast for Shock-Standoff Distance

Shock shape and shock-standoff distance mainly depend on two factors: Mach
number and geometric shape. Some simple engineering correlations of blunt-body
shock shapes and shock-standoff distance were given based on the experimental
data [12], and the value of shock-standoff distance was correlated as

S
R
=0.143expð3.24 ̸M2

∞Þ Sphere− cone ð1Þ

S
R
=0.386expð4.67 ̸M2

∞Þ cylinder wedge, ð2Þ

where S is the shock-standoff distance, R is the radius of the nose, and M∞ is the
Mach number of the incoming flow.

As the ratio of cavity diameter D and nose diameter Dn varies, the shock-standoff
distance may change because the distance is mainly affected by the geometric
shape. For sphere–cone, (A) the first half of the geometric shape remains as the
original shape under the condition of relatively small D ̸Dn, the shock shape, and
hence, shock-standoff distance are** similar to the one without a cavity. (B) As the
value of D ̸Dn increases to a medium one, the central portion of the detached shock
is nearly parallel to the frontline of the cavity, while other parts of the detached
shock look like the shock shape of a sphere–cone without cavity. (C) Under
the condition of relatively large value of D ̸Dn, Sambamurthi [8] found that the
detached shock is almost parallel to the frontline of the cavity, and what is more, the
shape of the whole detached shock is quite similar to the shape of the cylinder
wedge’s shock wave. Based on these phenomena and Eqs. (1) and (2), three
forecasting equations for shock-standoff distance are proposed for three different
cases as follows:

(1) For case A, as the shock shape is quite similar to a sphere–cone’s shock shape
without cavity, R in Eq. (1) is approximated by 1

2 Dn, so the shock-standoff
distance is given by S= 1

2Dn*0.143expð3.24 ̸M2
∞Þ.

(2) For case B, as the central portion of the detached shock is nearly parallel to the
frontline of the cavity, and hence, the shock shape is similar to the shock shape
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of the cylinder wedge with a radius of 1
2D. Therefore, R in Eq. (2) is approx-

imated by 1
2D, and accordingly, the shock-standoff distance for case B is

approximated by S= 1
2D*0.386expð4.67 ̸M2

∞Þ.
(3) For case C, it is somewhat different from case B. As mentioned above in case

B, the central portion of the detached shock is nearly parallel to the frontline of
the cavity, but other parts of the shock still look like the shock shape of sphere–
cone, accordingly. In contrast to case C, the geometric shape of sphere–cone,
with relatively large cavity, is alike to a cylinder wedge. Hence, R in Eq. (2) is

approximated by definition of the equivalent radius of
ffiffi

2
p
4 Dn, and accordingly,

the shock-standoff distance for case C is approximated by S=
ffiffi

2
p
2 * 1

2

Dn*0.386expð4.67 ̸M2
∞Þ.

3.2 Forecast for Oscillation Frequency

Experimental and numerical investigations have consistently found that all of the
cavity configurations exhibit oscillatory flow due to resonance inside the cavity.
Most of the energy of the oscillations is at the lowest distinctive frequency, which is
considered as the primary resonance frequency. The primary resonance frequency
can be calculated using simple linear theory, given the cavity depth and the speed of
sound inside the cavity. In classic organ-pipe theory, the wavelength λ of the
primary resonance is given as λ=4L, where L is the cavity depth. Thus, the
frequency f corresponding to this wavelength can be obtained knowing the speed of
sound a. Assuming that the gas temperature inside the cavity is approximately the
stagnation temperature T0 of the flow, which leads to a =

ffiffiffiffiffiffiffiffiffiffiffiffi

γR*T0

p

[13, 14]. Hence,

f =
ffiffiffiffiffiffiffi

γRT0
p
4L , where γ is the ratio of specific heats and R* is the specific gas constant.

However, some other scientists suppose that the sound wave oscillated between
the base of the cavity and average position of the shock wave. Hence, the L in
Eq. (5) should amended to be L* =L+S [3, 4, 14–16]. This issue would be
discussed later.

4 Results and Discussion

4.1 Shock-Standoff Distance

Now, forecasting equations for case A, B, and C would be validated whether they
are suitable for shock-standoff distance, according to experimental results.

Marquart [9], Sambamurthi [8], and Huebner [2] conducted experiments at a
freestream Mach number of 10 on one geometric shape which differs in scales. The
terms deep, medium, and shallow were used to make a distinction among different
depths of cavity. The geometric shape is characterized for D ̸Dn = 0.67, as shown in
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Fig. 3. Forecasting results based on Eqs. (3)–(5) are compared with experimental
results in these three papers, shown in Fig. 4. Figure 4 presents the experimental
data for three configurations. Each point in the figure shows the shock-standoff
distance as a function of depth of cavity. “E1”, “E2”, and “E3” in the figure denotes
forecasting results for case A, B, and C, respectively, hereinafter the same. Now
that the depth varies for shallow cavity (L = 62 mm) and medium cavity
(L = 125 mm), the shock-standoff distances almost remain the same for two cases
as they are characterized by the same geometric shape of sphere–cone. For deep
cavity (L = 187.5 mm), the geometric size of sphere–cone is larger than the other
two cases; hence, the shock-standoff distance is larger than the other two cases. In
general, forecasting results indicate that “E3” is able to predict shock-standoff
distance accurately for a forward-facing cavity with varied geometric sizes of
sphere–cone and varied cavity depth for D ̸Dn =0.67, while forecasting results of
“E1” and “E2” underestimate the shock-standoff distance for this case.

Saravanan [10] and Engblom [11] conducted experiments at a freestream Mach
number of 5 and 8 on a forward-facing cavity for three models of D ̸Dn = 0.17,
D ̸Dn = 0.28, and D ̸Dn = 0.5. Experimental results compared with the forecasting
results are shown in Fig. 5. For the case of D ̸Dn =0.17, “E1” predicts the

Fig. 3 Schematic drawing of
a forward-facing cavity [9]

Fig. 4 Comparison of
forecasting shock-standoff
distance and experimental
results( D ̸Dn =0.67 )

Fig. 5 Comparison of
forecasting shock-standoff
distance and experimental
results (D ̸Dn =0.17− 0.5Þ
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experimental result accurately, while “E2” and “E3” fail to predict the standoff
distance. For D ̸Dn =0.28, “E1” and “E2” are able to predict shock-standoff dis-
tance, while the forecasting result of “E3” is somewhat larger than the experimental
results. For D ̸Dn =0.5, although the forecasting result of “E3” is a little larger than
the experimental result, it is more accurate than the other two methods.

Shadow flow visualization of cylinder-wedge model in FD-14A shock tunnel is
shown in Fig. 6. The results show that the shock-standoff distance to be an average
of approximately 88 mm, with the oscillation frequency of 609 Hz. Applied with
Eq. (2) for cylinder-wedge model, the calculation shows that the shock-standoff
distance is approximately 63 mm, which deviates from the experimental results for
about 28%.

In general, for the case of relatively small value of D ̸Dn, the existence of cavity
weakly affects the shock shape and the shock-standoff distance. Therefore, “E1” is
able to predict the shock-standoff distance. For medium value of D ̸Dn, the exis-
tence of cavity is quite similar to a cylinder wedge with a radius of 1

2D, as shown in
Fig. 5, the prediction of “E1” and “E2” is kind of accurate. For relatively large
value of D ̸Dn, the forecasting result of “E3” is accurate to the experimental result,
as shown in Fig. 4. Discussions would be continued in the following sections.

4.2 Oscillation Frequency

Controversy exists on the issue of how to define L in the forecasting equation
f = a

4L for oscillation frequency. The L may define as the depth of cavity, or the sum
of the depth of cavity and shock-standoff distance. Based on plenty of experimental
and numerical results abroad, the oscillation frequency is predicted using L and L*,
which can be calculated by “E1”, “E2”, and “E3”, respectively. By comparing with
the experimental results, two purposes would be achieved: On the one hand,

Fig. 6 Shock position in one
period in FD-14A shock
tunnel
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the controversy on the issue of “L” would be discussed; on the other hand,
adaptability and effectiveness of the forecasting method for shock-standoff distance
would be validated by this process.

Numerical simulations were performed at a freestream Mach number from 3 to 9
to study the oscillation frequency for forward-facing cavity by Engblom [11].
Comparisons using forecasting method of oscillation frequency with experimental
results are shown in Fig. 7. “L” in Fig. 7 denotes the forecasting result by defining
L as the depth of cavity. For the case of L∈ ð2, 10Þ mm, L ̸D=0.75, and
D ̸Dn ∈ ð0.06, 0.25Þ, the experimental results are just between the forecasting result
of “E1” and “E2”, which means that the forecasting results of shock-standoff dis-
tance are relatively accurate. For the case of L>12.7 mm, L ̸D≥ 1.4, and
D ̸Dn =0.5, the effect of shock-standoff distance on oscillation frequency’s pre-
diction decreases as the cavity depth increases, as shown in Fig. 7, “E3” provides
more accurate results of shock-standoff distance than the other two methods, and
hence more accurate results of oscillation frequency.

Juliano [17] conducted experiments on forward-facing cavity with D ̸Dn = 0.5,
and the result is shown in Fig. 8. The experimental results perfectly agree with the
forecasting results based on “E3”, while results by “L”, “E1”, and “E2” are larger
than experimental results.

The numerical and experimental effort by Yuceil and Engblom [4, 15] were
made on forward-facing cavity. For the case of L ̸D∈ ð0.2, 1.2Þ and D ̸Dn =0.5,

Fig. 7 Comparison of
forecasting oscillation
frequency and experimental
results( D ̸Dn =0.06− 0.5 )

Fig. 8 Comparison of
forecasting oscillation
frequency and experimental
results( D ̸Dn =0.5 )
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the result is shown in Fig. 9. As the cavity depth varies, “E3” predicts the oscil-
lation frequency accurately. For the case of L ̸D∈ ð0.3, 1.3Þ and D ̸Dn = 0.25− 0.5,
the result is shown in Fig. 10. The range of L< 7 mm corresponds to the geometric
shape of D ̸Dn =0.25, and in this case the forecasting results by “E3” close to but
underestimate the experimental results a little. For the case of L>7 mm and
D ̸Dn =0.5, the “E3” method predicts the experimental results accurately.

The experimental results were reported by Ladoon [1] and Segura [18] on
forward-facing cavity of D ̸Dn =0.5 and L ̸D∈ ð0.5, 3.0Þ. Based on the forecasting
results of shock-standoff distance, the experimental results equal to the results
predicted by “E3” method for most of the conditions. The results are shown in
Fig. 11.

Fig. 9 Comparison of
forecasting oscillation
frequency and experimental
results( D ̸Dn =0.5 )

Fig. 10 Comparison of
forecasting oscillation
frequency and experimental
results( D ̸Dn =0.25− 0.5 )

Fig. 11 Comparison of
forecasting oscillation
frequency and experimental
results( D ̸Dn =0.5 )
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Figure 12 shows pressure signals measured at the base of the cavity in FD-14A.
The pressure signals have been normalized by the total pressure behind the shock
wave. The oscillation frequency is approximately 622 Hz based on the figure.
According to organ-pipe theory, the oscillation frequency can be calculated to be
560 Hz. Furthermore, the result based on the forecasting equation for cylinder
wedge is about 614 Hz. It is obvious that the forecasting result of cylinder wedge is
close to the experimental results based on pressure signals, while the result obtained
by high-speed movie may be a little lower than its true value.

To conclude the cases above, for the case of D ̸Dn ≤ 0.17, “E1” is able to predict
the shock-standoff distance accurately. For D ̸Dn ∈ ð0.17, 0.3Þ, either “E1” or “E2”
could forecast the shock-standoff distance though, the error may exist for some
conditions. For the case of D ̸Dn =0.5 and D ̸Dn =0.67, “E3” provides satisfying
results of shock-standoff distance. Limited by the amount of experimental and
numerical results, the applicability of the forecasting method for shock-standoff
distance should be validated further. However, the data that are collected and
analyzed in the present paper cover the most of the published results of
shock-standoff distance for forward-facing cavity.

The controversy exists on the issue of L in forecasting equation for oscillation
frequency. Based on the results above, it is reasonable to believe that the sum of
shock-standoff distance and cavity depth should be taken into account to predict the
oscillation frequency. What is more, the estimation of shock-standoff distance takes
an important part in forecasting the cavity oscillation frequency.

4.3 Oscillation Amplitude and Velocity

Marquart [9], Sambamurthi [8], and Huebner [2] conducted experimental research
on oscillation amplitude in flow of M∞ =10. The model is characterized by
D ̸Dn =0.67. The normalized amplitude by Dn is plotted in Fig. 13. The average
values of amplitudes are from 6 to 12%. It is also noted that the average values of
shock velocities are from 2 to 4% of U in the upstream and downstream, respec-
tively, shown in Fig. 14.

Fig. 12 Dynamic pressure
signals at the cavity base for
baseline in FD-14A shock
tunnel
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5 Conclusions

A forecasting method has been developed for predicting shock-standoff distance of
forward-facing cavity. Giving consideration on different shock shape for different
geometric shapes, the forecasting method is divided into three cases to predict
shock-standoff distance. Then, the adaptability and effectiveness of the method are
validated based on plenty of experimental and numerical results as well as
organ-pipe theory. What is more, the controversy on the forecasting equation of
oscillation frequency is discussed and the authors take one side on this controversy.

Experiments have been conducted on a flat-head cylinder wedge with a
forward-facing cavity at the tip of FD-14A shock tunnel. The forecasting results of
shock-standoff distance are approximately equal to the experimental results. Fur-
thermore, the specific distributions of shock amplitude and velocity are discussed.
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Shock Interactions in Continuum
and Rarefied Conditions Employing
a Novel Gas-Kinetic Scheme

S. Colonia, R. Steijl and G. Barakos

Abstract Shock interactions can have a significant impact on heating rates and aero-

dynamic performance of hypersonic vehicles. The study presents different shock

interactions in partially rarefied hypersonic flows predicted employing a recently

developed gas-kinetic scheme for diatomic gases with rotational degrees of free-

dom. The new gas-kinetic schemes will be presented along with shock/wave bound-

ary interactions as well as Edney Type IV shock–shock interactions. Various lev-

els of rarefaction have been considered to highlight the effect of thermal relaxation

between the translational and rotational modes. In addition, for the Edney test case,

the imposed wall temperature on the shock-generating wedge and the cylinder sur-

face has been varied, to evaluate the importance of the boundary layer thickness in

the interaction region.

1 Introduction

The understanding of shock interactions is critical to the design of hypersonic vehi-

cles since they can have a significant impact on both heating rates and aerodynamic

performance affecting the requirements for vehicle control and thermal protection.

The flow over deflected control surfaces may be dominated by shock wave/boundary

layer interactions that can cause extensive separation, a laminar-to-turbulence tran-

sition and localised intense heating. A recent review of some of the key findings for

shock wave/boundary layer interactions for laminar flows was presented in [1], where

it was shown that mechanical and thermal loads over compression ramps depend

strongly on ramp angle, wall temperature and geometric configuration. Furthermore,
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the dependency of numerical predictions on grid resolution and the correctness of

the employed physical and numerical modelling was addressed.

In the present work, shock interactions in partially rarefied hypersonic flows

are considered. For the efficient simulation of such flows, a number of different

approaches can be considered. One such approach involves hybrid techniques which

couple Navier–Stokes methods with DSMC solvers or discrete-velocity methods

(DVM) for kinetic Boltzmann equations. In these methods, the more expensive

approach, DSMC or DVM, is employed only where needed and is coupled with a

finite-volume scheme for the NS equations used where the flow is continuum. A

hybrid technique couples two different simulation methods by means of information

exchange between the parts of the flow domain. Recent works using these methods

focused on rarefied high-Mach flow include [2, 3]. Early results for hybrid rarefied

high-Mach simulations using the Multi-Physics Code (M𝛷C) used in the present

work were reported in [4].

An alternative approach involves gas-kinetic schemes originally introduced as

Navier–Stokes solvers, which more recently have been extended with a capability to

resolve thermal non-equilibrium and flow rarefaction effects. In the present work, a

recently developed gas-kinetic scheme for diatomic gas flows with rotational relax-

ation is employed in the analysis of flows with shock interactions. The strength of

the gas-kinetic scheme lies in its capability to include the effect of collisions intro-

ducing a multi-scale effect which is missing in more commonly used Navier–Stokes

schemes. Moreover, due to their nature, gas-kinetic schemes can predict flow fields

with a certain degree of rarefaction enabling the computational analysis of shock

interactions from the continuum to the rarefied regime without having to rely on dif-

ferent numerical methods. In gas-kinetic schemes, a finite-volume approach is used

which reconstructs local kinetic problems around the cell interfaces in order to cal-

culate the numerical fluxes. In contrast, more commonly used Roe or AUSM fluxes

are based on approximations to a local continuum Riemann problem. In the present

work, the local kinetic problem around the cell interfaces includes both convective

and viscous contributions, while finite-volume methods employing more commonly

used numerical flux methods, e.g. Roe or AUSM, for the convective fluxes typically

employ a separate central difference-based discretisation of the viscous fluxes.

Among the gas-kinetic schemes available in the literature, a successful approach

is represented by the BGK-NS method introduced by Xu [5], subsequently improved

resulting in the Unified Gas-Kinetic Scheme (UGKS) by Xu and Huang [6] and

extended to diatomic gas flows in [7]. The UGKS uses a finite-volume method

where the numerical fluxes are based on the solution of the Shakhov model [8]

for a monoatomic gas, or the Rykov model [9] for a diatomic gas with rotational

non-equilibrium. Where the flow is under-resolved, by accounting for the pressure

jump in the definition of the collision time, additional numerical viscosity is added

resulting in a shock thickness of the order of the cell size. This allows the UGKS

to simulate flows in both rarefied and continuum regimes. A further feature is the

reconstruction and storage of the particle distribution functions around the cell faces,

which are updated in time according to the considered kinetic model. It means that
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the UGKS can deal with significant levels of flow rarefaction, but at a memory cost

between that of Navier–Stokes gas-kinetic schemes and of discrete-velocity methods.

Recently, the authors developed a novel gas-kinetic scheme based on a Chapman–

Enskog reconstruction of the kinetic problems around the cell interfaces which

includes rotational relaxation consistent with the Rykov model, as published in [10].

The method does not store and update the particle distribution functions in state-

space for each cell face, and it is therefore computationally more efficient than the

UGKS, particularly in memory overhead. However, the Chapman–Enskog recon-

struction limits the scheme to lower levels of rarefaction than the UGKS. Compared

to earlier works of Xu and co-workers, the presented scheme is defined directly on

the basis of kinetic models which involve a Prandtl number correction.

In the current work, an improved version of the gas-kinetic scheme presented

by Colonia et al. [10] is used which involves a further efficiency improvement by

replacing numerical evaluations of moments in state-space with analytically derived

expressions. Furthermore, a modified GKS scheme is also considered in which equi-

librium between the translational and rotational modes is assumed. Analysing the

results of the different schemes will enable the assessment of the effect of ther-

mal relaxation as well as the effect of changing Reynolds number which typically

occurs when changing the Knudsen number for a fixed Mach number. The meth-

ods were designed for complex three-dimensional flow simulations, including flows

around waverider geometries and moderate rarefaction levels, as shown in Fig. 1.

For increasing Knudsen numbers, the translational temperature from the gas-kinetic

scheme based on the Rykov model can be seen to deviate further from the results

with the single-temperature gas-kinetic scheme, as could be expected. Considering

the good computational efficiency of the gas-kinetic scheme derived from the Rykov

model (RGKS), a major point of investigation is the determination of what level

of flow rarefaction the results become inaccurate and a switch to more expensive

Fig. 1 Mach 8 flow around waverider with rounded leading edge. Translational temperature in two

cross sections in RGKS simulations. RGKS model with rotational relaxation on right-hand side,

single-temperature RGKS result on left-hand side. Two Knudsen numbers are shown, Kn = 0.0005
(left) and Kn = 0.001 (right) based on fuselage length
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method such as DSMC or DVM would be needed. In the present work, the assess-

ment of the schemes will first be considered for two-dimensional shock interaction

test cases.

The new gas-kinetic schemes will be presented along with the application to

hypersonic flows with shock/wave boundary interactions as well as hypersonic flow

with Edney Type IV shock–shock interactions. Different levels of flow rarefaction

are considered, highlighting the effect of thermal relaxation between the transla-

tional and rotational modes in the considered diatomic gases. Furthermore, the sen-

sitivity of the shock interaction with respect the imposed wall temperature on the

shock-generating wedge and the cylinder surface was considered, highlighting the

importance of the boundary layer displacement thickness increase on the wedge.

2 Multi-physics Code

The methods used in the present work are built in the Multi-Physics Code (M𝛷C)

under development at the University of Glasgow, described in [10, 11]. M𝛷C is

a computational framework designed for simulations of complex flows, where dif-

ferent mathematical flow models are employed for different regions of the flow

domain depending on the flow physics. For compressible flow applications, a cell-

centred block-structured finite-volume method for the Navier–Stokes equations using

the AUSM
+

/up method for the convective fluxes forms the baseline model. For

high-speed flows with thermodynamic non-equilibrium, the solver uses RGKS (gas-

kinetic scheme based on the Rykov model), introduced in [10]. For more challenging

flows at higher levels of flow rarefaction, discrete-velocity methods for the Shakhov

and ES models are available for monoatomic gas flows, while the DVM uses the

Rykov model or a poly-atomic ES model for diatomic gas flows. Considering the

cost and memory requirement of the DVM, practical applications of high-speed flows

involve hybrid simulations coupling of the DVM with the NS or RGKS solver. With

improved gas-kinetic schemes as presented in [10], the extent to which the DVM

needs to be used can be reduced in hybrid simulations and therefore achieve signifi-

cant efficiency gains. In the present work, the emphasis is on simulations which use

the RGKS in the entire computational domain.

3 Non-dimensional Rykov Model

A diatomic gas is considered at temperatures at which vibrational degrees of freedom

are not significantly excited. Furthermore, we exclude extremely low temperatures,

such that we can assume that rotational degrees of freedom can be considered fully

excited. In this case, the particle distribution function f (𝐱, 𝐜, t, 𝜁 ), which describes

the state of the gas, will be a function not only of the spatial coordinate 𝐱, the par-

ticle velocity 𝐜 and the time t, but also of the rotational degrees of freedom 𝜁 . The
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Rykov model represents an extension of the Shakhov model where also rotational

non-equilibrium is considered and has been proved to be a reliable kinetic approx-

imation, up to the heat fluxes moments of the Boltzmann equation. Since the rota-

tional degrees of freedom is considered fully excited, 𝜁 is reduced by the model and

a second distribution function is obtained. The non-dimensional distribution func-

tions F0 and F1 are obtained from the dimensional distribution functions F̂0 and F̂1
as follows:

F0 = F̂0∕
(
𝜌∞(2RT∞)−3∕2

)
F1 = F̂1∕

(
mRT∞𝜌∞(2RT∞)−3∕2

)
(1)

For the Rykov model written in terms of F = mf , we obtain
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+ 𝐜
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,

where the total collision time 𝜏 is expressed as 𝜇t∕pt with the viscosity determined

from the translational temperature andFM is the Maxwellian. In the present work, the

values 𝜔0 = 0.5 and 𝜔1 = 0.286 and 𝛿 = 0.75 are employed. Zr is the collision num-

ber, representing the number of collisions between molecules required to force the

rotational and translational motions towards equilibrium. In the recent literature, for-

mulas for Zr derived from data fitting, either from numerical or experimental results,

have been employed. For the Rykov model, the collision number suggested by Rykov

and co-workers is

ZRyk.
r = 3

4
𝜋
𝜓(T̃)
T̃1∕6

9T̃
T̃ + 8

Tr
Tt

[
0.461 + 0.5581

(
Tr
Tt

)
+ 0.0358

(
Tr
Tt

)2 ]
(3)

𝜓(T̃) = 0.767 + 0.233T̃−1∕6 exp
(
− 1.17

[
T̃ − 1

])
T̃ = Tt∕T∗

T ∗ = 91.5K is the characteristic temperature of the intermolecular potential for

nitrogen. An alternative expression for Zr(Tt,Tr) derived from molecular dynamics

simulations can be found in [12] as
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ZVal.
r =

[
a1

(
Tt
1K

)1∕4

+ a2

(
Tt
1K

)−1∕4

− a3

(
Tt
1K

− 1000
)][

1 − b
(
1 −

Tr
Tt

)]

with a1 = 1.33868, a2 = −6.19992, a3 = −0.00107942 and 0 < b ≤ 1. For the vis-

cosity law, Rykov and co-workers suggest

𝜇(Tt) = 𝜇(T∗) T̃
2∕3

𝜓(T̃)
(4)

Alternatively, a simpler power law can be employed. In the present work, this power

law was used exclusively, with an exponential factor of 0.72.

4 Gas-Kinetic Scheme Based on Rykov Model—RGKS

The present scheme is analytically defined on the basis of the Chapman–Enskog (CE)

expansion of the non-dimensional Rykov model for diatomic gases. The derivatives

of the equilibrium function and the time derivatives of the primitive variables are

defined analytically employing the compatibility condition of the kinetic model for

the latter. In previous works, e.g. [13], similar gas-kinetic schemes are defined using

the CE solution of the BGK model with and without rotational non-equilibrium and

a scaling of the energy numerical flux defined in [5] to correct the Prandtl number.

Moreover, in those schemes, the required derivative is expressed in terms of Taylor

series where the coefficient is calculated by means of properties of the employed

BGK model. The proposed GKS, due to the use of CE expansion, is limited to near-

continuum regions but is simpler than the UGKS methods presented in [6, 7]. For

the present Rykov-based GKS solver, also this correction is defined fully analytically.

Results for hypersonic partially rarefied flows with shocks using this correction were

previously presented in [10], showing an improved agreement with experimental

data for the obtained shock thickness and profiles.

From the non-dimensional reduced Rykov model (2), a system of equations for the

vector of non-dimensional macroscopic variables 𝐖𝐑 = (𝜌, 𝜌𝐜, 5
2
𝜌T + 𝜌c2, 𝜌Tr)T is

obtained by taking moments (1, 𝐜, c2, 0)T and (0, 𝟎, 1, 1)T and integrating over a time

step 𝛥t. The expressions for the numerical fluxes resulting from this step were previ-

ously described in detail in [10]. The moments involve integrations over the velocity

space and in most general formulation published previously, numerical evaluation

of these integrations was used. In the present work, analytical expressions for the

velocity-space integrations were used, which further enhances the efficiency of the

proposed gas-kinetic scheme. In the integration, upwinding in the velocity space is

used. The full formulation is too long to be presented here. For illustration, the mass

flux is presented here only. For the inviscid mass flux, we find
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The cell-face normal velocity component is un, while Teq is the equilibrium tem-

perature. The Prandtl number correction due to the Rykov model for the mass flux

becomes
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where qn is the heat flux associated with the translational motion normal to the cell

interface. For the viscous fluxes, derived from the CE expansion around the local

solution on the left-hand and right-hand side of the cell interface, we find
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where J11,… , J31 represent mesh transformation metrics in the general curvilinear

mesh formulation used here. The source term is due to the rotational relaxation.

The only non-zero contribution is for the last equation in the system, governing the

rotational energy. For the rotational energy equation, the relaxation term has the

following form for cell i and integration from time level n to n + 1:

𝜌(T|n+1i − Tr|n+1i )

Zr𝜏n+1i

+
𝜌(T|ni − Tr|ni )

Zr𝜏ni
, (8)

where the trapezoidal rule was employed in the time integration. It is important to

note that here the difference between the local equilibrium temperature T|i and the

rotational temperature Tr|i in cell i is used, while many studies consider a relaxation

term of the type introduced by Jeans–Teller involving translational and rotational

temperatures. For a well-resolved flow, the exponential terms in the flux equations

are small and represent numerical dissipation terms. Using the Rykov model as the

basis for the flux formulation, it shows that the Prandtl number correction in Eq. (6)

combines with the heat flux related terms in the viscous flux to consistently repre-

sent a Prandtl number correction for the part of the heat flux associated with the

translational energy.

Based on the RGKS with rotational relaxation, a single-temperature version was

also implemented in which it is assumed that the translational and rotational temper-

atures are in equilibrium, which significantly reduces the complexity of the scheme

as can be seen from Eqs. (5), (6) and (7). For the Rykov kinetic model, the effective

Prandtl number for continuum conditions can be derived from a Chapman–Enskog

expansion. For the Rykov gas-kinetic scheme, the Prandtl can be similarly obtained

in the limit of the translational and rotational temperatures approaching a common

equilibrium temperature. The Prandtl number is defined as

1
Pr

= 5
7

[
3

2 + 1−𝜔0
Zr

+
2∕5

𝛿 +
(
1−𝛿

)(
1−𝜔1

)

Zr

]
(9)

which shows that for the values used in the present work, i.e. 𝜔0 = 0.5, 𝜔1 =
0.286 and 𝛿 = 0.75, the Prandtl number attains a value of 0.71 for Zr = 5. In the
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single-temperature version of the gas-kinetic scheme, Zr = 5 is used for the flow

state at left-hand and right-hand side of the cell interface.

In the present work, solid wall boundary conditions are modelled using diffuse

walls with full accommodation.

5 Shock Wave/Boundary Layer Interaction

The first test case considered is the laminar flow over a compression ramp with a

sharp leading edge. The main point of interest here is the effect of the flow rarefac-

tion on the shock wave/boundary layer interaction. The test case considered was con-

ducted at Calspan-UB Research Center (CUBRC), with a free-stream Mach number

of 14.1 and a Reynolds number of 236,200 per metre and a ramp angle of 15◦. The

free-stream temperature was 88.88 K and a wall temperature was 297.22 K. The vis-

cous interaction parameter at the plate/ramp junction is large and for the ramp angle

considered, the flow in the experiment stays attached. For larger ramp angles, a sep-

aration bubble is formed which is confined by separation and re-attachment shocks,

as discussed in detail by Marini [1].

The Knudsen number for this test case is Kn = 8.85 × 10−5 for a metre reference

length as tested at CUBRC. In the present work, a more rarefied condition is also

considered, obtained by scaling down the flow length scale by a factor of two while

leaving the inflow conditions unchanged. This doubles Knudsen number and halves

the Reynolds number. For this test case, a block-structured mesh with 68 blocks and

a total of 106 cells in 2D was employed.

For the test conditions, the RGKS method with rotational relaxation as well as

the version with a single-temperature assumption was used to simulate the flow over

the compression ramp. Figure 2 shows the wall pressure (scaled with the free-stream

pressure) for these two simulations, compared with the experimental data as well

Fig. 2 Compression ramp

(CUBRC) − M∞ = 14.1,

Re∞∕m = 236,200 and

Tw∕T∞ = 3.344.

Comparison of wall pressure

(scaled with free-stream

pressure) for RGKS solver

with experimental data as

well as CFD results from

Marini (2001)
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Fig. 3 Compression ramp (CUBRC) − M∞ = 14.1 and Tw∕T∞ = 3.344. Difference in transla-

tional and rotational temperature for RGKS simulations at two Knudsen numbers. Flow at experi-

mental test condition, Kn = 8.85 × 10−5∕m (left) and flow at double Knudsen number (right)

as CFD results from [1]. It can be seen that the proposed RGKS model (with rota-

tional relaxation) generally produces results in better agreement with the experiments

than the single-temperature version of the solver. Also, the agreement with the CFD

results is generally better. From this comparison, it appears that despite the relatively

small value of the Knudsen number involved in this test, the inclusion of rotational

relaxation as well as a variable rotational collision number in the simulation leads to

a more accurate representation of the flow for the gas-kinetic schemes.

The significant contribution from the rotational relaxation can also be seen in

the top plot of Fig. 3, where the difference between the translational and rotational

temperatures in the simulation at the Knudsen of the experiment is shown in the

vicinity of the plate/ramp junction. The strongest deviation from thermal equilibrium

can be observed in the shock wave/boundary layer interaction region on the ramp.

However, a smaller but still significant relaxation takes places in the boundary layer

leading up to the shock interaction. This may largely explain the difference in surface

pressure between the full RGKS model and the single-temperature version in Fig. 2.

In the single-temperature version, a collision number Zr = 5 was imposed to fix

the Prandtl number to 0.711. For the RGKS results, the Zr from the Valentini model

as used in the simulations are shown in Fig. 4. In the boundary layers, the collision

number is markedly different from 5, which would further explain differences in the

boundary layer development and wall pressures between the RGKS model and its

single-temperature version.

Figure 5 shows a comparison of the scaled pressure in the flow field at the con-

ditions of the experiment for the RGKS with rotational relaxation and results from

the single-temperature variant of the RGKS. The shock wave generated by the flat

plate and its position can be seen to be different in both models due to the differ-

ent boundary layer developments along the flat plate. The pressure in the interaction

region is also significantly different with a stronger pressure rise along the ramp for

the single-temperature model.
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Fig. 4 Compression ramp (CUBRC) −M∞ = 14.1 and Tw∕T∞ = 3.344. Rotational collision num-

ber for RGKS simulations. Flow at experimental test condition (left) and flow at double Knudsen

number (right)

Fig. 5 Compression ramp (CUBRC)−M∞ = 14.1 and Tw∕T∞ = 3.344. Logarithm of scaled pres-

sure (free-stream pressure used as reference) in shock interaction region. RGKS results with rota-

tional relaxation (top) and single-temperature RGKS result (bottom)

To assess the sensitivity of the wall pressure to the Knudsen number in this flow,

Fig. 6 presents a comparison of three sets of results obtained using the RGKS model

(with thermal relaxation). The different results are for different Knudsen numbers:

the first result is at half the Knudsen number of the experiment, the second result was

obtained for the Knudsen number of the experiment and the third result for a Knudsen

number increased by two relative to the experiment. For reference, the experimental

data is also shown in the figure. Since the Knudsen number changes were created

by scaling the length scale of the flow, the Reynolds numbers will also be different

for the simulation results. The increased Knudsen number simulation corresponds

to the lowest Reynolds number. As could be expected, the wall pressure is already

significantly different at the flat plate as a result of the different rate of growth of the

boundary layer thickness, leading to a different in the shock wave/boundary layer

interaction and the subsequent re-attachment.
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Fig. 6 Compression ramp (CUBRC) −M∞ = 14.1 and Tw∕T∞ = 3.344. Comparison of wall pres-

sure (scaled with free-stream pressure) for RGKS solver for different Knudsen numbers in simula-

tion. For reference, experimental data (at Re∞∕m = 236,200) also shown

From the results presented here, it follows that the strongest thermal relaxation

effects result from the difference boundary layer development along the flat plate,

which then creates an effect on the shock interaction. The boundary layer on the ramp

is less affected by thermal relaxation effects, as a result on the increased density of

the flow downstream of the shock and therefore locally small Knudsen number.

6 Edney Type IV Shock Interaction

The second test case considered is the Edney type IV interaction investigated exper-

imentally at ONERA Chalais-Meudon as described by Pot et al. [14]. The tests were

conducted in the R5Ch blowdown tunnel resulting in a free-stream Mach number

of 9.95, free-stream temperature of 52.5 K and free-stream pressure of 5.9 Pa. The

Reynolds number is 166,000/m, and the circular cylinder in the test had a radius

of 0.008 m. A ramp at 20◦ angle was placed upstream of the cylinder to create an

Edney type IV shock interaction. A complicating factor was the ramp extending for

0.050 m only followed by a flat plate giving rise to a Prandtl–Meyer expansion which

in turn curves the oblique shock generated by the ramp before interacting with the

bow shock of the cylinder. For this test case, a block-structured mesh with 76 blocks

and a total of 106 cells in 2D was employed for the initial results obtained with the

RGKS method. Three different Knudsen numbers were considered. The first simu-

lation was conducted at the conditions in the ONERA experiment, while two further

simulations involved a scaling down of the flow length scale by a factor of 2 and 4

while maintaining the free-stream conditions. For Knudsen number at experimental
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conditions and two increased Knudsen numbers, Fig. 7 shows the difference in trans-

lational and rotational temperatures in the interaction region ahead of the cylinder.

As can be expected, the rotational energy relaxation effect is more pronounced for

the increased Knudsen number conditions. The plots show the extent of thermal non-

equilibrium in the main features of the flow field, i.e. the strong bow shocks as well

as the lambda shock, jet expansion and normal shock just before the jet impinges on

the surface. Figure 8 compares the scaled wall pressure on the cylinder as computed

with the RGKS method with the experiments from ONERA as well as the previous

CFD result from [15]. It can be seen that the agreement of the present results with the

experiment is satisfactory in terms of pressure peak and location, with a better agree-

ment than the results from [15]. The convergence behaviour of the current steady-

state simulations suggests some flow unsteadiness. This unsteadiness as well as the

relatively large pressure tap used in the experiment could partially explain the dis-

crepancy in pressure peak. The figure also shows the effect of the Knudsen number,

an increase in Knudsen number (and the associated decrease in Reynolds number)

reduces the peak pressure pressure value on the wall as well as moving its location.

In addition to the dependency of the shock interaction on the Knudsen number, the

sensitivity of the flow field with respect to the imposed wall temperatures was inves-

tigated. At the experimental conditions, the wall temperature on the shock-generating

wedge as well as the cylinder surface was assumed to be 5.71 times the free-stream

temperature. For the selected experimental setup, a strong type IV interaction was

achieved. Here, the experimental setup in terms of geometry was maintained in the

simulations. However, the imposed wall temperature was reduced in steps to 4.5, 3.5

and finally 2.5 times the free-stream temperature. For two different wall temperatures

in the simulations, Fig. 9 shows Mach number contours in the vicinity of the shock

interaction ahead on the cylinder. It can be see that an important effect is the slightly

decreased oblique shock angle for reduced wall temperatures, which can be directly

attributed to the reduced growth rate of the boundary layer on the shock-generating

wedge, i.e. a reduced boundary layer displacement effect is present for lower wall

temperatures. A second effect of the lower wall temperature is the reduced shock

stand-off distance from the cylinder, although this effect is relatively small. Clearly,

both effects combined lead to a significantly changed shock interaction with the type

IV interaction pattern gradually disappearing for reduced wall temperatures. This can

clearly be observed in the wall pressures on the cylinder surface shown in Fig. 10 for

the different wall temperatures. Clearly, the reduced oblique shock angle moves the

interaction region downwards, i.e. towards the negative angles, while the interaction

loses strength with decreasing wall temperature. From these results, it would fol-

low that for the reduced wall temperature conditions, the shock interaction intensity

could be increased again by moving the shock-generating wedge slightly forward.

The presented results clearly demonstrate the strong dependency of the shock inter-

action on both the levels of flow rarefaction and imposed wall temperatures. In both

cases, a significant part of the sensitivity is the result of the changes in oblique shock

location when the wedge-cylinder geometry is left unchanged.

The presented simulation results for the Edney type IV interaction case were

obtained using the Rykov model for the rotational collisional model, as defined in



120 S. Colonia et al.

Fig. 7 Edney type IV interaction −M∞ = 9.95 and Tw∕T∞ = 5.71. Difference in translational and

rotational temperature for RGKS simulations at two Knudsen numbers. Flow at experimental test

condition (left) and flow at double Knudsen number (right)
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Fig. 8 Edney type IV interaction (experiment at ONERA) −M∞ = 9.95 and Tw∕T∞ = 5.71. Com-

parison of wall pressure on cylinder (scaled with free-stream pressure) computed with RGKS solver

compared with experiments and CFD result from D’Ambrosio (top). Comparison of Knudsen num-

ber effect on RGKS solution (bottom)

Eq. (3). The local value of the rotational collision number has a direct effect on the

effective Prandtl number in the continuum limit, as can be seen from Eq. (9), as it

is a function of translational and rotational temperatures. As discussed previously, a

value of 5.0 would give a Prandtl number typically used in a CFD simulation (0.71).

One important aspect of the RGKS solver is therefore its ability to model the gas

dynamics at a range of conditions for which the constant Prandtl number assump-

tion is no longer valid, using empirical models or molecular dynamics derived model

for the rotational collision number.
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Fig. 9 Edney type IV interaction − M∞ = 9.95 and model at experimental scale. Mach num-

ber contours from RGKS simulations. Different wall temperatures on wedge and cylinder. Flow

at experimental test condition, i.e. Tw∕T∞ = 5.71 (left) and flow field for Tw∕T∞ = 3.5 (right)

Fig. 10 Edney type IV

interaction (experiment at

ONERA) − M∞ = 9.95.

Comparison of wall pressure

on cylinder (scaled with

free-stream pressure)

computed with RGKS solver

for different wall

temperatures imposed on

wedge and cylinder

compared with experiments

(at Tw∕T∞ = 5.71). Knudsen

number in RGKS solution

matches that in experiment
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7 Conclusions

The shock wave/boundary layer interaction on a compression ramp in laminar hyper-

sonic flow was investigated using a gas-kinetic scheme derived from the Rykov

kinetic model. The effect of flow rarefaction on the shock interaction region and

the wall pressure distribution was analysed showing marked differences between

the computational model results including rotational relaxation and a simplified

approach assuming a single temperature. For the considered conditions, the Knud-

sen numbers were relatively low. However, in the boundary layer along the flat plate,

the effect of thermal non-equilibrium was still significant. On the ramp, the bound-

ary layer was less affected by thermal equilibrium effects. The thermal relaxation

effect on the wall pressure on the ramp was mainly due to the altered interaction
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pattern resulting from the different boundary layer developments along the flat plate

when considering rotational relaxation. Furthermore, the Edney type IV interaction

in a hypersonic flow was studied using the RGKS method. The sensitivity of the

wall pressure peak and location with increasing Knudsen number was investigated

as well as the extent of rotational relaxation in the interaction region. In future works,

more detailed investigation of the hypersonic flows with Edney type IV interactions

will be conducted. Furthermore, work on hybrid simulations using the gas-kinetic

schemes presented here coupled with the DVM method for the Rykov kinetic model

is also ongoing.
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Ballistic Range Experiment of Shock
Stand-Off Distance for Spheres in Air
with Flight Speeds Between 5.08
and 6.49 km/s

Liao Dongjun, Sen Liu, Hexiang Jian, Xie Aimin, Zonghao Wang and
Jie Huang

Abstract To measure the shock stand-off distance for spheres with flight speeds

above 5 km/s in air and provide experimental data for validation of theory and numer-

ical methods, measurement of shock stand-off distance for hypersonic sphere has

been conducted in the hypervelocity ballistic range of China Aerodynamic Research

and Development Center. The measurement was made for spheres with diameters

of 8, 10, 12 and 15 mm, flight speeds between 5.08 and 6.49 km/s, and ambient

pressures between 1.5 and 6.3 kPa. The shock stand-off distance was measured

using transient shadowgraph and schlieren. The measurement error was analyzed and

found to be between about ±3% and ±8%. Under present test conditions, the flow

near the stagnation point is speculated to be primarily nonequilibrium. The shock

stand-off distance near stagnation point increases as the binary scaling parameter 𝜌R
increases. The data match well with previous investigations of similar conditions.

Different values of 𝜌R may have different influence on the state of the flow with

different speed near the stagnation point.

1 Introduction

The distance between the detached shock and the model surface is known as the

shock stand-off distance. During the hypersonic flight of space vehicles in the atmo-

sphere, chemical reactions of different species occur in the shock layer due to the high

temperature, which in turn changes the thickness of the shock layer. Thus, the shock

stand-off distance to some extent indicates the degree of thermochemical nonequilib-

rium [1]. Spheres are commonly used models for theoretical, numerical and experi-

mental research of the shock stand-off distance. Not being able to correctly predict

the shock stand-off distance over a sphere means not being able to correctly describe

the shock shape and pressure distribution over a flying object, which has an impact

on the prediction of aerodynamic characteristics of a flying body in general [2].
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The study on the shock stand-off distance over a sphere is fundamental and impor-

tant for the high temperature real-gas effect research and hypersonic computational

fluid dynamics validation, and therefore reliable experimental data is needed.

Many experiments have been carried out to obtain more accurate data of the shock

stand-off distance. High-enthalpy pulse wind tunnel is one of the commonly used

test facilities [3–6]. Belouaggadia et al. [7] measured the shock stand-off distance

for spheres in air with the flight speeds between 2.5 and 4 km/s in the wind tunnel

and compared experimental results with numerical results, showing that the two-

temperature model underestimates the shock stand-off distance by about 10.

Ballistic range, on the other hand, is a facility in which a model is launched into

quiescent gas at required speed and flies freely in the test section. With the initial

test conditions being properly controlled, real flight speeds, Reynold numbers and

high-enthalpy environment can be correctly simulated [8]. The experimental data

measured in a ballistic range is free from the problem of the chemical reaction of

the incoming flow and therefore is more reliable [9], making it an ideal facility for

measurement of the shock stand-off distance over hypersonic spheres.

Such measurements have been conducted by Lobb [10] in 1960s but the accu-

racy was limited by the flowfield visualization technique at that time and oil vapor

contamination in the test gas [11]. One of the more recent measurements was made

by Nonaka et al. [11] in a ballistic range in the intermediate hypersonic regime.

The shock stand-off distance was measured for hemispheres with the nose radius

of 7, 14 and 15 mm, flight speeds between 2.44 and 3.85 km/s and ambient pres-

sures between 5.6× 10
2

and 2.0× 10
4

Pa. Shadowgraph and schlieren were used to

visualize the flowfield. The results show the distinct differences of shock stand-off

distances among the frozen, nonequilibrium and equilibrium flows in the interme-

diate hypersonic regime (Fig. 1). The measured shock stand-off distance gradually

approaches the equilibrium result toward the downstream. Nonaka’s data is typical

in theintermediate hypersonic regime and has been used as validation for several

numerical calculations [12–14].

Liu et al. [15] measured the shock stand-off distance for spheres with the diameter

of 12 mm, flight speeds between 5.10 and 5.57 km/s and ambient pressures between

1.3× 10
3

and 11.2× 10
4

Pa in a ballistic range. Shadowgraph and interferogram were

used to visualize the flowfield. The results show that the flow near the stagnation

point is nonequilibrium, while in the rest of the regime it is near equilibrium (Fig. 2)

[16]. Related data were used to validate the accuracy of a nonequilibrium computa-

tional code [17].

The major limitations of ballistic range experiments are small model scales and

limited flowfield measurement methods [18]. Previous ballistic range experimental

data of the shock stand-off distance over spheres mainly focus on the intermediate

hypersonic regime with flight speeds between 2.5 and 4 km/s. Data for higher flight

speeds is relatively insufficient. To obtain clearer images of the detached shock and

acquire reliable shock stand-off distance data for spheres with higher flight speeds,

measurements of the shock stand-off distance for spheres with flight speeds above

5 km/s have been conducted in the hypervelocity ballistic range of China Aerody-

namics Research and Development Center (CARDC).
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Fig. 1 Normalized shock

standoff distance for sphere

of Nonaka’s experiment

Fig. 2 Comparison of

shock wave location of Liu

Jun’s experiment

2 Test Facilities and Methods

2.1 Ballistic Range Facilities

The experiment was conducted in the Aero-physics Range and the Hyper Velocity

Impact Range [19] of CARDC, as shown schematically in Fig. 3. Models are cov-

ered with sabots and accelerated to required speeds by the 25 mm light gas gun of the

Aero-physics Range and 16 mm light gas gun of the Hyper Velocity Impact Range.

The speed measurement and control system is used to measure the flight speeds of

models by the time they fly pass two laser beams and provide trigger signals for

imaging system. The chamber system, which consists of detonation section and test

section, provides space for sabot separation and shock stand-off distance measure-

ment. The vacuum system provides required ambient pressure for experiment. Imag-

ing system is used to visualize the flowfield and obtain images of detached shock over

models. Figure 4 shows the photograph of the Aero-physics Range of CARDC.
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Fig. 3 Shematic of the ballistic range

Fig. 4 Aero-physics Range

of CARDC

2.2 Imaging Methods

Transient shadowgraph and schlieren [20] were used for the imaging system in order

to investigate the imaging quality of both methods under present test conditions. The

light source is a YAG laser with a 10 ns pulse duration, which is capable for detached

shock imaging of spheres with flight speeds above 5 km/s.

3 Test Models and Conditions

3.1 Test Models

Present models were spheres made of alumina and aluminum. The former benefit

from smaller diameter error which can help to reduce the measurement error, and

the latter can hold higher launch overload. Therefore the alumina spheres were used

in Aero-physics Range with lower launch overload and the aluminum spheres were
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Fig. 5 Test models and

sabots, Left: alumina sphere,

Right: aluminum sphere

Table 1 Parameters of the test models

Sphere Material Diameter (mm) Diameter error

(mm)

Mass (g)

A Alumina 8 < ±0.01 1.1

B Alumina 10 < ±0.01 2.1

C Alumina 12 < ±0.01 3.6

D Alumina 15 < ±0.01 6.9

E Aluminum 10 ±0.03 1.5

used in Hyper Velocity Impact Range with higher launch overload. The spheres were

covered with separable sabots as shown in Fig. 5. Parameters of every kind of spheres

are summarized in Table 1.

3.2 Test Conditions

Conditions of present experiment were chosen according to the binary scale param-

eter 𝜌R similarity. 𝜌R is an important parameter for nonequilibrium process which is

involved with two-body reactions. The degree of thermochemical is characterized by

the Damköhler number (Dm), which is in proportional to the product of freestream

density 𝜌 and model radius R. Meanwhile in hypersonic similarity experiment flow

and real flow are supposed to have same Reynolds number (Re), which is also pro-

portional to the product of 𝜌 and R. This finally makes 𝜌R identical. Therefore in

ballistic range experiments Dm and Re of different flight conditions can be repro-

duced by changing 𝜌R with different ambient pressure and model radius [11]. For

present experiment, values of 𝜌R of 1.3× 10
−4

, 2.0× 10
−4

and 3.0× 10
−4

kg/m
2

were

chosen. Ambient pressures were calculated by the following formula:

P0 = 𝜌RairT∞ (1)
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where P0 is the ambient pressure of the test section. 𝜌 is the required test gas density

determined by chosen 𝜌R . Rair is the gas constant of air. T∞ is the temperature of the

test section, which was about 296 K. For chosen 𝜌R, ambient pressures of test section

were calculated to be between 1.5 and 6.3 kPa. The flight speeds were chosen to be

between 5.1 and 6.5 km/s. In order to compare with Nonaka’s data, one test with

flight speed between 2.5 and 4 km/s and 𝜌R = 2.0× 10
−4

kg/m
2

was also planned.

4 Measurement Methods and Error Analysis

Shock stand-off distance for spheres of present experiment was measured based on

the shadowgraph and the schlieren of flowfield as schematically shown in Fig. 6.

Number of pixels of the sphere diameter is measured along vertical axis of symmetry

(VL) as Px1. Number of pixels of the distance between outer edge of the shock layer

and sphere nose is is measured along horizontal axis of symmetry (HL) as Px2. Then

the shock stand-off distance (Δ) can be related to the sphere diameter (D) as follows:

D
Px1

= Δ
Px2

(2)

Therefore we have:

Δ =
Px2
Px1

D (3)

According to propagation of error, the measurement error of shock stand-off distance

is:

E =
|
|
|
|
|

−
Px2
Px21

D
|
|
|
|
|

ΔPx1 +
|
|
|
|

1
Px1

D
|
|
|
|

ΔPx2 +
|
|
|
|

Px2
Px1

ΔD
|
|
|
|

(4)

Fig. 6 Schematic of

measurement method of

shock stand-off distance for

spheres
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where ΔD is the error of sphere diameter, ΔPx1 and ΔPx2 are error of measured Px1
and Px2 respectively. For further analysis, Δ and E are normalized by sphere radius

as Δ/R and E/R.

5 Results and Discussions

Results of shock stand-off distances of present experiment are summarized in Table 2.

In total 14 results with flight speed between 5.08 and 6.49 km/s and 1 comparison

result with flight speed of about 2.69 km/s were obtained. The errors of measured

shock stand-off distances with flight speed above 5 km/s are basically between ±3%
and ±8%.

Figure 7 compares the shadowgraph of test 5-07 of present experiment and test

5-4071 of Liu Jun’s experiment with similar test conditions [17]. Shock layer imaged

by present experiment is obviously clearer than that of previous investigation. The

definition of the sphere and background is also improved, which will help to reduce

the error caused by manual measurement.

Figures 8 and 9 show the shadowgraph of test 5-07 and the schlieren of test

5-09 with similar test conditions, respectively. It has been shown that both shadow-

graph and schlieren are capable to clearly visualize the detached shock over spheres

Table 2 Shock stand-off distances and test conditions

𝜌R
(kg/m

2
)

Test

number

Sphere Diameter

(D, mm)

Flight

speed (V ,

km/s)

Ambient

pressure

(P0, kPa)

Normalized

shock

stand-off

distance

Δ/R

Error E/R
(±%)

1.3E-04 5-01 D 15 5.080 1.500 0.0735 4.56

5-02 D 15 5.260 1.500 0.0737 2.97

2.0E-04 5-04 D 15 5.158 2.300 0.0747 2.93

5-05 C 12 5.294 2.030 0.0816 7.80

5-12 D 15 6.047 1.790 0.0699 7.12

9-03 E 10 5.210 3.390 0.0765 6.31

9-06 E 10 5.760 3.370 0.0687 6.00

9-07 E 10 5.880 3.450 0.0671 5.63

3.0E-04 5-06 C 12 6.433 4.165 0.0753 8.35

5-07 C 12 6.490 4.160 0.0772 8.17

5-08 C 12 5.877 4.167 0.0833 7.60

5-09 C 12 6.001 4.166 0.0794 8.08

5-10 B 10 6.266 4.985 0.0771 3.48

5-13 A 8 5.715 6.310 0.0876 3.90

5-21 C 12 2.691 4.200 0.1331 9.19
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Fig. 7 Comparison of

shadowgraph between

test 5-07 and Liu Jun’s

test 5-4071, (I) test 5-07, D
= 12 mm, P0 = 4.160 kPa,

V = 6.490 km/s,

𝜌R = 3.0× 10
−4

kg/m
2
, (II)

Liu Jun’s test 5-4071,

D = 12 mm, P0 = 4.013 kPa,

V = 5.570 km/s, 𝜌R =

2.9× 10
−4

kg/m
2

Fig. 8 Shadowgraph

of test 5-07,D = 12 mm, P0
= 4.160 kPa, V = 6.490 km/s,

𝜌R = 3.0× 10
−4

kg/m
2

under present test conditions. The edge of shock layer in the shadowgraph is thinner

than that in the schlieren. This should be caused by the stronger diffraction effect of

schlieren. Thinner edge of shock layer can help to accurately locate the location of

detached shock. Therefore shadowgraph makes it easier to measure the shock stand-

off distances under present test conditions.

Figure 10 shows the relationship between normalized shock stand-off distances

and flight speeds as well as 𝜌R of present experiment, Nonaka’s experiment [11] and

Liu Jun’s experiment [17]. The curves of ideal gas, equilibrium and nonequilibrium

model are from Zander’s calculation [21] with 𝜌R = 5.0× 10
−5

kg/m
2
. Although

not the exact flow, Zander’s calculation can serve as an indication of flow states.

As shown in Fig. 10, present data are basically located between frozen flow and
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Fig. 9 Schlieren of test

5-09, D = 12 mm,

P0 = 4.166 kPa,

V = 6.001 km/s,

𝜌R = 3.0× 10
−4

kg/m
2

Fig. 10 Normalized shock

stand-off distance

dependence of flight speed

equilibrium flow, namely in the nonequilibrium regime. This indicates that flow near

stagnation point may be primarily nonequilibrium under present conditions. Also

present data gradually increase as 𝜌R increases, indicating the degree of chemical

reactions in the flow gradually decreases as 𝜌R increases.

Present data match well with Nonaka’s and Liu Jun’s results with similar con-

ditions. However the Nonaka’s results with flight speeds between 2.5 and 4 km/s

shows that normalized shock stand-off distance decreases as 𝜌R increases, which is

opposite to present experiment. It is speculated that different 𝜌R may have different
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influence on the state of the flow with different speed near the stagnation point. This

phenomena may need to be studied with more data with flight speeds between 4 and

5 km/s.

6 Conclusions

Measurement of shock stand-off distance for hypersonic sphere was conducted in the

Aero-physics Range and the Hyper Velocity Impact Range of CARDC with flight

speeds between 5.08 and 6.49 km/s and ambient pressures between 1.5 and 6.3 kPa.

Data of Normalized shock stand-off distances with 𝜌R = 1.3× 10
−4

, 2.0× 10
−4

and

3.0× 10
−4

kg/m
2

were presented. Conclusions for present test conditions are drawn

as follow:

1. Shock stand-off distance is easier to measure in the shadowgraph. The measure-

ment errors of shock stand-off distances are basically between ±3% and ±8%.

2. The flow near the stagnation point is speculated to be primarily nonequilib-

rium. Shock stand-off distance near the stagnation point gradually increases as

𝜌R increases, indicating the degree of chemical reactions in the flow gradually

decreases as 𝜌R increases.

3. The data match well with previous investigations [11, 17] of similar conditions,

but the trend of shock stand-off distance changes with 𝜌R is opposite to that of

Nonaka’s results [11] with lower flight speeds between 2.5 and 4 km/s. It is spec-

ulated that different 𝜌R may have different influence on the state of the flow with

different speed near the stagnation point.
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Oblique Shock Reflection over a Membrane

S. Kobayashi, H. Hemmi, T. Adachi and T. Koita

1 Introduction

Oblique shock reflection phenomena have long been studied both theoretically and

experimentally. In ordinary situations, incident shock is considered to be reflected

off some solid hard material. In this case, the deformation of the reflection surface is

negligible even if the pressure rise is high, and the boundary condition can be easily

assigned.

In regular reflection, the flow at the boundary is parallel to the boundary surface.

This condition is realized, when the reflecting wedge angle 𝜃w is large. As the reflect-

ing wedge angle decreases, this condition cannot be fulfilled, and a new reflection

configuration called Mach reflection forms.

In inviscid flow theory, the reflection configuration depends on three parameters,

i.e., the incident shock Mach number Mi, the reflecting wedge angle 𝜃w, and the

specific heat ratio 𝜅 of the fluid. When the same fluid is used (𝜅 = const.), and the

incident shock number is assigned, regular reflection occurs for 𝜃w > 𝜃wtr and Mach

reflection occurs for 𝜃w < 𝜃wtr. The dividing wedge angle 𝜃wtr is called the transition

wedge angle. In reality, the fluid has transport properties (viscosity and thermal con-

ductivity), so the inviscid theory is not valid. When the reflecting wedge angle 𝜃w is

slightly smaller than the transition wedge angle 𝜃wtr, a so-called dynamic transition

occurs, in which the reflection is regular at an early stage, but later transitions to

Mach reflection.
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For a reflecting surface of soft material, the surface may deform under high pres-

sure. This will relax the boundary condition behind the reflected shock, and the tran-

sition wedge angle will decrease.

The authors conducted a series of experiments on oblique shock reflection over

soft material to investigate the effect of acoustic impedance [1] of reflecting surface

material. The results show that, for a reflecting wedge angle well below the transition

wedge angle, the transition was delayed (i.e., the transition from regular to Mach

reflection occurred near the wedge tip). The distance from the wedge tip to where

the transition occurs (take-off distance) obviously depends on Young’s modulus K
of the reflecting surface material. Since the transition delay can be explained by the

deformation of the reflecting surface, it was concluded that Young’s modulus is more

relevant than the acoustic impedance I. The relationship between Young’s modulus

and acoustic impedance is given by the following formula:

I =
√
𝜌K,

where 𝜌 is the density of the material.

In this paper, we used a sheet of membrane (a Mylar film, which is more easily

deformable than soft solid materials; thickness 50 µm) as the reflecting surface and

investigated its effect on oblique shock reflection.

2 Experiment

The working gas was air, and the driven section was set to room temperature and

atmospheric pressure for each experiment run. The incident shock Mach number Mi
was 1.30 ± 0.005, and the reflecting wedge angle 𝜃w was about 43◦, which is well

below the transition wedge angle of 46.6◦ for Mi = 1.30 according to the detachment

criterion.

Figure 1a shows an attachment devised for the present experiment to fix a mem-

brane. A sheet of membrane was pulled tight and fixed by double-sided tape at the

front, the base, and the rear of the attachment. However, the tension was not mea-

sured. Before the experiment, the shadowgraph image of the membrane was straight,

but it loosened after being shocked. The membrane tension is thus low.

The leading edge is taken as the origin (Fig. 1b). The abscissa 𝜉 is taken along the

membrane, and the ordinate 𝜂 is defined perpendicular to the abscissa. The locations

of the reflection point and the triple point (𝜉, 𝜂) can be converted to (x, y), where x is

the abscissa taken in the shock propagation direction and y extends upward normal

to the x-axis.

Shadowgraphy was employed to visualize the reflection configuration. The light

source was a xenon flash lamp with a 180 ns pulse width. The flash lamp was trig-

gered by the output of the pressure gauge nearest to the test section via a digital delay

circuit.
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Fig. 1 a Attachment for

membrane, b Model used in

the present experiment and

the coordinate system

l

10 mmm5 mm
(a)

θw

ξ

η
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y

O

membrane

(b)

Figure 2a shows a shadowgraph before the experiment; the membrane surface is

almost straight. Figure 2b shows the membrane after a 1-day experiment (after 15

shots). The membrane is curved especially near the tip. This means that the mem-

brane suffered plastic deformation, and the membrane tension became very low.

After a series of experiments (about 150 shots), the membrane elongates only a little

bit (Fig. 2c).

3 Results and Discussions

3.1 Visualized Wave Configuration

Figure 3 presents the development of the wave configuration. Since the reflecting

wedge angle is below the transition wedge angle, the reflection should be Mach type

when the reflecting surface is a hard solid. In reality, even with a brass wedge, the

dynamic transition occurs at around 𝜉 = 20 mm. In the present membrane case, sur-

prisingly enough, similar behavior can be observed. This will be considered later.

Moreover, a slightly curved transmitted wave can be observed but was unobservable

in the previous experiment using soft materials.

In Fig. 3a, the reflection is regular. The transmitted wave, which is visualized

less clearly than the incident shock, is almost linear just under the membrane but

curved near the bottom of the attachment. The diffracted wave is invisible because

of insufficient light. The curved transmitted wave is more apparent in Fig. 3b. The air

behind the reflected shock intrudes under the membrane through the gap between the
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Fig. 2 Wedge model with a

sheet of membrane. a Before

experiment, b After 1-day

experiment, c After about

150 shots
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Fig. 3 Oblique shock

reflection over a membrane

(Mi = 1.30, 𝜃w = 42.72◦).

a x = 5.06 mm.

b x = 9.04 mm.

c x = 15.82 mm.

d x = 30.65 mm
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Fig. 4 Sketch of wave

fronts and others
incident shock membrane

contact surface

transmitted wave

a band of compression waves

β

γ

observation window and the membrane. It is visualized as a contact surface. A curved

wave is observable just behind the transmitted wave. This is considered to be a band

of compression waves generated by the contact surface. In Fig. 3c, d similar structure

develops but the transition to MR takes place between Fig. 3c, d. A reflection of the

transmitted wave from the bottom is visualized weakly. The membrane deformation

is marked in Fig. 3d but it will not affect the reflection far ahead.

For clarity, we present a schematic diagram in Fig. 4. The symbol 𝛽 represents

the angle made by the membrane and the visualized precursory compression wave.

Assuming steady wave propagation, from geometrical considerations, we have the

following relation of the propagation Mach number Mc of the compression wave:

Mc = Misin 𝛽∕cos 𝜃w.

Actually, we measured the angle from the bottom of the attachment instead of

from the membrane, as the membrane deforms. The measured value of 𝛽 was about

36◦, and thus Mc = 1.045. In a similar way, we measured angle 𝛾 between the contact

surface and the bottom. The value of 𝛾 ranges from 6◦ to 12◦, which means the Mach

number of the moving contact surface is 0.19–0.37.

3.2 Behavior of Triple Point

We measured the location of the reflection and triple points, defined by the inter-

section of the high-pressure side of the incident shock front and the low-pressure

side of the reflected shock front. However, due to the displacement of membrane

and visualized wave-front thickness, the measured results have only a weak coher-

ence. We therefore restricted measurement to Mach reflection data and measured the
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Fig. 5 Definition of

measured values (ξ,  η)

η
ξ(ξ',  η')

Δη
membrane

Fig. 6 Location of the

slipstream root
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]
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coordinate (𝜉
′
, 𝜂

′
) of the root of the slipstream. Furthermore, by deleting the displace-

ment in the 𝜂-direction from 𝜂
′
, we estimated Δ𝜂 in Fig. 5.

Figure 6 compares the location of the slipstream root for membrane and brass. In

this figure, the development of the Mach stem is evident. In both cases (membrane

and brass), the locations where the transition to MR occurs do not differ much. This is

a curious result considering our previous result for soft materials. By observation, the

membrane is convex upward, and thus the effective reflecting wedge angle slightly

decreases, which facilitates transition to MR. In contrast, the inclination angle of the

membrane increases slightly, which works to prevent the transition. We consider that

the two effects cancel each other and no remarkable difference is observed.

3.3 Angle Between the Incident and Reflected Shocks

Figure 7 compares the angle between the incident and reflected shocks with that over

a brass wedge. The angle decreases as the incident shock proceeds and we cannot

observe any difference.
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Fig. 7 Variation of the

angle made by incident and

reflected shocks
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3.4 Behavior of the Transmitted Shock

Figure 8 presents a schematic diagram for estimating the propagating Mach number

Mt of the transmitted wave at the bottom of the attachment and compares waves at

two different times (time interval 𝛥𝑡). Let Us, u, and v be the speeds of the incident

shock, the reflection point (regular reflection is assumed), and the transmitted wave at

the bottom. The symbol 𝛼 stands for the angle of the tangent to the transmitted wave

at the bottom. Furthermore, we assume that speed v is constant. From geometry, we

easily have

v = u sin 𝛼,

and

Us = u cos 𝜃w.

Fig. 8 Propagation of

transmitted wave

uΔt

vΔt

θw

α

transmitted wave

UsΔt
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Fig. 9 Variation of

transmitted shock Mach

number

x  [mm]

M
t

We then have

v = Us sin 𝛼∕ cos 𝜃w,

or, dividing by the sound speed a ahead of the incident shock,

Mt = Mi sin 𝛼∕ cos 𝜃w.

Although reflection is assumed regular, since the triple-point trajectory angle 𝜒 is

as small as 0.44◦, the error due to this assumption is small. Figure 9 shows the vari-

ation of propagating Mach number Mt. As the incident shock proceeds, the value of

Mt increases toward the incident shock Mach number Mi. As mentioned before, the

contact surface generates compression waves, and they might overtake the precur-

sory transmitted wave at the bottom of the attachment, and thus Mt is considered to

increase.

If no air intrudes under the membrane, generation of compression waves will

be suppressed, so this is not an intrinsic phenomenon. Since the transmitted wave

just under the membrane lies on the extension of the incident shock, the effect of

membrane over the transmitted wave is considered to be minute.

4 Conclusion

We performed oblique shock reflection experiments using a shock tube in our insti-

tute. The reflected shock characteristics unexpectedly turned out to be similar to ordi-

nary oblique reflection. The interesting result was the transmitted wave through the

membrane. Our future research will investigate the transmitted wave characteristics

through various materials.
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Formation of Shock Wave Reflection
Configurations in Unsteady Flows

I. V. Krassovskaya and M. K. Berezkina

In spite of the fact that the process of shock wave reflection has been the subject

of considerable research effort over the last few decades [1–12], the question of the

transition between the so-called regular and irregular reflection types is still of par-

ticular interest. The analytical approach to describing regular (RR) and Mach (MR)

reflection pattern was initiated by von Neumann [13]. He developed the local theory

of two- and three-shock configurations that are valid in the vicinity of the intersection

point of shock waves. Von Neumann’s theory has been successfully applied to shock

wave reflection in steady flows. As for the reflection in pseudo-steady flows, this case

is more adequately described by a model proposed by Cabannes [14] for the reflec-

tion of a shock wave off an immobile wedge. The main assumption of the theory is

that the Mach stem is rectilinear along all its length and perpendicular to the wedge

surface. The Cabannes’s theory of pseudo-steady Mach reflection is valid in the finite

flow domain. Both theories are mathematically equivalent to each other, and the for-

mal difference is that the given and unknown variables swap places. In the case of

the pseudo-steady straight wedge reflection, the given parameters are the Mach num-

ber Ms of an incident shock wave (or the ratio of densities at the shock front), the

wedge angle 𝛽 and the gas specific heat ratio 𝛾 . Note that in the absence of experi-

mental data one can describe the pseudo-steady reflection process using exclusively

Cabannes’s theory, since without experimental data, only two initial parameters, the

incident shock Mach number and the wedge angle, are known.

Figure 1 shows the main boundaries and existence domains for regular and Mach

reflection patterns in the (𝛽, 𝜁 )–plane for 𝛾 = 1.29. Here, 𝛽 is an angle of a reflecting
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Fig. 1 Boundaries and

domains of different

reflection patterns of shock

wave reflections in the

(𝛽, 𝜁)–plane for 𝛾 = 1.29
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wedge, and 𝜁 is the densities ratio across an incident shock wave. The value 𝜁 is

related to a Mach number of an incident shock wave Ms through

M2
s = (n − 1)𝜁∕(n − 𝜁 ),

where n = (𝛾 + 1)∕(𝛾 − 1) is the limiting value of the density ratio across the shock

front. For the purpose of convenience, Ms is plotted on the upper abscissa.

Line E is predicted by the two-shock theory. It is the boundary between the

domains of regular reflection (aboveE) and irregular reflection (belowE). The three-

shock theory of pseudo-steady reflection predicts two (B and C) boundaries. B is the

boundary of the stationary Mach configurations and C is the boundary of two merg-

ing shock waves resulting in one shock wave. The domain of the Mach reflection

patterns lies between lines B and C. Both RR and MR configurations are possible

in the dual-solution domain situated between B and E. It should be emphasized that

all aforementioned curves are the boundaries of the existence domains of the differ-

ent reflection patterns. But these lines are commonly accepted as transition lines (E
corresponds to detachment criterion, and B corresponds to mechanical-equilibrium

criterion) between a regular and a Mach reflection patterns. This point of view needs

to be interpreted correctly. On a straight wall, it is not impossible to realize the transi-

tion from one reflection pattern to the other in the course of one continuous process.

Each pseudo-steady reflection process has to start from the moment when a shock

wave makes contact with the independent reflecting wall. Therefore, the RR↔MR
transition in the case of pseudo-steady flows cannot be considered a continuous pro-

cess in which one pattern changes into the other.

When a planar shock wave propagates toward a multifaceted or a smooth curvi-

linear surface, it interacts with and adapts to a changing wall angle. The process
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is inherently unsteady and not self-similar. The most thoroughly investigated case

is that of cylindrical obstacles. The cases of concave and convex cylindrical obsta-

cles have been investigated in a number of studies: Ben-Dor [1], Ben-Dor et al. [2],

Syshchikova et al. [3], Takayama and Sasaki [4], Bazhenova et al. [5], Ben-Dor et

al. [6], Berezkina and Krassovskaya [7], Skews and Kleine [8], Glazer et al. [9],

Geva et al. [10], Gruber and Skews [11], and Kleine et al. [12]. In the case reflection

off a concave cylindrical surface with the initial angle equal to zero, the sequence

of events is the following: von Neumann reflection (vNR), Mach reflection (MR),

inverse Mach reflection (InMR), and transitioned regular reflection (TRR). It has

been found that the angle at which the transition from irregular to regular reflection

pattern was obtained that was greater than the known transition values, predicted

by two-shock and three-shock theories (detachment and mechanical-equilibrium

criteria).

In the case of a convex cylindrical reflecting wall, the reflection is initially reg-

ular. It may then transit into MR pattern when the incident shock wave encounters

decreasing wall angles. At present, there are two points of view on the parameters

of RR→MR transition. The first is that on a cylindrical surface, the regular reflec-

tion patterns appear to be maintained longer compared with the straight wedge case

[1–10]. In other words, a visible Mach stem (if one defines the transition as the loca-

tion of the first occurrence of a visible Mach stem) is arrived at wall angles lower

than that found in the pseudo-steady case for a straight surface with the same Mach

number.

This finding is at variance with recent numerical results [12]. Their data show

that the transition occurs at the same wall angle as for the straight wedge.

The intention of the study presented here is to elucidate the mechanism of forma-

tion of the reflection pattern in fully unsteady flow and to consider whether the com-

parison between the transition parameters obtained in unsteady reflection process

and the transition parameters predicted by the pseudo-steady two- and three-shock

theories is appropriate. To elucidate the mechanism of formation of the reflection

patterns, we performed numerical simulation of a shock wave reflection over multi-

faceted concave and convex wedges. A polyhedron inscribed in a cylinder can be suc-

cessfully used because the cylindrical surface is the limit of a polyhedron with i → ∞
(where i is the number of facets of the polyhedron). Computations were performed

for Ms = 2.5, 𝛾 = 1.29 and for 1/4 of tetraicosagon (24 facets) as the reflecting sur-

face. The numerical density contours for different instances for the case of concave

and convex walls are presented in Fig. 2 and Fig. 3, respectively. The data give a clear

indication of how the initial incident shock wave “receives the information about the

reflecting surface” and how the reflection configurations are formed. The single inci-

dent shock wave interacts with the reflecting surface at t = 0. At this moment the ini-

tial reflection configuration arises. After that, shock wave configurations rather than

the incident shock wave as such propagate toward and interact with the reflecting

surface. In essence, the shock reflection in a fully unsteady flow can be interpreted

as continuous transition from one pattern to other. In the case of concave reflecting

surface, the initial configuration is irregular vNR pattern (Fig. 2a). The Mach stem

interacts with the second facet. Further, pictures of flow field (Fig. 2b–f) illustrate
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Fig. 2 Numerical

simulation of Ms = 2.5
shock wave reflecting off the

concave tetraicosagon ramp

(sequential shock wave

patterns)
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very clearly how the reflection patterns are formed. Two processes are responsible

for the formation of the shock wave configurations. These are successive collisions of

the triple points leading to the formation of new three-shock patterns, and the reflec-

tions of newly formed Mach stem from the succeeding facets of the polyhedron. In

the case of the convex reflecting surface where the initial configuration is a RR, the

reflection point (common point for incident and reflected shocks) moves along the

first, second, and third facets of the surface forming RR configurations (Fig. 3). In

other words, both the incident and reflected waves make contact and interact with

the reflecting surface simultaneously. Note that the parameters of these RR patterns

are different from the parameters of the patterns described by two-shock theory. The

MR configuration arises and develops on the fourth facet. The reflection process on

the fourth facet is presented in Fig. 4. As one can see, the Mach stem of the MR
is not perpendicular to the surface, and the angle between the Mach stem and the

surface changes over time. This reflection process on the plane surface is unsteady

and not self-similar. In the next moments, the formed Mach stem diffracts over the

succeeding facets of the polyhedron, and the successive collisions of the triple point



Formation of Shock Wave Reflection Configurations in Unsteady Flows 149

Fig. 3 Numerical

simulation of Ms = 2.5
shock wave reflecting off the

convex tetraicosagon ramp

(sequential shock wave

patterns)
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and diffraction point lead to the formation of new three-shock reflection patterns.

The model of a polyhedron inscribed in a cylinder as the reflecting surface provided

better understanding of the mechanism of formation of shock wave configurations in

unsteady flows. It is shown that reflection patterns formed in unsteady flows are not

determined by the incident shock Mach number Ms, the angle of the wedge, and the

specific heat ratio, but result from complex subprocesses and cannot be described

with the use of the two- and three-shock theories. The evolution of the reflection

patterns is determined by the curvature of the reflecting surface.

The numerical results of the shock wave reflection from the concave cylindrical

arc are shown in Figs. 5 and 6 for Ms = 2.5 and Ms = 1.2, respectively.

Since a smooth cylindrical surface is the limit of a polyhedron where the number

of facets tends to infinity, it is clear that the foot of a shock wave moving along a

smooth surface will generate continuous perturbations. These perturbations will be

continuously passed on to the incident wave causing formation of reflection patterns.

Apparently, the reflection patterns will have curved reflected waves and Mach stems,

and a gradient flow field behind them. The characteristics of the unsteady reflec-

tion patterns are different from the ideal patterns described by Cabannes’s theory.
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Fig. 4 The reflection

patterns on the fourth facet

of the convex tetraicosagon
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Fig. 5 Numerical

simulation of Ms = 2.5
shock wave reflecting off the

concave cylindrical surface

(sequential shock wave

patterns)
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Comparison of the data obtained for Ms = 2.5 with the data for Ms = 1.2 shows that

the sequence of events depends on the initial shock Mach number. For Ms = 2.5, the

TRR structure arises after termination of a Mach reflection pattern (Fig. 5). In the

case of weak incident shock (Fig. 6), the termination of a MR leads to the forma-

tion of a RR pattern. The interaction of the reflected wave of a RR pattern and the

old reflected wave of a MR configuration results in a TRR structure. Because the

unsteady reflection patters are the results of complex subprocesses, the MR→RR
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transition angles have to depend on the shape of the reflecting wall and differ from

transition angles calculated for pseudo-steady shock reflection.

The reflection process over a convex cylindrical arc is shown in Figs. 7 and 8 for

Ms = 2.5 and Ms = 1.2, respectively. The initial reflection pattern is a RR. In this

case, the reflection point follows the shape of the smooth reflecting surface. Hav-

ing regard to the fact that the reflection point belongs to both the incident and the

Fig. 6 Numerical

simulation of Ms = 1.2
shock wave reflecting off the

concave cylindrical surface

(sequential shock wave

patterns)

x
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Fig. 7 Numerical

simulation of Ms = 2.5
shock wave reflecting off the

convex cylindrical surface
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Fig. 8 Numerical

simulation of Ms = 1.2
shock wave reflecting off the

convex cylindrical surface

(sequential shock wave

patterns)

x

y

-1.5 -1 -0.5 0
0

0.5

1

1.5

M=1.2 t=0.2 0.4 0.6 0.8 1.0

RR

RR

MR
MR MR

reflected waves, it is reasonably suggested that both shock waves play a role in the

reflection process and interact with the reflecting surface simultaneously. It may be

suggested that the Mach reflection pattern is formed when the reflected wave of the

RR is of primary importance compared with the incident shock wave. After the tran-

sition from a two-shock to the three-shock configuration, the foot of Mach stem fol-

lows the shape of the surface and generates the continuous perturbations. The triple

point accumulates the perturbations, and new MR configurations are formed. The

incident shock wave with Ms = 1.2 has subsonic flow behind its front. The pressure

pulse of rarefaction comes to the triple point of a MR. In this case, the single Mach

reflection configurations are formed (Fig. 6). The incident shock wave with Ms = 2.5
has supersonic flow behind its front. In this case, the pressure pulse of compression

comes to the triple point. As a result, the double Mach reflection patterns are formed.

It has been found that reflection configurations arising in unsteady reflection can-

not be interpreted with the help of two-shock and three-shock theories. Unsteady

shock reflection is a process much more complicated than a sequence of ideal shock

wave patterns corresponding to the local values of an incident shock and a wall angle.

It can be assumed that the RR→MR transition will occur at different parameters in

the case of reflection of the same incident shock off different reflecting walls.
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Experimental and Numerical Visualisation
of Supersonic Flow over the British Isles

Craig White and Konstantinos Kontis

Abstract Colour schlieren experimental results for Mach 5 flow over an arbitrary

geometry that generates complex shock structures and shock interactions are pre-

sented. The experiment is rebuilt using the rhoCentralFoam solver to solve the com-

pressible Navier–Stokes equations and a numerical analogue, the density gradients

(i.e. pseudo-schlieren), is compared to the experimental result, showing very good

qualitative agreement. The numerical results give data that can be post-processed to

visualise the shock waves by taking advantage of changes in pressure, entropy, veloc-

ity, etc. across a shock, in addition to the gradients of density. It is shown that, at least

for the geometry and Mach number studied here, the divergence of the velocity field

produces the best numerical shock detection method.

1 Introduction

Schlieren imaging is a well-known technique that can be used to visualise shock

waves in supersonic and hypersonic flows. It relates the refractive index of light pass-

ing through a transparent medium, such as air, to the density of the medium. It is a

useful technique for gaining experimental knowledge of the location of shock waves

and their interaction with other shock waves, solid boundaries or boundary layers.

However, the data that can be acquired using schlieren techniques are qualitative

and must be complemented with data from quantitative techniques, such as pressure

transducers on the model surface. Numerical data from computational fluid dynam-

ics (CFD) packages can also be used to gain more knowledge about a compressible

flow but is important that these results are validated against experimental data. Since

a numerical result can give information about many fields throughout the domain,

it is possible to visualise discontinuities in various manners; authors have suggested

using gradients of density (pseudo-schlieren), gradients of pressure, divergence of

velocity, and gradients of entropy [1].
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The purpose of the current work is to compare experimental and numerical tech-

niques for visualising shock wave discontinuities over an arbitrary geometry in high

resolution. It is possible that properties other than gradients of density, that can only

be investigated numerically, will reveal extra data, allowing a deeper understanding

of the flow field to be achieved. The choice of flow property is not a trivial deci-

sion, but Samtaney et al. [1] have made some recommendations that will be tested

in the current work. The arbitrary geometry chosen is a scale model of the British

Isles, which is subjected to a Mach 5 flow, generating a complicated flow field that

has many shock waves and interactions. The aim of the work is to compare different

qualitative methods for visualising shock waves both experimentally and numerically

over a complex, arbitrary geometry, and not to provide quantitative values.

2 Experimental Method

The supersonic wind tunnel is an intermediate blowdown (pressure-vacuum) type

which uses dry air as working fluid and is shown schematically in Fig. 1. Air from a

high-pressure airline is dried and stored in a pressure vessel at a pressure over 15 bar.

After passing through a pneumatically operated quick acting ball valve, the gas enters

the electric resistive heater section. The gas temperature is raised from ambient to a

temperature that is sufficient to avoid liquefaction on its expansion through the nozzle

and that of a maximum enthalpy flow condition of 700 K. On leaving the heater, air

enters the settling chamber which is downstream of the flow straightener matrix.

Immediately downstream of the settling chamber a contoured axisymmetric Mach

5 nozzle is situated. The stagnation pressure can range from 5 to 8 bar and thereby

unit Reynolds numbers, Re/m, of between 4 − 16 × 106 m
−1

can be achieved [2–4].

The tunnel working section is an enclosed free jet design with dimensions 325 mm×
325 mm × 900 mm (height × width × length) having two circular quartz windows of

195 mm diameter. The variations in Mach number and unit Reynolds number were

found to be 0.4% and 3.7%, respectively [5]. The useful running time is found to be

7.5 s. Stagnation pressure p0 and stagnation temperature T0 measurements are done

using a Pitot probe attached to an absolute pressure transducer, Kulite XTE-190M

(6.89 bar range), and a K-type thermocouple probe at the settling chamber. Analogue

signals from the sensors are acquired by a high-speed Data Acquisition (DAQ) card,

National Instruments (NI) PCI-6251, after they are conditioned by an SXCI-1000

unit. The existing system has the capability of collecting data at a frequency up to

333 kHz at 16-bit digitisation.

Conventional black and white schlieren systems utilising a slit as source and hori-

zontal or vertical knife edge have the ability to show refractive index gradients which

deflect the light rays normal to the knife edge, making the system a one-dimensional

tool [7, 8]. This presents a disadvantage when studying complicated flows, e.g. where

shock waves and boundary layers deflect light rays in the same direction [9, 10].

Using two-dimensional colour schlieren systems, where a coloured wheel is placed

at the knife edge location, allows for the detection of flow features that would be
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Fig. 1 Supersonic wind tunnel schematic layout [5]

more difficult to identify using one-dimensional schlieren. In the present case, colour

schlieren is utilised to study the generated flow field.

Toeplers z-type schlieren technique, adopted for flow visualisation, consists of a

continuous light source of Palflash 501 (Pulse Photonics) with a focusing lens and

a 1-mm-wide slit, two 203.2 mm parabolic mirrors with 1828.8 mm focal length, a

knife edge, a set of Hoya 49 mm close-up lenses, and a digital Canon SLR cam-

era, EOS-450D, 12 MP. A parallel beam of light is passed through the test section

windows before focusing on the knife edge plane that is placed perpendicular to

flow direction and the focused beam is shone on the CMOS sensor of the camera

[11, 12]. The camera is set to continuous recording mode at 3.5 fps with full res-

olution; the shutter speed is adjusted to maximum value of 1/4000 s with an ISO

speed of 400 to provide enough detail and appropriate brightness. The digital res-

olution is approximately 34 pixels per mm. In addition, a high-speed Photon SA-1

Fig. 2 Schematic setup of schlieren visualisation with data acquisition architecture [6]
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Fig. 3 Schlieren

arrangements for black and

white and colour [12]

High Speed Video system is utilised to record time-resolved schlieren images up to

675,000 fps at various pixel resolutions and shutter speeds. The optimum frame rate

is based on a compromise between adequate temporal resolution and pixel resolution.

The shutter speed is set to 1 µs to resolve flow features with sharpness. The digital

resolution is approximately 10 pixels per mm. The layout of the optical setup and

the data acquisition architecture with measurement chain is shown in Fig. 2. Colour

images are acquired when the slit at the source is replaced with a circular pinhole

and a three-colour (red, blue, and green) wheel placed at the knife edge location, see

Fig. 3. The model used for this study is a miniature British Isles (with minor topolog-

ical details omitted) shape stainless steel plate with north-to-south maxima of 4 cm

and connected to a 𝜆-shape support.

3 Numerical Method

A computer-aided design (CAD) geometry of the British Isles was created using

image editing and 3D modelling software, starting from a high-resolution drawing

of the British Isles. The CAD geometry was modified to closer resemble the exper-

imental model, for example, the Western Isles were deleted from the northwest of

Scotland. The CAD model was finally scaled to have a height of 4 cm and a depth to

match the experimental model and is shown in Fig. 4. This 3D model was then used

to create a fine, structured mesh using OpenFOAM’s snappyHexMesh tool. The final

mesh had dimensions of 0.044 m× 0.048 m× 0.01 m and contained 6.3 million cells.

The high-speed compressible flow solver, rhoCentralFoam [13], implemented

within the C++ framework of OpenFOAM [14] was used to perform the numer-

ical simulation in this work. rhoCentralFoam uses finite volume discretisation and

solves the compressible Navier–Stokes equations using semi-discrete, non-staggered



Experimental and Numerical Visualisation . . . 159

Fig. 4 Screenshot of the

CAD model used to generate

the numerical mesh

second-order central schemes on a polyhedral mesh. The inlet boundary conditions

were static pressure p∞ = 1228.52 Pa, velocity U∞ = 792.5 m/s, and static temper-

ature T∞ = 61 K, corresponding to a Mach number of 5 at the nozzle exit. The ther-

modynamic properties for dry air used in the simulation were specific gas constant

R = 287 J/(kg K) and ratio of specific heats 𝛾 = 1.4. The viscosity was modelled

using Sutherlands Law:

𝜇 = As
T1.5

T + Ts
, (1)

with the Sutherland coefficient As = 1.458 × 10−6 Pa/K
0.5

, and Sutherland tempera-

ture Ts = 110.4 K. The time step was modified throughout the simulation to maintain

a maximum Courant–Friedrichs–Lewy (CFL) number of 0.1. The solver is transient

and a first-order time scheme was used. The Mach 5 flow enters the domain from

the inlet boundary in the form of a normal shock wave, similar to the real flow in

the wind tunnel, and the flow develops over the model as the simulation proceeds in

time.
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4 Results

The numerical results presented are from a physical time of 226 µs, enough time

for the Mach 5 flow to traverse the entire numerical domain. This required 42.3 h of

compute time on 6 cores of a desktop PC equipped with an i7 processor. The experi-

mental result was obtained using the colour schlieren system described in Sect. 2.

Figure 5 compares the experimental schlieren with a pseudo-schlieren calculated

from the gradients of the numerical density field. Very similar discontinuities in

the flow are found by both the experimental and numerical methods. The experi-

mental data obtained shows the capability to obtain high-resolution (10 pixels per

millimetre) colour schlieren results that allow the complex flow field generated by

hypersonic flow over an arbitrary geometry to be visualised.

As discussed previously, it is possible to view shock waves and discontinuities

from various properties generated by the numerical solution. The results from sev-

eral properties suggested for this purpose in the literature have been calculated in

post-processing and are displayed below, with the aim of comparing the shock wave

structures observed from different fields. Gradients of the pressure field are shown

in Fig. 6. Compared to the results for gradients of density, the same main features

can be observed. The shock waves are not captured with the same intensity as when

the gradients of density are used, so the more oblique regions of the shock waves

are not captured. It should also be noted that pressure gradients will not allow con-

tact discontinuities to be visualised as there are no pressure gradients across such a

discontinuity [1].

Fig. 5 Qualitative contours of density gradient. Left: results from rhoCentralFoam. Right: Exper-

imental colour schlieren results
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Fig. 6 Qualitative

numerical gradients of

pressure.

Figure 7 shows the gradients of the entropy field calculated from rhoCentral-
Foam. There is an entropy jump across a shock wave [15]; therefore, gradients of

the entropy field can be used to visualise strong shock waves and other disconti-

nuities in the domain. The change in entropy from the freestream value Δs can be

calculated as

Δs = cp ln
T
T∞

− R ln
p
p∞

, (2)

where cp is the specific heat at constant pressure, R is the specific gas constant,

T is the static temperature, and p is the static pressure. The subscript ∞ denotes

freestream properties. Figure 7 shows the result of the gradients in entropy from

rhoCentralFoam, where the main shock waves in the flow are captured well com-

pared to Figs. 5 and 6, oblique regions of the shock waves are not captured with the

same intensity as they are when using the gradients of density. There is some noise

in the wake regions in this field; Samtaney et al. [1] applied smoothing and noise

suppression in their method to help reduce this.
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Fig. 7 Qualitative

numerical gradients of

entropy

Figure 8 shows the divergence of the velocity field ∇ ⋅ U. Again, the main shock

wave features are captured well compared to Fig. 5, but similar to the result from the

gradients of entropy above, some noise in the wake regions can be seen when dis-

playing this property. This method captures shock waves well, but similar to pressure

gradients, it has to be kept in mind that it cannot visualise contact discontinuities

because there is no change of velocity across such a discontinuity.

5 Conclusions

Qualitative visualisation of shock waves in a gas is possible using schlieren tech-

niques that rely on the refractive index of a gas changing with its density. However,

such discontinuities have other influences on a gas, bringing about large changes

in pressure, velocity, and entropy, across a shock wave, for example. Although it

may not be possible to visualise these effects experimentally, numerical results do

give an opportunity to investigate these properties, although it is important to vali-

date the numerical results against experimental schlieren images. As such, the two

approaches are complementary.
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Fig. 8 Qualitative

numerical velocity

divergence

Experimental colour schlieren has been performed over an arbitrary geometry to

demonstrate the capability to generate high-resolution experimental flow visualisa-

tion results over such a geometry. The experiment has been rebuilt numerically using

the rhoCentralFoam solver, with the aim of making qualitative comparisons using

different flow properties to visualise the shock waves.

It is has been shown that plotting gradients of pressure allow the main shock waves

to be visualised but oblique regions are not captured with the same intensity. Plotting

gradients of entropy also successfully allow the shock waves to be visualised but with

some noise; similar to gradients of entropy, the oblique portions of the shock waves

are not particularly well resolved. However, the best alternative to the gradients of

density, at least for this specific case with strong shock waves and shock interactions,

is to plot the divergence of the velocity field. It is clear that the shock waves are well

captured compared to the gradients of density.
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The Diffraction of a Two-Dimensional
Curved Shock Wave Using Geometric Shock
Dynamics

Bright B. Ndebele and Beric W. Skews

Abstract The diffraction of a cylindrical shock wave segment around convex sharp

corners is considered. This investigation is approached from a numerical and analyt-

ical perspective. The numerical investigation was carried out using ANSYS Fluent

while Whitham’s theory of geometric shock dynamics was used as a basis for the

analytical approach. A model based on Whitham’s theory was developed, wherein

the cylindrical shock profile is viewed as being composed of connected plane shocks

with varying orientation. As the length of these plane shocks approaches zero, their

combined shape approximates the cylindrical shock’s profile. Upon diffraction, dis-

turbance waves propagate along this sequence of plane shocks; the theory of sound

was used to model the propagation of these disturbances (taking into account the

variation of shock orientation). Using this method, the inflection point (the point

where the disturbed and undisturbed portions of the shock meet) was calculated.

The results from the calculation were compared to those from ANSYS Fluent and

they showed good correlation. A further attempt was made at modelling an ellipti-

cal shock, which produced unexpected results. In plane and cylindrical shocks, the

disturbed region grows weaker; yet, it grows stronger in elliptical shock producing

another wave between the reflected shock and the wall.

1 Introduction

In this paper, the diffraction of curved shock waves around convex corners is pre-

sented. To a certain extent, this work can be viewed as an extension of the work of

Skews [5], where the diffraction of a plane shock wave around convex corners was

investigated (Fig. 1a) using the theory of sound.
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(a) An illustration of the diffraction of a plane (b) An illustration of the diffraction of a
shockwave curved shockwave

Fig. 1 Illustrations of plane and curved shock diffraction showing the point of inflection and sound

wave behind the shock

In that work, it was shown that Whitham’s theory of Geometric Shock Dynam-

ics (GSD) [6] was adequate for predicting the profiles of strong shocks although its

accuracy decreased as the shock weakens. The inaccuracies inherent in Whitham’s

theory when considering weak shocks were attributed to it ignoring post-shock con-

ditions (the free propagation assumption). In light of that, Milton [4] accounted for

the post-shock conditions, while Itoh et al. [3] generalised the resulting expression

for both strong and weak shocks.

Upon encountering a convex corner, the curvature and shape of the shock change.

The angle made by the line joining the point where shock curvature begins to change

to the corner with the x-axis is the angle 𝜈. On the shape of the diffracted plane

shock, it was shown that the shape was self-similar in time, wherein the angle 𝜈 is

independent of time. Moreover, the angle 𝜈 was shown to be independent of the wall

angle (Fig. 1).

Here, it is shown that qualitatively, a curved shock behaves just as a plane shock

does albeit with quantitative differences. While the flow behind a plane shock is

uniform, the same cannot be said for a curved shock. As the curved shock propagates

in its channel, it converges on itself and accelerates. Therefore, unlike a plane shock,

the speed of sound and of the perturbed gas behind the shock are always changing.

For this investigation, ANSYS Fluent v 15.0 solver was used for the CFD sim-

ulations and MATLAB 8.0.0.783 was used for solving the generalised equations of

geometric shock dynamics.
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2 Diffraction Model

Diffraction occurs when a shock wave encounters a convex corner (Fig. 1). Expan-

sion waves propagating along the shock cause the shock’s shape and Mach number

to change. In addition, a reflected wave travelling at the local speed of sound is gen-

erated behind the shock.

To calculate shock Mach number, the area Mach number relationship can be used

which when combined with GSD allows for the calculation of the shock’s profile.

2.1 Geometric Shock Dynamics

The shock Mach number can be related to the cross-sectional area of the channel

through which it propagates. Chester [1], Chisnell [2] and Whitham [6] indepen-

dently showed that by ignoring post-shock conditions, Eq. 1 can be used to calculate

the shock’s speed. The expression was subsequently revised by Milton [4] and Itoh

et al. [3] (Accounting for reflected waves behind the shock) resulting in a correction

factor (𝜂(A,Ms)∕Ms) added to the right-hand side of Eq. 1:

− 1
A

dA
dMs

=
2Ms

(M2
s − 1)K(Ms)

(1)

𝜕

𝜕𝛼

( 1
M

𝜕A
𝜕𝛼

)
+ 𝜕

𝜕𝛽

(
1
A
𝜕M
𝜕𝛽

)
= 0 (2)

In addition to the relationship between area and Mach number, Whitham [6] derived

a geometric relation (Eq. 2) for a shock on a curvilinear coordinate system (Fig. 2). In

order to account for the change in shape of a shock’s profile, Whitham introduced the

concept of a disturbance propagating along the shock. The disturbance propagates at

a Mach number c(M) which depends on the shock’s Mach number. Introducing this

concept allows the reduction of Eq. 2 into conservative form (Eqs. 3 and 4):

𝜃 + ∫
dM
Ac

= constant along
dy
dx

= tan(𝜃 + 𝜈) (3)

𝜃 − ∫
dM
Ac

= constant along
dy
dx

= tan(𝜃 − 𝜈) (4)

In Eqs. 3 and 4, the line along which the invariant (𝜃±∫ dM
Ac

) is constant represents

the characteristic which is the locus followed by disturbances in the laboratory frame

of reference. Equations 3 and 4 represent upward and downward moving disturbances
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Fig. 2 Curvilinear

coordinate system for the

derivation of GSD where

PQ = M𝛿𝛼, SP = A𝛿𝛽,

SR =
(
M + 𝜕M

𝜕𝛽

𝛿𝛽

)
𝛿𝛼 and

RQ =
(
A + 𝜕A

𝜕𝛼

𝛿𝛼

)
𝛿𝛽

on the shock front. 𝜃 is the shock’s orientation relative to the x-axis, M is the shock’s

Mach number, A is the channel’s cross-sectional area, and c is the Mach number of

the disturbance. In the characteristic equation, 𝜈 is the angle made by the line joining

the disturbance to the corner with the line parallel to the wall at the corner.

3 Diffraction Around a Convex Sharp Corner

In general, when a shock encounters a convex corner, a sequence of disturbances of

decreasing strength propagate along the shock front causing it to bend. Consider a

case of simple waves wherein the disturbances originate from one end of the shock. In

the following section, a plane shock is considered then with that insight generalised

to cylindrical shocks. Furthermore, only the first disturbance that propagates along

the shock is considered. Since we consider a simple wave, then we may neglect one

of Eqs. 3 or 4.

3.1 Plane Shock

Assuming an upward moving disturbance, we neglect Eq. 4. When the shock is inci-

dent at the corner, its orientation and Mach number are 𝜃0 andM0, respectively.

Taking these as the initial conditions of the shock, we can find the constant of the

invariant and hence re-write Eq. 3 as

𝜃 + ∫
M

1

dM
Ac

= 𝜃0 + ∫
M0

1

dM
Ac

(5)
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Fig. 3 Diffraction of a

plane shock with orientation

𝜃 with respect to the x-axis

Since the Mach number of an undisturbed plane shock is constant, it follows from

Eq. 5 that 𝜃 = 𝜃0. Furthermore, since the Mach number of the plane shock is con-

stant, it follows that 𝜈, a function of the shock’s Mach number, is also constant (say

𝜈0).

From the above argument and Eq. 3, the locus of the first disturbance is then given

by the straight line (Eq. 10), which is also the characteristic of the first disturbance

(Fig. 3):

y = tan(𝜃0 + 𝜈0)(x − x0) + y0 (6)

3.1.1 Theory of Sound

Using the theory of sound [5], the locus of the first disturbance was calculated. A

schematic of the concept is shown in Fig. 1a. Using the theory, it was shown that

𝜈 can reliably be calculated from Eq. 7 instead of 9 which is based on Whitham’s

theory:

tan (𝜈) =

√(
(M2 − 1)((𝜆 − 1)M2 + 2)

(𝜆 + 1)M4

)
(7)

tan(𝜈) =

√
(M2 − 1)((𝜆 − 1)M2 + 2)

((𝜆 + 1)M2))
1
M

(8)

tan(𝜈) =

√
1
2
(M2 − 1)K(M)
(𝜆 + 1)M2 (9)
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(a) Disturbance travelling along a plane shock (b) Disturbance travelling along a curved shock

Fig. 4 Diffraction of a plane shock with orientation 𝜃0

Equation 8 is a rearrangement of 7; the numerator is the Mach number (c(M)) of

the disturbance along with the shock according to the theory of sound while the

denominator is the Mach number of the shock. Thus, tan(𝜈) is the ratio of the distance

travelled along the shock to the distance travelled by the shock (Fig. 4a). In an attempt

to extend the theory of sound to curved shocks, it might be tempting to consider

the intersection of a sound wave with the curved shock but in Sect. 3.3, we show a

different way for extension. Figure 4b shows the concept applied to a curved shock.

3.2 Cylindrical Shock

The orientation of a cylindrical shock varies along the shock (Fig. 5), while the Mach

number of the undisturbed part of the shock varies with time. As a consequence, the

locus of the first disturbance is not expected to be linear. As with a plane shock,

taking the initial conditions at the wall when the shock had orientation 𝜃i and Mach

number Mi (at position i = 0), the invariant reduces to Eq. 5. Since the shock’s Mach

number is not constant as the shock propagates, Eq. 5 can be rearranged to give the

change in shock orientation when the shock Mach number changes from Mi to Mi+1.

This is then used to calculate the orientation of the point on the shock occupied by

the moving disturbance.

𝜃i+1 = 𝜃i + ∫
Mi

Mi+1

dM
Ac

(10)

From Eq. 3, the characteristic corresponding to Eq. 10 is
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Fig. 5 An illustration of the

variation of shock

orientation along a

cylindrical shock wave

segment profile

dy
dx

= tan(𝜃 + 𝜈)

yi+1 = yi + (xi+1 − xi) tan(𝜃i+1 + 𝜈i+1) (11)

While Eq. 11 is linear between i and i+1, it will not be linear for all i since the gradient

tan(𝜃i+1+𝜈i+1) is variable. Therefore, the characteristic of the first disturbance which

is also its locus will not be a straight line.

3.3 A Physical Interpretation

When a shock is incident on a corner, Whitham [6] showed that disturbance signals

(c(Ms)) propagate along the shock causing the shock to change shape. For the case

of a diffracting shock, the corner sends a sequence of disturbances that is decreasing

in strength (c1 > c2 > c3 > ⋯). An assumption made in this paper is that, other than

initiating the disturbance signals and acting as a boundary constraint (i.e. The shock

is always perpendicular to the wall), the wall has no other impact on the shock’s

diffraction.

Before we consider the diffraction of a curved shock we recall Eq. 7, derived by

Skews [5]. In comparison with experimental data, Eq. 7 was found to predict the

inflection point (𝜈0) of a diffraction shock well (see Fig. 1a).

For a cylindrical shock, Eq. 7 will not directly apply. However, with reference

to Fig. 6 it can be used. Key to this argument is that the curvature of the shock is

not communicated to all points that make up the shockwave. When the cylindrical

shock is incident on the corner (A) (Fig. 6), the system can be treated as a plane

shock, tangential to the curved shock at point A moving at the curved shock’s speed

(M0) at A. With that view, Eq. 7 can be applied to calculate the inflection point (𝜈0).
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Fig. 6 An illustration of the new model

After a time 𝛥t when the shock has propagated a distance 𝛥x, the inflection point

will be propagated to point B.

According to Skews [5], point B represents the first disturbance that was generated

by the corner. Alluding to the assumption made above that the wall serves no other

purpose than as a signal generator and boundary condition, point B can be treated as

a virtual corner. This is so because

∙ There is a signal c(Ms) which, relative to point C, D, … was generated at points

B.

∙ The direction of propagation of point B is perpendicular to the shock at B (A

virtual wall). This can be compared with Whitham’s [6] assumption that in the ray

shock network, the rays can be treated as the walls of stream tubes.

That being the case, the shock at point B can be treated as a planar shock tangential

to the curved shock at B with the wall slightly inclined according to the virtual wall

described above. Equation 7 can then be applied to find the new inflection point 𝜈1
measured with respect to the virtual wall. Note that because the shock’s speed is not

constant then 𝜈1 ≠ 𝜈2 ≠ 𝜈3 ≠ ⋯. Corrolary, the locus of the inflection point will be

curved. As 𝛥t becomes infinitesimal, a smooth locus for the inflection point can be

obtained.
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The above method should similarly apply to any shock with a smooth profile. It

is also easy to see how it generalises back to a plane shock.

4 CFD and GSD Simulation Profiles

As expected, the diffraction of a cylindrical shock is qualitatively similar to that of a

plane shock with similar features being observed behind both plane and cylindrical

shocks. Quantitative differences are to be expected considering that the flow behind a

cylindrical shock is non-uniform unlike that of a plane shock. Figures 7 and 8 show

a CFD simulation of a 165 mm radius shock diffracting around a 27.5◦ and a 45◦
corner.

4.1 Point of Inflection

Upon diffraction, the shock’s curvature changes from convex to concave. The point

where the shock changes from concave to convex is its inflection point. Using

the method presented in Sect. 3.2 in conjunction with Geometric Shock Dynamics,

points of inflection were calculated for cylindrical shocks with radii 50 mm, 100 mm

and 200 mm at Mach numbers 1.2 and 1.5. The resulting loci were compared to those

determined from CFD simulations.

In Figs. 9, 10, 11 and 12, the circular data points represent CFD data and the line

is the locus calculated using the method presented here. For the cases considered, the

fit was found to be good. For example, for the 200 mm shock, the model presented in

Fig. 7 Diffraction of a 165 mm radius cylindrical shock around a corner of 27.5◦
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Fig. 8 Diffraction of a 165 mm radius cylindrical shock around a corner of 45◦

Fig. 9 The locus of the inflection on 200 mm shock at Mach 1.5
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Fig. 10 The locus of the inflection on a 100 mm shock at Mach 1.2

Fig. 11 The locus of the inflection on a 100 mm shock at Mach 1.5

Fig. 12 The locus of the inflection on a 50 mm shock at Mach 1.5

Sect. 6 was satisfactory at 95% confidence level using a 𝜒
2

goodness of fit statistic.

From the figures it can be seen that, as the shock radius increases, the locus of the

inflection point on the shock becomes more linear as expected.

In calculating 𝜈, Eq. 7 was used. Whitham’s Eq. 9 was found to be inadequate for

weak plane shocks and for this reason might be inadequate for cylindrical shocks as

well.
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5 Conclusion

A method to calculate the locus of the first disturbance is presented which gener-

alises from curved to plane shocks. While it was applied only to cylindrical shocks, it

should apply equally well to other shock shapes with a smooth profile. This method

does not give the shape of the diffracted section of the shock wave. However, by

accounting for the other disturbances generated at the wall, it might be possible to

calculate the shape shock since the same method is successful with plane shocks.

6 Future Work: Elliptical Shocks

While cylindrical shock diffraction patterns are qualitatively similar to those of plane

shocks, elliptical shocks are slightly different. This difference could be accorded

more to geometry than physics. In particular, the normals of a cylindrical shock

converge onto a single point (the centre), those of an ellipse form a locus (an astroid)

(Fig. 13). Therefore, the manner in which an elliptical shock converges on itself will

be considerably different. Any two normals will intersect along the astroid and where

they intersect marks the point of wave focusing. Thus, for an elliptic shock, focusing

occurs continuously unlike a cylindrical shock which focuses only at the centre point.

Figure 14 shows the simulation results of the diffraction of an elliptic shock around

a 27.5◦ convex corner. The profile of the diffracted shock starts off as one would

expect from plane and cylindrical shocks. At a time of 0.0004 s, a second reflec-

tion appears, attached to the diffracted shock. Using the concept of a disturbance on

the shock’s profile, as the part of the shock that has not yet diffracted propagates,

Fig. 13 An illustration of the convergence of an ellipse. Shown here are the normals of an elliptic

profile and how any two normals always intersect at distinct points
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Time = 60µsec Time = 100µsec

Time = 200µsec Time = 300µsec

Time = 370µsec Time = 400µsec

Time = 420µsec Time = 460µsec

Fig. 14 Diffraction of an elliptic shock around a 27.5◦ convex corner
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it gradually converges on itself causing disturbances to propagate towards the wall.

Because the shock is converging, its increasing means that the sequence of distur-

bances sent towards the wall is of increasing strength. The point where they meet is

the where the second reflection occurs.
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Viscous Correction and Shock Reflection
in Stunted Busemann Intakes

H. Ogawa, B. Shoesmith, S. Mölder and E. Timofeev

Abstract Air intakes play a crucial role in hypersonic air-breathing propulsion

by compressing incoming airflow to high pressure and temperature for combus-

tion. Axisymmetric Busemann intakes can achieve highly efficient compression for

scramjet engines in inviscid flow. In practice, however, viscous effects exert sig-

nificant influence on the flowfield and performance of scramjet intakes, necessi-

tating effective methods for viscous correction and intake shortening. The present

study develops a robust correction methodology by coupling viscous flow simula-

tions with a wall correction method based on local displacement thickness of the

boundary layer, whose edge is detected based on the total enthalpy profile. This

iterative correction process is applied to hypersonic stunted Busemann intakes and

supersonic M-flow ring geometries. Flow features in the initial inviscid fields are

successfully reproduced in the presence of viscosity for both applications, except

for highly stunted Busemann intakes, where the mode transition to Mach reflection

occurs at different shortening lengths.

H. Ogawa (✉)

School of Engineering, RMIT University, GPO Box 2476, Melbourne, VIC 3001, Australia

e-mail: hideaki.ogawa@rmit.edu.au

B. Shoesmith ⋅ E. Timofeev

Department of Mechanical Engineering, McGill University, 817 Sherbrooke Street West,

Montreal, QC H3A 0C3, Canada

e-mail: ben.shoesmith@mail.mcgill.ca

E. Timofeev

e-mail: evgeny.timofeev@mcgill.ca

S. Mölder

Department of Aerospace Engineering, Ryerson University, 350 Victoria Street,

Toronto, ON M5B 2K3, Canada

e-mail: smolder@ryerson.ca

© Springer International Publishing AG, part of Springer Nature 2018

K. Kontis (ed.), Shock Wave Interactions,
https://doi.org/10.1007/978-3-319-73180-3_14

179



180 H. Ogawa et al.

1 Introduction

Scramjet engines are a promising hypersonic air-breathing propulsion technology

to enable economical and flexible atmospheric cruise as well as access to space.

The air intake of the scramjet plays a key role in scramjet operation by compressing

the inflow to high pressure and temperature for combustion, while ensuring a high

total pressure for thrust production. The theoretical axisymmetric Busemann intake

is generally regarded as producing an efficient compression field and is often used as

a basis for hypersonic intake studies [2, 7–10, 13]. The axisymmetric full Busemann

intake for a Mach 8 freestream can achieve a total pressure recovery of 97% and

uniform outflow in inviscid flow, with the 3% loss occurring over a downstream

conical shock wave at the end of the initial isentropic compression [8]. However,

boundary layer losses, on the long (and heavy) isentropic surface, of such intakes,

can lead to as much as a 50% decrease in total pressure recovery [9]. The presence

of the boundary layer also has a considerable effect in modifying the inviscid flow

(Fig. 1). These two factors suggest that the ‘inviscid’ intake should be shortened and

that the effect of such shortening on the inviscid core flow be compensated so as to

retain as much as possible of its original performance. This chapter presents results

of shortening the intake surface together with a method of calculating the boundary

layer properties and their effects on the inviscid flow.

Intake stunting (axial contraction) has been suggested as a shortening method to

improve the overall performance of the Busemann intake [9].
1

These studies noted

that mode transition of the centreline shock reflection occurred from a configuration

with an infinitesimally small Mach disk, resembling a regular reflection (which is

prohibited theoretically at the axis, see [11]) to that with a distinct Mach disk (stem),

as seen in Fig. 2. The intermediate transition process was characterised by highly

unsteady, complex flow structures including a toroidal (ring) vortex, as shown in

Fig. 3. The variations of the centreline pressure in the stunting process in inviscid

flow indicated that the shock reflection features a reflected shock in two-shock regu-

lar reflection before mode transition and a three-shock Mach reflection after transi-

tion. Simulations for the reverse (stretching) process revealed possible existence of

hysteresis during mode transition.

Fig. 1 Inviscid (top) and viscous (bottom) Busemann intake flowfields (Mach number) from [9]

1
The word ‘stunted’ is used to designate lengthwise contracted intakes, in contrast to ‘truncated’

intakes that have been shortened by deleting some leading edge portion.
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Fig. 2 Centreline shock reflection in stunted Busemann intakes before/after transition (Mach num-

ber). Left: apparent regular reflection, right: Mach reflection [10]

The importance of viscous correction methodologies have attracted considerable

attention and research efforts. In particular, accurate calculation of the boundary

layer displacement thickness plays a pivotal role in the development of such meth-

ods. Flock and Gülhan [2] and Walsh et al. [14] applied viscous correction to the

Fig. 3 Flow structure of centreline shock reflection in stunted Busemann intakes (Mach number

and adaptive grid). Left: during mode transition, right: Mach reflection after transition [10]
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full and truncated Busemann intakes by using the displacement thickness obtained

through numerical integration of the boundary layer properties. They detected the

boundary layer edge by examining the velocity profiles and pressure distributions,

respectively. However, the complex interactions of the shock waves and boundary

layers developed on the curved surface of the Busemann intakes pose a challenge to

accurate detection of the boundary layer edge. Green and Hamilton [3] and Mcnally

[4] employed detection approaches based on the distributions of total enthalpy and

reported reasonable detection of the boundary layer edge in such complex flowfields.

Viscous correction is typically applied only once to produce the final geometry.

However, the importance of repeating the process with subsequent iterations was

highlighted by Carter [1], who proposed the application of an updating procedure of

the displacement thickness.

The present study describes a robust boundary-layer correction technique, incor-

porating an iterative method where the intake contour is updated progressively until

convergence is achieved. The results are compared with those obtained from non-

iterative results. In particular, viscous correction is applied to two intake configu-

rations of interest, namely, stunted Busemann intakes and M-flow intake rings. The

inviscid and viscous-corrected flowfields are compared for the validation of the cor-

rection method, and the resultant flowfields are examined, with a primary focus on

the shock structures and flow attributes in the vicinity of the symmetry axis.

Experimental investigation is needed to verify the flowfields and shock structures

in the stunted Busemann intakes due to significant impact on the intake performance

as well as for purely scientific interest. An experimental study is currently underway

to be conducted in a supersonic wind tunnel by employing the so-called M-flow

intake rings, which are shaped to produce conical shocks of constant strengths to

focus on the centreline, as described in the companion paper [12]. To preserve the

inviscid flow and its pressure distribution, it is necessary to correct the surface shape

of the wind tunnel models by the boundary layer displacement thickness.

2 Approaches

2.1 Conditions and Configurations

The Busemann intake captures a uniform hypersonic airflow at Mach 8 with a static

pressure and temperature of 1,197 Pa and 226.5 K, respectively. The full intake

length Lfull is 3.215 m and the intake entrance radius is 0.335 m with a contrac-

tion ratio of 11.2. The compression ratio is 33.0 and 49.7 for the inviscid and vis-

cous full Busemann intakes, respectively. Stunting to the length L is achieved by

contracting the original (full) Busemann intake in the axial direction as follows:

xstunted = (xfull − x0) × L∕Lfull. For linear stunting, the resulting contour is indepen-

dent from x0 which can be conveniently chosen to be at the intake exit located at

the trailing edge of the intake wall surface. In the present chapter, the origin is also
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chosen to be the intake exit, i.e. x0 = xexit = 0. The outflow is forced to be fully

supersonic by imposing a small divergence downstream of the intake exit. Stunting

leads to changes in the compression ratio, while the intake entry and exit diameters

and hence the contraction ratio and the mass flow rate remain constant. The Reynolds

number based on the intake exit radius of 0.1 m is 3.01 × 105.

The M-flow intake rings are designed to generate conical axisymmetric focusing

shock waves with internal cone angles of 80◦ and 100◦ [6]. They capture a uniform

supersonic airflow at Mach 2 with a static pressure and temperature of 25,560 Pa

and 166.7 K, respectively. The intake entrance radius is 0.03 m and the ring length

(in the axial direction) is 0.0057 m and 0.0042 m for the internal shock cone angles

of 80◦ and 100◦, respectively. The Reynolds number based on the intake entrance

radius is 7.32 × 105. Testing is contemplated at these conditions in the supersonic

wind tunnel of the Institute of Fluid Science, Tohoku University.

2.2 Computational Fluid Dynamics

The intake flowfields are computed by utilising a commercial high-fidelity code

CFD++ [5], which solves the Navier–Stokes equations implicitly with second-order

spatial accuracy, assisted by multigrid convergence acceleration. The advanced wall-

function technique is used for near-wall treatment and turbulence is modelled by the

two-equation SST k − 𝜔 RANS model. The air is treated to be a calorically perfect

gas with a specific heat ratio of 1.4. The intake surface is set to be adiabatic for

viscous simulations.

The axisymmetric computational domains are represented by two-dimensional

fully structured meshes. The domain for the stunted Busemann intakes is composed

of 220,000 cells (1,101 nodes along the wall and 201 nodes in the wall–normal direc-

tion). The minimum cell thickness on the wall is 10−5 m for viscous computations,

which provides a dimensionless wall distance value y+ of 1.4. The flowfields for the

M-flow intake geometries are represented by a domain comprising 2,040,000 cells,

where 2,041 nodes are distributed along the wall (41 nodes allocated for a short

section upstream of the wall, 201 nodes on the ring wall, and 301 nodes downstream

of the wall), with 1,001 nodes assigned for the radial direction. The minimum cell

thickness on the wall is 2 × 10−6 m for viscous computations, which results in a y+
value of 2.1.

2.3 Boundary Layer Correction

Boundary layer profile data is obtained by extracting wall–normal data planes from

CFD solutions. A total of 51 data planes is deemed sufficient to capture the distribu-

tion of the displacement thickness for both the Busemann and M-flow geometries.

In both of these cases, there are wall normal gradients that extend well beyond the
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Fig. 4 Boundary layer profiles in full Busemann intake (x = 2.016m): the dashed lines correspond

to the boundary layer edge and the dash-dotted lines correspond to the boundary of undisturbed

freestream

boundary layer edge (see Fig. 4). This is particularly true for the mass-flux tangential

to the wall, and therefore the calculation of displacement thickness 𝛿

∗
is highly

dependent on the calculation of boundary layer thickness 𝛿, which defines the limit

of integration in the following equation:

𝛿

∗ = ∫
𝛿

0

(
1 − 𝜌u

𝜌eue

)
dn, (1)

where n is the wall–normal coordinate and subscript e denotes the boundary-layer

edge values.

An edge detection method based on profiles of total enthalpy is used. Since com-

putations are performed with an adiabatic boundary condition, it is assumed that the
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total enthalpy of the flow outside of the boundary layer is equal to the freestream

value, which limits any total enthalpy gradients to the boundary layer region [3, 4].

The search for the boundary layer edge begins at the wall and the edge is found when

the following conditions are satisfied simultaneously: (a) Total enthalpy is within 1%

of the freestream value; (b) The gradient of total enthalpy with respect to the wall

normal distance is zero. The final streamwise distribution of displacement thickness

is then smoothed using a simple 3-point moving average, which results in a distribu-

tion sufficiently smooth for the CFD.

The wall correction process is performed in an iterative manner until convergence

is achieved with respect to the mean-squared error given by

ymse ≡ 1
N

N∑
k=1

√
1 −

(
yvis − 𝛿

∗

yinv

)2

, (2)

where N is the number of data points (i.e. 51); 𝛿
∗

is the boundary layer displacement

thickness; and yinv and yvis are the distances of the point k (1 ≤ k ≤ N) on the intake

wall from the symmetry axis in inviscid and viscous flows, respectively. The position

of each node point k on the intake wall is updated for the next iterative step by

yi+1vis =
yinv

yivis − 𝛿

∗
yivis (3)

until convergence is achieved by satisfying ymse ≤ 𝜖, which is set to be 10−7 in the

present study.

Figure 5 shows the resulting distributions of (a) boundary layer thickness and (b)

displacement thickness for the stunted Busemann intakes of various lengths ranging

from 100 to 60% of the full Busemann intake length. Both plots indicate that the

boundary layer grows along the intake wall from the leading edge at all stunting

lengths in terms of both thicknesses, except the full Busemann intake (L∕Lfull =
100%), where the thicknesses decline slightly upstream of the intake exit.

3 Results

3.1 Stunted Busemann Intakes

The viscous correction methodology has been applied to the stunted Busemann

intakes. Figure 6 displays the progression of the mean-squared error defined by

Eq. (2) for various intake lengths. Convergence, to 10−7, is achieved in fewer iter-

ations for highly stunted intakes and in more iterations, up to seven, for less stunted

ones.
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Fig. 8 Progression of

velocity profiles at the exit of

the full Busemann intake

during the viscous correction

iterative process from initial

to final profile
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Plotted in Fig. 7 is the progression of the intake contour shape iterations during

the viscous correction process starting initially with the inviscid geometry till con-

vergence at the final iteration step for the intake length ratios L∕Lfull of 100, 90, 80

and 70%. The intake contour is updated most significantly from the initial geometry

at i = 0 to the next step i = 1 for all intake lengths, followed by rather minor modi-

fications that occur mainly near the intake exit (x ≈ 0m) in the subsequent steps.

The velocity profiles (normalised by the freestream velocity) at the exit plane of

the full Busemann intake at sequential iterative steps, i = 1 to 4, are shown in Fig. 8

in comparison with the inviscid profile. Note that the inviscid profile (green) is well

duplicated by the final (solid red) profile, and that the inviscid and theoretical pro-

files are hardly discernible due to excellent agreement between them. A typical flat

core flow is achieved in four iterations over almost entire original inviscid exit area.

The effects of the boundary layer require opening the intake throat from a radius of

0.1–0.126 m, as indicated by the boundary layer velocity profiles in Fig. 8.

Figure 9 displays the viscous-corrected flowfields (bottom half of each sub-figure)

in comparison with the inviscid flows (top half) for the Busemann intakes with the

stunting length ratio L∕Lfull varied from 100% (full) to 60%. Reasonable similarity in

flow structure is observed for the length ratios from full to ∼75%. However, distinct

difference appears for L∕Lfull ≤ 70%, where the boundary layer correction has post-

poned the onset of the Mach disk structure at the centreline. Distinct Mach reflection

with a sizeable Mach disk occurs in the inviscid case, as seen also in the preceding

studies (Figs. 2 and 3), whereas mode transition to Mach reflection is yet to take place

for the viscous-corrected intakes until L∕Lfull is reduced to 60%. It appears that the

severity of the centreline shock interaction is eased on the boundary layer corrected

intakes, especially for the more significantly stunted intakes.

The flowfields in the vicinity of the centreline region are compared in Fig. 10. Rea-

sonable agreement between the inviscid and viscous-corrected results can be seen for

L∕Lfull = 100, 90 and 80%. However, the flowfields at L∕Lfull = 70 and 60% exhibit

substantial difference in the flow structures with different types of shock reflection

in inviscid and viscous flows despite virtually the same effective intake contour.

Figure 11 shows the distributions of centreline static pressure normalised by the

freestream pressure at each iteration step, compared with that for the inviscid case for
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Fig. 9 Inviscid and viscous-corrected stunted Busemann intake flowfields (Mach number)
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Fig. 10 Inviscid and

viscous-corrected stunted

Busemann intake flowfields

(Mach number, close-up)
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Fig. 11 Centreline pressure distributions in the viscous correction process compared with inviscid

results

each intake length. The theoretical pressure jump across a normal shock is plotted for

all intake lengths, and the inviscid pressure rise is also included for the full Busemann

intake for comparison. The pressure distributions of the viscous flowfields calculated

with the inviscid intake contours (i = 0) exhibit substantial discrepancy, compared

with that for the inviscid case. The degree of change is the greatest at the first iteration

(transition from i = 0 to i = 1) for all intake lengths. When compared to the inviscid

pressure distributions, considerable deviation still exists after this initial adjustment

at i = 1, where higher pressure is observed downstream of the initial peak due to the

reflection of the compression waves coalesced at the centreline. This observation

was also reported in [14].

The pressure distribution of the viscous-corrected Busemann intake is charac-

terised by the presence of a little overshoot for the full Busemann intake in Fig. 11a.

This is attributed to the coalescence of the compression waves that does not occur
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M shock

singularity

axis of symmetry

Fig. 12 Axisymmetric M-flow ring. Flow inside the three-sided region, bounded by the shock, the

singularity and the inner surface, is axially and conically symmetric and irrotational and is governed

by the Tailor–Mccoll equation. In reality, there is a Mach shock structure near the symmetry axis

precisely at the focal point due to slight deviations, unlike the inviscid case char-

acterised by a step-like pressure rise across a conical shock wave. It is noteworthy

that as a result of the viscous correction at i = 4, the centreline pressure downstream

of the focal point settles at the theoretical value for the full Busemann intake, i.e.
p∕p∞ = 33.0, along with the inviscid case. On the other hand, difference is evident

in the pressure distributions for the stunted Busemann intakes at L∕Lfull = 70 and

60% in Figs. 11d and e, respectively, between the inviscid and viscous-corrected

flowfields, resulting from the mode transition to Mach reflection (Figs. 9 and 10, the

inviscid case), as also indicated by the pressure distributions for the inviscid flow,

which are close to those from the normal shock theory.

3.2 M-Flow Intake Rings

M-flow is a conically and axially symmetric supersonic flow that occurs downstream

of a conical, axisymmetric shock that has a downstream-pointing apex [6] (Fig. 12).

Because of a high degree of flow convergence, such a shock cannot propagate all the

way to the symmetry axis [11]. Instead, a Mach shock structure appears at the axis

(Fig. 13a). However, the fact that such a shock has a constant strength over most of its

surface results in irrotational and conical flow downstream of the shock. The annular

ring, required to produce the conical shock and flow, becomes an attractive candidate

for the leading edge shape of a truncated or stunted intake. It is then relevant to

calculate the boundary layer development on the ring surfaces and the effect of the

boundary layer on the internal flow, particularly at the centreline. Two rings were

considered, one with an internal shock cone angle of 80◦ and the other with an angle

of 100◦. Figure 13a shows the overall shock structure inside the 100◦ ring. The top

half view is for inviscid flow and the bottom half is for flow on the inviscid contour

with a surface boundary layer. In both cases the incident, conical shock reverts to

a Mach interaction structure at the centreline. The Mach disk is somewhat further

forward for the contour with the boundary layer. Figure 13b is a close-up of the flow

in the vicinity of the centreline.
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Fig. 13 Mach number contours of flow in M-flow ring that produces a conical shock with internal

cone angle of 100◦ for flow without (top half) and with boundary layer (bottom half)

Fig. 14 Mach number contours of flow in M-flow ring that produces a conical shock with internal

cone angle of 80◦ for flow without (top half) and with boundary layer (bottom half)

Figures 14a and b show the same boundary layer effect on the M-flow centreline

for the 80◦ shock. The iterative boundary layer correction technique, described above

for the Busemann intake, has been applied to both M-flow rings in Figs. 15 and 16.

Figures 15a, b both show the flow for the inviscid flow, on the top half, and the flow

in the boundary layer corrected ring in the lower half of the figures. Figure 16 shows

similar results for the 100◦ shock. The similarity of the inviscid and the viscous-

corrected flows indicates that the boundary layer correction method is successful.
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Fig. 15 Mach number contours of flow in M-flow ring that produces a conical shock with internal

cone angle of 100◦ for flow on an inviscid contour (top half) and a boundary-layer corrected contour

(bottom half)

Fig. 16 Mach number contours of flow in M-flow ring that produces a conical shock with internal

cone angle of 80◦ for flow on an inviscid contour (top half) and a boundary-layer corrected contour

(bottom half)

4 Conclusions

An effective and robust viscous correction methodology has been developed by

coupling viscous CFD computations with a wall correction method based on local

boundary layer displacement thickness. One particularly important factor in achiev-

ing this is the use of an edge detection method based on the total enthalpy pro-

file. This iterative process has been applied to two classes of high-speed air intakes,



Viscous Correction and Shock Reflection . . . 195

namely, stunted (axially contracted) Busemann intakes for a hypersonic freestream

at Mach 8 and M-flow intake ring geometries in a supersonic freestream at Mach 2.

For moderately stunted intakes, the viscous-corrected geometries have been

shown to reproduce the inviscid flow conditions with a high degree of accuracy, vali-

dating the overall approach. Single application of viscous correction has been found

to be inadequate for the full and stunted Busemann intakes, requiring an iterative

process in order to achieve accurate reproduction of inviscid features in the presence

of viscous effects. Boundary layer correction attenuated the severity of centreline

shock reflection and delayed the onset of its mode transition to Mach reflection. For

more highly stunted intake surfaces the boundary layer correction leads to centreline

flows that exhibit a less severe centreline interaction than that of the inviscid flow.

Overall, an improvement has been achieved in the reproduction of the initial invis-

cid fields, which indicates that the methods outlined here can be usefully employed to

improve the design of axisymmetric internal compression intakes for viscous flows.
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Experimental and Numerical Results
from Shock Propagation Through Dust
Columns in a Shock Tube

M. G. Omang, K. O. Hauge and J. Trulsen

Abstract This chapter presents experimental and numerical work in progress on

shock propagation through dust columns in a shock tube environment. The shock

tube consists of a short double driver chamber separated by membranes from the

driven section. The shock tube is instrumented with pressure sensor and high-speed

cameras. A specially designed window section allows Schlieren and shadow pho-

tography to be recorded simultaneously, in directions perpendicular to each other.

The dust column is injected from below in the driven section, using a spark gener-

ator. The timing is such that the dust is in suspension before the shock arrives. The

numerical method Regularized Smoothed Particle Hydrodynamics has been used to

simulate shock–dust interaction problems, with a full multiphase description. Com-

parison with experimental data shows promising results for further studies on shock–

dust interactions.

1 Introduction

This chapter presents the experimental and numerical work in progress on shock

propagation through dust columns in a shock tube environment. A new laboratory

is under development at Østøya, close to Horten, Norway, where the experimental

work has been performed. The project has been aimed at redesigning the shock tube

with a proper window section to allow both optical techniques and pressure sensors

to be used.

The numerical work is performed with our in-house code, Regularized Smoothed

Particle Hydrodynamics (RSPH), which has been demonstrated to simulate shock–

dust interaction problems, with a full multiphase description Omang and Trulsen [6],

presenting good results.
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Development of numerical methods within this field is dependent on complete

and relevant experimental data set, which unfortunately has been difficult to find in

the literature, both for inert and reactive particles. Although the results presented

here are preliminary, they demonstrate the potential of both the experimental facil-

ity and the numerical work, and have already given valuable knowledge for further

developments of the experimental setup.

2 Numerical Method

RSPH is a Lagrangian particle interpolation method, where particles are used to sim-

ulate a continuous fluid flow. Each particle carries a set of properties, typically mass,

pressure, density, velocity, and energy. In multiphase problems, additional properties

are introduced, such as the void fraction, 𝜃, describing how dilute the gas-particle

distribution is. The smoothing length is the measure of the interaction zone for a

given particle. Typically, particles within two smoothing lengths interact with each

other in the simulations. A fundamental review on SPH is given in Monaghan [5].

In a multiphase SPH description, each phase has separate sets of particles and

a separate set of equations of motion. In the case of nonreactive particles, the two

phases are coupled through heat exchange, viscosity, and drag effects. In the present

work, the Knudsen and Katz [4] Nusselt number for heat exchange, the dynamic vis-

cosity coefficient from Chapman and Cowling [2], and the Ingebo [3] drag coefficient

have been used.

RSPH has two extra functionalities different from regular SPH. First of all, it

allows a stepwise variable resolution, in which the smoothing length is allowed to

vary in steps of a factor 2. In production simulations, three or four levels of smoothing

lengths are typically chosen.

A regularization process is also implemented, which allows the particle distri-

bution to be redistributed at regular time intervals. The regularization is typically

carried out every 40–50 time steps. To ensure conservation of mass, momentum,

and energy, the particles inherit their properties from the old particle distribution.

The regularization process is introduced to optimize the resolution and maintain

numerical accuracy over time. A thorough description of RSPH could be found in

Borve et al. [1].

3 Experimental Setup

The shock tube consists of a double driver chamber of lengths, LD1 = 0.09 and

LD2 = 0.03 m, separated by Mylar Dupont membranes from the driven section of

LD3 = 8.6 m. Initially, both driver chambers are pressurized. The first membrane

will burst when the pressure in the second chamber is reduced, and the pressure

difference between the two driver sections increases above the membrane threshold
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Fig. 1 Upper panel shows a sketch of the shock tube, with positions for pressure sensors P. The

lower panel shows a sketch of the optical system. In both panels, the window section glass is illus-

trated in blue

Table 1 Pressure sensor positions

Test P1 P2 P3 P4 P5 P6 P7 P8 P9

x [m] 0.015 0.105 0.22 4.22 4.22 4.62 4.62 8.72 8.705

h [m] 0.084 0.084 0.10 0.10 0 0.10 0 0.054 0.10

level. A high degree of repeatability is observed with the use of the double driver

chamber facility. The shock tube is illustrated in Fig. 1, with pressure sensor posi-

tions P1,2,3,…,9 included. The exact pressure sensor positions are given in Table 1.

Preliminary tests to reduce the pressure in the driven section have also been investi-

gated, as this technique could extend the experimental Mach number range as well as

increase the temperature, which is important for shock ignition of reactive particles.

A specially designed window section allows Schlieren and shadow photography

to be recorded simultaneously, in directions perpendicular to each other. The sys-

tem is illustrated in the sketch of Fig. 1. A Z-type Schlieren system is set up, with

parabolic mirrors of diameter 317.5 mm and effective focal length of 2540 mm used

together with a Cree XM–L Led lamp. As illustrated in Fig. 1, the shadow photogra-

phy technique is mounted in the vertical direction. The dust column is injected from

below, at x = 4.442m, using a spark generator. The dust consists of aluminum-coated

barium titanate solid glass microspheres manufactured by Cospheric. The glass par-

ticles have a density of 4490 kg/m
3
, and a mean diameter size of 40–50 µm. The

timing is such that the dust is in suspension before the shock arrives. The image

from the second parabolic mirror is focused on a knife-edge and captured with a

Phantom Miro 310 high-speed camera using a Nikkor 70–200 mm 2.8 lens. A frame

rate of 8680 frames per second is used.
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Fig. 2 High-speed video of a shock propagating through a dust column. The upper panel shows the

shadow photography as observed from above. The lower panel shows the results from the Schlieren

photography, as observed from the side

Test results of the high-speed video are illustrated in Fig. 2. The upper panel shows

the video from the shadow photography as observed from above. In the first two

frames, it is difficult to distinguish the dust, which has been injected from below,

from the injection system, consisting of a black circular disk and cable. The left

panel shows the situation right before the shock arrives at the dust cloud. The shock

is observed as a black vertical line. In the next frame, the shock has passed through

the cloud, and out of the picture, but the dust cloud has not moved significantly jet

and is still difficult to observe. The last picture shows the same situation 4 frames,

or 0.46 ms later. Here, the dust cloud clearly has moved to the right, relative to the

initial position. The circular shape of the cloud is worth noticing.

In the lower panel of Fig. 2, the results from the Schlieren photography technique

are presented, with a larger field of view. In the left panel, the dust column is observed

prior to shock passage, with the shock visible to the left of the cloud. The next panel

illustrates the situation right after shock passage. At this time, the dust column has

not moved significantly yet, whereas in the right panel, we observe how the dust has

been accelerated and moved to the right relative to the previous results. For these

preliminary experimental results, the synchronization of the two high-speed cameras

are within or less than one picture cycle time. For the experiment presented in Fig. 2,

there is a synchronization difference of approximately one-third of a picture cycle

time.

4 Results Presentation and Discussion

The initial conditions of the numerical simulations are determined from the pressure

gauges in the two driver sections. In these preliminary test, the temperature is mea-

sured for the atmospheric conditions in the room, only. In Table 2, the densities given
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Table 2 Initial conditions for the numerical simulations

Test no. P0
[kPa]

P1
[kPa]

P2
[kPa]

𝜌0
[m/kg

3
]

𝜌1
[m/kg

3
]

𝜌2
[m/kg

3
]

𝜌d 𝜃d dd [µm]

4 100.01 167.53 980.52 1.203 1.8 10.0 2702 0.0005 6

6 32.47 165.100 998.36 0.4134 1.8 10.0 4490 0.0005 40

Fig. 3 Experimental and numerical pressure–time histories downstream of the window section for

two different sensor positions

in the two driver sections are, therefore, based on assumptions relating the external

and internal temperatures. The void fraction has so far been difficult to determine

experimentally. Techniques to determine the void fraction are currently being eval-

uated. In Fig. 3, pressure sensor measurements downstream of the window section

is plotted for both numerical and experimental results, the experimental results with

the thicker line style. Results are presented for two different positions, x = 4.62 m

and x = 8.70 m. As the figure illustrates, both time of arrival and pressure levels

show good agreement with the experimental results.

Numerical simulations were also performed to study shock interaction with the

dust cloud. Figure 4 shows a density contour plot of the dust cloud, plotted in x-y

coordinates. In the results presented here, a dust particle diameter of 40 µm was

chosen, as this choice was found to give the best agreement with the experimen-

tal data. The dust cloud position was determined manually from the high-speed

Schlieren pictures and has been plotted on top with a black contour line. The plot

illustrates the situation for two different time steps, t = 6.4 ms and t = 7.1 ms after

membrane rupture.

In the current work, only one-size dust particles were assumed, described with a

constant smoothing length. In the real experiments, the particles had a mean size of

40–50 µm, but particles of other sizes were also present in the distribution, although

fewer. The specifications for the particles indicate a size range from 32 to 80 µm.

Introducing particles of different sizes in the simulations, also implies introducing

one phase for each particle size, this would be possible, but quite time-consuming.

Although the results presented here were based on relatively low-resolution simula-

tions, using 270 dust particles, and gas simulation particles starting at approximately
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Fig. 4 Numerical simulations of the dust column at two different time steps, before and after shock

interaction. The black contour line illustrates the position of the cloud captured manually from the

Schlieren high-speed video

60000, and increasing to 400000 at the end, the results show good agreement and

are promising for further studies on shock–dust interactions.
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Triple-Point Singularity and the Neumann
Paradox of Mach Reflection

A. Sakurai and S. Kobayashi

Abstract The singular nature of the flow near the triple point is investigated

analytically based on a solution of the steady 2D Navier–Stokes equations system

in polar coordinates, with special attention on the cause of the Neumann paradox. It

gives a centered fan-like flow from the triple point in widening the slip flow region.

Angles and curvatures of the reflected (R) and Mach stem (m) shock lines given in

the solution are consistent with existing experiment data.

1 Introduction

We consider the flow field behind Mach reflection, especially its singular nature at

its triple point in connection with the problem of the Neumann or triple-point para-

dox [1–4]. Neumann’s three-shock theory [5, 6] based on nonviscous gas dynamics

indicates two parallel uniform flows separated by a slip streamline, and it provides

shock angles in excellent agreement with experiment data for strong Mach reflection.

Rather paradoxically, no agreement at all is observed for weaker cases.

In these experiments and direct numerical simulations of the flow field, we

observe uniform flows with a slip line for stronger cases, but this becomes blurred

for weaker cases, where we can see a disturbance from the edge reaching to the triple

point [7, 8], making the entire flow field nonuniform. Thus, it is necessary to find

the details of the flow field, especially the singular nature near the triple point. To

do so, we must use an analytical approach because of the singularity, for which a

conventional numerical approach is inappropriate. The use of the Euler equations is

useless in providing a solution for two uniform flows separated by a slip flow line, as

given in Neumann’s three-shock theory. Instead, we use the Navier–Stokes equations

in polar coordinates.
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The three-shock configuration appears in both steady (e.g., supersonic inlet flow)

and unsteady (e.g., advancing plane shock wave over a sharp wedge surface) flows.

The Neumann paradox phenomenon occurs in both cases. The feature of the flow,

especially the singular nature at the triple point, is common to both; thus, in the

present study, we focus mainly on steady flow.

2 Basic Equations for the Flow Field Behind Steady Mach
Reflection

We consider the flow field in the angular region between the reflected shock wave

(R) and the Mach stem (m) behind a steady Mach reflection (Fig. 1). We use the polar

coordinate system (r, 𝜃) (0 < r < ∞, −𝜋 < 𝜃 < 𝜋) with the basic line 𝜃 = 0 at the

x-axis for the direction of incoming flow with its origin at the triple point. Here, m
is at 𝜃 = −𝜆 and R is at 𝜃 = 𝜔

′
, both angles at the triple point. Let 𝐕 = (Vr,V𝜃

) be

the flow velocity, its r, 𝜃 components be the pressure of the flow field, and p, 𝜌 be

its density. They are all functions of the variables r, 𝜃. We use the Navier–Stokes

system of equations for steady 2D flow as

V
𝜃

𝜌

𝜕𝜌

𝜕𝜃

+
𝜕V

𝜃

𝜕𝜃

+ Vr +
r
𝜌

𝜕

𝜕r
𝜌Vr = 0

[𝜌( ̄DVr − V2
𝜃

) + r
𝜕p
𝜕r

]r

= 𝜇[ΔVr − Vr − 2
𝜕V

𝜃

𝜕𝜃

+ r2
3

𝜕

𝜕r
1
r
(r
𝜕Vr

𝜕r
𝜕V

𝜃

𝜕𝜃

+ Vr)]

[𝜌( ̄DV
𝜃

+ VrV
𝜃

) +
𝜕p
𝜕𝜃

]r

= 𝜇[ΔV
𝜃

− V
𝜃

+ 2
𝜕Vr

𝜕𝜃

+ 1
3

𝜕

𝜕𝜃

(r
𝜕Vr

𝜕r
+

𝜕V
𝜃

𝜕𝜃

+ Vr)]

𝜌( ̄DE + p ̄D𝜌−1)r = 𝜅ΔT + 𝜇Φ

Φ ≡ 2(r
𝜕Vr

𝜕r
)2 + 2(

𝜕V
𝜃

𝜕𝜃

+ Vr)2

+ (r
𝜕V

𝜃

𝜕r
+

𝜕Vr

𝜕𝜃

− V
𝜃

)2 − 2
3
𝜕

𝜕r
(r
𝜕Vr

𝜕r
+

𝜕V
𝜃

𝜕𝜃

+ Vr)2

(1)

where

̄D ≡ Vrr
𝜕

𝜕r
+ V

𝜃

𝜕

𝜕𝜃

, Δ ≡ r 𝜕
𝜕r

r 𝜕
𝜕r

+ 𝜕

2

𝜕𝜃
2 .

These are supplemented by the equations of a perfect gas, E = cvT , p = 𝜌RT ,

where E is internal energy, T is temperature, R is gas constant, c is specific heat
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Fig. 1 Three-shock

configuration

at constant volume, 𝜇 is the coefficient of the viscosity, and 𝜅 is heat conductivity,

which are assumed to be constant.

This system is suitable for analyzing the flow field in the angular region between

two shock lines (R andm) and is particularly useful for visualizing the singular nature

of the flow field at the triple point by extending it to a line segment of (r = 0, −𝜆 <

𝜃 < 𝜔

′) in this coordinate system.

Let 𝜃 = 𝜃1(r), 𝜃 = 𝜃2(r) be the shapes of m and R; let 𝐗 = (V
𝜃

,Vr, 𝜌, p); and let

𝐗1 = (V
𝜃1,Vr1, 𝜌1, p1), 𝐗2 = (V

𝜃2,Vr2, 𝜌2, p2) be the shock wave values at the shock

fronts 𝜃 = 𝜃1(r), 𝜃 = 𝜃2(r), which express m and R. Thus, we have the boundary

condition

𝐗(𝜃1) = 𝐗1,𝐗(𝜃2) = 𝐗2. (2)

Furthermore, we keep in mind the fact that angular velocity component V
𝜃

must

be zero for some 𝜃 = 𝜃0, to be determined later, since the flow field is almost uniform

and parallel. Furthermore, 𝜕𝜌∕𝜕𝜃 in Eq. (1) must be continuous so that

(V
𝜃

)
𝜃=𝜃0 = 0,

[(𝜕V
𝜃

∕𝜕𝜃) + Vr + (r∕𝜌) ⋅ (𝜕𝜌Vr∕𝜕r)]𝜃=𝜃0 = 0. (3)

3 Solution in Integral Form

We use the conditions of Eqs. (1)–(3) to determine the flow field, along with the

shapes of shock front lines. We consider this in an integrated form of Eq. (1):
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(4)

where

f0 ≡ − r
𝜌
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[𝜌( ̄DVr − V2
𝜃

) + r
𝜕p
𝜕r

]

+ 4 𝜕

𝜕r
r
𝜕V

𝜃

𝜕r
−
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𝜃
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r
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𝜕

2Vr

𝜕r𝜕𝜃

f3 ≡
r
R
{ 1
𝜅

(𝜌 ̄DE + p ̄D𝜌−1) − 𝜕

𝜕r
r 𝜕
𝜕r

p
𝜌

} − 𝜇

𝜅

Φ + 𝜇

𝜅

[Φ]0.

We express Eq. (4) in integral form in the following way. First, we find the solu-

tion of the second and third equations of Eq. (4), which are simultaneous ordinary

differential equations with f1, f2 terms assumed to be given functions of 𝜃 only includ-

ing a fixed r as a parameter. We then use these solutions in the first and the fourth

equations of Eq. (4) to have expressions for 𝜌 and p:

𝐕 =
(
V
𝜃

Vr

)
=
(
V
𝜃0 + ̃V

𝜃

Vr0 + ̃Vr

)(
V
𝜃0

Vr0

)

≡

(
A + B𝜃 C + D𝜃
C + 1

7
B + D𝜃 −

(
A + 1

7
D + B𝜃

))(
sin 𝜃
cos 𝜃

)

(
̃V
𝜃

̃Vr

)
≡

∫

𝜃

𝜃0

sin(𝜃 − 𝜃

∗){
∫

𝜃∗

𝜃0

sin(𝜃∗ − 𝜃

∗∗)
(
4𝜕2∕𝜕𝜃2 − 3 7(𝜕∕𝜕𝜃)
−7(𝜕∕𝜕𝜃) 4𝜕2∕𝜕𝜃2 − 3

)(
f1
f2

)
(𝜃∗∗)d𝜃∗∗}d𝜃∗

𝜌 = E exp{−
∫

𝜃

𝜃

d𝜃∗}

p = 𝜌[F𝜃 + G +
∫

𝜃

𝜃

f3(𝜃∗)(𝜃 − 𝜃

∗)d𝜃∗],

(5)

where A,B,C,D,E,F, and G are integration constants including r as a parameter.

Now we have ten conditions given in Eqs. (2), (3) to determine the ten unknowns
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A,B,C,D,E,F,G, 𝜃0, 𝜃1, and 𝜃2 for the given parameter r. First, we use the condition

of Eq. (3) for 𝐕 in Eq. (5):

B
A

= D
C

≡ k, tan 𝜃0 = −D
B
,

V ′
𝜃0 + Vr0
V
𝜃0

= 6
7

1
1 + k𝜃

from which we have

𝜌 = ̄E(1 + k𝜃)−
6
7 Γ(𝜃)

̄E ≡ (1 + k𝜃0)
− 6

7 ;

Γ(𝜃) ≡ exp{−
∫

𝜃

𝜃

V ′
𝜃0 + Vr0
V
𝜃0

−
𝜕V

𝜃

∕𝜕𝜃 + Vr − f0
V
𝜃

d𝜃∗}

V
𝜃0 = (1 + k𝜃)(A sin 𝜃 + C cos 𝜃)

Vr0 = (1 + k𝜃)(C sin 𝜃 − A cos 𝜃) − (k∕7)(A sin 𝜃 + C cos 𝜃).

(6)

Now we use the boundary condition of Eq. (2) in Eq. (6):

𝜌1 = ̄E(1 + k𝜃1)
− 6

7 Γ(𝜃1),

𝜌2 = ̄E(1 + k𝜃2)
− 6

7 Γ(𝜃2)
V
𝜃1 = (1 + k𝜃1)(A sin 𝜃1 + C cos 𝜃1) + ̃V

𝜃1

V
𝜃2 = (1 + k𝜃2)(A sin 𝜃2 + C cos 𝜃2) + ̃V

𝜃2

Vr1 = (1 + k𝜃1)(C sin 𝜃1 − A cos 𝜃1)
− (k∕7)(A sin 𝜃1 + C cos 𝜃1) + ̃Vr1

Vr2 = (1 + k𝜃2)(C sin 𝜃2 − A cos 𝜃2)
− (k∕7)(A sin 𝜃2 + C cos 𝜃2) + ̃Vr2.

(7)

These two equations are used to determine k and E:

k = (1 − ̃S)(̃S𝜃1 − 𝜃2)−1,
̃S ≡ {𝜌2∕𝜌1 ⋅ [Γ(𝜃1)∕Γ(𝜃2)]}7∕6

̄E = [(𝜃1 − 𝜃2)(Z2𝜃1 − Z1𝜃2)−1]−7∕6,
Z1,2 = [𝜌1,2∕Γ(𝜃1,2)]−6∕7.

(8)

Then, we eliminate A and C from the remaining four equations to have two equa-

tions to determine 𝜃1, 𝜃2,

Δ1 ≡ (r ̃V
𝜃1 − V

𝜃1)[K1K2 cosΘ + k∕7.K2 sinΘ]
− ( ̃V

𝜃2 − V
𝜃2)K2

1 + (r ̃Vr1 − Vr1)K1K2 sinΘ
≡ rΔ10 + Δ11 = 0

(9)
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and

Δ2 ≡ (r ̃V
𝜃1 − V

𝜃1)K2
2 − (r ̃V

𝜃2 − V
𝜃2)⋅

⋅ [K1K2 cosΘ − k∕7.K1 sinΘ]
+ (r ̃Vr2 − Vr2)K1K2 sinΘ

≡ rΔ20 + Δ22 = 0,

(10)

where

K1,2 ≡ 1 + k𝜃1,2, Θ ≡ 𝜃1 − 𝜃2.

These values of 𝜃1(r), 𝜃2(r) provide the shapes of the R and m fronts, and 𝜃1(0),
𝜃2(0) are their values at the triple point, or 𝜆, 𝜔

′
(Fig. 1). Using these 𝜃1, 𝜃2, we

can determine A and C from Eq. (7). The remaining F and G values are determined

simply from unused conditions for p in Eq. (2): p = p1, p2 at 𝜃 = 𝜃1, 𝜃2.

4 Solution for Weak Mach Reflection

Here, we focus the flow field in the angular region of the weak Mach reflection,

which is observed to be almost uniform in the region. Now fi, i = 0, 1, 2, 3 in the

right-hand terms of Eq. (4) vanish to a uniform flow, since we can verify it directly

applying a uniform flow formula: ur = U00 cos(𝜃 − 𝜃00), u𝜃 = U00 sin(𝜃 − 𝜃00) with

constants p, 𝜌,U00, and 𝜃00, to fi. Therefore, we can assume that the magnitudes of fi
are small in general, and we can utilize 𝐗 = (V

𝜃

,Vr, 𝜌, p) given in Eqs. (5), (6) as an

approximate solution of the present flow when we use the appropriate approximate

solution in fi, i = 0, 1, 2, 3. Conveniently, we can assume uniform flow to have fi = 0,

and further improvement of this solution can be obtained using Eqs. (5), (6) again

with use of this solution to fi. However, later, this results in little change.

Since ̂f = 0, K(𝜃) = 1, ̃V
𝜃

= ̃Vr = 0 for fi = 0, from Eq. (6) we simply have

V
𝜃

= V
𝜃0 = (1 + k𝜃)(A sin 𝜃 + C cos 𝜃)

Vr = Vr0 = (1 + k𝜃)(C sin 𝜃 − A cos 𝜃)
− (k∕7)(A sin 𝜃 + C cos 𝜃)

𝜌 = ̄E(1 + k𝜃)−
6
7 .

(11)

It is noted here that the right-hand sides of Eq. (4) vanish when r = 0 as well

as when fi = 0. As a result, the reduced system of equations system for r = 0 is the

same as the one given in the first-order term of the power series expansion in r of

the original system of Eq. (4) [9], and its smooth solution given in there is the same

except for the difference in notations with the one in Eq. (9). Furthermore, this pro-

vides two equations to determine angles 𝜆 and 𝜔

′
for the given incident shock angle

𝜔, which correspond to the conditions in Eq. (8) at r = 0: (Δ1)r=0 = 0, (Δ2)r=0 = 0.
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The 𝜆 and 𝜔 values determined from these conditions for given incident shock

angle 𝜔 and its strength are presented in Sakurai [9] in the form of 𝜆 versus 𝜔 and

𝜔

′
versus 𝜔 graphs for various 𝜉 values, which is the inverse of the pressure ratio

at the incident shock. Thus, the value of 𝜉 is larger for weaker cases, approaching

one. Figure 2 presents one of the graphs given there and a 𝜔

′
versus 𝜔 graph for

𝜉 = 0.9, representing a weaker case, to compare experiment data with results using

the three-shock theory. The angles using the present theory are reasonably consistent

with experiment data, indicating the effect of the nonuniformity of the flow field due

to singularity at the triple point.

The solution in Eq. (11) is illustrated in Fig. 3a for velocity 𝐕 in real space and

(b) for density 𝜌 in the (r, 𝜃) coordinates system. The flow spreads from the origin T
as it widens at the slip streamline, which is the nature of singularity. We can see the

details in (b), extending the point to a line segment of (r = 0,−𝜆 < 𝜃 < 𝜔

′).
Although this is an approximate solution and valid only along the boundary of two

shock fronts, we can assume that it approximates the flow inside the r > 0 region as

well. The effect of the fan-like singularity at their intersecting point r = 0 spreads

to the flow there in prevailing its essential feature inside the region of r > 0. In fact,

numerical simulation provides density distribution along a circle of r > 0 similar

to that for r = 0 as seen in Fig. 4. Figure 4a illustrates density distribution in the

isovalue lines, and Fig. 4b plots density distributions along various circle lines of

r > 0, which can be compared with the density distribution near r = 0 in Fig. 3b.

The small difference in density distribution between r = 0 and r > 0 is assumed

to due to the nonuniformity of the flow field in r > 0 in connection with the slight

deformation of shock lines. To consider its details, we improve the approximation,

by substituting fi in Eqs. (5)–(11). Since f1, f2 in Eq. (5) are functions of 𝜃 only for

this case, this improved solution in Eq. (5) is in the form of an equation of first degree

in r, with its coefficients being functions of 𝜃 only. So we may assume to the shapes

𝜃1(r), 𝜃2(r) of the bounding shock waves R and m in linear in r as well:

𝜃1 = −𝜆 + r ̃𝜃1, 𝜃2 = 𝜔

′ + r ̃𝜃2,

Fig. 2 𝜔

′
versus 𝜔 graph

for 𝜉 = 0.9 from the present

theory compared with

Harrison and Bleakney’s

data and three-shock theory

results [9]
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Fig. 3 a Velocity and b density

Fig. 4 a Density contour and b density distribution around the triple point [10]

where 𝜃1(0) = −𝜆, 𝜃2(0) = 𝜔

′
and constants ̃

𝜃1, ̃𝜃2 should be determined from Eqs.

(9), (10):

(Δ1)r=0 + r(Δ10 + ̃
𝜃1

𝜕Δ11
𝜕𝜃1

+ ̃
𝜃2

𝜕Δ11
𝜕𝜃2

)r=0 +⋯ = 0
(Δ2)r=0 + r(Δ20 + ̃

𝜃1
𝜕Δ21
𝜕𝜃1

+ ̃
𝜃2

𝜕Δ21
𝜕𝜃2

)r=0 +⋯ = 0
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Here, (Δ1)r=0 = (Δ2)r=0 = 0 determines −𝜆, 𝜔′
, and we have the second terms for

̃
𝜃1, ̃𝜃2:

̃
𝜃1 = (−Δ10

𝜕Δ21
𝜕𝜃2

+ Δ20
𝜕Δ11
𝜕𝜃2

)r=0.Δ−1

̃
𝜃2 = (−Δ20

𝜕Δ11
𝜕𝜃1

+ Δ10
𝜕Δ21
𝜕𝜃1

)r=0.Δ−1

Δ ≡ ( 𝜕Δ11
𝜕𝜃1

𝜕Δ21
𝜕𝜃2

− 𝜕Δ21
𝜕𝜃1

𝜕Δ11
𝜕𝜃2

)r=0.

We utilize here the fact that k is small and [Θ]r=0 = −𝜆 − 𝜔

′ ≈ −𝜋 for weak

reflection in approximation:

̃
𝜃1 = ̃

𝜃2 ≈ ( ́V
𝜃1 + ́V

𝜃2)(V ′
𝜃1 + V ′

𝜃2)
−1
, (12)

where

́V
𝜃1, ́V𝜃2 ≡ ( ́V

𝜃1)r=0, ( ́V𝜃2)r=0.

The term V ′
𝜃1 + V ′

𝜃2 can be estimated simply from the shock conditions at R and

m, while the term ́V
𝜃1 + ́V

𝜃2 is somewhat involved, as we can see in Eq. (5). Never-

theless, these values can be simplified in approximation using again the fact that k is

small and [Θ]r=0 = −𝜆 − 𝜔

′ ≈ −𝜋 for weak reflection:

̃
𝜃1 = ̃

𝜃2 ≈ L ⋅ k,

where L is a number depending on the incoming shock strength 𝜉 and angle 𝜔. It

is almost 2 for the extreme angle in weak reflection, and these shocks should bend

slightly, since k is small. In fact, we observe this in Fig. 4a for numerical results and

in Fig. 5a for an experimental picture [11], where these shocks deviate only slightly

from straight lines, Also, we can see this kind of curve in an analytical solution [7]

for very weak Mach reflection in a diffracting blast wave.

Fig. 5 a Visualized reflection configuration after [11], the incident shock Mach number Mi = 1.30
and the reflecting wedge angle 𝜃w = 10.75◦, b result by Lighthill [7]
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5 Conclusion

A solution to the Navier–Stokes equations in a polar coordinate system is sought to

satisfy the shock conditions at bounding reflected and Mach stem shock lines. The

solution is singular at the triple point. Its nature is to provide a centered fan-like flow,

which is in effect widening the slip flow line. The reflected and Mach stem shock

angles and their curvatures at the triple point are determined using the solution, and

they compare favorably with experiment data as well as numerical simulation.
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Experimental Investigation of Mist Injection
at the Stagnation Point of a Blunt Body
in Hypersonic Flow

J. L. K. Sindhu, S. Mohammed Ibrahim and K. P. J. Reddy

1 Introduction

A spacecraft re-entering Earth’s atmosphere at orbital speeds or higher is subjected

to severe aerodynamic heating. Generally, large angle sphere-cone configurations

are preferred as forebody to minimize aerodynamic heating. Though these config-

urations reduce heat transfer to some extent, they are not alone sufficient to with-

stand the harsh conditions existing during re-entry. Hence, a spacecraft requires a

Thermal Protection System (TPS) to ensure its survival when travelling at hyper-

sonic speeds. TPS commonly used on Earth, and other planetary entry spacecrafts

are ablative cooling. Though ablative cooling has been successfully employed, it

has certain drawbacks. Especially, when re-usability of the spacecraft is concerned,

ablative cooling is very expensive. This drove us to explore an alternate TPS. Several

techniques for TPS were explored by researchers around the globe.

Film cooling is one such technique, where a coolant gas is injected from the body

surface into the shock layer, with the injected coolant modifying the boundary layer

characteristics and minimizing the heat transfer rate. In this technique, coolant prop-

erties, specifically specific heat of coolant and pressure ratio of injection, play a

significant role. Reported film cooling experiments were carried out using gaseous

coolants like air, helium, carbon dioxide, and nitrogen by Sriram and Jagadeesh [1],

Sahoo et al. [2], and Mohammed Ibrahim et al. [3]. In this back drop, an experimen-

tal work was started at Laboratory for Hypersonic and Shock wave research (LHSR),

Indian Institute of Science, Bangalore to investigate the influence of coolants having

high heat capacity. Water has a heat capacity of 4.2 KJ/Kg K and a high latent heat
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of vaporization of 2442 J/Kg. Water’s specific heat is more when compared to any

gaseous coolant used in literature till date, and is thus expected to alter heat transfer

rate to a significant value.

Previously, transpiration cooling studies involving liquid water injection through

a heated surface made out of a porous material were carried out by Wang et al. [4, 5]

and Van Foreest et al. [6]. However, direct liquid water injection is not a feasible

option for film cooling studies. Atomizing liquid water into finer droplets (mist) not

only facilitates easier injection but also increases the surface area available for heat

absorption and evaporation. Thus, a test campaign has been set up at LHSR’s Hyper-

sonic shock tunnel (HST2) to study the effect of mist injection on heat transfer rate

distribution over the model surface. It is believed that varying pressure of injection

alters the heat transfer rate accordingly. To facilitate mist injection at different pres-

sures, an in-house seeder has been used.

2 Experimentation

2.1 Experimental Facility

Experiments are carried out at flow enthalpy of 1.5 MJ/kg using Hypersonic Shock

Tunnel HST-2. A schematic of HST-2 is shown in Fig. 1. HST-2 is a conventional

shock tunnel facility, operated in diaphragm-less mode, consisting of driver and

driven section separated using a direct acting solenoid valve ISTA KB-40. The driver

side is filled with 40 bar of helium and driven with 0.3 bar of air (test gas). The fast

opening of the valve results in the generation of shock wave which travels along the

length of the driven section and after its reflection at the end of the driven section

creates the reservoir condition for the nozzle. The nozzle and test section are initially

maintained at vacuum level of 10−5 mbar using rotary-diffusion pump and are sep-

arated from the driven side using a thin paper diaphragm. The test gas expands to

Fig. 1 Schematic of HST-2
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Table 1 Flow conditions in

nozzle reservoir and

freestream

Po (kPa) 1432.85
To (K) 1559.58
Ho (MJ/kg) 1.56
P∞ (kPa) 0.118
T∞ (K) 106.29
𝜌∞ (kg/m

3
) 0.0038

V∞ (m/s) 1708.7
M∞ 8.27
Re∞ (million/m) 0.896

Fig. 2 Schematic of test model

hypersonic velocity in the nozzle and exits into the test section where the test model

is mounted producing a steady flow test time of ∼500 µs. The flow conditions gen-

erated for the present set of experiments are tabulated in Table 1.

2.2 Test Model

The test model used is a 60◦ apex angle blunt cone with a base diameter of 80 mm

and nose radius of 35 mm. The nose portion of the model has a square slot of 13 mm

× 13 mm area and thickness of 2 mm where the plate containing the 2 mm ori-

fice, through which the mist is injected into the hypersonic mainstream, is housed.

A schematic sketch and photograph of the model are shown in Figs. 2 and 3,

respectively.

Platinum thin film sensors deposited on MACOR surface are flush mounted on

the surface of the model to measure the convective heat transfer rates as shown in

Fig. 3. A total of eight thin film sensors, four on each side of the stagnation point, are
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Fig. 3 Photograph of test

model

used in the present investigation. Since the coolant is injected from the nose of the

model, it is not possible to have thin film sensor at the stagnation point. However,

the closest was at s∕Rb = 0.4, in the nose region of the model and the remaining was

in the conical region of the body.

2.3 Mist Generator

Mist particles are generated using an in-house seeder unit, schematic shown in Fig. 4,

developed by Karthick et al. [7], which works on the principle of Laskin nozzle

arrangement. The unit consists of a cylindrical strut immersed in the water with four

nozzle holes (each of 1 mm diameter) drilled on its periphery. High-pressure gas

supplied to the strut from an external cylinder disperses into water through the nozzle

feed holes, producing a mixture of the supplied high-pressure gas and mist particles

of size varying 0.8–1µm. The outlet of seeder is directly connected to model, and

thus the pressure of injection (Pi) can be controlled by varying the supply pressure

(Ps) to the seeder.

The seeder used for mist generation is placed inside the dump tank and its outlet

is connected directly to the 2 mm injection hole of the model via solenoid valve and

flexible pipeline as shown in Fig. 5. The seeder is pressurized with nitrogen and the

solenoid valve is opened (by supplying voltage) just before the arrival of test flow.

The supply pressure (Ps) of nitrogen is equal to the chamber pressure of seeder, and

thus by varying Ps the pressure of mist injection (Pi) can be varied.
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Fig. 4 Schematic of mist generator

3 Results and Discussion

The heat transfer rate distribution on the model surface in the absence and presence of

mist injection is plotted in Fig. 6. The mist was injected at a chamber supply pressure

of (Ps) of 4bar. An increase in heat transfer rate was observed with mist injection, the

increase being higher in the nose region of the model, close to the point of injection.

The integrated heat transfer signals, for the gauge located in the nose region, is shown

in Fig. 7 for both cases, with and without mist injection.

The flowfield in the absence and presence of mist injection was visualized using

Schlieren technique and shown in Fig. 8. In the presence of mist injection, the body

shock was found to be disturbed. The increase in heat transfer rate due to mist
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Fig. 5 Photograph of mist

generator

Fig. 6 Heat transfer rate

distribution on the model

surface for Ps = 4bar
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Fig. 7 Typical heat transfer

rate signals for the gauge

closest to nose region of

model for the cases of with

and without mist injection at

Ps = 4bar
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injection is caused by shock wave bifurcation and its reattachment near the nose

region of the model as shown in Fig. 8 (left). The reattachment shock might cause

the boundary layer to undergo transition to turbulence, resulting in a higher heat

transfer rate downstream, in the conical region of the model.
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Fig. 8 Schlieren

visualization of the flowfield

with (left) and without

(right) mist injection

4 Conclusion

Mist injection from the stagnation point of a blunt body model was carried out for a

flow enthalpy condition of 1.5 MJ/Kg and at a supply pressure of 4bar. An increase

in heat transfer rate over the surface of the model has been reported in this case.

Further studies are planned at supply pressures higher and lower than 4bar in order

to reach a conclusion about the mist behaviour in the flow field around the model.
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Shock Wave Development Within Expansive
Flows

Beric W. Skews and Randall T. Paton

Abstract The propagation of two-dimensional expansion waves over a corner has

received very little attention in the past. It can be studied experimentally in a standard

shock tube by placing the test section at the end of the high-pressure section rather

than the conventional method with placement at the driven section. It is found that

reflected compression and shock waves can form as the wave propagates over the

corner. An attached flow separation bubble develops at the corner and for a strong

enough wave can develop a region of supersonic flow above it, and, in some cases,

a transonic shock wave. Furthermore, for a sufficiently strong expansion wave, the

flow behind the trailing edge of the expansion wave becomes supersonic. It has also

been shown that when an expansion wave reflects off a wedge, shock waves can also

develop due to the induced velocity flowing down the surface of the wedge striking

the corner. The development of shock waves can also occur if the expansion wave

focuses on a cavity.

1 Introduction

Recent studies of expansion wave dynamics show the development of imbedded

shock waves under certain conditions, as described below. The experimental gen-

eration of a one-dimensional expansion wave is to place a test section in the driver

section of a shock tube. The basic properties of one-dimensional expansion waves

can easily be derived from standard shock tube analysis and have been presented by

Mahomed and Skews [1]. A shock tube wave diagram is shown in Fig. 1 in order
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Fig. 1 Shock tube wave diagram, and properties across the expansion wave as a function of

diaphragm pressure ratio

to define the flow regions. The head of the expansion wave travels to the left into

region 4 and induces flow to the right. The flow in region 3 into which the tail of

the expansion moves has the same pressure as that in region 2 behind the shock but

is at a lower temperature having passed through the expansion wave. These regions

are separated by the contact surface which are then at different Mach numbers even

though the velocities are the same.

Relating to considerations of shock wave development, it is of interest to establish

conditions for the development of supersonic areas of flow. In the one-dimensional

flow case, region 2 becomes supersonic at a shock Mach number greater than 2.07

corresponding to diaphragm pressure ratios above 40. However, in region 3, between

the tail of the expansion wave and the contact surface diaphragm pressure, ratios only

above 10.4 are required. This is shown in Fig. 1. At this pressure ratio of 10.4, the

tail of the expansion will be stationary because it is propagating at sonic velocity

in an opposing sonic gas flow. For pressure ratios above this value, the tail of the

wave will propagate to the right into the supersonic flow and will have an absolute

Mach number as shown in the figure. Two-dimensional expansion wave dynamics

is achieved by placing a test section at the end of the driven section in region 4. If

further expansion is to occur such as for diffraction over a convex profile, supersonic

regions will then occur at lower pressure ratios.

Two basic cases are considered here: reflection and diffraction over two-

dimensional concave and convex corners, respectively. In all the examples given, the

expansion is propagating to the left thereby inducing flow in the opposite direction.
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2 Diffraction over a Convex Corner

The basic flow field for diffraction over a 90◦ corner is shown in Fig. 2 and has

been analysed by [1]. A separation bubble, which remains attached to the corner, is

generated as the flow develops. Since the head of the wave moves at sonic velocity, its

diffracted portion is a circular arc. However, as the flow expands around the corner,

reflected compression waves are generated back into the flow, in the opposite way as

a shock wave emerging from a shock tube results in reflected expansions back into

the tube in order to satisfy the exit pressure boundary condition.

In this diffraction case, two situations occur when shock waves can be generated

[1]. One results from the convergence of the reflected compression waves into a

shock wave. The formation of this wave depends on a number of factors: the pressure

ratio across the shock tube diaphragm, P41, which determines the strength of the

expansion; the distance of the diaphragm from the corner, D, which determines the

width of the wave at the corner when the leading edge arrives there; and the time

after the start of diffraction, t. A typical result from numerical simulation is given in

Fig. 2.

The effect of diaphragm pressure ratio and diaphragm position is illustrated in

Fig. 3. The Further the diaphragm is away from the corner; the expansion wave will

be wider when it reaches the corner for the same initial pressure ratio. This results in

the reflected compression wave spreading out before a shock wave develops. On the

other hand, a shock wave develops earlier when the pressure ratio is lower as shown

in Fig. 4.

The steepening up of the compression is demonstrated in Fig. 5 by plotting the

pressure distribution along a vertical line such as that shown as a red line in Fig. 4.

The initial drop in pressure is because the line passes through part of the separation

bubble and is due to the low pressure caused by the vortex. As the diaphragm is

moved further and further away from the corner, the wave becomes more spread

out and thus it takes more time to steepen up. Unfortunately, the domain in the

Wave head Wave tail

High pressure

Low pressureReflected
compression

Fig. 2 Expansion diffraction over a corner, with and without shock wave development. Contours

of pressure
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Fig. 3 Effect of pressure ratio and diaphragm position. Top row D = 10mm, Bottom row D =
40mm, t = 400µs

Fig. 4 Effect of pressure ratio. P41 = 3 and 6, D = 40mm, t = 450µs

experiment was not large enough to capture these waves due to reflection from the

boundaries of the test section.

For shock waves to develop within the overall flow, regions of supersonic flow

need to develop. The influence of the separation bubble’s curvature on the nearby

flow field causes acceleration of the oncoming flow which leads to a reduction of

pressure (including temperature and density), above the separation bubble. A shock

was found to develop, through experiment and simulation, under certain conditions.

Two areas of supersonic flow can occur: one as described above due to flow over
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Fig. 5 Vertical pressure distribution 30 mm from the corner. P41 = 3, D = 10, 40 and 70mm,

t = 400µs

the bubble and one due to a sufficiently high diaphragm pressure ratio as described

previously.

The development of a shock wave due to the flow over the separation bubble

depends on the diaphragm pressure ratio, the position of the diaphragm, and the

time from the start of diffraction. In the figures below, the supersonic patch is circum-

scribed by a red line. For P41 = 3, a patch only starts to appear at a time of t = 300µs

with D = 0mm and not at the same time for D = 40mm although it does develop

then at t = 400µs. Enlarged views in the vicinity of the bubble for t = 600µs are

given in Fig. 6. No shocks are present above the bubble but interestingly there is a

small patch within the bubble which may terminate in a shock. The flow within the

bubble is complex as shown in the enlargement at the bottom of the figure.

As the patch grows, a shock will develop on the bubble surface as it does for

a transonic airfoil, as shown in Fig. 7. The supersonic area continually increases as

shown by the sonic line. No shock wave is evident at early times but as the separation

bubble grows and the velocity over it increases, a transonic shock wave develops. It

is not a normal shock as is evident by the fact that the flow immediately behind it is

still supersonic. The obliqueness becomes more apparent at later times.

Some evidences of these waves are evident in the experiment, as shown in Fig. 8,

but are not as well defined. Part of the reason for this is that the expansion wave

generated does not have the plane front as assumed in the simulation but is curved

under the influence of the initial pressure difference across it, so that when it bursts

the flow is more complicated and non-uniform, including transverse effects, and the

bubble has a more rounded profile. The surface of the bubble is also uneven due to

vortices and turbulence.

The other area where supersonic flow can occur is for pressure ratios larger than

10.4, where the flow in region 3 becomes supersonic and the trailing characteristic

of the expansion propagates in the same direction as the flow, since it is propagating
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Fig. 6 Mach number contours for P41 = 3 and D = 0 and 40 mm, at a time of 600µs. Enlargement

shows a density contour plot adjacent to the surface

Fig. 7 Mach number contours for P41 = 9, D = 10 and times of 100, 200 and 300 µs

Fig. 8 Shadow and schlieren images of separation bubble showing shocks
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Fig. 9 Mach number contours for D = 0 and P41 = 12, (left) and 15 (right) at a time of 300µs

at sonic velocity relative to this flow. Two cases are shown in Fig. 9. It will be noted

that the sonic line is positioned in the contact surface since the flow on the other side,

in region 2, will still be subsonic for the pressure ratios shown. The sonic line to the

left of this supersonic region is at the position of the diaphragm in the region where

the expansion wave is still undisturbed by the presence of corner. It then becomes

distorted as it enters the flow generated by the reflected compression wave from the

corner. It is also noted that the shock develops a lambda configuration and in the

left-hand case a small region of subsonic flow appears.

3 Reflection Off a Concave Wedge

There has been very little work done for the case of a plane expansion wave, as

generated in an ideal shock tube, encountering a plane wedge. As the wave moves

up the wedge, the flow is induced downward back towards the corner at the wedge

leading edge, and as could be expected for a strong enough wave, a shock wave

will develop at the compressive corner, as indicated by the numerical simulation

given in Fig. 10. C is the receding contact surface and D is the initial position of the

diaphragm. The flow down the surface sees the corner as the entrance to a concave

surface and an oblique shock may develop. The flow is clearly complex since the

velocity along the surface is continually changing, both because of the properties of

the wave propagation up the wall and the fact that the wave is continuously becoming

wider. At the same time, the density and temperature are dropping. Thus, the position

of the diaphragm and the initial wave pressure ratio will have an influence on the

shock strength and its appearance.

Experimentation in the study of such flows is very demanding for a variety of

reasons. Visualisation of an expansion wave is particularly difficult because the gas

densities are low and the density gradients very shallow, so both shadowgraphy and

schlieren require very high sensitivity. For this reason, in order to keep the wave
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Fig. 10 Shock wave development on a plane wedge at late times

narrow, the diaphragm position needs to be very close to the test section. However,

the diaphragm is initially curved under the pressure difference across it which results

in an initially curved expansion wave. This is compounded by the finite opening

time of the diaphragm, so if the opening starts at the centre and then propagates

outwards, the shape of the issuing expansion wave will also be modified. Clearly,

detailed studies will need to be undertaken to characterise these effects so that they

can be incorporated in the numerical modelling.

Some experimental results are given in Fig. 11 for wall angles of 15◦ and 30◦. The

expansion wave is propagated to the left and has already passed over the back end

of the wedge. The flow up the rear face separates in a bubble at the rear corner, in

the same way as has been found in expansion diffraction tests, and remains attached

there. However, even before this happens, a complex layered boundary layer is devel-

oped. At these early stages, no shock waves are evident, although these develop at a

later time as shown. What is particularly interesting is the way this turbulent bound-

ary layer curves as it approaches the corner. There may even be a circulating region

at the corner itself but this has not been identified yet. However, there is evidence

of the flow separating at the corner. Furthermore, this does indicate that the shock

wave will be initiated by a compression fan arising from this curved flow.

Similar effects occur in the study of an expansion wave propagating into a cavity.

These are interesting cases because of the very low pressures and temperatures that

can result due to wave focusing. The first image in Fig. 12 shows the wave enter-

ing the high-pressure driver section before the leading edge has reached the apex

of the cavity. The shock waves from either side propagate up the side walls into

the very low-pressure region left behind after wave reflection, and cross over each

other forming reflected waves. They subsequently merge and propagate back up the

tube. Initial temperature is 300 K and a channel pressure is 83 kPa. With a starting

diaphragm pressure ratio of 7, this results in a minimum temperature at focus of 80 K,

and pressure of 6.8 kPa.

Similar results occur for a curved wall. Figure 13 shows typical results for a cylin-

drical cavity. As the head of the expansion engages with the curved surface, flow is

induced out from the cavity which then experiences a concave surface and gener-

ates compression waves which merge into a shock that propagates up into the cavity.
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Fig. 11 Experimental images of expansion diffraction up a wedge

Fig. 12 Expansion wave propagation into a two-dimensional triangular cavity
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Fig. 13 Expansion wave propagation into a two-dimensional cylindrical cavity

This occurs on either sides of the symmetry plane, and the two shocks then reflect

off each other as shown and subsequently interact with the cavity walls and eventu-

ally reflect out of the cavity. In this case, minimum pressures and temperatures are

33 kPa and 125 K.

4 Conclusions

It is demonstrated that a plane expansion wave encountering a change in surface

slope in two dimensions can generate embedded shocks. These can result from either

the development of compression waves which consolidate into a shock or because

of local areas of transonic or supersonic flow being generated. Initial experimental

studies show a number of features evident in the simulations but for both the con-

cave and convex walls show complex turbulent flow features as the expansion wave

propagates. Experimental visualisation of expansive flows presents many challenges

so normally only the shocks become evident.
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Hypersonic Shock Wave Boundary Layer
Interaction Studies on a Flat Plate at
Elevated Surface Temperature

Alexander Wagner, Jan Martinez Schramm, Klaus Hannemann,
Ryan Whitside and Jean-Pierre Hickey

Abstract Experimental shock wave boundary layer interactions (SBLI) at a

compression corner of a flat plate model with deflectable flap and variable surface

temperature were studied in the High Enthalpy Shock Tunnel Göttingen (HEG) of

the German Aerospace Center (DLR) at Mach 7.4 and 6.65 × 106 m
−1

unit Reynolds

number. The present paper focuses on the effect of the leading edge bluntness and

surface temperature. The effects are discussed based on surface heat flux and sur-

face pressure measurements as well as schlieren visualizations. The study confirms

that the state of the incoming boundary layer is crucial for the interaction. A small

change of the leading edge bluntness was found to affect the boundary layer stability

and thus the SBLI. In contrast, surface heating was found to destabilize the bound-

ary layer. Tests at different flap deflection angles and transitional incoming boundary

layers revealed that the transition process was completed in the separated shear layer,

leading to a fully turbulent reattachment on the flap. The experimental effort is com-

plemented by Reynolds-Averaged Navier–Stokes (RANS) computations providing

insights into fundamental trends. The 2D simulations underpredict the size of the

separation bubble in the compression corner but qualitatively mirrored the experi-

mental trends. The wall heating resulted in an increased boundary layer thickness,

reduced the extent of the separation bubble and elevated the peak boundary layer

temperature on the flap.
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1 Introduction

A shock/boundary-layer interaction (SBLI) occurring within a flow can be a crucial

factor in the design of a hypersonic vehicle or a propulsion system. SBLIs occur on

external or internal surfaces causing intense adverse pressure gradients in the bound-

ary layer imposed by the shock. If the shock is sufficiently strong, the boundary layer

separates which can lead to dramatic changes in the entire flow field structure includ-

ing intense vortices or complex shock patterns. In addition, shock-induced separa-

tion may cause large-scale unsteadiness leading to, e.g. air intake disturbances and

unsteady aerodynamic loads. Consequently, uncontrolled SBLIs are likely to limit

the performance of a vehicle and could even cause structural damage [1].

During the last decades, the understanding of SBLI and the ability to predict these

flows have advanced significantly [3]. However, most of the experimental and numer-

ical work concentrated on cases with nearly adiabatic wall, i.e. where the wall tem-

perature Tw is close to the recovery temperature Tr of the incoming boundary layer,

e.g. [9, 13, 18, 19]. Considering the realistic design of hypersonic vehicles using

cooling strategies this is problematic, since a cooled wall affects, e.g. the speed of

sound close to the wall, the boundary layer thickness and its stability which largely

affects SBLIs, e.g. leading to a change of the wall shear stress distribution and its

gradients.

Only a limited number of experimental studies at cooled wall conditions are avail-

able. These studies are typically conducted in shock tunnels taking advantage of the

high total temperatures while the model basically rests at ambient temperature over

the test time, e.g. [7, 8, 18]. In these facilities, the variation of the ratio Tw∕Tr is

usually realized by choosing test conditions with different total temperatures. This

in turn causes large variations in the free-stream conditions preventing a direct study

of the wall temperature effects on SBLIs. To isolate the effect, it is desirable to keep

the free-stream test conditions constant while changing the model wall temperature

only. This can be realized by, e.g. using liquid nitrogen to cool the wind tunnel model

as reported in [14] or by heating the wind tunnel model as reported in [2, 15, 21].

Since heating and cooling techniques involve an enormous increase of the complex-

ity of experimental setup, the available experimental database for CFD validation is

very limited.

The aim of the present study is to experimentally investigate shock/boundary-

layer interactions on a flat plate model with compression corner and variable surface

temperature in the High Enthalpy Shock Tunnel Göttingen (HEG). The experimen-

tal effort is supported by Reynolds-Averaged Navier–Stokes (RANS) computations

aiming to explore the parameter space of the present experiments and to prepare

future LES computation on this setup.
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2 Experimental Setup

All tests were conducted in the HEG which is a free-piston driven reflected shock

tunnel. Originally, the facility was designed to investigate the influence of high-

temperature effects such as chemical and thermal relaxation on the aerothermo-

dynamics of entry or reentry space vehicles. In this operating range, total specific

enthalpies of up to 23 MJ/kg and nozzle stagnation pressures of up to 150 MPa can

be reached. Since its commission in 1991, the range of operating conditions has been

extended to allow the investigation of hypersonic flight configurations from low alti-

tude Mach 6 up to Mach 10 at approximately 33 km altitude [6]. This new operating

range was recently used in studies on shock wave boundary layer interactions on

flat plate/shock generator configurations at Mach 6 investigating the effect of shock

impingement on the boundary layer transition process. Furthermore at Mach 8 con-

ditions, studies on supersonic combustion [11], hypersonic boundary layer transition

and passive transition control [12, 23, 24], were conducted.

The wind tunnel model used in the scope of the present study is shown in Fig. 1.

It consists of a heatable flat plate section, an unheated flap, deflectable at 0◦, 15◦
and 30◦, and an exchangeable leading edge. The latter is passively heated through

the contact surface toward the heated model section. At the hinge line, a gap of

0.2 mm was created between the flap and flat plate to account for a more realistic

setup with respect to a flight vehicle. Figure 2 provides the basic dimensions of the

model. An electrical heating element was implemented below the surface of the flat

Fig. 1 Perspective drawing of the wind tunnel model
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Fig. 2 Model side view with basic model dimensions. The model width is 360 mm. All dimensions

are provided in millimeters

plate section allowing to increase the model surface temperature up to 800 K. The

model flap was not heated and thus remained at room temperature. This allows the

use of standard instrumentation which is less expensive and can be mounted with

smaller spacing to increase the spatial resolution of the measurements on the flap.

The authors expect that the SBLI in the compression corner is dominated by the

upstream flow conditions. Therefore, it is assumed that the effect of the unheated

flap on the SBLI can be neglected.

The surface temperature and its distribution are measured using an infrared

camera of the type IRCam Equus 327k M which was calibrated for use in a tem-

perature range of 470–1070 K. Figure 3a depicts the model prepared for infrared

imaging by coating the heated flat plate section and the flaps with a high-temperature-

resistant black paint. Figure 3b provides the surface temperature distribution of the

heated surface revealing temperatures of up to 800 K. The center line of the model

remained uncoated to protect the installed instrumentation. As shown in Fig. 3, the

model was designed such that the model flap remained near ambient temperature

while the flat plate section was heated. This allowed the use of densely spaced stan-

dard surface pressure and surface temperature transducers in the flap while using

high-temperature-resistant transducers with inevitable larger spacing in the heated

section. The surface-based measurements were supported by schlieren visualizations

using a Phantom v1210 high-speed camera with a sampling frequency of 25 kHz in

combination with a noncoherent laser to freeze the fluid motion.

Table 1 summarizes the averaged reservoir conditions with the corresponding

standard deviation, 𝜎. The free-stream test conditions were computed using the DLR

TAU code [5, 10, 17, 20]. Based on the averaged test conditions and the model sur-

face temperature range, the wall temperature to total temperature ratio was varied

between 0.11 and 0.30.
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(a) (b)

(c)

Fig. 3 Top view of the wind tunnel model prepared for infrared measurements (a) and surface

temperature distribution by means of thermography (b). Extracted temperature profiles in stream-

wise direction (c). Note that surface temperatures below 470 K cannot be measured using the high-

temperature configuration of the camera

Table 1 Mean free-stream conditions computed using the DLR TAU code and the standard devi-

ation of the nozzle reservoir conditions based on 21 runs

Mean 𝜎 (%)

p0 (MPa) 31.54 1.73

T0 (K) 2687 0.65

h0 (MJ/kg) 3.18 0.78

M (−) 7.4

p∞ (Pa) 3442

T∞ (K) 261

ρ∞ (g/m
3) 45.7

u∞ (m/s) 2400

Rem (106 m
−1) 6.65

3 Experimental Results

In the experimental study, a number of parameters such as leading edge radius, sur-

face temperature, flap deflection angle, and the gap size at the hinge line of the flap

were varied. However, the present section focuses on the effect of the following

parameters only: the effect of leading edge bluntness and surface temperature.
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(a) Sharp leading edge

(b) Blunted leading edge, Rle = 0.1 mm

(c) Heat flux coefficient (d) Normalized surface pressure

Fig. 4 Schlieren visualization of the compression corner with 15◦ flap deflection and sharp leading

edge in (a) and blunted leading edge in (b). Stanton number and surface pressure distribution for

both cases (c, d). The hinge position is marked with a vertical line. The dashed lines in (c) depict

the laminar and turbulent Stanton number level for the flat plate section according to [4] being

normalized using the corresponding wall enthalpy of the model. The dashed lines in (d) mark the

expected surface pressure levels according to oblique shock theory

Leading edge bluntness was found to strongly affect the boundary layer state

immediately ahead of the SBLI. Tests with sharp leading edge resulted in a tran-

sitional or fully turbulent boundary layer ahead of the SBLI as depicted by the

schlieren visualization in Fig. 4a. As shown in Fig. 4c, the heat flux coefficient signif-

icantly increases in the downstream direction indicating the transition process of the

boundary layer. The surface heat flux coefficient increases between Rex = 2 × 106
and Rex = 3.3 × 106 almost reaching the fully turbulent level upstream of the com-

pression corner. For the present case, flow separation is not observed based on the

surface pressure readings and the schlieren visualization. The reattachment occurs

directly downstream of the hinge line. The surface pressure and the surface heat

flux increase immediately. The viscous nature of the SBLI causes the streamwise
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lag until which the full pressure and heat flux on the flap is reached. In contrast,

a small increase in the bluntness, i.e. a leading edge radius of 0.1 mm, stabilized

the boundary layer sufficiently to observe a predominantly laminar boundary layer

upstream the compression corner as depicted in the schlieren visualization in Fig. 4b.

The impact of the boundary layer is striking. A massive flow separation at the com-

pression corner is visible in the schlieren visualization. The reattachment on the flap

is delayed in downstream direction, leading to a delayed rise of the surface heat flux

and the surface pressure on the flap as indicated by d in Fig. 4c. Note that the Stan-

ton number after reattachment is slightly higher in the case of a laminar incoming

boundary layer. According to Sandham et al. [18], this suggests that the incoming

boundary layer was already at an early transitional state causing higher surface heat

flux compared to the interaction of a boundary layer at a late transitional stage.

The surface pressure measurements, depicted in Fig. 4d, provide information on

the size of the separation zone. The region with increased pressure upstream the

hinge line, observed for the blunted leading edge case, is an indicator of the sep-

aration zone. Its most upstream extent can be estimated, limited by the transducer

spacing, to approximately Rex = 2.6 × 106 which corresponds to an upstream extent

of about 105 mm measured from the hinge line. This is in good agreement with the

schlieren visualization in Fig. 4b.

The effect of surface temperature is depicted in Fig. 5 providing two test cases

with different surface temperatures. All other parameters were kept constant between

the tests. The blunted leading edge was used for both test cases. The schlieren visu-

alizations provided in Fig. 5a, b reveal that surface heating destabilizes the boundary

layer resulting in an earlier transition. Hence, a fully developed turbulent boundary

layer is observed at the compression corner. This is supported by the increase of the

boundary layer thickness and the turbulent structures visible in Fig. 5b. The Stanton

number distributions provided in Fig. 5c further support the observation showing a

turbulent Stanton number at the hinge line for both heated cases. It should be noted

that a good run to run repeatability of the free transition process was obtained. The

Stanton number distribution of the unheated model indicates a transitional boundary

layer at the compression corner as well, although with a lower intermittency.

The effect of the surface temperature on the SBLI and thus on the Stanton num-

ber distribution on the flap is small. However, a small shift of the surface heat flux

peak on the flap in downstream direction is noted for the heated cases indicating a

delay of the reattachment, Fig. 5c. The effect might be caused by the larger bound-

ary layer thickness due to the increased surface temperature. A similar observation is

made regarding the surface pressure distribution on the flap, Fig. 5d. For the heated

cases, the maximum pressure on the flap is reached further downstream. Although

the differences are small, the schlieren visualizations provided in Fig. 5a, b support

the above assessment.
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(a) Tw = 295 K

(b) Tw = 800 K

(c) Heat flux coefficient (d) Normalized surface pressure

Fig. 5 Schlieren visualization of the compression corner with 15◦ flap deflection, blunted leading

edge and 295 K wall temperature in (a) and 800 K wall temperature in (b). Stanton number and

surface pressure distribution for different wall temperatures (c, d). The hinge position is marked

with a vertical line. The dashed lines in (c) show the laminar and turbulent Stanton number level

for the flat plate section according to [4] being normalized using the corresponding wall enthalpy of

the model. The dashed lines in (d) mark the expected surface pressure levels according to oblique

shock theory

4 Numerical Results

A numerical study was undertaken to complement the experimental efforts. The sim-

ulations were conducted with the objective of further exploring the parameter space

of the experiment and as a first step toward a high-fidelity, wall-modeled Large-Eddy

Simulation of the most relevant setups. In this work, the computational tractability

was the most important parameter, therefore a Reynolds-Averaged Navier–Stokes

(RANS) approach was used. The simulations were conducted using the compress-

ible RANS solver: SU2 (Stanford University Unstructured) [16]. In the present setup,

the nonequilibrium thermodynamic effects are localized near the sharp leading edge,
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thus permitting the use of a nonreacting, equilibrium solver to study the region of

interest near the hinge. A second-order spatial integration with a slope limiter [22]

was used for the convective terms; an explicit Runge–Kutta scheme advanced the

pseudo-time toward a steady-state solution. The turbulence was accounted for with

the SST k-omega turbulence model. The setup, including the sharp leading edge,

was meshed using a fully structured block grid with smooth stretching, thus lim-

iting numerical errors in the flux calculations. Detailed grid independence stud-

ies were undertaken, but grid convergence was only reached for two-dimensional

cases. Therefore, the 2D cases will be reported herein, with the acknowledgment

that the separation bubble physics is highly three-dimensional. The grid count for

the medium mesh is 1.2 million control volumes with the first grid point located at

2.0 × 10−6 m, which corresponds to y+ ≈ 0.5 at x = 0.5 m. A domain size sensitivity

analysis revealed the importance of a well captured leading edge shock (as opposed

to a domain size reduction through oblique shock calculations). The domain size

analysis permitted a domain size reduction, thus computational savings, while cap-

turing the relevant physics of the problem. The simulations were conducted on the

GPC cluster on SciNet at the University of Toronto.

The experiments highlighted the importance of the transition location on the SBLI

physics. To numerically predict the exact transition location with varying bluntness

or wall temperature within the context of Reynolds-averaged equations remains far

too challenging for classical transitional models. Therefore, the transition location

was defined a priori by forcing the turbulent viscosity to zero upstream of the prede-

fined transition location.

The heating of the flat plate resulted in a noticeable growth of the boundary layer

thickness as can be seen in the velocity profiles in Fig. 6. This growth is expected

given the reduced near-wall density associated with the higher temperature. The

heating of the flat plate increases the momentum thickness immediately upstream

of the SBLI by 23% (26% for the displacement thickness) when the transition is

Fig. 6 Wall normal velocity and temperature profiles at various streamwise locations near the

wedge for delayed transition (Rex = 1.33×106) and fully turbulent flat plate conditions. The symbols

indicate the sonic line
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Fig. 7 Pressure (left) and temperature (right) profiles along the flat plate and the flap for the 15◦
(dashed line) and 30◦ (full line) cases. The blue and red lines correspond respectively to the cold

(Tw = 300 K) and hot (Tw = 800 K) wall setups

set at Rex = 1.33 × 106. For the fully turbulent case, the variation is even greater

(26% momentum and 32% displacement thickness). As observed in the experimen-

tal results in Fig. 5c, the wall heating slightly delays the reattachment on the flap

which is evidenced by the velocity profiles for the cases at x = 510 and 520 mm

in Fig. 6. As a direct consequence, we observe a delayed heat flux peak (estimated

Fig. 8 Effect of heating and transition location on the pressure distribution near the hinge. The

delayed case assumes that transition occurs at Rex = 1.33 × 106. The grid spacing on the figure

corresponds to 20 mm
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based on the temperature gradients at the wall) on the flap for the heated cases which

support the experimental claim. The delayed heat flux peak for the heated flat plate

is also noted in the temperature profile along the flap in Fig. 7.

The wall heating has a complex effect on the separation bubble as observed by the

pressure distribution in Fig. 8. For a fixed transition location, the wall heating results

in an earlier boundary layer separation as the reduced near-wall velocity gradient is

more sensitive to the streamwise pressure gradient near the SBLI. This results in a

thicker separation bubble. But the total streamwise extent of the separation region

is not greatly influenced by the wall heating. The wall heating had a modest effect

on the pressure distribution on the flap. A very slight pressure drop on the flap was

noted due to wall heating for the 30◦ inclination case; no differences were observed

for the 15◦ inclined flap, see Fig. 7.

5 Conclusion

SBLI at a compression corner of a flat plate model with deflectable flap and variable

surface temperature were studied by means of experiments in the HEG and com-

plementary RANS computations. The wind tunnel model was designed to facilitate

surface temperatures of up to 800 K and thus to investigate the effect of surface

temperature on SBLI. The experimental study confirmed the strong dependence of

the interaction on the state of the incoming boundary layer which was found to be

very sensitive to small changes of the leading edge bluntness and to the change of

surface temperature. Increasing bluntness was found to stabilize the boundary layer

while heating the model surface was found to be destabilizing. For all cases with

flap deflection, a predominantly laminar boundary layer upstream the interaction

zone resulted in a large separation bubble. In contrast, for predominantly turbulent

incoming boundary layers, the separation bubble was found to be present but very

limited in its extent. Apart from the change of the boundary layer state, no additional

effects of wall heating were resolvable in the present experiments. The latter obser-

vation might be due to the moderate change of the ratio wall temperature to total

temperature which ranges from 0.1 at cold conditions and to 0.3 for the heated case.

The present study was conducted to allow SBLI studies with transitional boundary

layers. However, the results indicate the need of a transition control strategy to limit

the number of free parameters in a test case, e.g. to avoid a change of boundary layer

state due to a change of surface temperature.

The grid-converged 2D RANS simulations conducted to complement the experi-

mental efforts were used to further explore the parameter space of the experiments.

Due to the three-dimensional nature of the separation, a perfect match with the exper-

imental data cannot be expected. This is reflected by the underpredicted size of

the separation region. However, the computations mirrored the experimental trends.

Wall heating acted to increase the boundary layer thickness but had a modest effect on

the integral parameters of the flow. To isolate the influence of the transitional bound-

ary layer state on the compression corner, comparative simulations were conducted
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by fixing the transition location on the flat plate. For a thicker boundary layer (due

to wall heating or earlier transition), the separation moved upstream and the thick-

ness of the separation bubble increased but the streamwise extend remained roughly

unchanged. Wall heating also confirmed the delayed peak temperature gradient on

the flap.
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Extinguishing Detonation
in Pipelines—Optimization of the Process

Z. A. Walenta and A. M. Słowicka

1 Introduction

The necessity of extinguishing detonation, which may occur in pipelines

transporting gaseous fuels, creates nowadays a very important technological prob-

lem. The standard devices used for this purpose consist of matrices of very narrow

channels. Cooling the gas by cold walls of such channels may extinguish the flame

and stop detonation. Detonation may also be extinguished if the cross section of

the channel transporting gas increases abruptly at some place. The desired effect is

achieved if the generated rarefaction waves decrease sufficiently the temperature of

the flame [2, 3, 6, 7]. It might be expected that simultaneous use of both methods—

using narrow channels with variable cross section—should give even better results.

Additional profit might come from the fact that the flow in narrow channels is usually

laminar; the abrupt increase of the cross section would introduce some turbulence

which, in turn would enhance cooling by the walls. However, if the cross section of

the channel increases and decreases, the unwanted heating of the gas may occur. To

estimate the net result, which is not obvious, it is necessary to perform suitable simu-

lations and experiments. The present paper is devoted to numerical simulation of the

phenomenon.

2 Method of Simulation

The simulations presented in this paper were performed with the standard Direct

Simulation Monte-Carlo (DSMC) technique [1] and the selection of molecules for

collisions was performed with the ballot-box scheme, as proposed by Yanitskiy [9].
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Fig. 1 Collision of two

molecules in reference frame

connected with one of them:

top—elastic, bottom—with

energy release; v1—relative

velocity of the molecules

before collision, v2—relative

velocity after collision,

va—“velocity of approach”

of the molecules

The DSMC technique makes it possible to simulate flows in various geometrical

configurations and, apart from that, it offers a possibility of taking into account the

relaxation phenomena and chemical reactions [1, 4]. This, unfortunately, increases

complexity of the computer programs and the necessary computing times. However,

in the considered case, considerable simplifications can be made because in a detona-

tion wave, the medium is far from thermodynamic equilibrium, combustion proceeds

very fast and the relaxation processes at the molecular level may therefore be dis-

regarded. The factor of prime importance, which remains, is the produced thermal

energy.

2.1 Model of a Detonating Medium

As always in the Direct Monte-Carlo simulations, the medium is treated as an ensem-

ble of molecules, colliding with each other and with walls and moving along straight

lines with constant speed between collisions. Since in the present work, only the

influence of the shape of the channel upon the process of extinguishing detonation is

investigated, a very simple model of the detonating medium [7, 8] may be used. It is

assumed, that all molecules of this medium are identical, hard spheres. Part of them,

uniformly distributed in space, carry certain amount of “internal” energy (of unspec-

ified character). The remaining molecules are “inert”—they can carry no “internal”

energy and cannot accept it in any way. The “internal” energy of the molecule may be

transformed into kinetic energy during collision with an “inert” molecule, provided

that the two colliding molecules approach each other with sufficiently high veloc-

ity (see Fig. 1 for definition of the “velocity of approach”). The relative velocity of

the molecules after collision is then increased suitably. The “internal” energy may

be released either in the first collision of this kind (no delay), or during some later

collisions (delayed energy release). A molecule which had lost its “internal” energy

may regain it in collision with an “inert” molecule if their “velocity of approach” is

higher than velocity corresponding to this “internal” energy (the “inverse reaction”).

The relative velocity of the molecules after collision is then decreased suitably.
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2.2 Interactions with Solid Walls

To simulate the interactions of the molecules with solid walls, the very simple model

introduced by J. C. Maxwell [5] has been employed: molecules reflect from the walls

either specularly (without exchange of tangential momentum and energy) or dif-

fusely (molecules are adsorbed by the wall and re-emitted in directions selected at

random with energies corresponding to temperature of the reflecting wall). The ratio

of the number of molecules reflected diffusely to the total number of the reflected

molecules (called “accommodation coefficient”, 𝛼) may vary from the value 0 to 1.

The value 𝛼 = 0 (purely specular reflections) corresponds to no exchange of tan-

gential momentum and energy, the value 𝛼 = 1 corresponds to maximum possible

exchange (maximum friction and cooling). For the majority of the so-called “tech-

nological surfaces”, the accommodation coefficient is close to unity.

2.3 Details of Calculations

Here, we present the results of simulations of the behavior of a detonation wave in

four channels of different geometries, in the medium containing different percent-

ages of the molecules “carrying energy”. The energy, carried by a single molecule

and released in a collision, increased the relative velocity of the colliding molecules

by the value equal to 10 times the most probable molecular speed. The “threshold

velocity” of approach of the colliding molecules, necessary to release the “internal

energy”, was equal to about 5.48 times the most probable molecular speed.

Channel 1 (Fig. 2) was of standard geometry (straight, rectangular cross-section

of constant area); its length was equal to 1200 units and its cross-section was 70 × 70
units, where the unit of length was equal to 1 mean free path of the molecular motion

in front of the detonation wave. The interior of the channel was divided into cubic

cells of dimension equal to 1 unit of length. Each cell contained, in average, about 5
molecules.

The remaining channels are also shown schematically in Fig. 2. The width of each

channel was constant and equal to 70 units. All other dimensions are given in the

figure.

The interior of each channel was divided into cubic cells of dimension equal to 1

unit—similar to channel 1. Each cell contained, as before, about 5 molecules.

The wave was initiated by instant removal of a “diaphragm”, placed at x = 100
units. The temperature of the driver gas (behind the diaphragm) was 10 times higher

than that of the driven gas. The pressure was such that after the diaphragm removal

the shock wave of Mach number Ms = 2 was produced.

At both ends of each channel, i.e., for x < 400 units and x > 1000 units in chan-

nels 1 and 2 and for x < 500 units and x > 1100 units in channels 3 and 4, the

molecules were reflected from the walls specularly, i.e., without exchange of tan-

gential momentum and energy. Such region of flow without losses at the beginning
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Fig. 2 Shapes of the

considered channels.

Lambda—mean free path in

front of the wave
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of the channel was necessary for the detonation to develop. The flow without losses

at the end of the channel was assumed to check whether the extinguished detonation

would not reappear.

The simulations were performed for a number of different percentages of the

“energetic” molecules in the medium in front of the diaphragm. Table 1 presents

these percentages for all channels considered in this investigation.

Table 1 Percentages of molecules carrying “internal” energy in the considered channels

Number

of channel

Percentage of molecules

carrying “internal” energy (%)

1 20, 21, 22
2 23, 24, 25
3 25, 26, 27
4 26, 27, 28
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3 Results

The results of the performed simulations are presented in the following figures. Each

of them contains a number of diagrams of temperature and percentage of “energetic”

molecules (averaged over the local cross-section) along the channel, for a number of

time intervals (evenly spaced) from removing the diaphragm, superimposed upon

one another. The diagrams of temperature have been selected, because distribution

of this parameter is very characteristic for the detonation wave and makes it easy to

recognize its presence. The percentage of “energetic” molecules supplies the addi-

tional information on the position of the flame—whether it moves forward together

with the wave, or lags behind it. The first three figures show the results for channel 1
(Figs. 3, 4 and 5), the next—for channels 2 (Figs. 6, 7, and 8) and 3 (Figs. 9, 10 and

11), the last—for channel 4 (Figs. 12, 13, and 14).

Fig. 3 Detonation in

channel 1, in the medium

containing 20% of

“energetic” molecules.

Temperature distributions

along the channel (top),

percentages of “energetic”

molecules (bottom).

Lambda—mean free path in

front of the wave
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Fig. 4 Detonation in

channel 1, in the medium

containing 21% of

“energetic” molecules. See

Fig. 3 for explanation
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3.1 Channel 𝟏

In Fig. 3 (top), the diagrams of temperature inside the channel 1 for the medium con-

taining 20% of “energetic” molecules are presented. After the diaphragm removal,

the detonation wave is formed. It then speeds up, increases its intensity, and subse-

quently enters into the area where molecules reflect from the channel walls diffusely,

the “burning” gas is cooled down and the flame disappears. The detonation wave is

transformed into shock, which is weak and seems to decay gradually.

In Fig. 3 (bottom), the corresponding distributions of percentage of the “ener-

getic” molecules are shown. Close to the diaphragm, practically all “energetic”

molecules lose their “internal” energy when passing through the detonation wave.

In the central part of the channel, where cooling by the walls takes place, only part

of those molecules lose the energy and finally, at the end of the channel, where the

temperature behind the wave is low, practically all of them keep the energy.

Figure 4 shows similar diagrams for the medium containing 21% of “energetic”

molecules. The general picture is very close to that shown in Fig. 3, however the

shock emerging at the end of the channel is stronger and it is not certain whether

farther downstream it would not transform back into detonation wave.
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Fig. 5 Detonation in

channel 1, in the medium

containing 22% of

“energetic” molecules. See

Fig. 3 for explanation
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Figure 5 shows finally the situation for the medium containing 22% of “energetic”

molecules. In the central part of the channel, where friction and heat exchange at the

walls are present, the detonation wave only becomes weaker, but retains its character.

After entering the area of no friction and cooling it returns back to its former inten-

sity and speed. This is clearly visible on both, the temperature distributions (Fig. 5,

top) and the diagrams of percentage distributions of “energetic” molecules (Fig. 5,

bottom). The last picture shows that in the part of the channel, where cooling takes

place, only part of the “energetic” molecules lose their energy. Farther downstream,

where there is no cooling, the situation is the same as at the beginning of the channel.

From the above results, the conclusion may be drawn that 21% is the limiting

amount of “energetic” molecules (as defined above) in the “detonating medium”,

below which the detonation may be extinguished in channel 1.
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Fig. 6 Detonation in

channel 2, in the medium

containing 23% of

“energetic” molecules. See

Fig. 3 for explanation
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3.2 Channel 𝟐

In Fig. 6, the diagrams for the medium containing 23% of “energetic” molecules

inside the channel 2 are presented. Formation of the detonation is here similar to that

in the previous case, only the speed and intensity of the wave are higher. The passage

to the area of increased cross-section and diffuse reflection of molecules from walls

causes appreciable decrease of temperature. The detonation wave, however, quickly

regains its character, only its speed and intensity are lower than before. Farther down-

stream, it smoothly passes to the part of channel of constant cross section, where its

intensity decreases under the influence of friction and cooling at the walls. The pas-

sage to the second area of increased cross-section causes next, sharp decrease of

temperature. Farther downstream, the heat exchange and friction at the walls extin-

guish the flame and damp the detonation, so that only very weak shock passes to the

last part of the channel.

Figure 7, for the medium containing 24% of “energetic” molecules, is similar to

the previous one, up to the second increase of cross section. The detonation wave

is here only slightly stronger and faster than before. However, behind the second
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Fig. 7 Detonation in

channel 2, in the medium

containing 24% of

“energetic” molecules. See

Fig. 3 for explanation
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increase of cross section, it remains sufficiently strong to regain its initial intensity

in the last part of the channel, in the absence of friction and cooling .

Figure 8 shows the case of the medium containing 25% of “energetic” molecules.

Here the detonation wave, slightly stronger than that shown in Fig. 7, retains its

character all the time and in the last part of the channel (without friction and heat

exchange at the walls), it quickly regains its initial intensity.

From the results presented above, it may be concluded that channel 2 is capable of

extinguishing detonation in the medium containing no more than 23% of “energetic”

molecules.

3.3 Channel 𝟑

In Fig. 9, the diagrams for the medium containing 25% of “energetic” molecules

inside the channel 3 are presented. Formation of the detonation is here similar to

that in the previous case, only the speed and intensity of the wave are higher. The

passage to the area of increased cross section and diffuse reflection of molecules
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Fig. 8 Detonation in

channel 2, in the medium

containing 25% of

“energetic” molecules. See

Fig. 3 for explanation
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from walls causes appreciable decrease of temperature. The detonation then quickly

regains its character, only its speed and intensity are lower than before. The passage

into the next, narrower part of the channel causes slight but distinct decrease of the

intensity of the detonation wave, as well as the temperature of the gas behind it,

which is rather unexpected.

The passage to the second area of increased cross section causes next decrease

of temperature which, together with heat exchange and friction at the walls, leads to

extinguishing the flame and damping the detonation, so that only very weak shock

passes to the last, narrow part of the channel.

Figure 10, for the medium containing 26% of “energetic” molecules, is similar

to the previous one. All waves are only slightly stronger and faster. It applies, in

particular, to the shock emerging at the end of the channel—it is not certain if later

it would not transform back into the detonation wave.

Figure 11 shows the case of the medium containing 27% of “energetic” molecules.

Here the detonation wave, stronger than that, shown in Fig. 10, retains its character

all the time and in the last part of the channel (without friction and heat exchange at

the walls), it quickly regains its initial intensity.
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Fig. 9 Detonation in

channel 3, in the medium

containing 25% of

“energetic” molecules. See

Fig. 3 for explanation
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From the results presented above, it may be concluded that channel 3 is capable of

extinguishing detonation in the medium containing no more than 26% of “energetic”

molecules.

3.4 Channel 4

The behavior of detonation wave in channel 4 (see Figs. 12, 13 and 14) seems to be

very close to the described above for channel 3. They differ only slightly in efficiency:

channel 4 is capable of extinguishing detonation in the medium containing no more

than 27% of “energetic” molecules (instead of 26% for channel 3). This may be due

to the fact that the flow in channel 4, apart from expansions and contractions, makes

several turns, which may additionally increase the level of turbulence of the flow and

enhance the heat exchange with the walls.
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Fig. 10 Detonation in

channel 3, in the medium

containing 26% of

“energetic” molecules. See

Fig. 3 for explanation

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300
DISTANCE [LAMBDA]

0

1

2

3

4

5

6

7

8

9

10

11

12

RE
LA

TI
VE

 T
EM

PE
RA

TU
RE

SPECULAR
REFLECTION

SPECULAR
REFLECTION

DIFFUSE REFLECTION

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300
DISTANCE [LAMBDA]

0

10

20

30

%

4 Structure of the Flow

To explain why, unexpectedly, sharp contractions of the channel have positive influ-

ence upon the efficiency of extinguishing detonation, the structures of the flow in the

three channels with expansion and contraction are presented in the Fig. 15. As can

be seen from this figure, behind the sharp contraction, a region of lower temperature

connected with flow around the corner appears. Its presence is, most probably, the

reason of improving the capability of extinguishing the flame.
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Fig. 11 Detonation in

channel 3, in the medium

containing 27% of

“energetic” molecules. See

Fig. 3 for explanation

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300
DISTANCE [LAMBDA]

0

1

2

3

4

5

6

7

8

9

10

11

12

RE
LA

TI
VE

 T
EM

PE
RA

TU
RE

SPECULAR 
REFLECTION

SPECULAR 
REFLECTIONDIFFUSE REFLECTION

0 100 200 300 400 500 600 700 800 900 1000 1100 1200 1300
DISTANCE [LAMBDA]

0

10

20

30

%

5 Discussion and Conclusions

The presented simulation results look very promising, as far as increasing efficiency

of devices for extinguishing detonation in pipelines is concerned. It may be con-

cluded that:

∙ presence of sharp increases of the channel cross section significantly improves

efficiency of the extinguishing detonation device.

∙ sharp decreases of cross section seem to have also some positive influence.

∙ out of considered shapes of channels, the most efficient was channel 4, with

increases of cross section, contractions, and sharp turns.
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Fig. 12 Detonation in

channel 4, in the medium

containing 26% of

“energetic” molecules. See

Fig. 3 for explanation
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However, it must be kept in mind that:

∙ the simulations were performed for a strongly simplified model of the detonating

medium.

∙ the dimensions of the considered channels were very small, which was connected

with limited capacity of the available computers. It is not obvious that at larger

scale, the results will be equally good.
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Fig. 13 Detonation in

channel 4, in the medium

containing 27% of

“energetic” molecules. See

Fig. 3 for explanation
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∙ the channels of the suggested shapes may create big resistance to the flow. To

overcome that, it may be necessary to increase their cross-sections, which would

decrease the efficiency of the device so that the net result may not be worthwhile.

At the present stage, it seems necessary to make experiments validating the per-

formed simulations. The work is still in progress and we hope to be able to present

the results in the future.
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Fig. 14 Detonation in

channel 4, in the medium

containing 28% of

“energetic” molecules. See

Fig. 3 for explanation
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Fig. 15 Maps of

temperature distributions

behind the detonation wave

in expansion and contraction

of the channel. Medium

contains 25% of “energetic”

molecules. Top—channel 2,

middle—channel 3,

bottom—channel 4. The

numbers indicate local

values of temperature,

related to temperature in

front of the detonation wave
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Triple-Shock Configurations, Vortices,
and Instabilities Resulting
from the Interaction of Energy Release
with a Shock Layer in Gaseous Media

O. A. Azarova and L. G. Gvozdeva

Abstract Triple-shock configurations and vortex structures are researched in
problems of control of a high-speed flow past an aerodynamic body
“plate-cylinder” at freestream Mach number M = 4. The effect of an energy source
dislocated in the incoming flow ahead of a bow shock is evaluated for the gaseous
media of different physical–chemical properties in a range of the ratio of specific
heats γ from 1.1 to 1.4. The energy source is modeled as a heated rarefied channel.
Changing the angles in triple-shock configuration and the effect of the stagnation
pressure decreasing together with the front drag force reduction is studied
depending on γ and rarefaction factor in the energy source. Generation of the
Richtmyer–Meshkov instability accompanied the forming of the triple configuration
is modeled for M = 8. Complex conservative difference schemes are used in the
simulations.

1 Introduction

Triple-shock configurations together with vortex structures constitute the basic
elements of supersonic aerodynamics both the external and internal ones. These
configurations define the distribution of the dynamics and heat stresses on flight
vehicles, thrust and efficiency of rocket engines. Investigations of such types of
structures appear as a fundamental problem in supersonic aerodynamics. In aero-
space high-velocity engineering, it is necessary to consider physical–chemical
reactions which are taken place behind the shock waves fronts and lead to the
decreasing of the ratio of the specific heats γ there.
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The effect of γ on triple configurations in the processes of unsteady reflection has
been studied in Bazhenova et al. [1]. Theoretical investigations of the specific heats
ratio γ effect on the particular features of shock waves reflection were conducted in
Arutyunyan et al. [2]. In Gvozdeva et al. [3], it has been shown that the factor γ
effects essentially not only on the dislocation of the shock waves in a triple con-
figuration but on the share layers generating in the unsteady triple configurations.
Essential effect of the specific heats ratio γ on triple-shock wave structures in a
steady flow has been shown in Gvozdeva and Gavrenkov [4].

The triple configurations accompanied by the vortices generation have been
obtained in problems of flow control via external energy supply (e.g., see Geor-
gievsky and Levin [5], Azarova [6], Azarova et al. [7]). Supersonic flows with the
Mach number of the incoming flow M in the range 1.89–3 and γ = 1.4 have been
considered. Extensive reviews on the problems of flow control via external energy
supply are presented in Knight [8, 9] and Russell et al. [10].

The research of the effect of physical–chemical transformations in a wide range
of the values of γ on the dynamics of unsteady triple-shock configurations and
vortex structures arising in the problems of supersonic streamlining with external
energy sources in gaseous media is the objective of this chapter. The approach has
been suggested in Azarova and Gvozdeva [11] where together with the angles of
triple configurations the stagnation pressure and frontal drag force were studied for
different γ.

In this chapter, the connection of the dynamics of triple-shock configurations
with the defining flow parameters has been considered for M = 4, γ from 1.1 to 1.4
and different energy source characteristics. For M = 8 and γ = 1.3, the generation
of the Richtmyer–Meshkov instability has been modeled. The obtained results may
be useful for the developing the techniques of supersonic flow control via micro-
wave and laser energy deposition.

2 Statement of Problem and Methodology

The modeling is based on the Euler equations for an ideal gas with the constant
ratio of specific heats γ in the range from 1.1 to 1.4:

∂U
∂t

+
∂F
∂x

+
∂G
∂y

=H, ð1Þ

U=

ρ
ρu
ρv
E

0
BB@

1
CCA, F =

ρu
p+ ρu2

ρuv
u E+ pð Þ

0
BB@

1
CCA, G=

ρv
ρuv

p+ ρv2

v E+ pð Þ

0
BB@

1
CCA, H=

0
0
0
0

0
BB@

1
CCA.

Here ρ, p—density and pressure of the gas, u and v are x- and y- components of
the gas velocity, ε = p/ρ(γ-1), ES = ρ(ε + 0.5(u2 + v2)) is the total energy per unit

264 O. A. Azarova and L. G. Gvozdeva



volume, ε is the specific internal energy. The schematic of the statement of the
problem of supersonic flow control using an external energy source is presented in
Fig. 1. Initial condition for the problem is a converged supersonic steady flow
streamlining an aerodynamic body “a plate blunted by a cylinder”. Nondimensional
freestream parameters are ρ∞ = 1, p∞ = 0.2, u∞ = Mc∞, v∞ = 0 (c∞ is the
undisturbed sound speed). For normalizing parameters for density 1.293 kg/m3 and
pressure 5.06625 × 105 Pa, the dimensional freestream values of density and
pressure correspond to those of air under the normal conditions. In Sects. 3.1–3.4
the freestream Mach number M is equal to 4, and in Sect. 3.5 M = 8.

The energy release is supposed to arise instantly ahead of the bow shock wave at
a time moment ti. The energy source is modeled as a heated rarefied homogeneous
channel (layer). This model of the energy release was suggested in Artem’ev et al.
[12]. Density in this channel is set as ρi = αρρ∞, i.e., αρ = ρi/ρ∞ is a rarefaction
factor of the gas in the energy source. Other parameters inside the energy release
area are set equal to the parameters of the oncoming flow.

Complex conservative difference schemes of the second approximation order are
used in the simulations (see Azarova [13]). The schemes are a subset of the min-
imum stencil schemes (see Grudnitsky and Prohorchuk [14] and Belotserkovsky
et al. [15]) with enlarged conservation properties which are based on the divergence
forms for the systems of differential consequences for space derivatives (see
Azarova [19]). The staggered Cartesian difference grids with the equal space steps,
hx = hy, and 1000 nodes per the body’s diameter are used.

3 Results

3.1 Generation of a Triple Configuration

It has been stated that the triple configuration accompanied by the vortex structure
was generated at the beginning stage of the process of the energy release—shock
layer interaction (Fig. 2). The very beginning of the generation of the triple con-
figuration is shown in Fig. 3. It can be seen that in the process of forming triple
configuration the second triple point is originating on the bow shock (Fig. 3a). This

Fig. 1 Flow configuration
(schematic)
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situation resembles the arising of the second triple point on the Mach wave in a
problem of unsteady reflection of a shock wave of the wedge surface. The
appearance of this point was obtained experimentally in Semenov et al. [16] and
explained physically in Bazhenova et al. [17]. Numerically the effect of arising the
second triple point on the Mach wave was found in Gvozdeva et al. [18].

Fig. 2 Dynamics of the
triple-shock configuration
initiated by energy release—
shock layer interaction, fields
of density: M = 4, γ = 1.1,
αρ = 0.5, ti = 0.601;
a nondimensional time
t = 0.68, b t = 0.72,
c t = 0.76, d t = 0.8
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Fig. 3 Dynamics of the very
beginning of generation of a
triple configuration, fields of
density: M = 4, γ = 1.1,
αρ = 0.65, ti = 0.501;
a nondimensional time
t = 0.57, b t = 0.59,
c t = 0.61
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From some time moment the type of the developing of the triple configuration is
close to a self-similar one, i.e., the angles in it are changing negligibly (Fig. 2c, d).
Actually, in Fig. 4 the dynamics of the coordinates of centers of triple configura-
tions are presented for different αρ which are seen to be the straight lines. Thus,
Fig. 4 confirms the self-similar character of the considered processes. It allows us to
study the angles forming the triple configuration using the three shock theory.

3.2 Analysis of Triple Configurations for Different γ

The scheme of the flow in the area of the triple configuration applying to the three
shock theory and the researched angles can be seen in Fig. 5. The triple configu-
rations for different γ are presented in Fig. 6.

Let us study the angles with the direction of the oncoming flow of the elements
of the triple configuration: ω1—the angle of the incident shock wave (1), ω2—the
angle of the reflected shock wave (2), ω3—the angle of the Mach wave (3) and ω4—

the angle of the contact discontinuity (shear layer) (4) (see Fig. 5). Indeed, the angle
ω4 is the angle of the flow deflection by the Mach shock in the stationary system of
coordinates connected with the center of the triple configuration (defined as θ3 in
Gvozdeva and Gavrenkov [4]).

Dependences of these angles on γ for αρ = 0.5 have been obtained earlier in
Azarova, Gvozdeva [11] (Fig. 7). The angles were estimated via the coordinates on
the shock fronts. These fronts are not precisely straight lines, so the coordinates
have been chosen in the areas in which the fronts were the closest to the linear ones.

One can see that the angle formed by the reflected shock ω2 is changing sig-
nificantly with γ decreasing from 1.4 to 1.1 (by 51.8%), the angle of the Mach wave
ω3 is changing not so strongly (by 11.5%) and the angles ω1 and ω4 are practically

Fig. 4 Dynamics of the
coordinates of the centers of
triple configurations, M = 4,
γ = 1.2: curve 1—αρ = 0.59,
curve 2—αρ = 0.50, curve 3
—αρ = 0.41, curve 4
—αρ = 0.33, curve 5
—αρ = 0.25, curve 6
—αρ = 0.18
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independent of γ. In Table 1, the values of these angles are collected for γ
decreasing from 1.4 to 1.1.

It is established that the angle ω1 is quite well approximated (about 3% for
moderate αρ) by the relation:

sin2 ωpr = αρ ð2Þ

which was obtained in Artem’ev et al. [12] for the precursor angle ωpr (Fig. 8). So
ω1 increases against αρ. In its turn, the calculations have shown that the precursor
angle is excellently described by (2) for γ from 1.4 to 1.1 (with the deviation about
0.3–0.4% for moderate αρ) and is independent of γ.

The behavior of the other considered angles for αρ changing in the interval (0.11;
0.66) for different γ is presented in Figs. 9 and 10. It is obtained that for all γ the
angle of the reflected shock ω2 has the local minimum in the interval
0.11 < αρ < 0.66, the angle of the Mach shock ω3 decreases slightly against αρ and
the angle of the contact discontinuity ω4 increases against αρ. At the same time ω2

decreases with decreasing γ, ω3 slightly increases with decreasing γ and the
dependence on γ is not shown in the behavior of ω4.

Fig. 5 Scheme of the
triple-shock configuration (a);
considered angles (b)
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Fig. 6 Triple-shock configurations for different γ, fields of density, M = 4, t = 0.8, αρ = 0.5,
ti = 0.601: a γ = 1.1, b γ = 1.2 (Azarova and Gvozdeva [11]), c γ = 1.3, d γ = 1.4
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Fig. 7 Dependences of the
angles in triple configurations
on γ, M = 4, αρ = 0.5 from
Azarova and Gvozdeva [11]

Table 1 Analysis of changing the angles in the triple-shock configurations for γ decreasing from
1.4 to 1.1

Angle Related changing:
abs[(ω(1.4)- ωmin(γ))/ω(1.4)] (%)

Character of changing with
decreasing γ

ω1 4.5 practically independent of γ
ω2 51.8 decreases
ω3 11.5 increases
ω4 6.8 practically independent of γ

Fig. 8 Dependence of the
angle ω1 (solid lines) and ωpr

(dashed line) on αρ for
different γ, M = 4
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3.3 Accuracy of the Angles Calculations

The scheme accuracy of the shock fronts in the calculations constitutes tenth parts
of a percent. Basically, a total accuracy of a triple configuration angles evaluation
for the flow mode close to the self-similar one is connected with the accuracy of the
angles calculations using flow images. We have used the enlarged flow images and

Fig. 9 Dependence of the
angle ω2 on αρ for different γ,
M = 4

Fig. 10 Dependences of the
angles ω3 and ω4 on αρ for
different γ, M = 4
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have calculated the angles throw the coordinates of the centers of the triple con-
figurations and the points on the shock fronts in the neighborhood of the center (via
the facilities of a graphical editor). The precision is 1–2° for moderate αρ and 3–4°
for small αρ.

It should be noted that the boundary conditions can affect the details of forming a
triple configuration (see Kemm [20]). To evaluate this influence the additional
simulations have been made on the enlarged calculation area: 0 ≤ x ≤ 0.5, 0 ≤
y ≤ 0.5 (Fig. 11). It can be seen that the fields of the parameters are quite the same
for these two calculations. Besides, it was obtained that the maximal difference in
the values of the angles is 3–4° (the difference is maximal for the reflected shocks).
For example, for αρ = 0.5 and γ = 1.4 the difference in the calculations of the
angles was 0.9° for ω1, 3.4° for ω2, 1° for ω3 and 2.7° for ω4.

Fig. 11 Steady flow mode for simulations on different calculation areas, M = 4, γ = 1.4: a 0 ≤
x ≤ 0.5, 0 ≤ y ≤ 0.5, hx = hy = 0.0002 (framed); b 0 ≤ x ≤ 0.2, 0 ≤ y ≤ 0.4,
hx = hy = 0.0001
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3.4 Analysis of Stagnation Pressure and Front Drag Force
for Different γ

The dynamics of the stagnation pressure pt and the front drag force F have been
studied in this section (see Fig. 12, subscript “0” is referred to the values of the
parameters in the absence of the energy source). The first minimum in the curves is
caused by a rarefaction wave reflection which is generated at the very beginning of
the interaction process (see Georgievsky and Levin [21]). In Azarova and Knight
[22] it has been shown that the next fall down is connected with the action of the
vortex structure on the body’s boundary. The drag reduction initiated by a vortex
has been obtained numerically in Kolesnichenko et al. [23].

It is seen that the pressure fall down (together with the drag force) at the first
stage is greater for smaller γ, but the stagnation pressure fall down has no effect on
the decreasing of the drag force. On the contrary, the vortex action at the next stage
is significantly large for smaller γ and caused the essential drag force reduction.
That is, in the case of smaller γ a new qualitative behavior of the drag force is taken
place. Analysis of the stagnation pressure and frontal drag force for γ varying from
1.4 to 1.1 is presented in Table 2.

Fig. 12 Dynamics of the related stagnation pressure (left) and front drag force (right) for different
γ, M = 4, αρ = 0.5: curve 1—γ = 1.4, curve 2—γ = 1.3, curve 3—γ = 1.2, curve 4—γ = 1.1
(Azarova and Gvozdeva [11])

Table 2 Analysis of change of stagnation pressure and frontal drag force with decreasing γ from
1.4 to 1.1

f (γ) Related change of f:
[f (1.4) – f (1.1)]/f (1.4) (%)

Character of changing f (γ)
with decreasing γ

min (pt/pt0) 24.7 decreases
min (F/F0) 16.5 decreases
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3.5 Generation of the Richtmyer–Meshkov Instability
in the Case of M = 8

Earlier in Azarova [24], it has been shown that the interaction of a heated channel
with a bow shock can give a rise to the Richtmyer–Meshkov instability. Another
mechanism of this instability generation is described in this section. Generation of
the considered triple-shock configuration is accompanied by forming the vortex
structure which includes two contact discontinuities (shear layers) (Fig. 5a). For
M = 8 and γ = 1.3 between these contact discontinuities, there arises a flow
structure consisting of the rarefaction waves which reflect as the compression
waves. This flow structure is similar to that which generates in the shock–shock
interaction of “Edney IV” type (see Edney [25]), where the bow shock interacts
with the impinging oblique shock. The schematic of the Edney IV shock–shock
interaction and a wide review of this subject is presented in Adelgren et al. [26].

The vortex-contact structure obtained here differs from that described earlier by
the fact that it is forming as the result of the interaction of the bow shock with two
contact discontinuities, which are the boundaries of the heated channel. In the
arising vortex-contact structure, the compression waves between shear layers
become stronger with increasing freestream Mach number and decreasing γ.

At some time moment, an intersection of the characteristics is taken place
causing the “overturn” of the pressure profile in a compression wave and generation
of a secondary shock wave. This shock wave interacts with the contact disconti-
nuity which is dislocated under an angle to the shock front being a reason for the
Richtmyer–Meshkov instability generation (see Hawley and Zabusky [27]).

This situation has been modeled in the problem of the plane shock wave
interacting with the boundary of the heated channel with αρ = 0.5 (Fig. 13). One
can see the primary vortex generated by the Richtmyer–Meshkov instability (the
upper vortex initiated by this instability is suppressed by the high-speed flow) and
accompanied by the secondary vortices originated due to the Kelvin–Helmholtz
instabilities. Thus, it can be concluded that the generation of the Richtmyer–
Meshkov instabilities is typical in such type of problems.

Fig. 13 Generation of
Richtmyer–Meshkov
instability, density, M = 8,
γ = 1.3, αρ = 0.5
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4 Conclusions

Unsteady Mach triple-shock configurations have been studied at the first stage of
the process of interaction of an energy source with a shock layer in the flow mode
close to the self-similar one. For freestream Mach number 4, the dependences of the
angles of the triple configurations on the ratio of the specific heats γ changing from
1.4 to 1.1 have been studied.

It has been established that with decreasing γ from 1.4 to 1.1 the angle between
the reflected shock and the flow direction decreases (by 51.8% for αρ = 0.5), the
angle of the Mach shock increases (by 11.5% for αρ = 0.5), and the angles of the
incident shock and of the contact discontinuity are practically independent of γ.

The dependences of the angles of the triple configurations on the rarefaction
factor in the energy source αρ, 0.11 < αρ < 0.66, for γ from 1.4 to 1.1 have been
obtained. It has been shown that for all considered γ, the angles of the incident
shock and of the contact discontinuity increase against αρ, the angles of the reflected
shock have local minima in the interval 0.11 < αρ < 0.66 and the angles of the
Mach shock decrease slightly against αρ.

It has been shown also that with decreasing γ the stagnation pressure fall down
caused by the effect of the energy release in the external flow increases by 24.7%
and the frontal drag force reduction increases by 16.5% (for αρ = 0.5), the latter
effect is due to the vortex structure action.

Generation of the Richtmyer–Meshkov instability accompanying the
triple-shock configuration has been modeled in the case of M = 8. It has been
shown that the generation of the Richtmyer–Meshkov instabilities is expected in
such types of problems.
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Analysis of Planar and Spherical Shock-Wave
Mitigation by Wet Aqueous Foams

C. Breda, S. Kerampran, M.-O. Sturtzer, M. Arrigoni and J.-F. Legendre

1 Introduction

In a context where more and more Improvised Explosive Devices (IED) are found on

national territories or theaters of external operations, the fight against IEDs has inten-

sified since 2008, aiming, in particular, at designing reliable blast mitigation systems.

Aqueous foams were identified in the 1970s as an efficient protective medium against

blast and sound effects. They have been widely used because of their ease of applica-

tion, but the quantification of the physical phenomena leading to mitigation remains

unclear. This study proposes to analyze the interaction with foam and either a spher-

ical shock wave (pyrotechnic tests) or a planar shock wave (shock tube experiments),

varying both the foam and the wave properties.

Winfield and Hill [1] performed experiments with 0.9 kg TNT charges located in

a 3 m
3

volume of dry foam with a density 10 kg m
−3

. They reached the conclusion

that the blast peak overpressure and the positive impulse are reduced, respectively,

by 95% and 75%. Similar experiments were performed by Hartman et al. [2] with

C4 charges (TNT equivalent ranging from 0.25 to 25 kg) and Domergue et al. [3]

with plastrite charges, yielding comparable results. McCallen [4], Hartman [2], and

Del Prete [5] established empirical relations for overpressures, impulses, and times

of arrival for foam densities ranging from 2 to 40 kg m
−3

and for scaled distances

from the charge from 0.7 to 2 kg m
− 1

3 .

Some attempts have been made to propose a theoretical model of blast wave atten-

uation by diphasic media, and in particular by aqueous foams. For instance, assum-

ing the foam can be considered as an equivalent gas with modified thermodynamical
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properties, and denoting 𝜖 the liquid fraction, Gelfand [6] expressed the ratio between

overpressures P∗
in the foam and P in air as a function of heat capacity and density

P∗

P
= (1 + 𝛾𝜇𝛿)−0.5

with

𝛿 = cp,l
cp,g

the ratio of the heat capacity of the phases

𝜇 = 𝜖𝜌l

(1−𝜖)𝜌g
the mass loading factor.

Studies have not been limited to evaluating the attenuation of the wave. The influ-

ence of some parameters has also been taken into consideration, in order to bet-

ter design the foam confinement. Authors seem to agree on the fact that wet foams

(5% < 𝜖 < 30%) are more efficient than dry foams. The importance of the foam den-

sity has been experimentally evidenced: it is more efficient to increase the foam den-

sity than the foam thickness [7–9]. The available experimental data make it possi-

ble to roughly design a confinement. McCallen [4] established some empirical rules

(using 100 kg charges in a foam volume of 2500 m
3

with a density of about 40 kg

m
−3

), stating for example that if the aqueous foam is heavier than the explosive

charge by a factor ten, the resulting overpressure is divided by two.

Attention has also been paid to the structure of a shock or blast wave propagating

in wet aqueous foams. Concerning blast waves, Borisov [10] differentiates two cases,

depending on the ratio of the transmitted wave velocity in the foam (D) to the sound

velocity of the gas contained in the foam bubbles (a):

∙ if D < a: the transmitted shock in the foam is divided in two successive compres-

sion waves:

– a precursor wave, responsible for the foam liquid films rupture in droplets.

– a main compression wave, which accounts for most of the overpressure and pro-

gressively accelerates the droplets until they reach an equilibrium state defined

by a stationary pressure. This wave propagates at a lower velocity than the

precursor.

∙ if D > a: the transmitted wave in the foam exhibits a single front, with no

precursor.

Britan [8] and Del Prete [5] performed shock tube experiments to analyze the

shock structure in a wet aqueous foam and concluded that it is similar to the one

observed with blast waves. A double structure is observed, with a bell-shaped over-

pressure profile linked to a compression zone (from tp to tc), preceded by a precursor

wave characterized by a sharp rise (from ta to tp), as depicted in Fig. 1. This precursor

is the signature of the foam fragmentation in smaller droplets and the compression

then accelerates droplets into an equilibrium between the gaseous and liquid phases.

Britan [11] visualized the atomization phenomena in shock tubes and identified two

cases depending on the density of the foam. When the impedance mismatch at the
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Fig. 1 Characteristic

overpressure profile in an

aqueous foam

air–foam boundary is close to unity, the precursor pressure (Pp) is close to transmit-

ted pressure in the foam (Pc). But when the impedance mismatch is larger than one,

the precursor pressure is noticeably lower than the transmitted pressure.

Because of its peculiar structure, aqueous foam is able to mitigate shock waves

through the dissipation of kinetic energy. Indeed, such a medium is characterized by

the following properties:

∙ a high compressibility of the gaseous phase in the bubbles

∙ a high heat capacity of the liquid phase, which can behave as a thermal sink

∙ a low sound velocity, relatively to the sound velocity in the gaseous and liquid

phases

∙ a visco-elastic mechanical behavior [12].

During the shock–foam interaction, several physical phenomena can account for

the overpressure mitigation:

∙ dissipation (heat, viscous, acoustic) [13–17]

∙ dispersion due to the wave reflection on the bubbles [13, 15–19]

∙ thickening of the shock front [15, 20, 21]

∙ partial transmission of shock at the foam–air interface [9, 14, 22]

∙ drainage, which increases the non-homogeneity of the foam in the direction per-

pendicular to the shock propagation and causes transverse effects leading to an

increase of the shock obliquity [11, 22]

∙ pulsation and resonance of the bubbles [16, 17]

∙ fragmentation of foam into smaller droplets which absorb energy in the form of

heat [5, 10, 12, 15].

The quantification of the relative effects of these phenomena is still unclear. Sev-

eral authors differentiate two cases as a function of a nondimensional thickness X

defined as [7, 8, 23, 24]:

X = d(
𝜌m

mch
)
1
3

with

𝜌m the foam density

mch the explosive mass TNT equivalent

d = (lwh)
1
3

2
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l, w, h the dimensions of foam confinement.

Close to the charge (X < 2.5), the foam is completely destroyed. The liquid frac-

tion and the foam density play dominant roles. The acceleration and heating of the

resulting droplets are the consequence of the interaction between the foam and the

blast. The single-phase model or the Effective Gas Flow model (EGF) can repre-

sent this case. The foam is considered as a gas with an effective adiabatic index that

allows to take into account the real water content of the foam [10, 12, 17]. Far from

the charge (X > 2.5), the foam can sustain the impact. Shattering of the shock wave

at the bubbles, viscous dissipation at solid boundaries, bubble pulsation, and ther-

mal conduction are the dominant mechanisms of the foam–blast interaction. It seems

intuitively that as the foam becomes drier, the role of the pulsation increases and the

viscous dissipation enhances the wave mitigation.

As can be seen, the topic of shock mitigation by aqueous foams has drawn some

attention over the past decades. Nonetheless, this phenomenon is still only partially

understood and despite some reliable experimental studies, the influence of some

of the foam properties is still unclear. This can in part be attributed to insufficient

characterization of the foam in the aforementioned studies and to the fact that large-

scale studies make it difficult to accurately analyze the phenomenon. The present

work has two main goals. We first aim at complementing the existing experimental

results, both for blast and shock waves. We also study the so far mostly overlooked

influence of the bubble size on the shock mitigation. In this respect, we performed

experiments using both explosive charges and shock tubes, focusing on the control

and accurate evaluation of the aqueous foam properties.

2 Foam Generation and Characterization

Wet aqueous foams (i.e., with densities larger than 50 kg m
−3

) were chosen for this

study, on the basis of the available experimental results. A bibliographical review

indeed showed that previous works were mostly concerned with dry foams, which

present a more regular structure than wet foams and can more easily be produced in

a reproducible way. Yet, it appears that acoustic waves are better attenuated in wet

foams. Besides, wet foams seem to be able to slow down the fragments generated

by the detonation of an explosive device more efficiently (the interaction between

supersonic projectiles and aqueous foams will be presented in a forthcoming paper).

Several requirements have to be fulfilled by the foam in order to ensure the quality

of the results:

∙ foam production needs to be reproducible enough, i.e., the foam density must not

vary by more than 20% from one test to the other,

∙ the foam must be monodisperse, which implies a polydispersity coefficient lesser

than 0.5. This is particularly important since the bubble size is taken as a

parameter.
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∙ the foam must be stable in time, with a density that does not vary by more than

10% of its initial value after 30 min.

To generate foam, one needs a foaming liquid (obtained by mixing water and a

foaming agent), a gas supply (air in the present case) and a generating device. The

bubble size is highly dependent on the generating device. Since we intend to evi-

dence the influence of the bubble diameter on the shock mitigation, we need to use

different devices, in order to produce foams with significantly different mean bub-

ble diameters. The foaming agent was selected among a panel of industrial agents

designed for fire safety. These products are far from the academic foaming agents

usually used, but have better properties with respect to stability. Eight preselected

foaming agents were submitted to the Bikermann test, which consists in generat-

ing a foam with a sintered diffuser plunged into the foaming liquid and measuring

the foam height in a column (indicative of an equilibrium state where foam forma-

tion by bubbling compensates the foam collapse). The influence of the dilution with

demineralized water was also taken into account. A foaming liquid constituted with

Ecopol from Bio-ex diluted with 60% of water was eventually chosen for its ability

to produce a wet foam dense and stable enough, as illustrated in Fig. 2, which shows

the temporal evolution of foam density for several Ecopol dilutions. The rheologi-

cal behavior of the chosen foaming liquid was fully characterized. In particular, its

apparent viscosity was measured at 100 ± 30mPa s.

In the scope of this work, a given aqueous foam can be characterized by consid-

ering its density, mean bubble diameter, and sound velocity. These parameters were

controlled before each test. Density can be evaluated either by weighting a foam

sample or by measuring the foam conductivity. Both methods were used. For the

Fig. 2 Temporal evolution of the density of foams generated with different concentrations of foam-

ing liquid
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first one, 9.5 L foam samples were weighted with a Kern EMB balance, yielding a

maximal incertitude of 20%. An empiric relation links the liquid fraction and the

foam electrical resistance [25]. A setup constituted by a conductivity cell (two 8 cm
2

aluminum plates separated by a 4 cm gap) and a RLC Fluke PM6304 bridge (with

0.1% accuracy) was used to access the foam density. Foams are unstable. Three phe-

nomena of foam aging are involved: drainage (under the gravity, the liquid in the

foam flows along the skeleton composed by the gaseous bubbles), coarsening (the

pressure in the small bubbles is higher than in their larger neighbors and they tend

to empty the latter), and coalescence (the liquid film dividing two bubbles breaks).

The foam stability can be measured by successive weightings of a drilled container

that enables the drained liquid to be evacuated, or by conductimetry, which is more

convenient. An average density can therefore be determined by conductimetry with

this method and the designed cell.

Bubble diameters can be determined by taking a picture of a layer of bubbles

dropped on a microscope slide. An example of such a picture is presented in Fig. 3.

Pictures are then analyzed with the ImageJ image processing software which, assum-

ing the bubbles are spherical (a sensible assumption for wet foams), yields the diam-

eter distribution. The polydispersity coefficient p can then be calculated to evaluate

the foam quality [25].

p = < R3
>

2
3

< R2
>

− 1

with

R the bubble radius (m)

< R > the average bubble radius of the foam

sample (m)

Sound velocity in aqueous foams is a difficult topic, which is still debated. It is a

common approach to evaluate it with the Wood model [26]. Recent works by Pierre

et al. [27] highlighted the fact that the sound velocity in a foam varies widely as a

function of several parameters, including the liquid fraction 𝜖, the wave frequency,

and the bubble mean diameter. Using the results provided in this paper, we could

evaluate the sound velocity of the different foams used in our experiments. They vary

between 25 m s
−1

for the smallest bubbles (mean diameter 0.2 mm) and 275 m s
−1

for

Fig. 3 Example of taken

foam bubbles picture by

camera and processed by

ImageJ
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Table 1 Main properties of the foams used in the blast and shock tube experiments

Device Flow-focusing Venturi

Uses Shock tube tests Pyrotechnic tests

Foaming liquid concentration 0 − 100% 6%

Foam density (kg.m
−3

) 40 − 60 15 − 50
Average bubble radius (mm) 0.2 − 1.4 0.2 − 0.4
Polydispersity coefficient 0.3 0.2

the largest ones (mean diameter 1.4 mm). The inverse of the pressure rising time in

the shock wave was considered as the wave frequency.

Three systems were used to generate the foam according to the requirements

specified in the beginning of this part. Large-scale experiments (blast experiments

involving explosive charges, in the frame of the present study) require large vol-

umes of foam. In this case, we resorted to a commercial system used by firemen and

were able to obtain flow rates higher than 500 L/min. This system is based on the

Venturi method and allows the generation of foams with a density between 15 and

50 kg m
−3

while keeping a constant mean bubble radius of 0.3 mm. For small-scale

experiments (shock tube tests), we designed two systems based on the classical flow-

focusing method [5, 25], which consists in mixing air and foaming liquid through

a Y connector. After this constriction, single bubbles are produced. To obtain large

bubble foams, we resorted to a rake of Y connectors. To obtain smaller bubbles, a

single generator was fitted with an array of 2 mm spheres positioned at the exit of

the Y connector. With these systems, bubble diameter could be varied between 0.2

and 1.4 mm and density between 40 and 60 kg m
−3

. The properties of the foams pro-

duced are summed up in Table 1, along with their respective average polydispersity

coefficients, which are quite satisfying.

3 Spherical Shock–Foam Interaction

This part of our work studies the tridimensional propagation of the shock wave gen-

erated by a reference explosive charge in a wet foam volume with a density between

40 and 60 kg m
−3

. Pressure gauges are placed in the foam at different distances from

the charge. A stated previously, our aim is both to add to the existing experimental

results and to establish a reference case for the study of the mitigation of the effects

generated by the blast and fragments produced by an explosive device. Experiments

were performed with C4 cylindrical charges placed at 10 cm from the ground in the

center of a metallic enclosure shown in Fig. 4. The inner volume of the container is

6 m
3
. C4 was chosen because it is easy to handle and to mold. Three pencil-type base-

line 137A22 pressure gauges from PCB Piezoelectronics were located in the foam
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Fig. 4 Blast experimental

setup

at respective distances of 0.8, 1.1, and 1.4 m of the center of the charge. Charges of

300 and 700 g were detonated to vary the blast overpressure.

Three tests were performed with a 300 g charge and without foam in order to

assess the experimental reproducibility and to provide a reference case, since the

partially confined configuration is not standard. The pressure profiles obtained from

the three gauges are shown in Fig. 5, with each color corresponding to one test. The

first part of the profiles is straightforward to analyze: a first peak corresponding to the

Fig. 5 Temporal evolution of the overpressure for gauges 0.8, 1.1, and 1.4 m from a bare 300 g C4

cylindrical charge for three different tests
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incident blast wave is followed by a second one corresponding to the wave reflected

on the walls of the confinement. The following parts of the signals are indicative of

the multiple-wave reflections in the enclosure. The incident overpressure was com-

pared with reference data from Kinney and Graham [28] and computational results

(obtained with ANSYS Autodyn) with good agreement. As can be seen from these

results, the reproducibility is satisfying, with variations in overpressures and times

of arrival below 20%.

Given the scale of the setup and the generating device used, measuring the bub-

ble size did not make sense. As stated in Table 1, the generating device was tested

before the experimental campaign, showing that the average bubble size did not sig-

nificantly vary and was about 0.3 mm. Therefore, only the average density was con-

trolled before each shot. The overpressures measured with foam for both charges are

shown in Fig. 6. Contrary to the case of the bare charge, no significant reflected wave

can be seen on these signals, which highlights the damping capacity of the foam. Fur-

thermore, the incident overpressure exhibits the usual double structure (cf. Fig. 1).

Although the overpressures recorded for the 700 g C4 charge remains sharper for

a longer time, both signal eventually take the bell profile associated with the main

compression phase in the fragmented foam. The profiles were post-processed, in

order to determine the time of arrival of the incident wave ta, the duration tp − ta and

overpressure Pp of the precursor wave and the duration tc − tp and overpressure Pc of

the compression wave. Wave diagrams were plotted (not shown here, but ta, tp, tc,Pp
and Pc are indicated in Fig. 6). The evolution of the recorded overpressure Pc as a

function of scaled distance Z was compared with the recently published experimen-

tal results of Del Prete et al. [5] and with the aforementioned empirical formulas

by Hartman and Larsen [2, 29] (cf. Fig. 7). Overall, the maximal overpressure Pc is

decreased by 90% for the shortest scale distances considered in this study, and up to

Fig. 6 Temporal evolution of the overpressure for gauges 0.8, 1.1, and 1.4 m from 300 and 700 g

C4 cylindrical charges in aqueous foam
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Fig. 7 Maximal overpressure Pc as a function of scaled distance for different aqueous foams and

different charges

95% for the largest ones. Comparing our data with those of Del Prete et al. [5] does

not permit to draw any conclusive result regarding the influence of the foam density

on the blast mitigation. Besides, other factors (such as the mean bubble diameter)

must also be taken into account.

Figure 8 shows the evolution of the precursor wave overpressure as a function

of the scale distance. Here again, our results follow the same trend as those from

Fig. 8 Maximal overpressure of the precursor wave Pp generated by an explosive charge in a liquid

foam as a function of the scaled distance Z for our experiments and those of the CEA [5]
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Del Prete et al. [5]. The precursor overpressure varies between 0.1 and 0.3 bar. It

decreases with the scale distance, which can be attributed both to the blast attenuation

and to the spherical wave propagation. It is not possible to discriminate the influence

of either effect. The precursor velocity was post-processed from the pressure signals,

and satisfactorily compared with a simple empirical relation provided by Gelfand [6].

The fragmentation duration tp − ta varies between 400 and 1400µs. It is slightly

larger than the duration observed by Del Prete, which seems coherent, since our foam

has a larger density. This duration increases with distance, which could be explained

by the diminution of the precursor overpressure with distance.

4 Planar Shock–Foam Interaction and Study of the Bubble
Size Influence

For this part of our study, we used a shock tube with a length of 3.94 m and an inner

square section of 80 × 80mm
2
. The high-pressure section is 0.8 m long and sepa-

rated from the low-pressure section by a Mylar diaphragm (100 to 225µm thick).

The tube was fitted with six PCB 113B21 piezoelectric pressure gauges as shown

in Fig. 10. The end section was filled with about 3 L of foam, leaving two pressure

gauges (P1 and P2) outside the foam. Two shock wave Mach numbers were studied:

1.4 and 1.6. Bubble size (depending on the foam generating system used, cf. Sect. 2)

and foam density were systematically controlled before each shot. As in the previ-

ous case, reproducibility was thoroughly tested, both with and without foam. In the

case of an incident shock Mach number of 1.6, the pressure profiles obtained with

each gauge are shown for the small bubble foam (SB) and large bubble foam (LB)

in Fig. 11. Two equivalent tests are considered for each configuration. It appears that

reproducibility is very good in the initial stages of the phenomenon. Discrepancies

then appear, which can easily be attributed to the differences in the foam density

from one test to the other, and, in some extent, to some nonuniformity in the foam

volume. This is particularly true for the large bubble foam, which is arduous to pro-

duce. Figure 11 highlights one shortcoming of our experiments. When comparing

the profiles obtained for each foam, they seem to exhibit a different structure, with a

peak beginning at t = 2ms observed only with the large bubbles. This is classically

observed in shock tube experiments, and is due to the shock wave Rm reflected at the

extremity of the test section (see Fig. 9). This reflected shock wave is then attenu-

ated by the rarefaction propagating from the driver section. In the case of the small

bubbles, the velocity of the incident shock wave decreases more than with large bub-

bles. It takes therefore more time for the reflected wave to reach the pressure sensors,

and the interaction with the rarefaction wave occurs almost simultaneously. There-

fore, only the very beginning of the pressure rise caused by the reflected shock wave

can be recorded. This implies that the phenomena occurring in each foam are not

fundamentally different, contrary to what the pressure recordings would suggest.
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Fig. 9 Theoretical wave diagram for a shock tube partly filled with aqueous foam

Fig. 10 Positions of the

pressure gauges in the shock

tube test section

Sensors P1 and P2, which are outside the foam, show similar signals and evi-

dence Pr, the maximal reflected pressure at the air–foam interface (associated with

wave R in Fig. 9). When the incident shock wave I meets the air–foam interface, a

shock wave is reflected and propagates toward the driver section. This is due to the

impedance mismatch at the interface. The sound velocity in the small bubbles is

much lower than in the large bubbles (cf. Sect. 2). The acoustic impedances follow

the same trend, which accounts for the difference in the transmitted overpressures.

The overpressure of wave T transmitted in the foam is close to the one of the reflected

shock wave. In the foam, the double structure of the wave front is again recorded for

this experimental configuration.

The velocity of the transmitted shock wave Vta was determined from the pressure

profiles (Fig. 12), highlighting the fact that the wave is more decelerated in the small

bubbles. This can intuitively be attributed to the fact that, in this case, the wave

needs to cross more liquid films per unit volume, and is consistent with Britan’s

conclusions [8]. It can be seen that for small bubbles, the wave velocity seems to

reach a constant value (around 100 m s
−1

) independent of the Mach number of the

incident wave. This velocity is also significantly different from the estimated sound
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Fig. 11 Temporal evolution of the overpressure for the interaction between a M = 1.6 shock wave

and an aqueous foam—a Small bubbles—b Large bubbles
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Fig. 12 Spatial evolution of the wave velocity in an aqueous foam as a function of wave Mach

number and bubble size

velocity in the small bubble foam (25 m s
−1

). It seems that the same behavior is not

observed for large bubbles. It can also be noted that the concavities of both Vta(x)
curves are not the same, although we so far have no explanation for this.

The evolution of the precursor in the large bubbles is also worth noticing. As

shown in Fig. 13, it exhibits a large amplitude (initially larger than 1.5 bar, instead of

the few kPa usually recorded), which is usually observed with dry foams. It is also

Fig. 13 Spatial evolution of the overpressure of the precursor wave as a function of Mach number

for a large bubble foam
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strongly attenuated as it propagates, which is not observed for more usual bubble

radii (up to 0.5 mm). Further analysis of this peculiar behavior requires a local study

of the wave front focused on the dynamic interaction of a shock wave and a series of

aqueous films. To our knowledge, such a study is not available in the open literature.

Fig. 14 Spatial evolution of the overpressure and duration of the compression wave as a function

of Mach number and bubble size
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The progressive rise from the precursor pressure Pp up to the equilibrium pressure

Pc corresponds to a relaxation zone in which momentum and energy are transferred

between the liquid and gas phases [8]. The evolution of the compression pressure Pc
as a function of distance is plotted in Fig. 14 for the two Mach numbers and the two

kinds of foam considered. For the small bubbles, this equilibrium pressure seems to

tend toward the reflected pressure at the air–foam interface. Pressure Pc is lower in

the large bubbles, and seems to keep decreasing as the wave propagates, showing

that an equilibrium state has not been reached in this case. Pressure Pc seems to be

less sensitive to Mach number in this case. Some differences can also be noticed

as regards the duration of the compression phase. For the small bubbles, it keeps

increasing and is very sensitive to the incident wave Mach number. This behavior is

consistent with the previously published observations. On the contrary, in the case

of the propagation in the large bubble foam, the overpressure duration reaches a

limit value (around 1.25 ms) and seems almost insensitive to Mach number (over the

considered range).

The pressure profiles recorded in both foams, along with the reference case in

air, are plotted in Fig. 15 for M = 1.6. Owing to the impedance adaptation at the air–

foam interface, an equilibrium overpressure higher than double the incident pressure

is reached in the small bubble foam. This pressure is constant until the arrival of

either of the waves reflected at the tube extremities. In this case, the mitigation can

Fig. 15 Comparison of the overpressure profiles for a M = 1.6 shock wave in air (gray) and small

bubble (red) and large bubble (blue) foams
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be obtained because of the progressive attenuation of the pressure gradient as the

wave travels in the foam. For the large bubbles, the overpressure increases by about

50% when the incident shock wave enters the foam. No precursor can initially be

seen (i.e., the wave remains sharp). As the wave propagates in the foam, the double

structure is recovered, with a precursor wave decreasing strongly. In this case, no

equilibrium pressure can be reached. The wave also propagates much faster than in

the small bubbles. Mitigation can nonetheless be obtained because the amplitude of

the transmitted wave eventually decreases below the one of the incident wave and

because the attenuation of the precursor generates a smoother wave front.

5 Conclusions

In this work, we have studied two reference configurations concerning the mitiga-

tion of shock waves by wet aqueous foams: spherical (blast wave) and planar (normal

shock wave) propagation. Great care has been taken to accurately control the exper-

imental conditions, in particular regarding the aqueous foam. A comparative study

was conducted to select an appropriate foaming liquid and foam generation devices

were designed in order to vary the mean bubble size. The foam properties (density

and mean bubble diameter) were systematically measured before each test. In the

case of blast wave attenuation, the results obtained are in good agreement with those

already available in the literature. As regards the planar shock wave–foam interac-

tion, two significantly different bubble sizes were considered (0.2 and 1.4 mm). It is

to be noted that the 1.4 mm is a very unusual bubble diameter in the case of aqueous

foams. The tested foams exhibited very different behaviors. For small bubbles, an

equilibrium overpressure in the foam could always be reached, albeit at a noticeably

larger value than the amplitude of the incident wave. The evolution of the wave in

the large bubbles seems more complex. No equilibrium state seems to be reached,

but the transmitted overpressure eventually decreases to a value close to the initial

amplitude. As regards the evolution of the pressure gradient in the foam, it is strongly

mitigated for small bubbles. Mitigation is longer to achieve for larger bubbles, and

the wave initially remains very sharp. Although the wave propagates faster in the

large bubble foam, it seems that, in the frame of this work’s experimental condi-

tions, it is at least as efficient to attenuate a planar shock wave. This macroscopic

study raises quite a number of questions, which can only be answered by consider-

ing a more local experimental approach. The small-scale study of the interaction of a

shock wave and a mock foam constituted by a series of interconnected aqueous films

seems to be the logical continuation of this work.
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The Effect of Increasing Rarefaction on the
Edney Type IV Shock Interaction Problem

Craig White and Konstantinos Kontis

Abstract Two-dimensional direct simulation Monte Carlo simulations of the Edney

Type IV shock interaction problem, where an oblique shock wave generated by a

wedge encounters the bow shock from a cylinder, are carried out for three differ-

ent Knudsen numbers using the dsmcFoam+ code. The numerical results for surface

and flow properties are in good agreement with experiment for a Knudsen num-

ber of 0.0067. When the degree of rarefaction is increased, the oblique and normal

shock waves become more diffuse and the bow shock standoff distance increases. The

supersonic jet that forms in the interaction region becomes weaker as the Knudsen

number increases and the point at where it impinges on the cylinder surface moves

in a clockwise direction due to the jet being turned upward. The location of the peak

heat transfer coefficient, peak pressure coefficient, and zero skin friction coefficient

on the cylinder surface follow the supersonic jet impingement in a clockwise direc-

tion around the cylinder. The peak heat transfer and pressure coefficients decrease

with increasing Knudsen number.

1 Introduction

The Edney type IV shock interaction [1] is the result of an oblique shock wave from

one part of a hypersonic vehicle’s body impinging on the bow shock from another

part of the body. A supersonic jet region forms and reaches far inside the subsonic

layer of the bow shock, as shown in the pseudo-schlieren (gradients of density from

a numerical simulation) plot in Fig. 1; the resulting surface pressure and heat loads

are greatly increased compared to that for a bow shock with no interaction. Such a

shock–shock interaction was identified as the failure scenario for the X-15-2 flight

test, where a dummy ramjet engine became detached after its pylon was damaged by

the local increase in heat flux [2]. Accurate prediction of these regions of increased

aerothermodynamic loads is important so that a hypersonic vehicle can either have
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Fig. 1 Pseudo-schlieren of

the Edney type IV shock

interaction

its design altered to remove the shock–shock interactions, or have sufficient thermal

protection installed in the relevant areas.

In addition to operating at high velocities, future hypersonic vehicles are likely

to operate at high altitudes, where the air becomes rarefied. The nondimensional

Knudsen number,

Kn = 𝜆∕L, (1)

is used to define the rarefaction of a gas, where 𝜆 is the mean free path (average

distance a gas molecule travels between successive collisions) of the gas and L
is a characteristic length scale of the problem. When Kn > 0.01, nonequilibrium

effects begin to dominate the flow behaviour. A gas can become non-continuum and

nonequilibrium in various applications, such as low-density hypersonic flows [3],

and very low speed flows at the micro and nanoscale [4]. In order to obtain a reliable

numerical solution, the Boltzmann equation, rather than the Navier–Stokes–Fourier

equations, must be solved. One of the most successful methods for finding a solution

to the Boltzmann equation is direct simulation Monte Carlo (DSMC) [5], which is a

stochastic particle based method.

2 Numerical Technique

DSMC has been developed for over 50 years and is now one of the dominant numer-

ical techniques for simulating rarefied and nonequilibrium gas flows [5]. It is a

stochastic particle based method that aims to emulate the physics of a real gas to

recover a solution to the Boltzmann equation.
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The basic premise is to track a statistically representative set of particles in time

and space as they interact with each other and the boundaries of the simulation

domain. In order to reduce computational expense, a single DSMC particle repre-

sents a large number of real gas atoms/molecules. Particle movements and collisions

are uncoupled: movements are performed in a deterministic manner according to the

particles’ velocity vectors and the local time step, with any interactions with simula-

tion boundaries being calculated during this movement phase. In order to uncouple

the movements and collisions, the time step must remain smaller than the local mean

collision time of the real atoms/molecules.

Interparticle collisions are handled in a stochastic manner, on a cell-by-cell basis,

after all movements are complete. Various methods for ensuring the correct number

of intermolecular collisions take place are available, such as the majorant frequency

scheme [6], the no-time counter (NTC) [5], and simplified Bernoulli trials [7]. The

NTC method is used in the current work and it requires that there are a minimum

of 10–20 DSMC particles in a single cell to recover accurate collision frequency

statistics.

In order to ensure that only particles in close proximity to one another are allowed

to collide, the mesh cells must be remain smaller than the local mean free path.

This allows for a realistic transfer of mass, momentum, and energy to take place.

Many DSMC codes restrict the collisions further to virtual “sub-cells”, meaning that

collisions are restricted to a fraction of a single cell, which helps to promote nearest

neighbour collisions. Each cell is split in to eight such virtual sub-cells during the

collision process throughout the current work.

The cells are also used to recover macroscopic properties in the domain, so must

be small enough to capture gradients of these properties. Particle positions, momen-

tums, velocities, and energies collected in each cell are recorded and used to calculate

properties such as density, temperature, and pressure. In order to reduce statistical

scatter in the results, the particle properties must be averaged over time [8].

A free and open source DSMC solver, called dsmcFoam+ [9, 10, 16], is used to

perform all of the simulations in this work. A greatly extended version of the solver

is implemented within the framework of OpenFOAM [11] version 2.4.0 and released

publicly through a Git repository.
1

3 Problem Description

In the present work, dsmcFoam+ is used to investigate an Edney type IV shock inter-

action geometry that has previously been studied experimentally [12] and simulated

using DSMC [13, 17]. The experiment consisted of a 20
◦

wedge and a cylinder

with a diameter D located a distance L3 downstream and a height H from the lead-

ing edge of the wedge, as shown in Fig. 2. The experiments were performed in the

French Office National d’Etudes et de Recherches Aérospatiales (ONERA) R5Ch

1
https://github.com/MicroNanoFlows/OpenFOAM-2.4.0-MNF.

https://github.com/MicroNanoFlows/OpenFOAM-2.4.0-MNF
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Fig. 2 Schematic of the experimental and numerical set up

Table 1 Knudsen numbers, freestream densities, and time steps for the different simulations

Kn Re 𝜌∞ (kg/m
3
) 𝜏 (s)

0.0067 1820 3.916 × 10−4 5 × 10−9

0.0133 910 1.958 × 10−4 2.6 × 10−8

0.0267 455 9.790 × 10−5 2.6 × 10−8

low-density wind tunnel, with a model width-to-cylinder diameter ratio of 6.25. It is

assumed that this was wide enough that a 2D flow assumption can be made at the

centre of the model, and so 2D DSMC simulations are performed throughout this

work.

In order to investigate how these shock–shock interactions change with increas-

ing altitude, the same geometry is tested at increasing Knudsen number, while the

freestream Mach number remains constant. Table 1 contains the Knudsen numbers

Kn, freestream densities 𝜌∞, and time steps 𝜏 for the different simulations. The Knud-

sen number is based on the freestream mean free path, calculated using the vari-

able hard sphere (VHS) formulation [14], and the cylinder diameter D ∶ Kn = 𝜆∞
D

.

The Reynolds number, Re = 𝜌∞U∞D
𝜇∞

, is also given for each case, where 𝜇∞ is the

freestream viscosity, taken to be 4.99 × 10
−6

kg m
−1

s
−1

, based on the VHS power

law. It should be noted that the Mach, Reynolds, and Knudsen numbers are connected

through the relation Kn ∝ Ma
Re

. In all cases, the freestream velocity U∞ and temper-

ature T∞ are 1450 m/s and 52.5 K, respectively, giving a freestream Mach number

Ma∞ of 10. The gas is considered to be an air mixture of 79% nitrogen and 21%

oxygen. A smaller time step is used in the smallest Knudsen number case to account

for the higher collision rates present in the interaction region. For Kn = 0.0067, it

is known that the flow is steady from a time accurate Navier–Stokes simulation [15]

and it is assumed in this work that the flow is steady for the higher Knudsen numbers.

Table 2 contains the details for VHS viscosity exponent 𝜔, the reference diameter

dref , molecular massm, characteristic vibrational temperatureΘvib, and the rotational

Zrot and vibrational Zvib collision numbers for each species. All interactions with
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Table 2 Nitrogen and oxygen species parameters

N2 O2

𝜔 0.74 0.77

dref (m) 4.07 × 10−10 3.96 × 10−10

m (kg) 46.5 × 10−27 53.12 × 10−27

Zrot 5 5

Zvib 50 50

Θvib (K) 3371 2256

the solid surfaces of the cylinder and wedge are treated as fully diffuse Maxwellian

reflections with a constant surface temperature of 300 K.

4 Results and Discussion

Figures 3 and 4 compare the surface heat transfer coefficient and surface pressure

coefficient, respectively, from dsmcFoam+ to that obtained from the ONERA R5Ch

experiment, along with DSMC results from Xiao et al. [17] and Moss et al. [13]. The

heat transfer coefficient, CH is calculated as

CH =
q

1
2
𝜌∞U3

∞

, (2)

and the pressure coefficient CP is given by

Fig. 3 Heat transfer

coefficient on cylinder

surface, for Kn = 0.0067.

Comparison of DSMC and

experimental results
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Fig. 4 Pressure coefficient

on cylinder surface, for Kn =

0.0067. Comparison of

DSMC and experimental

results from [12]
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CP =
P − P∞
1
2
𝜌∞U2

∞

, (3)

where q is the local heat flux, P is the local pressure, and P∞ is the freestream pres-

sure. The zero degree location is at the origin of the coordinate system, as shown in

Fig. 2. There were only ten locations for heat flux measurement on the experimental

model and with this low resolution it is not possible to determine the exact location

of the peak heat flux from the experimental results. The dsmcFoam+ results match

with the experimental data well, with the peak heat transfer coefficient predicted as

1.4 at a location of around -25
◦
. The dsmcFoam+ results are in closer agreement to

the results of Xiao et al. [17] than those from Moss et al. [13]. It is not stated which

DSMC code the former used, and the latter used a 2D version of Bird’s DSMC code.

Both Xiao et al. and Moss et al. state that a mesh with 97,060 cells was used to obtain

their results; the dsmcFoam+ results were obtained on a mesh with 619,218 cells,

which was built with local refinement regions to ensure that the cells remained small

in comparison to the local mean free path throughout.

The pressure coefficient results from dsmcFoam+ are in reasonable agreement

with the experimental data, predicting a peak pressure coefficient of about three

nondimensional units higher than the experiment. The dsmcFoam+ results match

those from Xiao et al. better than from Moss et al. again. The experimental measure-

ments were made at the centre of the cylinder’s width, but these differences may be

due to the fact that 2D simulations have been used to replicate an experiment that

had a finite width-to-diameter ratio.

Experimentally, the rotational temperature and density were obtained using a

DL-CARS measurement technique. These measurements are compared to the dsm-
cFoam+ results at a vertical location 1 mm below the point where the supersonic

jet impinges on the cylinder surface in Fig. 5; for the experiment, this is stated to

be 4 mm below the origin of the coordinate system and it is 3.7 mm below it in

the dsmcFoam+ results. The experimental and numerical results are in reasonable
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Fig. 5 Horizontal profiles

of rotational temperature and

density at a location 1 mm

below the jet impingement

(y ≈ −4mm). Comparison

of dsmcFoam+ and

experimental results

from [12]
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Fig. 6 Horizontal profiles

of rotational temperature and

density at a location just

below the lower triple point

(y ≈ −5mm). Comparison

of dsmcFoam+ and

experimental results

from [12]
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agreement, with the DSMC results consistently predicting increases in temperature

and density earlier than the experimental results, which again may be due to a 2D

simulation being used to replicate an experiment that has a finite width. The effect of

the oblique shock wave can be seen at around −0.01m, with three further increases

in temperature and density in the complex supersonic jet inside the supersonic region

further downstream.

The same properties are compared at a vertical location of −5mm, which is just

below the second triple point, in Fig. 6. The effect of the oblique shock wave can be

seen at around −0.014m, and then there is a second increase in temperature and den-

sity as the flow passes through the bow shock from the lower surface of the cylinder.

The agreement is reasonably good, but the numerical results predict a slightly higher

post-shock rotational temperature and a larger standoff distance.

Figure 7 shows the contours of Mach number in the interaction region at Kn =
0.0067, as calculated by dsmcFoam+. The location of the bow shock, impinging
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Fig. 7 Mach number

contours in the interaction

region, for Kn = 0.0067

Fig. 8 Mach number

contours in the interaction

region, for Kn = 0.0133

oblique shock, and terminating shock are indicated, along with the supersonic jet

that reaches inside the bow shock.

Figure 8 shows the contours of Mach number in the interaction region, for Kn =
0.0133. Qualitatively, compared to Kn = 0.0067, it is clear that the bow and oblique

shocks become more diffuse, and that the bow shock standoff distance increases. The

supersonic jet does not impinge as far behind the bow shock and is turned up toward

the zero degree location on the cylinder surface.

Figure 9 shows the contours of Mach number in the interaction region, for Kn =
0.0267. The bow shock and oblique shock have become more diffuse again. At this

Knudsen number, there is a very weak supersonic jet that extends over the top of the

cylinder. There is no terminating shock because this supersonic jet is not terminated

by the cylinder surface.
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Fig. 9 Mach number

contours in the interaction

region, for Kn = 0.0267

Fig. 10 dsmcFoam+ results

of heat transfer coefficient on

the cylinder surface, for the

three different Knudsen

numbers
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The effect of increasing rarefaction on the surface heat transfer coefficient is

shown in Fig. 10. The peak value of heat transfer coefficient decreases as the Knud-

sen number is increased. The position of the peak heat transfer coefficient also

moves in a clockwise direction around the cylinder surface as the Knudsen number

increases. This is due to the supersonic jet being forced upward as the Knudsen num-

ber increases, as shown in Figs. 7 and 8. In addition, the terminating shock becomes

weaker as the Knudsen number increases, which reduces the peak heat transfer coef-

ficient. At the highest Knudsen number considered in the present study, there is a

very weak supersonic jet and no terminating shock as shown in Fig. 9. There is a

larger decrease in the peak heat transfer coefficient when the Knudsen number is

increased to 0.0267 from 0.0133, than when it is increased to 0.0133 from 0.0067.

Although the peak heat transfer and pressure coefficients reduce as the Knudsen

increases, the surface area over which these properties are enhanced increases, as can
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Fig. 11 dsmcFoam+ results

of pressure coefficient on the

cylinder surface, for the three

different Knudsen numbers
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be seen in the wider profiles for Kn = 0.0267 in Figs. 10 and 11. Although the peak

heat flux is reduced, the region of enhanced peak flux becomes larger with increasing

rarefaction.

When the Knudsen number is increased, the pressure coefficient changes in a very

similar manner to the heat transfer coefficient, as shown in Fig. 11. The peak pressure

coefficient is reduced and the location of the peak moves toward clockwise around

the cylinder diameter.

The skin friction coefficient CF is calculated as

CF = 𝜏

1
2
𝜌∞U2

∞

, (4)

where 𝜏 is the local shear force on the surface. Figure 12 shows a plot of CF over the

cylinder surface for the three different Knudsen numbers. For all Knudsen numbers,

there are two distinct peaks of skin friction coefficient, between which the value

falls to zero. The position of this zero location is plotted in Fig. 13 and moves in a

clockwise direction around the cylinder surface with increasing Knudsen number and

is located at the same position as the peak heat transfer and pressure coefficients. The

rate of change of the zero stress location decreases with increasing Knudsen number

for the range in this present study.

The second peak in skin friction coefficient becomes relatively larger than the first

with increasing Knudsen number and the distance between the peaks increases. The

location of these peaks corresponds to where the flow is accelerating over the surface

below and above the stagnation point behind the terminating shock. At Kn = 0.0067,

there is significant acceleration both below and above the stagnation point, but the

acceleration below the stagnation point becomes relatively weaker than that above

as the degree of rarefaction increases, hence the smaller peak before zero degrees for

the higher Knudsen numbers in Fig. 12.
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Fig. 12 dsmcFoam+ results

of skin friction coefficient on

the cylinder surface, for the

three different Knudsen

numbers
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Fig. 13 dsmcFoam+ results

for the location of CF = 0 as

a function of Knudsen

number
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5 Conclusions and Future Work

The comparison of experimental and numerical results for Kn = 0.0067 is in reason-

able agreement and the observed disagreements in peak pressure coefficient could

be down to 2D simulations being used to replicate an experiment with a width-to-

diameter ratio of 6.25. Using a full 3D DSMC simulation would be prohibitively

computationally expensive for the current simulations. This experimental compari-

son shows that dsmcFoam+ can be used to predict macroscopic properties in the gas

and on the cylinder surface. There was significant disagreement in the two previous

DSMC calculations for this problem; a much finer mesh has been used for the cur-

rent dsmcFoam+ simulation and the results are in good agreement with the results

of Xiao et al. [17].

When the degree of rarefaction is increased by decreasing the gas density, the

oblique shock wave generated by the wedge, and the cylinder’s bow shock both

become more diffuse. The standoff distance of the bow shock also increases. The
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supersonic jet turns upward and the terminating shock becomes weaker, leading to

decreasing peak heat transfer coefficient and pressure coefficients that move in a

clockwise direction around the cylinder surface. If a future hypersonic aircraft is

expected to climb to altitudes where rarefaction is important, the fact that the loca-

tion of the peak heat transfer coefficient will move should be taken into account

during the design stage.

At the highest Knudsen number studied here, there is no terminating shock as

the weak supersonic jet is turned so far up that it does not encounter the cylinder

surface. This works assumes that all of the flows are steady; the small time steps

required for DSMC simulations, and the need to time average results, have prevented

this assumption from being tested by using ensemble averaging.

Future work on Edney type IV shock/shock interactions using dsmcFoam+ could

add more Knudsen numbers to give more resolution on how the stagnation point

moves around the cylinder surface, could include the effect of different gas–surface

interaction models, and different gas compositions to model, for example, Martian

applications.
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Laser Ignition for Pulse Detonation Engines

Pavel Bulat and Konstantin Volkov

Abstract The high pressures and resultant momentum flux out of the chamber

generate thrust. The ignition system of PDE has always posed problems in com-

mercial applications. Microwave and laser-induced detonation in the mixture of

hydrogen with flake aluminum particles is simulated based on Eulerian approach.

Minimum pulse energy of detonation is calculated for different parameters of laser

pulse, mass fractions of particles, and compositions of gas mixture. The threshold

intensity of optical breakdown on individual metal particle, and its dependence on

contributing factors (particle radius, location of particle, total energy and time of

laser pulse, radius of laser spot) are studied.

1 Introduction

A pulse detonation engine (PDE) is an unsteady propulsive device in which the com-

bustion chamber is periodically filled with a reactive gas mixture, a detonation is

initiated, the detonation wave propagates through the chamber, and the combustion

products are exhausted. The high pressures and resultant momentum flux out of the

chamber generate thrust. It suffers, however, from the lack of an appropriate ignition

system designed especially for this propulsion technique. The ignition system of PDE

has always posed problems in commercial applications. Many experimental, theo-

retical, and numerical studies have been performed for the past years, and various

ignition systems (e.g., electric discharge and laser radiation) have been tested. Use of

laser pulse allows to create desired temporal and spatial distributions of ignition cen-

ters and to perform a homogeneous ignition within the sub-microsecond interval [5].

Use of spark plugs for ignition is convenient for small-scale testing at low frequen-

cies. Preliminary studies demonstrated a great potential of microwave radiation [2].
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Practical systems require frequencies of the order of 100 Hz for long durations. The

study discusses the possibility of use of microwave radiation to initiate detonation.

In the propagation of a detonation wave in a curvilinear channel (for example,

in a toroidal channel), reflection of detonation wave from the channel walls can be

regular or Mach with the formation of triple points. A rapid combustion, as shown

by previous experience, takes place behind the Mach stem.

The reactive metal particles are used to enhance blast performance. Although

the total energy released by the metal combustion is significant and comparable to

the total energy released by the explosive itself, the timescale of this energy release

(timescale of particle reaction) for typical particle sizes is too long to contribute

directly to the detonation front itself. The metal particles react with gas or detonation

products behind the blast wave. It has been shown that the metal particle reaction

significantly increases the strength of the blast and the total impulse delivered to

nearby objects or structures [7].

The injection of metal particles with low evaporation temperature and low ioniza-

tion potential (e.g., aluminum) leads to drop of detonation minimum pulse energy

(MPE) due to optical breakdown on individual particles. Many experimental, the-

oretical, and numerical studies have been performed for the past years [5, 11].

Processes that control transport and combustion of particles remain unresolved,

and introduce significant uncertainties into modeling and simulation. They include

qualitative and quantitative description of processes around individual particle,

knowledge in particle microphysics and optical properties of particles, sub-models

of heating and evaporation, transport of aggregates of complex morphology, thresh-

old values of optical breakdown, and dependence of MPE on the contributing factors

(laser pulse, composition of gas mixture, shape of particles).

Vapor aureole around metal particle is a source of free electrons, and optical

breakdown in the gas–particle mixture comes for lower intensity of laser pulse than

in pure gas [3, 10]. Vapor aureole around metal particle is a source of free electrons,

and optical breakdown in the gas–particle mixture comes for lower energy of laser

pulse than in pure gas. Compared to metal particles, heating and evaporation of liq-

uid droplets are delayed due to transparency of a droplet and weak absorption of

laser radiation. Formation of plasma arising during the interaction of laser radiation

with solids and metal particles is discussed in [17]. Concentration of free electrons

in a vapor aureole is insufficient for development of an electron avalanche.

There are similarities between the laser-induced acoustic shock waveforms and

those associated with blast waves and sonic booms. The acoustic pulses associated

with laser-induced sparks could be used in the laboratory to simulate blast sounds

from explosions or sonic booms and to investigate the associated propagation effects.

Laser-generated acoustic shocks can be used for laboratory-based research into non-

linear acoustics [13]. The sound energy of the laser-induced acoustic shocks lies

between 3 and 150 kHz with a peak at 20 kHz.

Simulation of the interaction of a laser pulse with hydrogen–air mixture contain-

ing aluminum particles is carried out in [5]. The injection of metal particles leads to

a drop of MPE. The mathematical models of various stages of the optical break-

down on individual particle and numerical methodology for computer modeling
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of the laser-induced detonation in particle-laden systems are developed. The thresh-

old intensity of optical breakdown on individual metal particle and its dependence

on location of particle, total energy, and time of laser pulse are studied [16].

The detonation wave structure and detonation stability in mixtures of reactive

gases and solid particles were studied in [11] for one-dimensional and

two-dimensional flows. Increasing the particle volume fraction results in a rapid

drop of the detonation wave speed, and smaller particle diameters resulted in slightly

lower detonation velocities. A detonation suppression in a stoichiometric hydrogen–

oxygen mixture with chemically inert particles was simulated in [6].

Initiation of detonation of clouds of aluminum particles in unconfined and con-

fined domains was discussed in [8, 15, 18]. It was found that detonation was only

achieved for flaked aluminum particles equivalent to spherical particles of diameter

less than 1µm. The detonation wave was typical of spinning detonation regime, and

a relatively strong initiation source was required when compared with gaseous DDT.

Ignition and reaction of metal particles in a high explosive environment were

studied in [14]. The ignition delay time observed in experiments and computational

analysis was a result of convective heating of the particle to a critical temperature

for chemical reaction.

The model proposed in [9] neglected the volume occupied by the particles and,

therefore, is valid for flows of dilute mixtures. It involves a two-step induction mech-

anism to model the chemical reactions in a dilute, stoichiometric hydrogen–oxygen

system. The influence of inert particles on the propagation of detonation waves was

studied in [12]. The numerical simulation showed that the momentum and energy

transfers from the gas to the particles tend to suppress the instabilities of the front but

result in lower detonation velocities and longer reaction zones. Further, as the shock

wave propagates through the two-phase mixture, a particle compaction zone was

formed in the wake of the detonation. Due to the absence of mass transfer between

two phases, the length of the compaction zone increases with time.

One of the most important parameters for laser ignition applications is the MPE

and its dependence on the pressure. It is of critical importance to determine the laser

conditions at which a spark is produced. Knowledge of these conditions is impor-

tant not only for fundamental understanding of the ignition process but also for the

selection of lasers, optical windows, and beam delivery system for the design of a

practical laser ignition system. Processes that control transport and combustion of

droplets remain unresolved and introduce significant uncertainties into modeling and

simulation. Two of the most important parameters for practical applications are MPE

required to induce ignition and detonation of the mixture, and the threshold intensity

of laser pulse required for optical breakdown on individual particle or droplet.

The study exploits experimental and computational techniques. The test rig has

been designed and used to investigate a feasibility of the use of microwave radi-

ation to induce detonation in PDEs (attached and streamer discharges are used).

In the numerical method, the Navier–Stokes equations are used for the simulation

of propagation of detonation waves. Physical and mathematical models of optical

breakdown on individual metal particle, and numerical methodology for computer

modeling are developed. Laser-induced detonation in gas–particle mixtures is
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studied. The in-house computer code has been developed, and contribution of param-

eters of laser pulse and composition of the mixture are reported. Comparison of some

numerical results with experimental data is made.

2 Breakdown Mechanism

When a high-power laser pulse (I ∼ 1011 W/cm
2
) is focused at a point and interacts

with a gas, the gas is heated to temperatures of thousands of degrees within several

microseconds, breaking down and becoming highly ionized. This process is always

accompanied by a light flash and generation of sound (acoustic shock wave). LIB

generates vapor bubbles within the droplet. The development of electron cascade

requires the existence of initial free electrons in a gas.

A chain of processes leading to explosion and optical breakdown of individual

metal particle is developed (Fig. 1). These processes depend on optical properties of

particle, its shape, and ratio of particle size to radius of laser spot.

The particle is heated up to high temperature, melting and evaporation start

(Fig. 1a). Evaporation of a particle leads to the formation of a vapor aureole around

the particle. Free electrons are generated in the vapor aureole as a result of thermal

emission from particle surface (if T < Tb) and isothermal ionization in vapor aureole

(if T > Tb). This leads to collisions of electrons with ions and atoms, and electron–

electron collisions. Ionization of vapor aureole due to reverse drag effect leads to

the development of electron avalanche and formation of micro-plasma spots around

the particle (Fig. 1b). The cascade ionization process is significant at high pressure

and longer laser pulse because under these conditions, electron–atom or electron–ion

collisions have sufficient time to occur during the laser pulse. Then, micro-plasma

spots are expanded due to thermal diffusion of electrons and ionization of molecules

and atoms of surrounding gas. Micro-plasma spots are merged, and plasma fireplace

is formed around the ensemble of particles (Fig. 1c). The plasma fireplace absorbs

laser radiation, and contributes to development and propagation of self-sustaining

shock wave in the gas–particle mixture (Fig. 1d). This shock wave leads to initiation

of detonation in surrounding mixture.

Fig. 1 Optical breakdown

on metal particle

(a) (b) (c) (d)
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   fieplace
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3 Mathematical Model

The mathematical formulation of the problem is divided into low-level and high-

level models. Low-level models correspond to the processes in the volume occupied

by an individual particle. The high-level models correspond to the processes in the

volume occupied by multiphase mixture.

Low-level models describe melting, heating, evaporation, and formation of vapor

aureole, appearance of free electrons due to thermal ionization on front of shock

wave, and development of electron avalanche due to reverse drag effect. The particles

are considered to have a uniform temperature distribution, and heterogeneous surface

reactions are neglected. When the temperature of the particle reaches the melting

point, the particle temperature is kept constant until an amount of heat equal to the

latent heat of fusion is transferred to the particle.

The equations describing electron avalanche in the vapor aureole include the

equation of heating of vapor aureole due to electron–atom collisions, the equation

of warming up of electrons, the ionization kinetic equation of vapor as a result of

electron impact and the equation of particle mass. The plasma in vapor aureole is

considered as an ideal gas. The Euler equations are used for the simulation of gas

dynamical processes in vapor aureole. A simple model of one-step chemical reac-

tion is used in order to reproduce explosion of individual particle. Threshold value

of optical breakdown on an individual particle is computed as a result of the solution

of low-level models.

The fluid and the solid particles are treated as two separated continua with mass,

momentum and energy conservation equations for each phase, continuity equations

for species, and conservation equations for solid particle numbers. The interactions

between the two continua are described using the source terms for the rate of mass,

momentum, and energy transfer. The data obtained from solution of low-level prob-

lems are used to calculate source terms in the governing equations describing high-

level problem. It is assumed that particles are uniformly distributed in the domain.

Some volume of the mixture depending on particle volume fraction is associ-

ated with each particle (individual reactor of a particle). The model of unsteady

well-stirred reactor is used to calculate physical quantities in this volume. The fuel–

oxidizer mixture is considered as one specie (reactant) and all the products are treated

as single specie (products).

The governing equations include conservative equations for mass, momentum,

total energy, and species densities with source terms due to the chemistry and to the

coupling with the solid phase. The conservation equations for the gaseous phase are

𝜕𝜌g

𝜕t
+ ∇ ⋅

(
𝜌gvg

)
= J;

𝜕𝜌gvg
𝜕t

+ ∇ ⋅
(
𝜌gvgvg

)
+ ∇p = F + J(v∗ − vg);

𝜕𝜌geg
𝜕t

+ ∇ ⋅
[(
𝜌geg + p

)
vg
]
= F ⋅ (vg − vs) + Z − J(v∗ − vs)2;

𝜕𝜌gY
𝜕t

+ ∇ ⋅
(
𝜌gYvg

)
= W.
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The conservation equations for the solid phase are

𝜕𝜌s

𝜕t
+ ∇ ⋅

(
𝜌svs

)
= −J;

𝜕𝜌svs
𝜕t

+ ∇ ⋅
(
𝜌svsvp

)
+ ∇p = −F − J(v∗ − vs);

𝜕𝜌ses
𝜕t

+ ∇ ⋅
(
𝜌sesvg

)
= −F ⋅ vs − Q.

Here, 𝜌, v, p, e, and Y are the density, velocity, pressure, specific total energy, and

reactant mass fraction for the gaseous phase. The velocity v∗ is the velocity of the

mass experiencing transition from the gas phase to the particulate phase. The sub-

scripts g and s refer to the gas mixture and particles, respectively. The reactant mass

fraction equals unity when the gaseous phase consists of the reactive substance A,

and it equals zero when the gaseous phase consists of the inert substance B.

The specific total energy of gaseous phase is given by

eg =
pg

(𝛾 − 1)𝜌g
+ 1

2
|||vg

|||
2
+ qY ,

where 𝛾 is the ratio of specific heat capacities (it is assumed common for both A and

B), and q is the heat release from the reaction. The equation of state of ideal gas is

p = 𝜌gRTg, where R is the gas constant.

The volume fraction of particles is assumed small enough (𝜒s → 0), and the par-

tial density and partial pressure of the gaseous phase are equal to those in a pure gas

mixture (𝜒g → 1). The particle volume fraction, 𝜒s, and the particle number density,

ns, are connected with the relation 𝜒s = (𝜋d3s∕6)ns, where ds is the particle diameter.

The partial density of particles is 𝜌s = 𝜒s𝜌
o
s , where 𝜌

o
s is the pure density of particle

material. The specific total energy of the solid phase is given by

es = csTs +
1
2
||vs||

2
,

where cs is the specific heat capacity of the solid species.

The source term W is the one-step Arrhenius kinetics law that describes the

progress of the reaction

W = −a𝜌gY exp
(
− E
RTg

)
,

where a and E are the reaction’s pre-exponential factor and activation energy,

respectively.

The source term F describes the momentum exchange between two phases, and

it is modeled as the drag on a spherical particle of the equivalent volume

F = 3𝜋CD𝜇ds
(
vs − vg

)
ns,



Laser Ignition for Pulse Detonation Engines 319

where CD is the drag coefficient, and 𝜇 is the dynamic viscosity of the gas. The cal-

culation of drag coefficient is based on empirical relationship depending on particle

Reynolds number Res = 𝜌g
|||vg − vs

||| ds∕𝜇. The dynamic viscosity is a function of

temperature

𝜇

𝜇0
=
(Tg
T0

)n

(n = 0.75),

where T0 is the temperature of the quiescent mixture, and 𝜇0 is the viscosity at the

temperature T0.

The source term Z describes the heat transfer between two phases, and it is mod-

eled as conduction heat transfer between the particles and the gas

Z = 𝜋𝜆Nusds
(
Tg − Ts

)
ns,

where Nus is the Nusselt number. The calculation of Nusselt number is based on

empirical relationship depending on particle Reynolds number and Prandtl number.

4 Computational Procedure

Equations describing heating and evaporation of particle, and development of elec-

tron avalanche are solved numerically to obtain the threshold irradiance required to

produce breakdown for a given pulse duration, using a Runge–Kutta fourth-order

technique with adaptive time step. Optical breakdown is assumed to occur when the

free electron density obtained during the laser pulse exceeds the given critical value

(1019–1020 cm
−3

).

Accurate simulation of detonations and explosions presents challenges for numer-

ical methods. The finite volume code, solving transient and fully compressible Euler

equations, has been developed for numerical simulation [16]. The detonation solver

uses the total variation diminishing (TVD) numerical schemes which are suitable for

shock capturing. Implementing an adequate chemical reaction mechanism has been

challenging. A one-step reaction mechanism has been developed following first prin-

ciples.

Nonlinear CFD solver works in an explicit time-marching fashion, based on a

three-step Runge–Kutta stepping procedure and piecewise parabolic method. The

governing equations are solved with Chakravarthy–Osher scheme for inviscid fluxes.

Convergence to a steady state is accelerated by the use of multigrid techniques, and

by the application of block-Jacobi preconditioning for high-speed flows, with a sep-

arate low-Mach number preconditioning method for use with low-speed flows. The

numerical simulations are performed in a rectangular computational domain using

a uniform Cartesian mesh with about 10 cells to resolve the structure of the reac-

tion zone. The length of the reaction zone is the smallest characteristic length of the
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problem (it is shorter than the length of dynamic and thermal relaxation times of

particles). Proper resolution of the reaction zone ensures that all other characteristic

lengths have been properly resolved.

5 Laser Pulse

The intensity of laser pulse is represented as a product of the maximal intensity, the

function describing the time distribution of the intensity, the function taking into

account the spatial distribution of the intensity, and the function describing absorp-

tion of radiation in the medium. The time distribution of the intensity is represented

by a continuous piecewise-linear function. In a plane normal to the direction of laser

pulse, the spatial distribution of the intensity is described by the normal distribution.

The theoretical peak intensity of laser pulse at any radial point is calculated for

given power and degree of focus. The laser does not reach its peak operating power at

the moment when it is turned on. It requires a short time to ramp up to its peak output.

For a laser pulse which lasts 8µs, the laser output reaches its peak intensity in about

one fourth of a pulse duration and will have dropped to roughly three-fourth of its

peak value when the laser is shut off. The laser model includes a ramp time parameter

during which time the laser’s output increases linearly to a maximum (Fig. 2).

Fig. 2 Intensity of laser

pulse as a function of time
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6 Results and Discussion

The source of laser radiation is provided by a pulsed chemical HF laser with the

following characteristics: time of laser pulse is 2.6µs, wavelength is 4.2µm, radius

of laser spot is 5 mm, and integral temporal characteristics is 1.5µs. Particle location

relative to the centerline of the laser beam, total energy, time, and shape of laser

pulse vary in the calculations. In all simulations, a Gaussian intensity profile in time

is assumed.

Figure 3 shows heating of metal particle up to the boiling temperature. The par-

ticle temperature depends on total energy of laser pulse and distance from particle

to centerline of laser beam. The first plateau at 923 K corresponds to the melting of

the particle. The second plateau at 2792 K corresponds to the boiling point. Larger

particles take a longer time to heat up to the melting point and the boiling point.

The results computed show that the energy required to heat particle up to evapo-

ration temperature depends on particle size and particle material [10]. The particle

reaches the temperature of phase transition for short time (about 1µs). Development

of electron avalanche takes about 0.1% from the time of breakdown formation.

Laser pulse with intensity of 1011 W/cm
2

leads to gas breakdown. In a laser-

induced plasma, inverse bremsstrahlung absorption leads to an increase in electron

energy. Electrons are able to ionize the surrounding gas and form an exponentially

growing electron cascade. Development of an electron avalanche in the form of its

dependence on the degree of ionization of the vapor aureole with time is shown

in Fig. 4. The particle is located on the centerline of the laser beam. The electron

avalanche is developed in 0.68µs from the laser pulse started, and ionization takes

place within a short time interval (about 0.04 µs). The electron density starts to grow

after a period of 0.5µs with an electron density not exceeding 10 cm
−3

. Beyond

this time, line suffers a sudden increase reaching a value of 1020 cm
−3

at a time of

Fig. 3 Temperature of
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Fig. 4 Development of

electron avalanche
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0.68µs. At that intensity, the rate of cascade ionization is so high that the breakdown

proceeds almost instantaneously to the critical electron density (1020 cm
−3

).

The degree of ionization as function of time and total energy of the laser pulse

is shown in Fig. 5. Micro-plasma spots around the particle are formed at an energy

of 1.03 J. Pre-breakdown conditions are sensitive to a small change of energy of the

laser pulse. The threshold of plasma formation is defined as a proportion of the laser

energy used up to the beginning of breakdown.

The particle temperature depends on the energy of laser pulse. The heating of

a particle to the boiling temperature with subsequent evaporation depends signifi-

cantly on the particle position. The particles which are peripheral with respect to the

beam centerline do not reach the mode of developed vaporization and fail to develop

conditions for the beginning of the plasma generating process. Because the radia-

tion intensity varies as a function of the distance from the beam centerline by the
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Gaussian law, the breakdown occurs at different times. No conditions of breakdown

are observed for the particle that is the most remote from the centerline.

Interaction of laser pulse with individual metal particle is related to one of the

following stages.

1. Pre-threshold energy of laser pulse (Q < 1 J). Energy of laser pulse is not enough

to ionize vapor aureole around particle. Evaporation of particle exists but degree

of ionization is small, and vapor aureole is transparent for laser radiation.

2. Near-threshold energy of laser pulse (Q = 1–2 J). Degree of ionization changes

from some percents to 100%.

3. Post-threshold energy of laser pulse (Q > 2 J). The process proceeds at com-

pletely ionized vapor aureole around particle. Ionization has an avalanche char-

acter within short time interval. Threshold intensity of LIB on metal particle

corresponds to that observed in experimental study6 (qualitative comparison is

complicated by various temporal profiles of laser pulse).

For modeling purposes, the reaction of particle material is considered to occur as

soon as the metal reaches the gas phase. It is assumed that this happens at a criti-

cal particle temperature. For metals such as magnesium, this temperature is usually

taken as the metal boiling point, whereas for aluminum, the oxide melting point is

usually used. A comparison of the peak temperature reached by the particle and the

ignition temperature reveals whether or not the particle was successfully ignited.

The time at which the particle reaches the ignition temperature (if it ever does) is

the reaction delay. The delay time for chemical reaction increases with increasing

particle size. This is consistent with the view that particles should be heated up to a

high enough temperature before chemical reaction occurs. Larger particles certainly

take longer to heat up than smaller ones, explaining the longer delay time.

Threshold intensity of LIB on metal particle corresponds to that observed in

experimental study [10] (qualitative comparison is complicated by various temporal

profiles of laser pulse).

The computational results are presented in Fig. 6 in comparison with the experi-

mental data [1] for flake aluminum particles in the hydrogen–oxygen–nitrogen mix-

ture. Volume fraction of hydrogen is 15%. Volume fraction of oxygen changes from

15 to 35%. Mass fraction of particles is 1 g/m
3
. At Q = 150 J, combustion of hydro-

gen takes place in small region adjacent to shock wave front. At Q = 200 J, the tem-

perature and pressure in shock wave front increase, and volume fraction of hydrogen

decreases on 20–30% for time of laser pulse. Further energy supply to mixture leads

to considerable increase in temperature and pressure in the mixture, and development

of unsteady gas dynamics processes in vapor aureole. At Q = 300 J, about 60% of

hydrogen is used, and at Q = 300 J, about 95% of hydrogen burns beyond the shock

wave front. The energy of laser pulse 350–400 J is the MPE of detonation.

Figure 7 shows the depth of penetration of laser beam into multiphase mixture and

locations of melting front (line 1), evaporation front (line 2), and plasma formation

front (line 3) as functions of mass fraction of particles. The melting, evaporation, and

plasma formation take place under the corresponding lines (half of computational
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domain is shown in the figures). When the mass fraction of particles increases, the

regions of melting, evaporation, and plasma formation become smaller.

The state of the multiphase mixture is described by the accumulative operat-

ing characteristics which is the intensity that passed through the computational

domain [4]

B(t, x, y, z) =
t

∫
0

I(𝜏, x, y, z)d𝜏.
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Fig. 8 Accumulative

operating characteristic as a

function of time

t, s
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Table 1 Specific values of

accumulative operating

characteristics, J/cm
2

Bsv Bvi − Bsv Be − Bvi

5.6 × 105 5.4 × 105 7.2 × 105

The specific values of the accumulative operating characteristics are the intensity

of laser pulse that passed through domain from the time evaporation, ionization and

optical breakdown started. Dependence of the accumulative operating characteristics

on time from which laser pulse started is presented in Fig. 8.

The specific values are shown in Table 1, where Bsv, Bvi and Be are the values of

the accumulative operating characteristics corresponding to the start of evaporation,

start of ionization, and start of optical breakdown. These values are only applicable

to the mixture of the given composition and properties of the laser pulse. In new

variables, dependencies describing interaction of laser pulse with particle (mass of

particle, temperature of electronic component, and degree of ionization) have uni-

versal form.

For a given material of the solid phase, the momentum and energy exchange

between the two phases depends on the particle volume fraction of the quiescent

mixture ahead of the shock, and the particle size. The structure of the detonation

wave is determined by the values of these two parameters. Higher initial particle

volume fractions result in higher momentum and energy transfer rates, and the det-

onation wave speed is expected to drop as particle volume fraction increases. Lower

particle diameters, under constant particle volume fraction, result in larger surface

area of particles and, therefore, higher momentum and energy transfer from the gas

to the particles. It is expected that smaller particle diameters produce larger drops in

the detonation wave speed. The effect of particle size is weaker with comparison of

the effect of particle volume fraction.
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7 Conclusion

Experimental and computational studies have indicated the possibility of initiation

of detonation using subcritical pulsed microwave discharges of various types. Det-

onation wave propagation in the combustion chamber is studied experimentally and

numerically.

The mathematical formulation of the problem was divided into low-level mod-

els and high-level models. The low-level models correspond to the processes in the

volume occupied by an individual particle. The high-level models correspond to the

processes in the volume occupied by the multiphase mixture. The data obtained from

solution of low-level problems are used to calculate source terms in the governing

equations describing high-level model. The solution of high-level model provides

volume fraction of particles and volume occupied by an individual particle.

Sub-models of optical breakdown on metal particle include heating of particle to

boiling temperature, evaporation, and formation of vapor aureole around the particle,

ionization of vapor aureole around particle and development of electron avalanche,

appearance of micro-plasma spots and their expansion, and propagation of shock

wave in the volume occupied by the particle. The threshold intensity of optical break-

down on individual metal particle, and its dependence on contributing factors (loca-

tion of particle, total energy and time of laser pulse, radius of laser spot) are studied.

Laser-induced detonation in the mixture of hydrogen with flake aluminum parti-

cles is simulated based on Eulerian approach, and MPE of detonation is calculated.

The results obtained agree well with the experimental data.
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Numerical Simulation of Reactive Gas Mixes
Flows in the Detonation Engine

S. N. Martyushov

1 Introduction

Mathematical modeling of gas flows with chemical reaction, with deflagration and

detonation reactions, namely flows in detonation engines, demands taking into

account a large number of physical factors: viscosity (laminar or turbulent), heat

conductivity, multicomponents diffusion, changing of energy from chemical reac-

tions, and so on. Example of such complex mathematical model can be found in [1].

On the other hand, new constructions of detonation engines have complicated geom-

etry of internal flows and using of non-ordinary boundary and initial conditions, for

example [2–4].

In these conditions, numerical algorithm construction can be provided in two

ways: first one—construction of algorithm from blocks for separate physical pro-

cess (gas dynamics, kinetics, turbulence models) (this has place, in particular, inside

of commercial complex of codes); second one—construction of algorithms conse-

quently as a whole one with connection to demands of approximation, convergence,

and conservativeness. In this paper, the attempt of the second way of an algorithm

realization was made.

2 Mathematical Model

Mathematical model based on the full system of gas dynamics equations accompa-

nied with the system of kinetic equations in the integral form was used for numerical

simulation of flows of reactive gas mixes. The state equations for each component of
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gas are set in tabular form, thus the enthalpy of formation and heat conductivity are

considered as tabular functions of temperature of gas mix (one temperature model).

The gas mix was assumed to be nonviscous.

The system of the equations of ideal gas and the kinetic equations in the integral

form for axial symmetric flows can be presented as follows:

d
dt ∮V

⃖⃖⃗UdV + ∮S
⃖⃗n ̂FdS + Φ = 0, (1)

where conservative unknowns vector will be:⃖⃖⃗Q = (𝜌, ⃖⃖⃗m, 𝜌e, 𝜌)ci, i = 1, ..., n, of length

i + 4, 𝜌, ci = 𝜌i∕𝜌—component density and concentration per unit mass, conse-

quently, Φ = (0, 0, 0, 0, 𝜌fi)—source term, vector of fluxes normal to boundary of

control volume can be written in the form

⃗Fn = n⃗ ̂F = (m⃗, m⃗∕𝜌 + P⃗I, m⃗(e + P) ∕ 𝜌, m⃗ci),

where pressure P = 𝜌RBT
∑

ci∕𝜇i—equation of state,

e = RBT
∑

ci∕𝜇i∕(𝛾 − 1) + V2∕2 +
∑

cihi

full energy of finite volume,
∑

cihi—internal energy of chemical reactions.

Equations of chemical reactions can be presented as follows:

N∑

i=1
𝛼ijAi =

N∑

i=1
𝛽ijBi j = 1, ...,M,

where M,N—number of reactions and components of the mix, 𝛼ij, 𝛽ij—

stoichiometric coefficients of direct and inverse reactions. Arrhenius hypothesis is

predicted for calculating the speeds of changing of mix components concentration

(Eq. 1, source term)

fi =
dci
dt

=
M∑

i=1
(𝛽ij − 𝛼ij)Wj( c⃗,T), (2)

where

Wj( ⃖⃗c,T) = kf
N∏

i=1
c𝛼iji − kb

N∏

i=1
c𝛽iji

kf ,b = Af ,kTlf ,bexp(−Ef ,b∕RT).
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Scheme with 9 hydrogen–air reactions, similar to the one used in [2] was used.

H(2) + O(2) = 2OH;H + O(2) = OH + O;

OH + H(2) = H(2)O;OH +M = H(2)O(2) +M;

H + H(2)O(2) = H(2) + HO(2);H + O(2) +M

H(2) + O = OH + H; 2H +M = H(2) +M;

2HO(2) = 2HO + O(2)

3 Numerical Algorithm

For application of modern TVD or ENO algorithms, transition to characteristic vari-

ables of full system of the equations for any number of components of gas mixes

is carried out. This procedure should be made because of convergence of arbitrary

TVD-algorithm vas proved in [7] only for one equation. Decomposition on eigenvec-

tors was made for real tabular equations of state. Transition was performed by Roe–

Pike method, for which we need not explicit definition of left eigenvectors matrix.

For this procedure sufficient to found intensity of characteristic waves. Let us define

difference of fluxes

ΔF = FR − FL =
N∑

k=1
Δi+1∕2Wk𝜆kr⃗k,

here Δi+1∕2Wk—intensity of k-characteristic wave. For calculation of flow throw the

bound of control volume we use the next relations:

FL +
N∑

𝜆k>0
Δi+1∕2Wk𝜆kr⃗i = FR +

N∑

𝜆k<0
Δi+1∕2Wk𝜆kr⃗i

Fi+1∕2 =
1
2
(FL + FR) −

1
2

N∑

i=1
Δi+1∕2Wk|𝜆k|rk, (3)

where r⃗i, ⃗Li—right and left eigenvectors of Jacobian matrix A( ⃗Q) = 𝜕

⃗Fn∕𝜕 ⃗Q, Δ ⃗W =
⃗LΔ ⃗Q.

For finding Δ ⃗W, one can use equality Δ ⃗W ⃗R = Δ ⃗Q , where

Δ ⃗Q = (Δ𝜌,Δ(𝜌U),Δ(𝜌V),ΔE,Δ(𝜌c1), ...,Δ(𝜌cn))T .
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System of the right eigenvectors r⃗i for A( ⃗Q) = 𝜕

⃗Fn∕𝜕 ⃗Q can be taken in the form:

r⃗1 = (0, 0, 1,V , 0, ..., 0)T
r⃗2 = (0, 0, 1,V , 0, ..., 0)T ,

r⃗3 = (1,U + a,V ,H + Ua, c1, ..., cn)T ,

r⃗4 = (1,U − a,V ,H − Ua, c1, ..., cn)T ,

r⃗5 = (0, 0, 0, h1, 1, ..., 0)T ,

r⃗6 = (0, 0, 0, h2, 0, 1, ..., 0)T ,

r⃗n = (0, 0, 0, hn, 0, ..., 1)T ,

⃗

𝜆 = (U,U,U + a,U − a,U, ...,U),

where U = ⃗Vn⃗, V = ⃗V𝜏—normal and tangential to bound of control volume com-

ponents of gas velocity. Denoting ΔW = (𝛼1, 𝛼2..., 𝛼n), we can solve system of linear

equations for finding components 𝛼1, 𝛼2..., 𝛼n:

𝛼2 + 𝛼3 + 𝛼4 = Δ𝜌 (4)

U𝛼2 + (U + a)𝛼3 + (U − a)𝛼4 = Δ(𝜌U)
𝛼1 + V𝛼2 + V𝛼3 + V𝛼4 = Δ(𝜌v)
V𝛼1 + 𝜔𝛼2 + (H + Ua)𝛼3
+(H − Ua)𝛼4 + Σn

i=1𝛼ihi = Δ(E)
ci(𝛼3 + 𝛼4) + 𝛼i = Δ(𝜌ci)

System (4) has the simple decision for arbitrary number of gas mix components:

𝛼2 = Δ𝜌(H − U2 − Σn
i=1cihi) (5)

+Δ(𝜌U)U + Σn
i=1hiΔ(𝜌ci) − ̃E)∕𝜔

𝛼4 = ((U + a)Δ𝜌 − Δ(𝜌U) − a𝛼2)∕2a;

𝛼3 = (−(U − a)Δ𝜌 + Δ(𝜌U) − a𝛼2)∕2a;

𝛼1 = Δ(𝜌V) − VΔ𝜌
𝛼i+4 = Δ(𝜌ci) − ci(Δ𝜌U − 𝛼2), i = 1, ..., n
̃E = ΔE − V(Δ(𝜌V) − VΔ𝜌).

Analogous formulae can be written for three-dimensional case. For state equa-

tions of real gases, mathematical model (1)–(5) was modified in the next way. Adi-

abatic quotient 𝛾 was calculated in connection with classic formulae for value of 𝛾

for one, two, and three atomic gases:

𝛾 = Σi15ci∕7 + Σi25ci∕3 + Σi34ci∕7

where i1, i2, i3—number of one, two, and three atomic components of gas mixes.

Calculation of temperature on every time step was provided with respect to depen-

dence of enthalpy formation from temperature by iterative algorithm:
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P = (𝛾 − 1)(𝜌e − 𝜌

⃗V2∕2 + Σi𝜌ihi(Tn), (6)

Tn+1 = P∕𝜌RB
∑ ci

𝜇i

In connection with [3] for real state equations, parameter 𝜔 for the calculation of

𝛼2 was calculated by the formulae

𝜔 = H − 𝜌U2∕(𝜕P∕𝜕i),

where i—internal energy of gas mix (for ideal gases 𝜔 = a2∕(𝛾 − 1).
The second aspect of numerical algorithm, which should be provided for all

equations and processes simultaneously, is normalizing of all physical unknowns.

Because of high meanings of chemical reaction constants and of temperature value

during detonation process, normalizing of gas dynamics parameters and constants

of Arrhenius formulae where providing, namely: pressure was normalized by 𝜌0q,

temperature—by q∕R, where q,R—enthalpy of formation of mass unit for water

(gas) and gas constant for dry air. Time was normalized by l∕
√
q, gas velocity and

sound speed was normalized by
√
q. Energy of activation of mass unit Ef ,b and pre-

exponential factor in (2) were normalized by q and
√
q, consequently (as usual for

gas dynamics equation constant of normalizing is speed of sound of resting gas).

The third aspect of numerical algorithm, which should be provided for all equa-

tions and processes simultaneously, is one scale of time step. System of equations

of kinetics are stuff systems of ODE’s, which can be solved separately by numerical

multistep methods for ODE (Gir algorithm for stuff systems, for example). Multistep

method for gas dynamics system (Runge–Kutta as usual) has its own time step. In

this situation, it seems natural to use one time approximation for all processes (in

this work Runge–Kutta was used). Spatial discretization was made on the basis of

TVD schemes of Harten and Chakravarthy–Osher.

The last element of algorithm, which should be discussed, is non-usual boundary

condition. Some constructions of detonation engines are [2–4] based on the effect

of periodic (in time or space) closing of the ring nozzle. Nonstationary boundary

condition in this case can be formulated in the following form. Meanings of pressure

P′
,P′′

for supersonic and subsonic regimes of flows for Laval nozzle (with quotient

S∕S∗ = 𝜆 and meanings of gas dynamics values in reactor 𝜌m,Pm) can be found as

roots of nonlinear equation:

(P∕Pm)1∕𝛾 (1 − (P∕Pm)(𝛾−1)∕𝛾 )1∕2 = (2∕(𝛾 + 1))1∕(𝛾−1)((𝛾 − 1)∕(𝛾 + 1))1∕2∕𝜆 (7)
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In these conditions, gas dynamics values on Laval nozzle exit can be found as

follows:

u = 0 when Pm < Pp;

P = Pp when P′
< Pp < Pm;

P = P′
, u = umax

√
1 − (P∕Pm)(𝛾−1)∕𝛾 (8)

𝜌 = 𝜌∗(P∕P∗)1∕𝛾
when P′′

< Pp < PPm

𝜌uS = 𝜌∗u∗S∗, 𝛾P∕(𝛾 − 1)𝜌 + u2∕2 = u2max∕2
when Pp < P′′

.

4 Numerical Simulations of Test Problem: Detonation
Appearing on the Front of Plane Strong Shock Wave

Plane shock wave is situated in two-dimensional channel between two cylinders,

filled with hydrogen–oxygen mix moving with the speed of shock wave(shock wave

initially stable). From some value of intensity of shock (Mach of shock wave is near

to 4.2) at some time from the beginning of calculation process spot of detonation

on the front of shock wave appears. This detonation structure grows faster in size

and begins to interfere with borders of the channel. This Mach interference lead to

accelerating of wave front, wave became a detonation one, and line of it front became

characteristic “tulpe” form, Fig. 1. Chemical reactions on the front are proved by

level lines of concentration of hydrogen, Fig. 2.

Fig. 1 Isopicts of

detonation spot on the shock

wave
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Fig. 2 Level lines of

hydrogen concentration for

the same time moment
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5 Numerical Simulations of Flow in Levin–Tarasov
Detonation Engine

Different designs of detonation engine have been proposed and investigated during

the past decades. The advantages of type of detonation engine, introduced in [2] are:

the absence of moving parts in its design; continuity injection of fuel into resonator;

and very high frequencies of cycles. This engine comprises a reactor, where fuel–

oxidizer mixture is prepared for detonation and a resonator chamber of semisphere

form, Fig. 1.

By the idea of authors, the detonation cycle consists of the next steps:

(1) jet from ring nozzle focus near the center of the resonator and reject as spherical

shock wave;

(2) shock rich the bounds of resonator, reject from it, and again focus near center,

which provide detonation wave;

(3) spherical detonation wave moves to the bound of the resonator, when it rich it

ring nozzle is closed;

(4) Intensive jet of products of detonation moves from the resonator, pressure in the

resonator fall down, ring nozzle become open and new cycle of engine periodic

work begin.

Flow in Levin–Tarasov detonation engine was investigated numerically by num-

ber of authors (one of the best investigations was made by [6]). As a result, the

detonation appears not only at every cycle of pulsation in resonator but also at other

cycles which consist of fast deflagration. This phenomena cannot be explained in

scheme of flow in resonator, which was declared by authors of construction [4]

(Fig. 3).

Aim of our investigation was testing the structure of flow in resonator during

working cycle and in particular at the moment of detonation appearing. Numerical
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simulations were provided on the basis of mathematical model explained in previous

section. By the results of calculation (Figs. 4 and 5), zone of high pressure and tem-

perature establishes near bound of resonator. In this region, large amount of gas mix

is collected. Without connection to rejection of ring jet from the center of the res-

onator, this amount enlarges and at one moment begins to move to the exit from res-

onator. During this movement, high-speed rotor near ring nozzle appears and close

it. query Kindly check the phrase ’and close it’ for clarity.

Moment of detonation appearing in pulsing detonation engine of Levin–Tarasov

can be defined by the rising of pressure in resonator and, closing of ring nozzle

(numerically defined by boundary condition (8)). Detonation appears in ring rotor

flow near nozzle Fig. 4. After closing of resonator chamber, strong jet of products of

detonation propagates outside the resonator Fig. 5. As a result, it can be pointed work

of this detonation engine based on fast deflagration appearing as the result of heating

walls of resonator and that detonation appears ones for some circles in dependence

of resonator size.

Fig. 3 Scheme of resonator

of PDE with ring nozzle

Fig. 4 Isopicts and velocity

vectors in resonator when

ring nozzle closing
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Fig. 5 Isopicts and velocity

vectors in resonator; jet

expansion

6 Conclusions

Nonlinear difference TVD method for the calculation of problems of reactive gas

mixes flows (with arbitrary number of components and real equations of state for

them), especially for detonation wave appearance for curvilinear grids for nonviscous

case was constructed.

Test problem of detonation appearing on plane shock wave of sufficient intensity

was calculated for the verification of numerical method.

Flow in resonator chamber of well-known Levin–Tarasov PDD was numerically

simulated and mechanism of nonperiodic detonation appearance was discussed.
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On the Propagation of Planar Blast Waves
Through Nonuniform Channels
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Nomenculture

a Sound speed, m/s

A Channel cross-sectional area, m2

M Mach number

p Pressure, N∕m2

Q 𝜕p∕𝜕t + 𝜌a𝜕u∕𝜕t, kg/m-s
3

t Time coordinate, s

u Velocity, m/s

W Shock wave velocity, m/s

x Axial coordinate, m

𝛼 Coefficient function

𝛽 Coefficient function

𝛾 Ratio of specific heats

𝜌 Density, kg∕m3

Subscripts

0 Initial or undisturbed gas state

s Property on the shock
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1 Introduction

The propagation of shock waves through nonuniform channels with slowly varying

cross sections has been studied analytically from the 1950s. Notably, the work of

[1] was one of the first analytical treatments of shock wave dynamics in a channel.

Chester provided a linearized solution to the problem of a transmitted shock wave in

a channel of nonuniform cross-sectional area, namely, channels that feature mono-

tonically increasing or decreasing cross-sectional area. The solution allowed for an

approximate determination of the change in shock strength over a finite length of

channel of arbitrary shape. A significant result was that the shock strength averaged

at any time over the flow cross-sectional area is proportional to the change in area

of the channel. A similar theoretical treatment by Chisnell [2] yielded a closed-form

approximate expression for the change in shock strength as a function of channel area

by using a steady-state analysis. This was achieved by neglecting the reflected distur-

bances generated by the shock. The final major theoretical treatment was that of [3].

Whitham’s theory allowed for the computation of the shock motion without directly

determining the flow field following the shock. The shock motion was determined by

integrating the Rankine–Hugoniot shock jump conditions on the forward propagat-

ing characteristic, which yielded an explicit relationship for the channel area and the

local Mach number. The shock strength and channel area relation obtained is exact to

that of Chester and Chisnell. This approximate theory has been used in analyzing the

motion of shock waves in various geometries with accurate results. Collectively, the

theory is known as the CCW theory in recognition of the three authors. It can also

be noted that the CCW theory is the basis for formulating the theory of geometrical

shock dynamics [4].

In the case of blast waves, or shock motion with a nonuniform flow field following

the shock, the application of the CCW theory is not entirely appropriate. This is due

to the CCW theory neglecting gradients in the flow field just behind a shock wave,

which strictly prohibits its application to initially uniformly propagating shocks. In

regards to this aspect, [5] provided a theoretical framework for the generalization

of the CCW theory. The motion of a shock through a channel of slowly varying

cross section was reconsidered and described by an infinite sequence of ordinary

differential equations. Truncation was used to show the varying degree of approxi-

mation between the original CCW theory and the generalized CCW theory with the

inclusion of higher order terms for cylindrical and spherical shock motion. In this

manner, a nonuniform flow field following the shock can be taken into account. Best

applied the generalized theory successfully to the propagation of underwater blast

waves. The theory was shown to have excellent agreement with the approximate

Kirkwood–Bethe [6] method.

The focus of the current work is to understand the propagation of planar blast

waves through nonuniform channels using the generalized theory of Best. It is

desired to analyze the case of an arbitrary strength shock that is being overtaken

by a rarefaction wave. For this particular wave process, the overtaking rarefaction

creates a nonuniformity in the flow behind the shock that can largely influence the
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shock wave propagation dynamics as it traverses through a channel area change. The

original CCW theory is unable to account for this nonuniformity that is present in

decaying shock and blast wave profiles. For the case of a decaying shock wave, the

shock profile has been analytically described by Sharma et al. [7] and will be used

in conjunction with the generalized CCW theory. Similarly, the classical [8–10] (S–

vN–T) blast wave will be analyzed with the generalized theory. The present analysis

will enable the description of blast wave dynamics for both an arbitrary strength

shock and in the case of a strong shock limit assumption. The dynamics of such pla-

nar waves in nonuniform channels have yet to be discussed in the literature when

accounting for the nonuniform flow behind the wave. Lastly, the results will be com-

pared with the results of planar shock waves to demonstrate the difference in shock

and blast propagation through nonuniform channels.

2 Governing Equations

2.1 Area–Mach Relation

The area–Mach (A–M) relation is a classical result obtained by [1–3] from lineariza-

tion of the governing equations of inviscid, quasi-one-dimensional flow with no heat

transfer or mass addition. Substituting the Rankine–Hugoniot shock jump conditions

on the forward propagatingC+ characteristic yields the ordinary differential equation

dM
dx

= − 1
g(M)

A′(x)
A(x)

(1)

where the prime denotes the derivative in A(x), and where the function g(M) is given

by

g(M) = M
M2 − 1

(
1 + 2

𝛾 + 1
1 − 𝜇

2

𝜇

)

×
(
1 + 2𝜇 + 1

M2

)
(2)

and

𝜇
2 = (𝛾 − 1)M2 + 2

2𝛾M2 − (𝛾 − 1)
(3)

It is noted that through linearization, the accuracy of the above result is dependent

upon the condition that

a0M
𝜌a2u
a + u

||||
A′(x)
A(x)

|||| ≫
||||
a0M
a + u

− 1
||||
||||
𝜕p
𝜕t

+ 𝜌a𝜕u
𝜕t

||||
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([5]). The term ||a0M∕(a + u) − 1|| is a measure of the coincidence of the C+ char-

acteristic and the shock wave; it becomes zero as M → 1, and approaches 0.215

as M → ∞ for 𝛾 = 7∕5. Similarly, the term |𝜕p∕𝜕t + 𝜌a𝜕u∕𝜕t| is a measure of the

nonuniformity of the flow behind the shock and is exactly zero for uniform planar

shock motion, but is generally very small for planar shock waves [11]. These con-

ditions are what justify the assumptions of (1) and make the A–M relation a good

approximation for describing the dynamics and strength of a shock wave as it tra-

verses through a nonuniform area change.

2.2 Higher Order Equations

For the cases of decaying shock and blast wave propagation, such that the wave is

continuously being overtaken by a rarefaction wave, the term |𝜕p∕𝜕t + 𝜌a𝜕u∕𝜕t| can

be very large, thereby violating the inequality relation that permits use of the A–M

relation. This is especially true if the transient and spatial decay rates of such waves

are rapid. The theory of shock dynamics must therefore be extended to take into

account the nonuniformity of the flow following the shock wave. This generalization

was carried out by Best [5]. Best reconsidered the propagation of a shock wave down

a channel of slowly varying cross section and determined that the motion of the shock

wave is governed by an infinite sequence of ordinary differential equations given by

dM
dx

= −
[

1
g (M)

A′(x)
A(x)

+ f (M)Q1

]
, (4)

where

dQn

dx
= −

[
𝜕
n

𝜕t

(
𝜌a2u
a + u

)
A′(x)
A(x)

+
n∑
i=1

{(
n
i

)
𝜕
i

𝜕t

( 1
a + u

)
Qn+1−i

}

+ 𝜕
n−1

𝜕t

(
𝜕(𝜌a)
𝜕t

𝜕u
𝜕x

− 𝜕(𝜌a)
𝜕x

𝜕u
𝜕t

)

+
(

1
a + u

− 1
a0M

)
Qn+1

]
(5)

for n = 1, 2, 3, ..., where the variables Qn are defined by Qn = 𝜕
n−1
t (𝜕p∕𝜕t+

𝜌a𝜕u∕𝜕t),

f (M) = (𝛾 + 1)
(
(𝛾 − 1)M2 + 2

)(
(𝛾 − 1)M2

− (𝛾 + 1) 𝜈M + 2
){

2a30M𝜌0

(
2M2
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+ (𝛾 + 1) 𝜈M − 2
)(

(𝛾 + 1) 𝜈 (6)

+ 2 (𝛾 − 1)M3 + (𝛾 + 1) 𝜈M2 + 4M
)}−1

and

𝜈
2 =

(
(𝛾 − 1)M2 + 2

)(
2𝛾M2 − (𝛾 − 1)

)

(𝛾 + 1)2 M2
(7)

These equations have been recast from that reported by Best for convenience to

include ordinary derivatives of the spatial coordinate x as opposed to time t. By

using the general Leibniz rule combined with the characteristic form of the gov-

erning equations, Best obtained explicit formulas for the nth-order time and space

partial derivatives of p, u, 𝜌, and a. These formulas are not repeated here; however, it

is noted that the expressions were reduced in terms of the Rankine–Hugoniot shock

jump conditions and channel area profile.

It is obvious that truncation is required in order to obtain a closed set of ordinary

differential equations in terms of the Mach number M and variables Qn. As a first-

order approximation for n = 0, (5) becomes null and therefore truncating Q1 in (4)

yields the classical CCW A–M relation. Moreover, for higher order approximations,

the term Qn+1 is truncated to yield a closed set of n + 1 coupled ordinary differential

equations in the variables M and Qn such that each equation is coupled to its succes-

sor. This is the same closure scheme of [5], where details regarding the convergence

of such a closure scheme were discussed.

For the purposes of this work, only a second-order approximation is considered

and the resulting equation set is used to describe the motion of decaying shock waves

and blast waves in nonuniform channels. Therefore, with n = 1, the resulting equa-

tion set takes the form

dM
dx

= −
[

1
g (M)

A′(x)
A(x)

+ f (M)Q
]

(8a)

dQ
dx

= −
[
𝜕

𝜕t

(
𝜌a2u
a + u

)
A′(x)
A(x)

+ 𝜕

𝜕t
(𝜌a) 𝜕u

𝜕x

− 𝜕

𝜕x
(𝜌a) 𝜕u

𝜕t
+ 𝜕

𝜕t

( 1
a + u

)
Q
]

(8b)

In the above equations,Q1 has been replaced withQ, whereQ = 𝜕p∕𝜕t + 𝜌a𝜕u∕𝜕t.
The nonuniformity of the flow following the shock is accounted for in this second-

order approximation. In essence, this second-order approximation allows for an ana-

lytical description of waves in nonuniform channels where the initial value of Q is

nonzero. In the event the initial condition Q0 = 0, namely the gradients in the flow

field following the shock are exactly zero, the shock motion is simply that of a uni-

formly propagating shock. However, in the case where Q0 < 0, the shock motion is
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representative of a shock that is being overtaken by a rarefaction wave resulting in the

propagation of a decaying shock. It is also worth noting that for decaying shock and

blast waves, the rarefaction following the wave is continuously overtaking the wave

causing a decrease in the strength and speed of the wave as it propagates. Similarly,

when the wave is subjected to a nonuniform area change, the effects of the chang-

ing area alter the wave dynamics. This process is a coupling between the effects of

the following rarefaction and the change in channel cross-sectional area. The current

work does not exactly treat this coupling in closed form. However, the effects of the

overtaking rarefaction enter the analysis through the initial condition imposed on Q.

This aspect will be further discussed in the following sections.

As previously mentioned, it is desired to use the second-order approximation of

(8) in the context of the strong shock limit to analyze the behavior of the S–vN–T

blast wave in nonuniform channels. In the development of the S–vN–T blast wave

theory, the pressure ahead of the wave is assumed to be negligible compared to the

pressure behind the wave. As a result, the Mach number becomes a meaningless

quantity and focus must be redirected to the shock wave speed W = a0M. Applying

this consideration and the strong shock limit to (8), the equations can be recast into

the form

dW
dx

= −
[

1
r (W)

A′(x)
A(x)

+ s (W)Q
]

(9a)

dQ
dx

= −
[
𝜕

𝜕t

(
𝜌a2u
a + u

)
A′(x)
A(x)

+ 𝜕

𝜕t
(𝜌a) 𝜕u

𝜕x

− 𝜕

𝜕x
(𝜌a) 𝜕u

𝜕t
+ 𝜕

𝜕t

( 1
a + u

)
Q
]
, (9b)

where the functions

r(W) =

(
2 + 𝜆

)(
𝜆 + 2 (𝛾 − 1)

)
𝜆2W

(10)

and

s(W) = (𝛾 − 1) (𝛾 + 1) (𝜆 − 𝛾 + 1)
2𝜌0W2 (𝜆 + 2) (𝜆 + 2 (𝛾 − 1))

(11)

with

𝜆
2 = 2𝛾 (𝛾 − 1) (12)

Hence, in the strong shock limit for blast waves, two coupled ordinary differential

equations are obtained in the shock speed W and variable Q.

A final remark is given regarding the nature of the second equation in (8) and (9).

Substitution of the first-order partial time and space derivatives is required to show



On the Propagation of Planar Blast Waves Through Nonuniform Channels 345

the complete structure of these equations. By using the formulas obtained by [5], the

Rankine–Hugoniot shock jump conditions for (8b), and the strong shock limit jump

conditions for (9b), the following equations are obtained:

dQ
dx

= 𝛼1(M)A
′(x)
A(x)

Q + 𝛼2(M)dM
dx

Q

+ 𝛼3(M)
(dM
dx

)2
+ 𝛼4(M)A

′(x)
A(x)

dM
dx

(13)

+ 𝛼5(M)
(
A′(x)
A(x)

)2

dQ
dx

= 𝛽1(W)A
′(x)
A(x)

Q + 𝛽2(W)dW
dx

Q

+ 𝛽3(W)
(dW
dx

)2
+ 𝛽4(W)A

′(x)
A(x)

dW
dx

(14)

+ 𝛽5(W)
(
A′(x)
A(x)

)2

In this form, 𝛼i has functional dependence 𝛼i = 𝛼i
[
p, u, 𝜌, a, dp∕dM, du∕dM, d𝜌∕dM

]
where 𝛽i in the strong shock limit has functional dependence 𝛽i = 𝛽i

[
p, u, a, dp∕dW

]
.

Explicit formulas were obtained within a Mathematica environment for 𝛼i and 𝛽i; for

brevity, these relations are not reported here. It is evident that the shock wave motion

for a second-order approximation is governed by two first-order coupled nonlinear

ordinary differential equations. A Mathematica environment was used to numerically

compute solutions to these governing equations given a channel cross-sectional area

profile A(x) and initial conditions M0 or W0, and Q0.

3 Shock and Blast Wave Propagation

3.1 Decaying Planar Shock Wave

For application of the current work to planar decaying shock waves, it is required to

know the behavior of these waves in constant cross-sectional area channels. Sharma

et al. [7] provided an analytical solution for the case of a shock wave that is being

overtaken by a rarefaction wave. The solution satisfies the governing equations and

most of the boundary conditions but only approximately satisfies the entropy and par-

ticle velocity jump boundary conditions. Despite this aspect, the resulting error was

determined to be very small even for strong shock waves. The nature of the solu-

tion is self-similar with respect to the variable z = t∕h where h is the Lagrangian
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mass coordinate and has the relationship, 𝜕x∕𝜕h = 1∕𝜌. Moreover, the solution is

obtained by considering a piston in a confined channel that begins to move forward

with a prescribed velocity into an undisturbed gas that is initially at rest. The instan-

taneous piston motion at t = −tp from a distance x = −xp creates a uniform shock

wave with Mach number Ms that begins to traverse the length of the channel. At a

later instant, the piston suddenly stops at t = 0 and distance x = 0, propagating an

unsteady rarefaction into the disturbed uniform gas behind the shock wave. At a time

defined by t0 and distance x0, the leading characteristic of the unsteady rarefaction

catches the shock wave and begins to overtake the shock. The analytical solution is

dependent upon the change in entropy state behind the shock at the initial and final

conditions of the decay.

Sharma et al. [7] detailed the behavior of the decay from the initial shock strength

to an eventual acoustic wave using a derived shock propagation law. This solution is

shown for an initial shock Mach number of 3.0 for various values of 𝛾 in Figs. 1 and 2.

Although, not shown in these figures, the far-field behavior as x∕x0 → ∞ approaches

Fig. 1 Planar shock wave

Mach number decay versus

x∕x0
γ

γ

γ

Fig. 2 Planar shock wave

pressure ratio decay versus

x∕x0
γ

γ

γ
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Fig. 3 |Q| =|𝜕p∕𝜕t + ua𝜕u∕𝜕t| evaluated

on the decaying shock versus

x∕x0 in units of kg/m-s
3

γ
γ
γ

that of an acoustic wave of M = 1 and ps∕p0 = 1 as a result of the Riemann invariant.

Despite not showing the far-field solution, it can be noted that at a distance of x∕x0 =
10, the quantity |∇ps∕∇ps,0| evaluated on the shock has approached 0.004, 0.028, and

0.052 for 𝛾 = 5∕3, 7∕5, and 4∕3, respectively. This is an indication that the spatial

decay rate is very rapid in the immediate near-field region of the decaying shock

solution.

Although the spatial decay rate is shown to only be rapid in the near field, the

defined quantity Q is the main parameter of interest for the current work. Evaluation

of Q = 𝜕p∕𝜕t + ua𝜕u∕𝜕t on the shock is shown in Fig. 3. It is evident that despite

having a more gradual decay beyond x∕x0 = 100, the magnitude of |Q0|, where the

subscript indicates the initial condition for the Q equation, is relatively high even at a

distance x∕x0 = 1.0 × 103 for all values of 𝛾 . This is a consequence of the nonunifor-

mity of the flow causing the decay in strength and speed of the shock wave. This result

also demonstrates the invalidity of the A–M relation for describing the dynamics of

a planar decaying shock wave that is subject to a given cross-sectional area change.

The magnitude of |Q| in this particular case would likely render the inequality con-

dition that permits the use of the A–M relation untrue.

3.2 Sedov–von Neumann–Taylor Planar Blast Wave

Similar to the previous section, it is required to know the dynamics of the S–vN–T

planar blast wave in a constant cross-sectional area channel for application of the

current work. The classical planar blast wave solution was achieved by similarity

arguments upon which a self-similar shock motion was derived as the result of an

intense explosion subject to the strong shock limit. The solution is readily obtained

by introducing an initial charge energy E0 at the origin of the channel and applying

the derived similarity relations.
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It is important to note in the far field where the pressure ahead of the shock is

no longer negligible, the strong shock limiting assumption begins to break down,

making the blast solution invalid. More important, similarity break down once p0 is

introduced into the defining variables of the physical problem. It is for this reason that

the solution of [7] is used in this study to analyze both arbitrary strength decaying

shocks and shocks in the strong shock limit. For t > 0, the subsequent blast motion

was obtained in closed form by Sedov [8] for a constant initial gas density; however,

for the purposes of this work, the solution procedure outlined by Kamm [12] has

been used. For an initial charge energy of 1.0 MJ and constant undisturbed gas den-

sity of 𝜌0 = 1.0 kg∕m3
, the blast motion and strength are shown in Figs. 4 and 5 for

various values of 𝛾 , respectively. Physical variables are shown in order to differenti-

ate between the different values of 𝛾 as a consequence of the self-similarity solution.

In this representation, x0 is defined as the distance traveled by the blast following

a time of t0 = 1.0 ms in order to negate the singularity at the origin. Similar to the

decaying shock wave, the S–vN–T blast wave has a very rapid decay behavior in the

near-field solution. In the case of planar blast waves at a distance of x∕x0 = 10, the

quantity |∇ps∕∇ps,0| evaluated on the shock has approached 0.01 for all values of 𝛾 .

This is again an indication that the spatial decay rate is very rapid in the immediate

near-field region of the blast wave solution. However, as mentioned previously, the

defined quantity Q is the main parameter of interest for the current work. Therefore,

Q is once again evaluated on the shock for the S–vN–T blast solution and the results

are shown in Fig. 6. It is evident that despite having a more gradual decay beyond

x∕x0 = 50, the magnitude of |Q0| is very high even at a distance x∕x0 = 1.0 × 103
for all values of 𝛾 . This is attributed to the nonuniformity of the flow causing the

rapid decay in strength and speed of the blast wave. This result also demonstrates

the invalidity of the A–M relation for describing the dynamics of a planar blast wave

when traversing a cross-sectional area change.

Fig. 4 Planar S–vN–T blast

wave velocity decay versus

x∕x0
γ

γ

γ
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Fig. 5 Planar S–vN–T blast

wave pressure decay versus

x∕x0
γ

γ

γ

Fig. 6 |Q| =|𝜕p∕𝜕t + ua𝜕u∕𝜕t| evaluated

on the decaying blast versus

x∕x0 in units of kg/m-s
3

γ
γ
γ

4 Results and Discussion

It is desired to analyze and discuss the nature of the solutions to (8) and (9) for

converging and diverging channels for arbitrary strength shocks and shocks in the

strong shock limit. For the remainder of this paper, the channel under consideration

consists of an initial cross-sectional area of 1.0 m
2

with a concave or convex angle

of 1.0◦ for converging or diverging channels, respectively. It is also noted that the

cross-sectional area must always be monotonically increasing or decreasing for the

A–M relation and the current work to be applied. The ratio of specific heats for the

gas is taken as 𝛾 = 7∕5. For an initially planar shock wave, it follows that Q0 ≡ 0 and

a direct comparison can be made between the A–M relation and the current second-

order approximation. In essence, both orders of approximation experience the same

coincidence between the C+ characteristic and the shock trajectory. Therefore, mak-

ing Q0 = 0 allows for isolating the effects of Q on the solution behavior.

Figure 7 shows the behavior of planar shock waves with initial Mach num-

bers of 2.0 and 4.0 for both converging and diverging channels. It is clear that for
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Fig. 7 Comparison of A–M

relation and second-order

approximation for initial

shock Mach numbers of 2.0

and 4.0 in converging and

diverging channels

converging channels that the A–M relation and second-order approximation have

very good agreement. This indicates that the converging channel area is the primary

source that influences the strength of the shock. Additionally, in the case of Q0 = 0,

the contribution of |Q| in the converging geometry is negligible. However, for the

diverging channels, the two solutions begin to diverge. This is caused by the initial

increase in |Q| as the shock traverses the diverging channel. Figure 8 better demon-

strates the disagreement for diverging channels. It is evident that the second-order

approximation approaches an acoustic wave much faster for both initial shock Mach

numbers. However, the deviation is more pronounced for the initial shock Mach num-

ber of 4.0. The large deviation is caused by the introduction of Q into the second-

order approximation. Although the initial condition Q0 = 0 is being imposed, once

the wave begins to propagate into the diverging channel, the value of |Q| momentar-

ily becomes very large on the shock as a result of the initially uniform shock wave

starting to decay. It should be noted that the effects of re-reflected disturbances are

not accounted for in this study. Moreover, the degree to which these disturbances

influence the shock trajectory in counter to the changing area and |Q| may become

more significant at large distances from the start of the area change. Further analy-

sis would be required to formally assess this aspect of shock waves propagating in

diverging channels.

Figure 9 compares the A–M relation and the second-order approximation in the

strong shock limit for Q0 = 0 with initial shock wave velocities of 5 and 10 km/s.

This figure clearly shows that for converging channels, the A–M relation and second-

order approximation have very good agreement. Once again, this is an indication that

the influence of Q in converging channels is negligible compared to the effects of the

converging channel area. The same is not true for the case of diverging channel areas.

In the strong shock limit, the second-order approximation yields a nonphysical zero

shock velocity at A∕A0 of approximately 37.5. Similar results were obtained by [5]

for spherical and cylindrical diverging geometries in the strong shock limit. This is

mostly caused by the introduction of Q into the second-order approximation, but is

also influenced by the divergence in coincidence between the C+ characteristic and
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Fig. 8 Comparison of A–M

relation and second-order

approximation for initial

shock Mach numbers of 2.0

and 4.0 in diverging channels

Fig. 9 Comparison of A–M

relation and second-order

approximation for initial

shock velocities of 5 and

10 km/s in the strong shock

limit for converging and

diverging channels

the shock wave trajectory. A singularity in Q is approached in (14) for diverging

channel area geometry. For the case of weaker shocks, this is likely avoided as the

strong shock limit assumption is removed and the fact that the C+ characteristic and

shock trajectory become more coincident.

It is also desired to consider the influence of Q0 on the behavior of the solu-

tions in both converging and diverging channel geometries. In the strong shock limit,

only the converging geometries are considered. For an initial shock Mach num-

ber of 2.0, the solution of (8) is shown in Fig. 10 for values of Q0 ranging from

0, −1.0 × 105, −1.0 × 106, and − 1.0 × 107 kg/m-s
3
. For the case of a converging

channel, it is evident that the planar shock dynamics become independent of the ini-

tial nonuniformity of the flow Q0. As a result, all the solutions of the second-order

approximation collapse on the A–M relation. A similar result was obtained by [5]

for the case of converging cylindrical and spherical shocks in the strong shock limit.

This result has yet to be reported for an arbitrary strength shock in converging planar

geometry. Furthermore, it should be noted that a deviation in the converging channel

solution was achieved for values of Q0 that were orders of magnitude above those
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Fig. 10 Comparison of

A–M relation and

second-order approximation

for an initial shock Mach

number of 2 for converging

and diverging channels at

various Q0

obtained from the solution of [7] for a decaying shock wave with an initial Mach num-

ber of 3.0. Given the physical considerations of the decay process, the values were

deemed nonphysical and disregarded from the analysis. For the diverging channel

geometry, the initial value of Q0 significantly influences the rate at which the decay-

ing shock wave approaches an acoustic wave. For these cases, it intuitively follows

that the larger the initial value of |Q0|, the more rapid the physical decay of the wave

that is taking place. However, the solutions reported in Fig. 10 must be taken with

caution as the influence of re-reflected disturbances has not been taken into account.

It is likely that the solutions are more accurate for smaller channel expansion area

ratios although this suggestion would require further analysis and possibly experi-

mental data to confirm.

For the strong shock solutions of (9), the same behavior was obtained for the

arbitrary decaying shocks in converging geometries. The second-order approxima-

tion solutions are independent of the initial nonuniformity of the flow Q0 and all the

subsequent solutions collapsed on that obtained with the A–M relation. As a result,

for an initial shock velocity of 10 km/s, the solutions are exact to the converging

channel geometry shown in Fig. 9. It should be noted that deviations in the solutions

for converging geometries were obtained for very large initial values of Q0; however,

these values were orders of magnitude above those obtained from the S–vN–T blast

solution and were once again deemed nonphysical. Lastly, the influence of Q0 for

the case of diverging channel area was not analyzed due to the nonphysical behavior

of the solution in the strong shock limit.

A final remark of analysis is taken to demonstrate the capability of the current

second-order approximation for the case of an arbitrary strength decaying shock

wave in both a converging and diverging channel. The solution of [7] is used where

the description of the wave process has previously been discussed. In short, a piston

is set in motion and moments later suddenly stopped such that a uniform planar shock

wave with a Mach number of 3.0 is created. At t = t0 and x = x0, the leading char-

acteristic of the rarefaction wave catches and begins to overtake the traveling shock.

At x∕x0 = 50, the planar shock wave has decayed to a Mach number of M0 = 1.96
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Fig. 11 Comparison of

A–M relation and

second-order approximation

for a decaying shock wave in

a nonuniform channel

with nonuniformity value of Q0 = −1.696 × 107 kg/m-s
3
. These two parameters are

then the initial conditions for the second-order approximation of (8). Similarly, at

a location of 50 ≤ x∕x0 ≤ 100, the channel features either a converging or diverg-

ing section with total area ratios of 0.1 and 10, respectively. The solution to this

particular geometry is shown in Fig. 11. It is noted that the solid line indicates the

solution of Sharma et al. and is assumed to continuously decay in a uniform channel

for x∕x0 > 50. As expected, the converging channel case in Fig. 11 is independent

of the nonuniformity of the flow behind the decaying shock wave as it approaches

the origin of the converging channel. Alternatively, for the diverging channel case

a more relaxed solution is obtained from that of the A–M relation as a result of Q0
being nonzero and negative. The second-order solution is believed to be more accu-

rate as a result of accounting for the nonuniformity of the flow Q behind the shock.

However, no justification can be made in the current study as to the complete accu-

racy of the predicted solution. This would require additional analysis that extends

beyond the scope of the current work.
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5 Conclusions

The current work has demonstrated two possible shock wave cases where the classi-

cal A–M relation is potentially invalid due to the nonuniformity of the flow following

the shock. These cases include the propagation of an arbitrary strength decaying pla-

nar shock wave and the propagation of planar blast waves. In regard to this aspect, a

second-order approximate equation set was proposed to take into account the nonuni-

formity of the flow following the shock wave. It was shown that the A–M relation

and second-order approximation have very good agreement for the case of converg-

ing channels. More importantly, it was determined that the second-order approximate

solution becomes independent of the nonuniformity of the flow following the shock,

such that the dynamics of the shock are solely governed by the changing area in the

converging channel. In the case of diverging channels, the second-order approxima-

tion showed to be strongly dependent on the nonuniformity of the flow following

the shock. Even for the case of a uniformly propagating shock with Q0 = 0, the

second-order solution slightly deviates from the A–M relation. It was shown that

the deviation becomes more pronounced for higher values of Q0. It is believed that

the second-order approximation is more accurate for weaker shocks in diverging

channels within a limiting channel length. However, a formal consideration of the

re-reflected disturbances behind the wave would be required to assess the complete

accuracy of the solution.
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Shock Reflection in Axisymmetric Internal
Flows

B. Shoesmith, S. Mölder, H. Ogawa and E. Timofeev

Abstract The flow downstream of an axisymmetric conical shock wave, with a

downstream pointing apex, can be predicted by solving the Taylor-Maccoll equa-

tions. Previous research, however, has suggested that these theoretical flowfields are

not fully realisable in practice, and that a Mach reflection forms towards the centre-

line of the flow. This phenomenon is investigated for the case where the freestream

Mach number is 3.0 and the shock angle is 150
◦
. A range of complementary predic-

tion techniques that include the solution to the Taylor-Maccoll equations, the method

of characteristics, curved shock theory and CFD, are used to gain insight into this

flow. The case where a cylindrical centrebody is placed along the axis of symmetry

is studied for several values of centrebody radius that are expected to produce regular

reflection at the centrebody surface. An analysis of pressure gradients suggests that

the flowfield downstream of the reflected shock does not contribute to the process of

transition from regular to Mach reflection at these conditions.
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1 Introduction

Previous theoretical analyses have shown that converging, conical, incident shocks

cannot occur at a centreline of symmetry [1–5], and that Mach reflection of the con-

verging shocks should occur instead. This theoretical result is supported by numeri-

cal and physical experiments [6, 7] that have shown that a conical incident shock and

its regular shock reflection, near the axis of symmetry and, in particular, at the apex

point, do not exist. In approaching the axis, the incident, conical, shock becomes

stronger, its angle increases and a Mach reflection results; even for flows with weak

incident shocks. Similar behaviour has also been shown for non-conical shocks

[3, 4, 7]. It thus appears that the transition to, and the appearance of, Mach reflec-

tion is caused by the effects of shock and flow convergence near the centreline. This

raises the intriguing question: How far off the centreline does the regular reflection

have to be so as not to suffer the effects that force Mach reflection?

In studying shocks that converge towards the centreline, it is useful to work with

shocks that maintain a constant strength (shock angle) as they approach the axis.

Such conical shocks and flows can be produced from the solutions of the Taylor-

Maccoll (TM) equations. Integration of the TM equations produces a streamtube,

which may be viewed as a solid surface supporting the conical shock. The trailing

edge of such a streamtube ends at a conical singularity. The flow between the conical

shock, the singularity and the streamtube is called ‘M-flow’ [8] and is one of the

four possible cases of supersonic, conically symmetric, flowfields that are bounded

by a uniform flow [2]. Grozdovskii [2] identified a ‘limiting characteristic’ in the

M-flow, upstream of which the flow is controlled by the surface and is conical. The

downstream flow is therefore not controlled by the M-flow surface, which raises a

question about the nature of the flow further towards the axis. Rylov [5] showed that

centreline Mach reflection must occur since the portion of the shock downstream

of the limiting characteristic must steepen continuously as it approaches the axis.

Furthermore, it was shown that even a sharp expansion corner at the downstream end

of the M-flow surface, producing a local Prandtl–Meyer fan (ordinarily expected to

weaken the shock), cannot prevent the shock from strengthening near the centreline.

The conclusion therefore is that the flow in this region cannot be conically symmetric

and that centreline Mach reflection is unavoidable.

A number of M-flow features render its investigation challenging. Steepening of

the incident shock occurs, primarily, close to the axis of symmetry, as compared to

the entry radius of the M-flow surface. As a result, the size of the Mach disk at the

axis of symmetry may be small, especially for initially weak shocks (a spectacular

example of smallness is provided in [6]). The angle between the bounding rays of the

theoretical M-flow (i.e., between the shock and the singularity) is relatively small,

requiring high-resolution calculations to describe the incident shock angle and cur-

vature with good accuracy.

The aim of the present study is to provide detailed quantitative analysis of an

M-flow with a freestream Mach number of 3.0 and a shock angle of 150
◦
, referred

to as M3/150. To add further insight into the issue of centreline shock reflection,
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the case where a cylindrical centrebody is placed along the flowfield axis is studied

for several different values of centrebody radius. Results are then used to look for

mechanisms that may contribute to the transition to Mach reflection. In view of the

above-mentioned flow features and associated difficulties, several complementary

techniques are used, which include: (1) the solution of the TM equations, (2) curved

shock theory (CST) [9], (3) the method of characteristics (MOC) and (4) an adap-

tive unstructured inviscid time-marching finite-volume CFD code Masterix [10].

Another potentially useful tool to be considered elsewhere is a space-marching CFD

code, such as the one described in [11].

2 Approaches

2.1 Theoretical Conical Flow

The TM equations are integrated by a Runge–Kutta scheme starting from the oblique

shock conditions downstream of the conical incident shock. The solution yields

the radial and circumferential components of Mach number in the flowfield [8]. A

streamline and a C
−

characteristic are also traced as part of the calculation. The

fact that the downstream extent of M-flow is terminated by a singularity in the TM

equations means that it can never be exactly reached by numerical integration. The

singularity exists where the Mach number normal to the ray is equal to−1, and there-

fore the integration process is stopped within a tolerance of 10−5 of this value. Then,

due to the self-similarity of conical flows, the C
−

characteristic can be scaled such

that it begins at the downstream end of the M-flow surface. This defines the lim-

iting C
−

characteristic, as originally shown by Grozdovskii [2]. These features are

shown in Fig. 1. For M3/150, it is found that the limiting characteristic intersects the

shock at y∕y1 = 0.384 (where y1 is the leading edge radius), and therefore the shock

is expected to be of constant strength from the leading edge to this point and then to

strengthen towards the axis. Only the straight portion of the shock is shown in Fig. 1

as a solid red line.

2.2 Method of Characteristics

Calculations are conducted for the flow downstream of the limiting characteristic,

where the flow must be assumed to be non-conical. The characteristics method is

based on that described in [12] and is suitable for the analysis of axisymmetric rota-

tional flows. Boundary condition data is provided by the limiting C
−

characteristic

at the M-flow surface trailing edge, where the surface takes on infinite curvature

[5], indicating a corner, so that the local flow can be modelled as a Prandtl–Meyer

expansion. The M-flow shock angle of 150◦ is applied at the point where the shock
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Fig. 1 Schematic for

M3/150 M-flow

configuration

meets the limiting C
−

characteristic. Only 4.5◦ of flow turning at the expansion cor-

ner (out of ∼9◦ flow turning required to realign the local flow with the freestream

direction) is modelled. This is sufficient to take the shock close enough to the axis

and generate a large enough field for cases where the shock reflects from a centre-

body. The spacing between characteristics is defined to be 0.01◦ at the expansion

corner and 𝛥∕y1 = 0.001 along the shock. These particularly fine spacings are cho-

sen to accurately capture gradients for CST analysis, although a convergence study

has shown that the basic shock geometry is captured using much coarser spacings.

Calculations are physically limited to y∕y1 = 0.02 (where the incident shock angle

𝜃i = 134.55◦) to avoid convergence problems associated with the flow approaching

sonic conditions behind the shock.

For cases that include a cylindrical centrebody, MOC analysis of the shock reflec-

tion is possible when the reflection is of regular type with supersonic flow down-

stream from the reflected shock. Flow calculations behind the reflected shock are

driven by the centrebody geometry and the incident field. In theory, MOC can be

used to analyse the reflected field for 𝜃i > 140.66◦, which corresponds to the sonic

limit of shock reflection, and occurs at a centrebody radius of y∕y1 = 0.0387. In prac-

tice however, the downstream Mach number M3 must be slightly above sonic and a

value of y∕y1 = 0.04 (M3 = 1.047) is found to be the practical minimum centrebody

radius at which MOC solutions could be obtained. Characteristics are distributed

along the reflected shock with a spacing of 𝛥∕y1 = 0.001.

2.3 Curved Shock Theory

CST relates gradients of pressure, flow inclination and vorticity immediately

upstream and downstream of a shock to the curvature of the shock itself. This

includes shocks with curvatures in both the flow and flow-normal planes, such as

those discussed here. The main quantities of interest are: the normalised pressure
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gradient P = (𝜕p∕𝜕s)∕𝜌V2
; the streamline curvature D = 𝜕𝛿∕𝜕s; and shock curva-

tures in the flow plane Sa = 𝜕𝜃∕𝜕𝜎, and in the flow-normal plane, Sb = −cos 𝜃∕y,

where s is measured along the streamline; 𝜎 is measured along the shock; 𝛿 is the

flow inclination to the x-axis; y is the distance from the symmetry axis; 𝜃 is the angle

of shock inclination to the incoming velocity vector; V is the flow velocity along the

streamline; 𝜌 is the density; p is the pressure. In general, two unknown quantities can

be determined given all other values. Further details can be found in [9, 13].

This work applies CST in several ways. First to the incident shock, where down-

stream gradients of pressure, P2, and flow inclination, D2, are determined having

input the incident shock geometry (𝜃i, Sa,i, Sb,i) and the freestream conditions. Sec-

ond, to the point of shock reflection from a centrebody to determine the downstream

pressure gradient, P3, and the reflected shock curvature, Sa,r . In this case, CST is

used to determine gradients downstream of the incident shock and then again to

determine values downstream of the reflected shock, which allows P3 and Sa,r to be

found given D3 = 0 at the cylinder surface. The third application is off-surface data

for the reflected shock, where downstream gradients (P3 and D3) are found given the

reflected shock geometry and the gradients in the incident field.

Where the incident shock is conical (Sa,i = 0), P2 and D2 can be determined based

on the known shock geometry. Where the flow plane curvature of the incident shock

is finite, or in cases where a reflected shock is predicted, the method for obtaining

shock angles and curvatures becomes more involved. These values are provided by

MOC, which predicts a discrete set of coordinates with associated shock properties

as part of the solution process and requires minimal post-processing to derive the

required data; extracting similar data from a CFD solution, for example, would not

have been possible with the same accuracy.

2.4 CFD

The numerical CFD modelling results presented below are obtained with the Euler

(inviscid, non-heat-conducting) flow model. The gas (air) is assumed to be ideal with

constant specific heats (the specific heat ratio 𝛾 = 1.4). An adaptive unstructured

finite-volume flow solver [10] is used. The solver employs a node-centred, second

order in space and time (for smooth solutions and uniform grids), MUSCL-Hancock

TVD finite-volume scheme, see [14] for more details. The grid is locally adapted

to solution peculiarities (e.g. shock fronts, slipstreams etc.) via an h-refinement pro-

cedure governed by a sensor based on the normalised second derivative of density.

Additional uniform refinement is applied in the regions deemed essential for com-

putational accuracy.

The geometry of the solid surface begins at the M-flow leading edge. At the M-

flow trailing edge, the surface becomes parallel to the freestream direction, generat-

ing a sharp corner. The inflow boundary runs from the leading edge of the M-flow

surface along the conical shock and then becomes vertical and comes to the axis

(see Fig. 2). This is done to avoid accuracy issues arising from the interaction of
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numerically smeared shock profile with the M-flow surface. Such inaccuracies can

be, in principle, reduced by grid refinement along the shock. However, very fine

meshes, resulting in very small time steps, render the flow solver computationally

inefficient.

Freestream conditions are used to initialise the entire computational domain for

each computational run, which corresponds to instant placement of the M-flow sur-

face into the freestream. Each computation proceeds until a steady state is reached.

The mesh size for the current case includes ∼1.62 × 105 grid nodes. A region of

refinement is specified to begin upstream of the incident shock and end down-

stream of the conical singularity. Another region of refinement is specified towards

the centreline to capture the region around the Mach reflection. The minimum

cell width (normalised by the leading edge radius y1) in both of these regions is

∼1.3 × 10−3. The minimum allowable cell width within the entire computational

domain is ∼6.25 × 10−4.

3 Results

Figure 2 shows the CFD prediction of the Mach number field, with results from TM

and MOC overlaid for comparison. The CFD prediction shows that incident shock

steepening occurs downstream from the limiting C
−

characteristic. Mach reflection

has occurred, with a Mach stem that appears to be approximately perpendicular to the

freestream flow with a height of y∕y1 = 0.027. The subsonic streamtube (bound by

the slip-surface) downstream of the Mach stem contracts as the flow re-accelerates

towards sonic conditions. The end point of the TM-predicted limiting C
−

charac-

teristic is located almost exactly on the CFD-predicted shock, which appears to be

straight upstream of that point, in agreement with the TM theory. The MOC predic-

tion of the shock begins to deviate slightly from the CFD prediction as it approaches

the axis, although the level of agreement is generally good, with a maximum dis-

crepancy of x∕y1 = 0.003 found at the triple point and visible only on the enlarged

Fig. 2c. The disagreement may be attributed to coarser CFD grids (as compared to

MOC spacings) downstream from the incident shock in the flow regions which affect

the shock shape. Further grid convergence studies are required.

The MOC-predicted Mach number field as well as associated shock angle and

flow plane shock curvature are shown in Figs. 3 and 4. The shock wave clearly

becomes steeper with reducing y, whilst the rate at which it steepens is also found

to increase as it approaches the axis. It is to be noted that the CFD/MOC-calculated

incident shock, that is close to the axis, may be strong enough not to reflect regu-

larly off an axisymmetric cylinder. Then a Mach reflection would ensue for this as

well as for all smaller cylinders. As an example: the MOC calculation reached its

limit at y∕y1 = 0.020 whereas CFD predicted Mach reflection with a stem radius of

y∕y1 = 0.027, so that the Mach stem radius is greater than the MOC limit.

The effects of shock curvature on the pressure gradient P2 and streamline curva-

ture D2 are shown in Fig. 5. In the region between the M-flow surface and the limit-

ing C
−

characteristic, the flow is conical and the trends are explained by considering
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(a) Overall Mach number field

(b) Limiting C− at shock (c) Triple-point vicinity

Fig. 2 CFD prediction of M3/150 (without centrebody cylinder) Mach number field with TM pre-

diction of limiting C
−

characteristic (dash-dotted black line) and MOC prediction of shock position

(solid black line)

Fig. 3 MOC prediction of Mach number field downstream from the incident shock and limiting

C
−

characteristic

that in the direction of streamlines, conical rays become closer to one another when

moving towards the axis; if the conical shock were continued towards the axis both

P2 and D2 would approach infinity. Discontinuities in the gradient of P2 and D2
are found where the limiting C

−
characteristic meets the shock, which is where the
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Fig. 4 MOC-predicted

shock angle 𝜃i and curvature

Sa,i along the incident shock.

Top: complete predicted

shock. Bottom: focus on

shock in the centreline

region. TP indicates the

location of CFD-predicted

triple point for shock

reflection from the axis of

symmetry; ‘det.’, ‘son.’and

‘vN’ indicate the positions of

the detachment, sonic and

von-Neumann points,

respectively, for shock

reflection from a straight

cylindrical centrebody

incident shock curvature Sa,i departs from zero (see Fig. 4). The pressure gradient

P2 passes through zero at y∕y1 = 0.173, which separates regions of accelerating

and decelerating flow downstream of the shock. This point is known as the Thomas

point [9].

MOC predictions for cases with a centrebody cylinder are plotted in Fig. 6 and 7.

Reflected shock angles are consistent with the two-shock theory of shock reflection,

which is applied as part of the MOC solution. Figure 7 shows that the incident shock

(in the non-conical region) is concave towards the incident flow whereas the reflected

shock is convex, i.e., Sa,i > 0 and Sa,r < 0. This is in agreement with CST [9]. Mach

number distributions downstream of the reflected shock show that pressure gradients

in the positive x and y directions are negative. This observation is highlighted by the

results in Fig. 8, where the black line shows surface pressure gradient, immediately

downstream of the reflected shock, for the possible range of centrebody radius, i.e.,
ycb∕y1 = 0.0387 → 1.0. It shows that negative pressure gradients exist in this region

for any chosen centrebody radius. Other, coloured, lines are for specific centrebody

radii and include off-surface data, which confirms that negative pressure gradients

continue along the reflected shock. A similar picture is found by plotting values

along the centrebody surface itself, see Fig. 9. Again, the black line shows surface

pressure gradient, immediately downstream of the reflected shock, for the possible

range of centrebody radius. Other, coloured, lines are obtained by applying a finite
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difference method to surface MOC data obtained for specific cylinder radii. These

curves indicate that gradients decrease significantly downstream of the shock, and

although asymptotic values are difficult to determine, it seems reasonable to suggest

that the gradients approach zero far from the point of shock impingement.

The reason of our particular attention to Mach number and pressure gradients

behind the reflected shock is related to recent conjectures [9, 15, 16] that regular-to-

Mach-reflection transition might occur not only due to reflected shock detachment by

excessive flow turning, but also due to reflected shock detachment due to local flow
choking. In [9], the post-shock pressure gradient is identified as the underlying cause

Fig. 5 MOC-predicted

pressure gradient P2 and

streamline curvature D2
downstream of the M3/150

incident shock. Top:

complete predicted shock.

Bottom: focus on shock in

the centreline region. TP

indicates location of

CFD-predicted triple point;

‘det.’, ‘son.’and ‘vN’

indicate the position of the

detachment, sonic and

von-Neumann points,

respectively, for shock

reflection from a straight

cylindrical centrebody

Fig. 6 MOC-calculated

Mach number field for flow

behind the reflected shocks

on cylinders with

ycb∕y1 = 0.04, 0.08, 0.12
(from bottom to top)



364 B. Shoesmith et al.

Fig. 7 MOC-calculated

incident, 𝜃i, and reflected, 𝜃r ,
shock angles. The common

incident shock is shown in

black. Various reflected

shocks corresponding to

various cylinder radii

(indicated by thin black

lines) are shown in colour

Fig. 8 Pressure gradient P3
downstream of the reflected

shock. Surface values at the

reflection point for all

potential values of

centrebody radius are shown

in black. Off-surface values

for specific centrebody radii

are shown in colour

Fig. 9 Surface pressure

gradient Ps downstream of

shock impingement. Values

immediately downstream of

reflected shock, at the

reflection point, for all

potential values of

centrebody radius are shown

in black. Downstream

surface values for specific

centrebody radii are shown

in colour

of local choking. The above results show that the supersonic flow downstream of the

reflected shock is expanding, and therefore, in the cases considered, the situation is

not conducive to local choking.
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4 Conclusions

An exploratory, analytical study is presented of the flow associated with an ini-

tially conical shock (M-flow) as the shock approaches the axis of symmetry and

as it impinges on, and reflects off, coaxial cylinders of various radii. The analysis

uses direct solutions of the Taylor-Maccoll equations, the method of characteristics,

curved shock theory and CFD. Agreement between CFD and MOC is generally very

good, with some minor discrepancies in the prediction of the shock geometry. MOC

has proved to be a useful tool in terms of providing detailed shock wave data at dis-

crete points along the shock, facilitating analysis by CST. Nonetheless, it has the

obvious restriction of only being able to provide prediction in flows with regular

reflections.

The pressure gradient behind the reflected shock is examined to see if it could lead

to local flow choking and detachment of the reflected shock. For the Mach 3.0, 150
◦

incident M-flow shock the pressure gradient is found to be negative and not con-

ducive to local choking and termination of regular reflection. Further exploration of

stronger incident shocks is warranted for situations where the Mach number behind

the reflected shock is subsonic and the pressure gradient is negative so that the flow

would tend towards choking.
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On Unsteady Shock Wave Reflection from
a Concave Cylindrical Surface

E. Timofeev, F. Alzamora Previtali and H. Kleine

Abstract The paper is devoted to a combined—analytical, numerical, and

experimental—study of initially planar shock reflection from a full concave cylindri-

cal surface with the emphasis on the transition from inverse Mach reflection to tran-

sitioned regular reflection. The numerically predicted and experimentally observed

transition angles for a range of incident shock Mach numbers are found to be in good

agreement with each other and at the same time significantly different from previous

experimental observations in the literature. It is shown that among existing analytical

predictions of the transition point location, the theory by Itoh et al. (JFM 108:383–

400) provides the best agreement with new experimental and numerical data, even

though this theory is in significant error with respect to the triple-point trajectory

and Mach stem intensity. By tracking the corner signal, it is shown that it remains

attached to the Mach stem during the entire course of flow development and, hence,

effectively propagates with the Mach stem velocity. This finding is used for the initial

development of another analytical treatment to predict the location of the transition

point.

1 Introduction

The paper presents work aiming at the reexamination of the current state of knowl-

edge regarding initially planar shock reflection from a concave cylindrical surface

schematically illustrated in Fig. 1. No other surface geometry except a cylindrical
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Fig. 1 Schematical drawing

of InMR–TRR transition on

a concave cylindrical surface

incident shock 
path
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arc is considered. In all cases, the initial wall angle is assumed to be zero, i.e., the

influence of the initial wall angle is outside the scope of the present study. The tran-

sition from a Mach reflection (InMR—inverse Mach reflection) to transitioned reg-

ular reflection (TRR) is of primary interest. Combined—analytical, numerical, and

experimental—studies are undertaken.

In Sect. 2, some results of numerical simulations are provided. These results and

their implications served, in fact, as the driving force motivating the analytical and

experimental studies presented in Sects. 3 and 4. The concluding remarks in Sect. 5

briefly summarize the newly achieved state of knowledge and outline the most imme-

diate subsequent research steps.

2 Numerical Modeling

2.1 CFD Tools

The flow is considered to be inviscid and non-heat-conducting, and the gas (air)

is assumed to be ideal with constant specific heats (𝛾 = 1.4). Numerical simula-

tions are carried out with an adaptive unstructured finite-volume Euler code [1]. This

node-centered MUSCL-Hancock TVD flow solver [2] is of second-order accuracy

in space and time on smooth solutions and uniform grids.

We also use the numerical signal tracking technique proposed by Hakkaki-Fard

and Timofeev [3, 4] to observe the propagation of weak (acoustic) disturbances in

unsteady flowfields. In the context of the present work, it allows to obtain detailed

information on the velocity and front geometry of the corner signal propagating from

the leading edge of the cylindrical surface and, therefore, its propagation path. It is

envisioned that such information would provide further insight into the gasdynamics

of the reflection process and, hopefully, will assist in the development and improve-

ment of theories predicting the InMR–TRR transition angle. It is assumed that an

infinitesimally weak disturbance, once having been introduced, is propagating in all

directions with the local speed of sound and at the same time being carried along with

the flow as dictated by the value and direction of flow velocity as shown in Fig. 2,
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Fig. 2 Schematics illustrating the technique for tracking acoustic disturbances. Reproduced

from [3]

left schematic. The corner signal front is represented as a set of discrete points (Fig. 2,

central and right schematics), typically from a few tens to a few hundreds, and the

locations of these points are updated at each time step of the flow solver according

to the principle mentioned above.

2.2 Results

A number of computational experiments were run to determine the transition point

for various incident shock Mach numbers Ms. According to [5] and our numerical

modeling, the triple-point trajectory is tangential to the reflecting surface prior to

transition. This results in very small Mach stems over a rather wide range of wall

angles and poses significant challenges for obtaining a grid-independent value for

the transition angle. This fact is illustrated in Fig. 3 showing an instant when the

Fig. 3 CFD result for shock Mach number Ms = 3.0 (𝛾 = 1.4) and an instant close to InMR–TRR

transition. The Mach number distribution is shown. Left: entire flowfield, the reflection seems to

be regular; right: magnified image near the reflecting surface revealing true nature of the reflection
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Fig. 4 Influence of grid refinement on the InMR–TRR transition angle for the incident shock

Mach number 3.0. Small colored full circles correspond to simulations with different numbers of

grid refinement levels. Green triangles (labeled as ‘Extrapolation’ in the legend) correspond to

the extrapolation to zero grid step at a fixed Mach stem height. Large brown circle (labeled as

‘MaxTRR’ in the legend) corresponds to the subsequent extrapolation of these values to zero Mach

stem height using a quadratic fit

Mach stem height is ∼0.0016R, where R is the radius of curvature of the reflecting

surface.

Our current numerical results for the transition angle are shown in Fig. 5 as full

black triangles and labeled as ‘present CFD’. The parametric study was conducted

using the background mesh with average grid spacing of ∼0.05R and 7 grid refine-

ments levels. Each refinement level reduces the minimum grid spacing in 2 times,

i.e., with 7 levels, the minimum grid spacing at discontinuities is ∼0.00039R.

To investigate the influence of grid refinement on the InMR–TRR transition angle,

a grid convergence study was conducted for the case of incident shock Mach num-

ber Ms = 3.0. The results are shown in Fig. 4. The number of grid refinement levels

varies from 5 to 10. As expected, finer meshes allow to resolve smaller Mach stems.

Extrapolation to zero Mach stem height using quadratic fits at each refinement level

leads to estimates of the transition angle for given grid resolutions. The black tri-

angles plotted in Fig. 5 corresponds to such extrapolated values for the refinement

level 7 (for example, for Ms = 3.0 and 7 levels of grid refinement, the extrapolated

transition angle is ∼74.07◦). Furthermore, it is clearly seen in Fig. 4 that for a given

Mach stem height, grid convergence takes place when the minimum grid spacing

is reduced, and by extrapolation to zero grid step it is possible to obtain the grid-

independent wall angle at which the Mach stem is of a given height; the results of

such extrapolations are shown in Fig. 4 with green triangles. These extrapolated-to-

zero-grid-step values can be in their turn extrapolated using a quadratic fit to zero
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Fig. 5 Analytical,

experimental, and numerical

predictions of InMR–TRR

transition on the concave

cylindrical surface. A more

detailed explanation of the

legend is given in the text

Mach stem height, thus resulting in the grid-independent estimate of the transition

angle forMs = 3.0 being close to 75◦. Thus, based on these grid convergence studies,

it can be concluded that with 7 levels of grid refinement, the error in the transition

angle does not exceed 1◦. The respective error bar is plotted in Fig. 5.

It is immediately seen in Fig. 5 that the InMR–TRR transition is numerically pre-

dicted to happen at appreciably higher wall angles as compared to the experimental

results from [6] (taken from [5]) and [7], which are shown as full black circles in

Fig. 5. Furthermore, comparison with the three analytical theories from [5], shown

as black dashed and dash-dotted curves in Fig. 5 and labeled according to the respec-

tive equation in [5], reveals that neither of those theories agrees with the numerical

data for Mach numbers exceeding ∼1.7.

It is the significant mismatch between our numerical data and available experi-

mental and analytical data that motivated the present study. Since the theories by

Ben-Dor and Takayama [8] and Takayama and Ben-Dor [9], summarized in [5],

rely heavily on the notion of corner signal propagation and the communication of

information (via the corner signal) to the reflection point, we performed numerical

simulations with explicit corner signal tracking. Typical results are shown in Fig. 6.

In the simulation illustrated in Fig. 6, the corner signal, induced when the incident

shock wave arrives at the leading edge of the reflecting surface (where the wall angle
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Fig. 6 Inviscid CFD

simulation of shock wave

(Ms = 3.0) reflection from a

concave cylindrical wedge

with corner signal tracking.

The corner signal front is

represented by a thin solid

line. The top four images

show the entire flow field

while the bottom one is a

magnified view near the wall

right after the transition. It is

seen that at all times, from

the initial moment to the

moment of transition, the

Mach stem and the

respective portion of the

corner signal front coincide.

At the bottom image,

corresponding to a time

moment shortly after the

transition, it is clearly seen

that the corner signal front

has detached from the

reflection point



On Unsteady Shock Wave Reflection from a Concave Cylindrical Surface 373

is zero), is tracked. It can be stated with confidence that the corner signal front stays

attached to the Mach stem at all times till the transition point and never detaches.

That is consistent with the fact that the flow behind the Mach stem is subsonic with

respect to the Mach stem itself. When the Mach stem vanishes (see the bottom image

in Fig. 6), the corner signal immediately falls behind the reflection point because

the wall angles at this moment are significantly greater than the sonic angle for the

incident shock Mach number.

3 Analytical Treatments

Prior to the discussion of various ways to predict the InMR–TRR transition angle,

an important statement should be made regarding the criterion according to which

all theories are to be judged. One common feature of all theories existing so far

and discussed below is that they are based on the assumption of inviscid, non-heat-

conducting flow, that is, viscous effects are not taken into account. Therefore, it

would be correct, from a methodological point of view and also taking into account

the absence of an exact analytical solution of the Euler equations for the problem

under consideration, to compare the results of all theories with grid-convergent,
inviscid numerical results. The best approximate theory should be capable of repro-

ducing them as closely as possible. Comparison of theoretical inviscid results with

experimental data, as it is done in [5], does not appear to be particularly instructive

in view of a number of factors affecting experimental results (as discussed further in

Sect. 4).

The theoretical treatments by Ben-Dor and Takayama [8] and Takayama and

Ben-Dor [9], described also in [5], are based on two main assumptions: (1) the

InMR–TRR transition takes place when the corner signal generated at the leading

edge of the reflecting surface is no longer capable of catching up with the reflection

point; (2) the corner signal velocity is evaluated using the flow parameters behind

the incident shock, assuming that the reflected shock is weak, i.e., the velocity is

V1 + c1, where V1 and c1 are the flow velocity and the speed of sound behind the

incident shock wave, respectively. The three modifications of the theory shown in

Fig. 5 differ in the additional assumption regarding the path which the corner signal

follows, which is illustrated in Fig. 7. The modification labeled as ‘Eq. 4.21 (D)’ in

Figs. 5 and 7 corresponds to the assumption of the propagation path being along the

reflecting surface. The version labeled as ‘Eq. 4.24 (E)’ assumes that the propaga-

tion path is a straight line connecting the leading edge of the reflecting surface and

the triple point. Finally, the theory modification labeled as ‘Eq. 4.34 (F)’ makes an

assumption that the corner signal is, first, being convected with the flow velocity

V1 along a straight path to another point on the reflecting surface and, then, propa-

gates with the speed of sound c1 straight to the triple point (the reflection point at

transition).

As it is already mentioned above, none of the three theories can provide satisfac-

tory agreement with the numerical findings for the entire range of Mach numbers.
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Fig. 7 Schematic illustrations of the assumptions regarding the corner signal propagation paths in

the theories by Ben-Dor and Takayama [8] and Takayama and Ben-Dor [9]. The labels correspond

to the equation numbers and curve labels in [5]. The same labels are used in Fig. 5

Fig. 8 Variation of the

Mach number of the Mach

stem foot along the reflecting

surface from the leading

edge to the transition point:

thick solid lines—CFD

results; dashed lines—results

from the CCW theory; thin

solid horizontal

lines—values of

nondimensional velocity

V + c behind the incident

shock wave, which are

assumed to be the corner

signal speeds in the theories

of Ben-Dor and Takayama

Furthermore, for high Mach numbers (above ∼1.7), all three theories are in

significant disagreement. The examination of corner signal tracking allows to iden-

tify possible reasons of the observed discrepancies. As it is clear from the above

illustrations, the corner signal always stays attached to the Mach stem along its whole

length and, therefore, it is problematic to unambiguously define its propagation path.

However, it can be stated with confidence that the corner signal propagates with the

speed of the Mach stem, and not with its own speed behind the Mach stem which is

always greater. The Mach stem velocity and Mach number vary along the reflecting

surface. This is illustrated in Fig. 8 by the thick solid lines. The variation is much

more pronounced for higher Mach numbers and especially prominent close to the

transition angle.
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Let us now develop an analytical treatment taking into account that, according

to numerical simulations, the transition is decided not by the speed of the corner

signal but by the velocity of the Mach stem propagating along the wall. As shown in

Fig. 1, the transition takes place at the time moment ttr when the Mach stem vanishes

at x = xtr . The incident shock moves with a constant velocity Vs so that ttr = xtr∕Vs.

The foot of the Mach stem moves with a velocityVst
w which is changing in time during

the course of wave propagation. Therefore, the time ttr can be also determined via

an integration along the reflecting surface. This then leads to the following general

relation for the determination of the transition point:

xtr
Vs

= ∫
str

0

ds
Vst
w

, (1)

where the curvilinear coordinate s is along the circular arc of radius R and its origin

is at the leading edge of the concave surface. It is more convenient to operate with

the respective Mach numbers Ms and Mst
w which can be obtained by dividing the

velocities by the speed of sound of the gas at rest in front of the incident shock. Fur-

thermore, it is clear in Fig. 1 that xtr = R sin 𝜃trw and ds = Rd𝜃w. Taking into account

all the above and dividing Eq. (1) by the arc radius R, one obtains:

sin 𝜃trw
Ms

= ∫
𝜃
tr
w

0

d𝜃w
Mst

w(𝜃w)
. (2)

For interpretation purposes, it is instructive to divide both sides of Eq. (2) by 𝜃
tr
w

which yields:

sin 𝜃trw
𝜃trw

= Ms ×
[
1
𝜃trw ∫

𝜃
tr
w

0

d𝜃w
Mst

w(𝜃w)

]
. (3)

The expression in the square brackets can be interpreted as an averaged value of

the inverse Mach number of the Mach stem foot and can be denoted as ⟨ 1
Mst

w
⟩. This

results in

sin 𝜃trw
𝜃trw

= Ms ×
⟨

1
Mst

w

⟩
. (4)

It is to be noted that if we assume that

Mst
w =

V1 + c1
c0

(5)

and substitute this value in Eq. (3), we immediately recover Eq. 4.21 from [5] and

the transition angles will be represented by the respective curve in Fig. 5. That shows

the relation between the present approach and the one by Ben-Dor and Takayama.

However, in fact, the Mach number along the wall varies as shown in Fig. 8 and its

averaged value is higher than the one from Eq. (5).
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A very important observation to make is that if we take the function Mst
w(𝜃w) from

the CFD data in Fig. 8 and use it in Eq. (3), the resulting transition angles would per-

fectly (with an uncertainty less than 0.5◦) match those obtained from numerical sim-

ulations (see triangles in Fig. 5). Certainly, this does not constitute a new stand-alone

theory since numerical data are used. However, it proves that an accurate prediction

of transition angles would automatically result if it were possible to predict the Mach

stem velocity along the wall.

Thin solid lines in Fig. 8 represent constant values of the nondimensional signal

velocity V1 + c1∕c0 behind the incident shock used in Ben-Dor and Takayama’s the-

ories. It is seen that at lower wall angles, these constant values are above the Mach

stem Mach number while at higher wall angles, close to transition when the reflected

shock is strong, they are significantly below it. From the graph it is visually clear that,

for higher Mach numbers, these constant values are lower than the averaged values of

the Mach number variations obtained from CFD. This explains why the theories of

Ben-Dor and Takayama based on the velocity V1 + c1 predict lower transition angles

as compared to the numerical ones (see Fig. 5). In the numerical model, the Mach

stem propagates faster and hence is able to reach higher wall angles.

As to the prediction of the Mach stem Mach number along the wall, one obvious

option is to use the CCW theory, without or with a correction accounting for the pres-

ence of the reflected shock and the slipstream, to obtain Mst
w(𝜃w) and then substitute

it into Eq. (3) for subsequent prediction of transition angles. The result is shown in

Fig. 5 as the solid blue line. As seen in the figure, this approach results in rather low

transition angles. Figure 8, where Mst
w(𝜃w) distributions from the CCW theory are

shown, immediately explains why: the CCW theory leads to rather low Mach stem

Mach numbers prior to transition when the wall angles become high and the Mach

stem is therefore strong. The introduction of the correction by Itoh et al. [7] does

not improve the situation: the Mach stem Mach number becomes even slightly lower

(these results are not shown in Figures). Therefore, a more accurate prediction of

the Mach stem Mach number along the wall remains a challenge. It is to be pointed

out that, as may be observed in Fig. 5, the proposed Mach-stem-based theory results

in the transition wall angle curve (the blue solid curve in Fig. 5) being qualitatively

similar to the numerical results (black triangles): the results could be brought close

to each other by using a constant scaling factor. At the same time, the curves corre-

sponding to the theories by Ben-Dor and Takayama are qualitatively different: the

transition wall angle becomes nearly constant for high Mach numbers.

At the end of the present section, another theory for predicting the transition

angles on cylindrical concave walls should be mentioned. Historically, it precedes

the theories by Ben-Dor and Takayama. Itoh et al. [7] suggest to follow the definition

of the InMR–TRR transition as the point of intersection of the triple-point trajectory

with the wall surface and to use geometrical shock dynamics (GSD) to obtain the

triple-point trajectory. GSD leads to an ordinary differential equation for the Mach

stem height as a function of wall angle. To integrate, it is necessary to use either the

area-Mach number relation from the classical CCW theory or to introduce a correc-

tion to account for the presence of the reflected shock and the slipstream. Itoh et al.

[7] generalize the correction by Milton [10] for the case of a shock wave of arbitrary



On Unsteady Shock Wave Reflection from a Concave Cylindrical Surface 377

Fig. 9 Mach stem height

versus wall angle for Itoh et

al. theory and numerical

simulations; Ms = 3.0

strength. The results are shown in Fig. 5 as a red solid line (classical CCW) and a red

dashed line (CCW with correction). Interestingly enough, even though the CCW the-

ory (with or without correction) grossly underpredicts the Mach stem Mach number

close to transition (see Fig. 8), the resulting transition angles are the closest match

to the current CFD values, i.e., the theory by Itoh et al. [7] should be judged as the

best available at the moment.

It is also of interest to compare the Mach stem height predicted by the theory of

Itoh et al. and the results obtained from numerical experiments. Such a comparison

is shown in Fig. 9. It should be noted that solid symbols in this figure correspond

to the numerical results at angles when the triple point is clearly identifiable. At

the early stages of reflection, the incident shock is smoothly curved and the triple

point does not exist as such. In these cases, the highest point on the incident shock

which is reached by the corner signal at that moment is chosen as the triple point.

Open symbols are used to distinguish these results. It is seen in Fig. 9 that the theory

of Itoh et al. significantly overpredicts the height of the Mach stem. And yet, the

respective triple-point trajectory intersects the wall almost at the same point as the

numerically simulated trajectory—possibly serendipitously. This explains the very

good correspondence with the numerical results in terms of the transition angle, as

seen in Fig. 5.

4 Experimental Observations

There are at least two major reasons why the experimental results from the literature

in Fig. 5 differ so significantly from the present numerical predictions. First of all,

viscous effects manifesting themselves in the finite shock wave thickness and effec-

tive modification of local wall angles due to boundary layer displacement may play

their role. Second, small Mach stems at later stages, prior to transition, when the
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triple-point trajectory approaches the reflecting surface at shallow angles, typically

pose a significant challenge for optical flow visualization.

Therefore, to clarify the issue, in the present work, new experimental observa-

tions are undertaken with a cylindrical concave model of larger radius, which would

reduce the influence of viscous effects (due to a higher Reynolds number) and some-

what mitigate the challenges related to optical resolution (since Mach stem height

scales with the radius). Optical resolution issues are also alleviated by using up-to-

date high-resolution imaging with variable magnification. More details are provided

in the next subsections.

4.1 Experimental Setup

The experimental setup used in this work is similar to that described in [11–13]. The

experiments were conducted in a conventional diaphragm-operated shock tube with

rectangular 150 mm × 75 mm cross section. The test section windows of 215 mm in

diameter allow for optical access. Mounting of the test model is illustrated in Fig. 10.

The model features a cylindrical reflecting surface of 140 mm radius with wall angles

ranging from 0◦ to 90◦.

The test gas is air. The tests were conducted at ambient temperature, which

is in the range from 290 K to 293 K. The initial pressure in the test section was

always between 5 and 7 kPa. The diaphragm thickness and material was kept con-

stant throughout the tests, and therefore the burst pressure in the driver section was

largely constant. Different shock Mach numbers from 2.1 to 3.1 were obtained by

Fig. 10 Schematic sketch of the test section with the test model mounted in it
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changing the driver gas (from pure helium to a helium–air mixture with different

mixture ratios). The Reynolds number per meter (calculated for the initial test gas

properties) was reasonably constant: 2.94 × 106 1/m to 3.9 × 106 1/m. The shock

Mach number is determined from time-of-arrival data obtained by means of two

KISTLER pressure transducers mounted flush with the shock tube wall ahead of the

test section. The third transducer located inside the test section was mainly used to

trigger the visualization system.

The uncertainty of each Mach number measurement was determined in two differ-

ent ways. As the Mach number is the result of combining a time and a temperature

measurement (all other properties are assumed constant), the individual measure-

ment uncertainties were combined to give both the highest and the lowest Mach

number value. In addition, the uncertainty for the Mach number was determined

with the help of standard uncertainty analysis [14]. Both approaches show that each

measured Mach number has an uncertainty of about ±0.008 (which is smaller than

the chosen symbol size in the plot of transition wall angle vs. Mach number).

The primary measurement output was a time-resolved sequence of density-

sensitive visualization images obtained at frame rate of 5,000,000 fps. The sequences

were recorded with a Shimadzu HPV-X2 high-speed camera (resolution 400 × 250
pixels, 128 frames per test, exposure time 55 ns). Front lighting was used. One test

without front lighting was conducted to verify that the front lighting itself did not

lead to spurious effects on the visualization records.

The first three initial tests visualized a large field of view (0
◦
–75

◦
and 43

◦
–90

◦
on

the reflector, image magnification ∼0.1). The next three showed a magnified view of

the region in which the InMR-to-TRR transition occurred (13.5
◦

angular range, 66
◦
–

79.5
◦
, on the reflector, image magnification 0.254). Nine additional tests were con-

ducted with a further increased image magnification (0.42, 8
◦

angular range (68
◦
–

76
◦
, 64

◦
–72

◦
and 65

◦
–73

◦
) on the reflector). All these tests provided omnidirec-

tional schlieren visualizations. A final set of 11 tests was conducted with the highest

magnification possible in the current setup (1.07, angular range 5
◦
, 67.5

◦
–72.5

◦
and

69.5
◦
–74.5

◦
, on the reflector). For these tests, the camera was tilted by about 90

◦

(later measurements showed that the angle was 89.7
◦
). As the schlieren technique is

too light-inefficient at such a magnification, these tests were run with the shadow-

graph method. A summary of the imaging scales and resulting image properties of

the visualized shocks is given in Fig. 11.

The imaging sequences (such as the one shown in Fig. 12) were evaluated in order

to find the angle on the reflector at which the Mach stem vanishes. The frame on

which the last remnant of the Mach stem can still be made out was used to iden-

tify this angle. The associated uncertainty in determining the transition angle on

the selected frame is estimated as ±0.1◦ for the highest image magnification and

±0.2◦ for the second highest image magnification. Through independent measure-

ments (by determining the height of a scale marker above the shock tube floor),

the angular scale on the front face of the reflector was found to be accurate within

±0.05◦ (meaning that, for example, the angle 70◦ seen on the front-lit scale is in

reality between 69.95
◦

and 70.05
◦
). The rather generous uncertainty estimates for

the transition angle include this possible inaccuracy of the applied scale.
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Fig. 11 Illustration of three magnifications used in the present experiments

4.2 Experimental Results

New experimental results on the InMR-to-RR transition angle are included in Fig. 5

and shown as a magnified view in Fig. 13 as full green squares. The error bars do

not exceed the size of symbols and therefore are not visible. It is clearly seen that

for the tested range of Mach numbers the transition angle is changing from about

70
◦

to 74
◦
. This is in strong contrast to the data published in [5, 6], where this angle

is around 65
◦

for the same range of Mach numbers, see Fig. 13. The model used

in the experiments [6] was about one-third the size of the one used in the present

work (50 mm vs. 140 mm). The size of flow features such as the Mach stem scales

with model size, which explains why a small Mach stem cannot as easily be seen
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Fig. 12 The sequence of movie frames forMs = 2.99 ± 0.01. The time interval between the frames

is 0.2 𝜇s

Fig. 13 Analytical,

experimental, and numerical

predictions of InMR–TRR

transition on the concave

cylindrical surface for shock

Mach numbers ranging from

2.0 to 3.2

on a small model as on a larger one. The importance of the size of the model is

demonstrated in the present work indirectly via comparing the results for the same

Mach number (nominal Mach number 3.0) and different image magnifications: the

successive increase in magnification changes the transition angle from ∼70.5◦ to

∼71.8◦ and finally to ∼73◦. Furthermore, the streak schlieren technique used in [6],

while quite novel and ingenious in principle, appears to be very sensitive to minute
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misalignments, in particular if the test object is small. These factors may explain the

difference between the two experimental series.

It is also seen in Fig. 13 that the present experimental results lie slightly lower (by

1–2
◦
) than the numerical values (full black trangles). It is likely that the main reason

is in the still insufficient optical resolution just prior to transition. Viscous effects

may also play a role but in view of relatively high Reynolds numbers (∼400, 000
based on the model radius), they do not seem to be the dominant factor. Further

investigation is certainly warranted.

5 Conclusions

The new experimental and numerical data on the InMR-to-TRR transition angle are

very close to each other. The slight difference between them may be attributed to still

insufficient optical resolution (more likely) and viscous effects (less likely in view of

high Reynolds numbers). However, the new results are significantly different from

the experimental results available in the literature [6]. It may be conjectured that the

model size and the resolution and sensitivity of the streak photograph technique used

in [6] are the most important factors contributing to this discrepancy. The respective

demonstrative analysis is in progress now. Viscous effects may also have some effect

for the smaller model so that numerical modeling using the Navier–Stokes equations

would be very useful in evaluating the magnitude of viscous effects in all cases.

It appears that there is still no fully satisfactory analytical model of the reflection

process on concave cylindrical surfaces. A markedly better agreement between the

theory by Itoh et al. with the new numerical and experimental predictions as com-

pared to other theories appears to be a serendipitous coincidence rather than based

on a solid physical ground. The ideas of the present paper based on the corner sig-

nal propagation analysis to consider the intensity of the Mach stem on the wall are

certainly worth further exploration.
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New Findings on the Shock Reflection
from Wedges with Small Concave Tips

F. Alzamora Previtali, H. Kleine and E. Timofeev

Abstract Planar shock reflection from straight wedges and wedges with small con-

cave tips is considered. It is demonstrated that, in shock tube experiments for a certain

wedge angle and incident shock Mach number, the resulting reflection is of irregu-

lar type in the presence of a small concave tip with an arc radius as small as 4 mm

while a straight wedge with the same wedge angle produces a regular reflection. In

the numerical experiments, corner signal tracking is used to demonstrate that in the

case of a concave tip wedge the corner signal is always merged with the Mach stem

and never detaches. It is concluded that for the prediction of the Mach-to-regular

reflection transition angle for wedges with concave tips, it is essential to predict as

accurately as possible the strength of the Mach stem. An initial development of an

analytical method to predict the transition angle is then provided.

1 Introduction

The present paper continues previous studies on unsteady shock wave reflections

from wedges with straight and concave tips [1, 2]. Lau-Chapdelaine and Radulescu

[2] numerically demonstrated that the resulting reflection pattern (regular or Mach

reflection) established far away from the wedge tip may differ depending on whether

the reflecting wedge has a straight or concave tip. Parametric studies by Alzamora

Previtali et al. [1] showed that the effect is observed for shock Mach numbers cor-

responding to the dual solution domain (where both Mach and regular reflection are
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physically admissible) and wedge angles ranging from the transition angle predicted

by the sonic criterion to a value slightly lower than predicted by von Neumann’s

criterion, i.e., within the most part of the dual solution domain. The first experimen-

tal demonstration of the effect for a concave tip wedge with the radius of curvature

R = 12 mm and a straight wedge with the same angle (52
◦
) is also provided in [1].

It is obviously of interest to investigate whether or not even smaller, minute, radii

of curvature would also alter the resulting reflection pattern as compared to the one

observed with a straight wedge of the same angle. As a step in this direction, Sect. 2 of

the present paper presents experimental results obtained with the radius of curvature

R as small as 4 mm.

The subsequent Sect. 3 contains some preliminary developments aiming at an

analytical treatment to predict the Mach-to-regular reflection transition angle for

wedges with concave tips. The final section of this paper summarizes the current

findings and outlines the directions of future studies.

2 Experimental Studies

The experimental shock tube setup and diagnostics used in the present paper are sim-

ilar to the ones described in [1, 3]. As shown in Fig. 1, the experiments are conducted

in a conventional diaphragm-operated shock tube with rectangular 150 mm × 75 mm

Fig. 1 Schematic sketch of the experimental model in the test section
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cross section. The test section windows of 215 mm in diameter allow for optical

access. The wedge plate of 170 mm in length attached to the wedge base has two tips:

straight and concave. Therefore, by simply turning the plate by 180
◦
, the desired tip

is facing the incoming shock wave.

The test gas is air. Different initial pressures in the test section, ranging from 3.7

to 16 kPa, are used to obtain the desirable shock Mach numbers for given driver gas

pressure and diaphragm thickness. The tests are conducted at ambient temperature,

which is in the range of 290–293 K. The driver gas is helium. The shock Mach num-

ber is determined from time-of-arrival data obtained by means of three KISTLER

pressure transducers mounted flush with the shock tube wall ahead of and within the

test section. Each Mach number obtained from such a measurement has an uncer-

tainty of ±0.006.

High-speed video cameras (Shimadzu HPV-1 and HPV-X) are used for time-

resolved shadowgraph or schlieren visualization at frame rates of 106 (HPV-1) and

107 (HPV-X) frames per second with an exposure time of 250 ns (HPV-1) and 55 ns

(HPV-X). The spatial resolution of the cameras is 312 × 260 pixels for the HPV-1

and 400 × 250 pixels for the HPV-X. The pixels of the HPV-X are about half the

size of those of the HPV-1, which leads to an improved spatial resolution. Both

cameras have an in-situ image storage sensor (ISIS) and record 100 (HPV-1) and

128 (HPV-X) frames, respectively.

2.1 Results

The experimental results for a nominal incident shock Mach number 3, a wedge angle

of 52
◦
, and a wedge tip radius of 4 mm are shown in Figs. 2 and 3.

With the goal of improving resolution, different portions of the test model were

visualized in different experiments with correspondingly increased image magnifi-

cation. The first three images in Fig. 2a–c are from a single test giving a magnified

view near the rounded tip of the wedge while the fourth image, Fig. 2d, shows the

area near the wedge’s trailing edge in a second test (the Mach numbers for the two

experiments are essentially identical within measurement uncertainty: 3.017 ± 0.006
and 3.020 ± 0.006). Figure 3 corresponds to an experiment (shock Mach number

2.986 ± 0.006) with an even higher magnification near the concave tip. It is clear

from these images that even with such a small concave tip the resulting reflection

(Fig. 2) is and remains of irregular type.

The characteristic shape of the reflected wave corresponding to a DMR (double

Mach reflection) is not only clearly visible near the trailing edge of the wedge but

can also be traced back to very early moments, such as the right image of Fig. 3.

As shown in Fig. 4, a straight wedge of the same angle, for a close shock

Mach number of 2.872 ± 0.006, produces a regular reflection. As is typical for a
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Fig. 2 Shadowgraph movie frames for the wedge angle 𝜃w = 52◦ and the concave tip radius

R = 4 mm: a–c the shock Mach number Ms = 3.017; d Ms = 3.020. The scale on the wedge

indicates length in millimeters

Fig. 3 Shadowgraph movie frames for the wedge angle 𝜃w = 52◦, the concave tip radiusR = 4mm,

and the shock Mach number Ms = 2.986. The scale on the wedge is not visible due to the absence

of front lighting; however, the scale can be judged from the radius of wall curvature equal to 4 mm.

The experiment corresponds to the highest magnification possible with the present setup
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Fig. 4 Schlieren movie

frame for the straight wedge

with the angle of 𝜃w = 52◦,

and the shock Mach number

Ms = 2.872. The scale on the

wedge indicates length in

millimeters

regular reflection off a wedge with an angle exceeding the angle corresponding to

the sonic transition criterion, the reflected shock is initially straight and begins to

bend smoothly only when affected by the corner signal.

3 Preliminary Theoretical Analysis

The theoretical analysis suggested below is partly based on the findings from numer-

ical modeling. Therefore, in the next subsection, a brief summary of the CFD tools

used in the present study is given.

3.1 CFD Tools

The numerical results presented below are obtained with the Euler (inviscid, non-

heat-conducting) flow model. The gas is assumed to be ideal with constant specific

heats (𝛾 = 1.4). An adaptive unstructured finite-volume flow solver [4] is used. The

solver employs a node-centered, second order in space and time (for smooth solutions

and uniform grids), MUSCL-Hancock TVD finite-volume scheme [5].

To shed some light on the disturbance propagation in the flow under considera-

tion, the signal tracking technique proposed in [6] is used to study the propagation

of the corner signal front. In this technique, signals are considered as infinitesimally

weak sound waves propagating with the local speed of sound relative to the flow

and being carried by the flow itself as well. The tracking is done at the end of each

time step as a post-processing procedure. Since no actual disturbance is introduced
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to the flow, the technique is as accurate as the numerical flowfield itself. Information

about the velocity of the corner signal and its path can therefore be obtained from

numerical experiments.

3.2 Analytical Considerations

There are at least three ways to be followed if one desires to develop an analytical

treatment to predict the Mach-to-regular reflection transition angle for wedges with

concave tips. It is to be emphasized that the transition considered here is between

the resulting Mach or regular reflection established asymptotically, far away from

the concave tip. In other words, for wedges with concave tips, the initial reflection

is always of irregular type which eventually (when the incident shock has covered a

distance considerably exceeding the tip radius of curvature) either remains a Mach

reflection or, if the wedge angle exceeds a certain critical angle called “transition

angle,” turns into a regular reflection. It is the transition angle between these two

final outcomes that are of interest.

The first possible approach is to generalize the treatment suggested by Itoh et al.

[7] for the transition on a fully concave (cylindrical) surface. Their idea is to consider

the trajectory of the triple point and find its intersection with the wall surface, which

is, by definition, the transition point. Since this task appears to be intractable using

the full conservation laws (the Euler equations) without any simplifying assump-

tions, Itoh et al. [7] use the geometrical shock dynamics approach based on the CCW

(Chester–Chisnell–Whitham) theory. Along the lines proposed by Milton [8], they

derive a correction accounting for the presence of the reflected shock wave and the

tangential discontinuity for an incident shock of arbitrary strength.

The second way is to follow the ideas of Ben-Dor and Takayama [9, 10], see also

a summary in [11], for the transition on concave cylindrical surfaces. Their approach

is based on the length-scale concept and involves the consideration of corner signal

propagation behind the incident shock and the induced Mach stem. According to

this concept, the moment just before transition represents the last time the corner-

generated signal can catch up with the triple point.

Finally, another approach is advocated for concave cylindrical surfaces in the

companion paper of these Proceedings [12]. It is based on the examination of the

propagation of weak disturbances (“corner signals”) in the flow. Such an examina-

tion, carried out via numerical modeling, reveals that the speed of corner signals

(generated by the leading edge of the reflecting surface as well as by all subsequent

wall segments) always exceeds that of the foot of the Mach stem, and, therefore, the

signal fronts stay merged with the Mach stem at all times. From this point of view,

the speed of corner signals does not appear to be the deciding factor in transition. In

[12], it is shown that the prediction of the Mach stem velocity along the reflecting

surface is a key for accurate prediction of transition.
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Fig. 5 Inviscid CFD simulations of shock wave (Ms = 3.0) reflection from wedges with corner

signal tracking. The corner signal front at the displayed time moment is shown with a thin solid

line. The wedge angle is 𝜃w = 52◦ in both cases shown: a the case of a straight wedge; the corner

signal front runs along the reflected shock and then comes to the surface well behind the reflected

point, i.e., the signal is not catching up with the reflection point. This corresponds to the regular

nature of the observed shock reflection; b the case of a concave tip wedge; it is seen that the Mach

stem and the respective portion of the corner signal front coincide

In the present paper, a similar examination of corner signal propagation is con-

ducted for wedges with concave tips. Figure 5a shows an instant Mach number flow-

field (the Mach number is given in the laboratory frame of reference) generated when

a planar shock wave with shock Mach number 3.0 reflects from a straight wedge of

52◦ (the same angle as in the experiments shown in the previous section). This sim-

ulation tracks the corner signal, which is induced when the incident shock has just

reached the wedge leading edge. The instant corner signal front is shown in Fig. 5a as

a thin black line. As expected for a wedge angle exceeding the sonic angle (50.81
◦
),

the corner signal is clearly behind the reflection point. There is a straight portion

of the reflected shock, not affected by the corner signal. Figure 5b shows the instant

corner signal front for a concave tip wedge with the wedge angle of 52◦. It is seen

that the portion of the front propagating along the wedge coincides with the Mach

stem, from the wedge wall to the triple point. The analysis of the reflection process

as a whole confirms that the corner signal is always merged with the Mach stem

and never detaches. This should be expected because the flow downstream from the

Mach steam is always subsonic relatively to the Mach stem and, therefore, the corner

signal velocity V + c behind the Mach stem in the laboratory frame of reference is

greater than the velocity of the Mach stem in the same reference frame (V is the local

flow velocity, and c is the local speed of sound). Hence, the corner signal catches up
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Fig. 6 Schematics of

InMR–TRR (inverse Mach

reflection–transitioned

regular reflection) transition

on a wedge with a concave

tip, illustrating the analytical

treatment of the present

paper
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Mach stem

Mach stem 
disappears

x
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xtrxA

A

θw
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with the Mach stem at the same instant as it is generated and stays merged with it

(obviously, it cannot go ahead of the Mach stem).

From this point of view, as already mentioned above, similarly to the case of a

fully concave reflecting surface, the corner signal speed does not appear to be the

deciding factor in transition: the speed of the foot of the Mach stem will determine

when (and if) the Mach stem vanishes.

The subsequent derivations are assisted by the schematics shown in Fig. 6. The

transition takes place at the time moment ttr when the Mach stem vanishes at x = xtr
or xw = xtrw. In Fig. 6, the coordinate x is along the horizontal x-axis while the curvi-

linear coordinate xw is along the reflecting surface; the origin of both coordinates is

at the leading edge of the wedge. The incident shock moves with a constant velocity

Vs so that ttr = xtr∕Vs. The foot of the Mach stem moves with a velocity Vst
w which is

changing in time during the course of wave propagation. Therefore, the time ttr can

be also determined via integration along the reflecting surface. This would then lead

to the following general relation for the determination of the transition point:

xtr
Vs

=

xtrw

∫
0

dxw
Vst
w

(1)

The integral can be split into two parts corresponding to the circular arc of the con-

cave tip and the straight portion of the wedge:

xtr
Vs

=

xAw

∫
0

dxw
Vst
w

+

xtrw

∫
xAw

dxw
Vst
w
, (2)

where xAw (or xA) is the coordinate of the point where the circular and straight seg-

ments of the wedge meet.

It would be more convenient to operate with the wall angle 𝜃w (which is also the

polar angle of the arc, see Fig. 6) and the respective transition angle 𝜃
tr
w . Furthermore,

let us express the distance between point A and the transition point as 𝜆R where 𝜆 is

a nondimensional factor and R is the radius of the concave cylindrical portion of the
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wedge. This leads to the following relation:

R sin 𝜃trw + 𝜆R cos 𝜃trw
Vs

=

𝜃

tr
w

∫
0

Rd𝜃w
Vst
w

+

xAw+𝜆R

∫
xAw

dxw
Vst
w
. (3)

After dividing both sides by R and making a simple variable transformation, x̃w =
(xw − xAw)∕R, in the second integral, we arrive at

sin 𝜃trw + 𝜆 cos 𝜃trw
Vs

=

𝜃

tr
w

∫
0

d𝜃w
Vst
w

+
𝜆

∫
0

dx̃w
Vst
w
. (4)

It is to be noted that assuming 𝜆 = 0, i.e., considering a fully concave cylindrical

surface, without a straight wedge, Eq. (4) reduces to the relation obtained in [12] for

the concave cylindrical surface:

sin 𝜃trw
𝜃

tr
w

= Vs ×
1
𝜃

tr
w

𝜃

tr
w

∫
0

d𝜃w
Vst
w
. (5)

Numerical experiments show, see the data presented in [1], that the asymptotic

angle 𝜒 between the triple point trajectory and the wedge surface approaches zero at

transition, and therefore, it can be safely assumed that 𝜆 ≫ 1, which means that the

transition takes place far away from the wedge tip—it may be conjectured that this

happens “at infinity.” This is also consistent with the goal of obtaining the transition

angle between the resulting, asymptotic (xw → ∞) reflection patterns. By consider-

ing that 𝜆 ≫ 1, Eq. (4) can therefore be simplified to

cos 𝜃trw
Vs

= 1
𝜆

𝜆

∫
0

dx̃w
Vst
w

=
⟨

1
Vst
w

⟩
(6)

or

cos 𝜃trw = Vs ×
⟨

1
Vst
w

⟩
(7)

where ⟨ 1
Vst
w
⟩ denotes an averaged value of the inverse velocity of the Mach stem foot

along the straight portion of the wedge.

Numerical experiments indicate that the strength of the Mach stem does not vary

significantly when it propagates along the wedge away from the tip, see Fig. 7. Then,

the Mach stem velocityVst
w can be assumed to have a constant value of ⟨Vst

w ⟩, resulting

in
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Fig. 7 Mach number

history of the Mach stem on

the reflecting surface of a

wedge with a concave tip

(Ms = 3.0 and 𝜃w = 52◦).

The vertical solid line

corresponds to the point

where the concave tip and

the straight portion of the

wedge meet

cos 𝜃trw =
Vs⟨Vst
w ⟩ . (8)

The relation can be also rewritten in terms of Mach numbers as follows:

cos 𝜃trw =
Ms⟨Mst
w⟩ . (9)

Thus, to predict the transition angle, it is necessary to predict the Mach stem

strength when it propagates along the wedge. The correctness of this principle can

be verified via numerical experiments. For example, for the incident shock Mach

number Ms = 3.0 and the wedge angle 𝜃w = 59.5◦ (the value is chosen to be close

to the transition angle), numerical experiments give the value of 5.852 for ⟨Mst
w⟩ at

the end of the wedge. Then, Eq. (9) results in 𝜃

tr
w = 59.2◦, which is very close to the

transition angle value of 59.79◦ for Ms = 3.0 determined via numerical experiments

in [1]. Thus, it is to be concluded that if one succeeded in predicting the Mach stem

strength along the wedge, this would automatically lead to a correct prediction of

transition.

As demonstrated in Fig. 7, the CCW theory results in a significantly lower value

of the Mach stem Mach number as compared to the numerical prediction. It is also

seen that the use of V + c value behind the incident shock as the velocity of the

Mach stem, as in [9, 10], is completely unacceptable. The issue remains open for

investigation.
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4 Conclusions

In the shock tube experiments of the present paper, it is demonstrated that, for a

certain wedge angle and incident shock Mach number, the resulting reflection is of

irregular type in the presence of a small concave tip with the arc radius as small as 4

mm while a straight wedge with the same wedge angle produces a regular reflection.

The result is of obvious practical significance: it clearly points to the possibility,

under certain conditions, of having an unexpected reflection pattern (and pressure

and temperature values associated with it) due to corner roundings which might be

erroneously perceived as insignificant.

The present paper provides a basis for the subsequent development of an analytical

method to predict the MR–RR transition angle for wedges with concave tips. It is

shown that it is essential to predict as accurately as possible the strength of the Mach

stem. Further developments aiming at such predictions are presently under way.

Numerical simulations using the Navier–Stokes equations are also to be carried

out. The study of the influence of viscous effects is essential because in most shock

tube experiments, high Mach numbers (>2) can only be achieved at low pressures

in the test section. As a result, the Reynolds number based on the tip radius R can

be as low as 15,000 for R = 4 mm, and, therefore, viscous effects may significantly

shift the transition boundaries.

Acknowledgements The present research is supported by the Fonds de recherche du Quèbec—

Nature et technologies (FRQNT) via the Team Research Project program and the National Sci-

ence and Engineering Research Council (NSERC) via the Discovery Grant program. F.A.P. grate-

fully acknowledges the McGill Engineering Undergraduate Student Masters Award (MEUSMA)

funded in part by the Faculty of Engineering, McGill University. Rabi Tahir’s support regarding

Masterix code is greatly appreciated.

References

1. Alzamora Previtali, F., Timofeev, E., Kleine, H.: On unsteady shock wave reflections from

wedges with straight and concave tips. AIAA Paper 2015–2642 (2015). https://doi.org/10.

2514/6.2015-2642

2. Lau-Chapdelaine, S.S., Radulescu, M.I.: Non-uniqueness of solutions in asymptotically self-

similar shock reflections. Shock Waves 23(6), 595–602 (2013)

3. Kleine, H., Timofeev, E., Hakkaki-Fard, A., Skews, B.: The influence of Reynolds number

on the triple point trajectories at shock reflection off cylindrical surfaces. J. Fluid Mech. 740,

47–60 (2014)

4. Masterix: Ver. 3.40, RBT Consultants, Toronto, Ontario (2003–2015)

5. Saito, T., Voinovich, P., Timofeev, E., Takayama, K.: Development and application of high-

resolution adaptive numerical techniques in shock wave research center. In: Toro, E.F. (ed.)

Godunov Methods: Theory and Applications, pp. 763–784. Kluwer Academic/Plenum Pub-

lishers, New York, USA (2001)

6. Hakkaki-Fard, A., Timofeev, E.: On numerical techniques for determination of the sonic point

in unsteady inviscid shock reflections. Int. J. Aerosp. Innovations 4, 41–52 (2012)

7. Itoh, S., Okazaki, N., Itaya, M.: On the transition between regular and Mach reflection in truly

non-stationary flows. J. Fluid Mech. 108, 383–400 (1981)

https://doi.org/10.2514/6.2015-2642
https://doi.org/10.2514/6.2015-2642


396 F. Alzamora Previtali et al.

8. Milton, B.E.: Mach reflection using ray-shock theory. AIAA J. 13(11), 1531–1533 (1975)

9. Ben-Dor, G., Takayama, K.: Analytical prediction of the transition from Mach to regular reflec-

tion over cylindrical concave wedges. J. Fluid Mech. 158, 365–380 (1985)

10. Takayama, K., Ben-Dor, G.: A reconsideration of the transition criterion from Mach to regular

reflection over cylindrical concave surface. Korean Soc. Mech. Eng. 3, 6–9 (1989)

11. Ben-Dor, G.: Shock Wave Reflection Phenomena, 2nd edn. Springer (2007)

12. Timofeev, E., Alzamora Previtali, F., Kleine, H.: On unsteady shock wave reflection from a

concave cylindrical surface. In: Proceedings of Present ISIS22 (2016)



Normal Shock Wave Diffraction
Over a Three-Dimensional Corner

Randall T. Paton, Beric W. Skews and Cheryl M. Cattanach

Abstract The diffraction over a corner normal to the direction of travel of a shock

wave has been well documented. This has also been extended to the diffraction of a

shock wave over edges with discontinuous profiles in the flow direction. However,

these studies have only considered the diffraction of a shock wave travelling over a

single, plane surface initially. The current study extends this to consider the dynamics

of a plane shock wave travelling simultaneously over two orthogonal surfaces, anal-

ogous to a shock wave travelling over the roof and wall of a rectangular building. The

flow field bears similarity to the diffraction of a shock wave over a convex diffrac-

tion edge whereby there is thickening of the vortex tube formed at the axis defined

by the common edge of the two surfaces with outboard thinning. However, as the

Mach number of the incident shock wave increases, the vortex tubes shed from the

two diffraction edges no longer merge into a single tube but rather each terminates in

the downstream face. This also results in curvature of these vortex tubes away from

the face rather than remaining approximately parallel to the downstream face as seen

in most cases. These results were derived experimentally and computationally for a

Mach number in the range M1.3–M1.6.

1 Introduction

Since the original description of the behaviour of a plane shock wave diffracting

over corners of various two-dimensional geometries by Skews [1], the effect on the

canonical flow field of different three-dimensional geometries has been explored.

Skews established that the features of the post-diffraction flow field, such as the
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Fig. 1 Vortex profiles sometime after diffraction of a normal shock wave over a discontinuous

(left) convex edge [3] and (right) aligned edge [4]

contact surface, vortex and expansion wave, depend on the angle of diffraction and

the incident shock wave number. However, the geometry and behaviour of these fea-

tures, especially the vortex, can change significantly in the presence of a singular

corner in the diffracting edge. Jiang et al. [2] explored a plane shock wave diffract-

ing at the normal exit of a square cross-section shock tube and showed that the vortex

that is shed at the exit edge conforms approximately to the profile of the exit edge

at early times and has a fairly consistent cross-section size. However, as the vortex

propagates, it undergoes axis swapping and changes in cross-section size and vortex

loop planarity arise because of variations in vortex strength between the corners and

mid-side vortex segments.

Reeves and Skews [3] studied shock waves diffracting over normal parabolic and

square corners and, as in Fig. 1, this results in a thickening and bending of the vortex

core along the symmetry plane followed by a contraction outboard of that. Further

study of diffraction over discontinuous edges by Cooppan and Skews [4] showed that

the portion of the vortex along the aligned diffraction edge deforms out of the plane

defined by the vortex lines.

The current study considers a plane shock wave diffracting over a three-

dimensional corner where the incident shock wave is parallel to the diffraction sur-

face and perpendicular to the mutually orthogonal edges leading to the corner. Unlike

the case studied by Jiang et al., the diffracted shock wave will interact with itself fol-

lowing diffraction since this is diffraction over edges forming an acute rather than an

obtuse angle. This is analogous to a shock wave travelling down the side and roof of

a building and diffracting over the downstream face of the building.
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Fig. 2 Current study test piece

2 Apparatus

The diffraction behaviour was tested experimentally in a conventional shock

tube expanding into ambient conditions at incident Mach numbers of approximately

1.3, 1.45 and 1.6. and visualised using high-speed z-type shadowgraph with both

horizontal and vertical sensitivities in separate tests. The high-speed schlieren was

captured using a Photron SA5-77K-C1 at a speed of 75 kfps and a resolution of

320× 264 px resulting in a spatial resolution of approximately 0.25 mm per pixel.

A schematic of the apparatus installed flush between the walls of the shock tube is

shown in Fig. 2. The image acquisition was triggered by upstream PCB M114A21

pressure transducers.

A computational study was also undertaken using ANSYS Fluent 15 to facili-

tate interpretation of the experimental results. The model employed an AUSM flux

formulation and third-order MUSCL scheme for flow discretisation. The model com-

prised 1.05 million cells and was executed with a time step of 1 µs. The model has

been run initially inviscid to determine the pressure-driven effects.

3 Results

3.1 Experimental Results

The experimental results have been presented as time series where the results for

the horizontally and vertically sensitive shadowgraph systems (hereafter referred to

h-shadowgraph or v-shadowgraph, respectively) have been placed alongside each



400 R. T. Paton et al.

25 mm

127 µs

87 µs

47 µs 51 µs

91 µs

131 µs

Fig. 3 Experimental shadowgraphs with vertical (left) and horizontal (right) sensitivity for an

incident shock wave strength of M1.3

other for ease of comparison. The results have been annotated with the approximate

time since the arrival of the incident shock wave at the diffraction edge. Since the two

sets of results for each Mach number were acquired in separate tests, the comparison

images may not be exactly synchronised but the mis-synchronisation is no greater

than 4 µs.
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The results for the lowest incident wave strength, Mach 1.3 in Fig. 3, will be dis-

cussed in detail and then comparisons drawn for the other sets of results. It should

be noted at this stage that the images for the v-shadowgraphs shown a dark shape

protruding from the diffraction face. This is a piece of the tape used to seal the

models against the test section windows that slipped for these tests and, due to time

constraints, these tests could not be repeated. This thin tape (approximately 0.2 mm

thickness) was not deemed to have a significant effect on the results given the width

of the shock tube (75 mm).

At the earliest time, in the top row, the shock wave has fully diffracted along the

entire edge. As a result of this, there appear to be two wave diffractions visible in the

h-shadowgraph: the upper is the apex of the diffracted shock wave surface along the

centreline of the model, while the lower diffraction is the edges of the diffraction at

the windows of the test section. It is assumed that the reflection of these two waves is

regular at this time. In the v-shadowgraph, the edge of the vortex can only be faintly

seen but the thickening near the apex of the model, seen in the h-shadowgraph, is

also visible here. This thickening is similar to that seen near the apex and outboard

thinning of the vortex tube seen in [3].

In the second v-shadowgraph, the core of the vortex where it terminates against

the test section is clearly visible. The vortex is also detaching from the diffraction

surface and convecting downstream. In the h-shadowgraph, it is clear that the bend

in the vortex has curved significantly by the way that it is quite far away from the

apex of the diffraction edge and the very significant thickening of the vortex.

In the final frames, the vortex is now quite separated from the diffraction surface

though the upper portion still remains close, as evident in the third h-shadowgraph.

The reflected shock wave from the floor of the test section can be seen and thus no

further results can be presented.

The initial diffraction for the Mach 1.45 wave, shown in Fig. 4, is very similar to

that for Mach 1.3. The most significant difference is that the edge of the vortex is

quite clear in the v-shadowgraph as is the vortex core where it meets the test section

window. These both suggest that, despite the fairly small increase in incident Mach

number, the vortex shed is much stronger. This is also borne out by the greater extent

by which the corner of the vortex has thickened and curved even at this early stage

of the flow.

Something to note in the h-shadowgraphs of this series is the disturbance of the

flow field below the diffracted shock wave. This is as a result of some leakage of

flow past the model on one side of the model. While this certainly affected the vortex

where it meets the boundary layer on the test section window, this effect seems to be

minimal.

In the second set of images, it is clear that the portion of the vortex towards the

bottom of the frame is separating from the diffraction face much more than that near

the top. In the v-shadowgraph, the vortex edge has a backward-S shape which is also

clear in the vortex centreline (the boundary between the black and light regions of

the vortex) in the h-shadowgraph. Rather than being as a result of a difference in

vortex strength, which should be consistent along the entire diffraction edge due to
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Fig. 4 Experimental shadowgraphs with vertical (left) and horizontal (right) sensitivity for an

incident shock wave strength of M1.45
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Fig. 5 Experimental shadowgraphs with vertical (left) and horizontal (right) sensitivity for an

incident shock wave strength of M1.6
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simultaneous diffraction, it is thought that this is due to curvature of the vortex that

happens so that it terminates normal to the test section window.

The curvature of the vortex near the window is clear here and in the final images

for this series, by the thickening of the vortex as well, which was clearly described

in [3]. By directly comparing the final v-shadowgraphs for the Mach 1.3 and Mach

1.45 results, the greater strength of the vortex is also clear by the much larger core

at the window.

In the results for Mach 1.6, it is clear that the vortex here is significantly stronger

still. This seems to have further strange effects on the vortex behaviour. While the

first h-shadowgraph in Fig. 5 seems very similar to the previous results (with some

leakage here as well), in the second frame, the distortion of the vortex near the corner

has a rather different aspect. It appears here as though the thickened portion of the

vortex has curved it such that the centre lies almost halfway down the height of the

vortex but there is still evidence of a vortex above this. Unfortunately, a more detailed

interpretation is not possible from these results.

3.2 Computational Results

The results presented here have been selected to match, as closely as possible, the

times since the arrival of the incident shock wave at the diffraction edge of the frames

discussed for the experimental results. In all cases, isopycnics (surfaces of constant

density) of 0.75, 0.825 and 0.9 kg m
−3

were plotted to visualise the vortex formed

by the diffraction of the shock wave. In these images, the 0.9 kg m
−3

isopycnic is the

outermost and is considered the boundary of the vortex. The other two surfaces are

included to give a sense of the change of density within the vortex, where the density

falls to approximately 0.5 kg m
−3

in all cases, but these can only be seen in the side

visualisations as the isopycnic surfaces are presented as opaque.

Considering first the results for the incident shock wave strength of M1.3 shown

in Fig. 6, the vortex tube appears incomplete in the first frame. Although the vortex

lines appear near the apex of the diffraction edge, the weaker portion outboard of

this presents as an incomplete vortex. This is because the vortex formed is insuffi-

ciently strong to drop the density as low as 0.9 kg m
−3

. The remainder of the vortex

appears quite uniform in diameter except where it thins to bend to meet the test

section windows normally. Altogether, the weakness of the vortex here explains the

faint presentation in the v-shadowgraphs in Fig. 3.

An aspect of the flow field to bear in mind is that the shock wave diffraction is

normal to the upstream surfaces and so there is a significant induced flow towards the

longitudinal centreline of the domain. The reflection of the diffracted shock waves

on this centreline will also complicate this field. This is expected to have a marked

effect on the vortex development.

As the flow field develops, the portion of the vortex immediately outboard of the

centre remains thinner than the remainder of the vortex. This is likely a result of

the spanwise outboard flow that must arise as a result of the diffracted shock fronts
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25 mm

129 µs

89 µs

49 µs

Fig. 6 Computational isopycnics in side elevation (left) and the longitudinal direction (right) for

an incident shock wave strength of M1.3
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interacting along the symmetry plane. Such outboard flow would suggest that the

vortex tube be conical away from the centreline, which is the appearance apart from

the kink formed near the test section walls.

By far the most interesting feature of these vortices is that they seem to termi-

nate near the centreline in the diffraction surface rather than forming a continuous

vortex tube. In the side elevation for the final frame of this time series, the vortices

seem almost normal to the diffraction surface while the remainder of the vortex is

separating from the diffraction face and convecting downstream. This suggests that,

in the absence of the test section walls, the two vortex tubes might terminate in the

diffraction face while the outboard sections convect downstream and towards the

centreline.

Examining the results for an incident shock strength of M1.45 in Fig. 7, similar

behaviour can be seen though the vortices show no break at early times. It seems that

the portion of the vortex midway between the centreline and the domain edge has

ongoing interaction with the diffraction face, evident in the second and third side

elevations. The curvature in the longitudinal direction of the vortex centrelines as

seen experimentally is clear here and could be explained by the proposed mechanism

of the detachment of the vortices from the diffraction face while one end terminates

in the same face near the centreline.

The time series for the incident Mach number of 1.6 (Fig. 8) shows the most inter-

esting behaviour. The top end of the vortices is clearly terminating normal to the

diffraction face near the centreline, and there is noticeable curvature of the vortex

centreline in the longitudinal direction from the first frame. The vortex-induced flow

around the end of the vortex terminating in the diffraction face would explain the

tapered region from the knee of the vortex tube near towards the apex of the diffrac-

tion edge. This also explains the strange shape noted in the experimental images.

The centrelines of the vortices are steeply curved in the longitudinal direction in

this series and, although the affected region appears smaller than in the lower shock

strength cases, part of the vortex still has a significant interaction with the diffrac-

tion face. This suggests that rather than the vortex tubes washing entirely downstream

while one end terminates in the diffraction face, there is a portion of the vortex out-

board of the apex of the diffraction edge which will deform in the longitudinal direc-

tion while the rest (for a significantly long diffraction edge) will remain attached to

the corner.

Another feature of interest arises in the case of a Mach 1.6 incident shock wave:

there appears to be a secondary vortex tube forming on top of the primary one seen

for the lower shock strength cases. The exact cause of such a flow is not immediately

apparent. One possibility is that the very strong vortex induces a counter-rotating

vortex between its own boundary and the flow off of the upstream surface.

To better visualise the development of these vortices as a function of time, iso-

metric elevations of the isopycnics are presented in Fig. 9. From these images, it is

clear that there is a region of the vortices shed off of each of the diffraction edges

that curves in the downstream longitudinal direction and that the extent of this region

seems to increase with incident shock wave strength. In the case of the flow for the
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25 mm

122 µs

82 µs

42 µs

Fig. 7 Computational isopycnics in side elevation (left) and the longitudinal direction (right) for

an incident shock wave strength of M1.45
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Fig. 8 Computational isopycnics in side elevation (left) and the longitudinal direction (right) for

an incident shock wave strength of M1.6
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129 µs 122 µs 128 µs

49 µs 42 µs 48 µs

89 µs 82 µs 88 µs

Fig. 9 Computational isopycnics in isometric elevation for incident shock wave strengths of M1.3

(left), M1.45 (centre) and M1.6 (right)

Mach 1.6 incident shock, this region seems to be almost the entire semi-span of the

test section.

It is also evident from the images for the Mach 1.6 incident shock wave that the

secondary vortex structure seems to develop closer to the centreline of the test section

before spreading outwards. This suggests that it may be independent of the geometry

of the test section but has been constrained by it to the form evident in the final frame.

That would also suggest that there is an inherent length scale to the feature despite a

corner having no implicit length scale. The feature size does seem to depend on the

size of the region curving away from the diffraction face and so the length scale of

importance here may be related to the vorticity length scale. Unfortunately, none of

these details can be tested here as all results are particular to the model and shock

tube used.
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4 Conclusion

The vortices shed at the diffraction edge of a corner normal to the direction of shock

wave travel exhibit similar behaviour to that for the diffraction of a shock wave over

an edge shaped in the direction of flow. However, there is the significant difference

that the vortex lines shed here seem to terminate on the diffraction face instead of

forming into a single vortex tube as in the latter case. The portion of the vortex

outboard of this then curves, more strongly with increasing incident shock wave

strength, in the longitudinal direction while the remainder of the vortex seems to

remain attached to the diffraction face. At high incident shock wave strengths, a sec-

ondary structure develops on top of the primary vortex tube. Further details of these

dynamics cannot be determined as the facility used resulted in a reflected shock wave

interacting with the vortex lines at that time. There were also issues of leakage of

flow past the model which may have affected the results of some visualisations.

5 Recommendations

The experimental work should be repeated with a model with a greater separation

from the floor of the shock tube test section and better sealing. This will increase the

time in which the vortex can develop before the reflected wave returns. If possible

the experimentation should be undertaken in a wider test section or the model be

modified to employ symmetry.

Computationally, the model domain should be extended to much greater span.

This will remove the length scale of the test section width and allow confirmation of

the spanwise changes in the vortex strength and shape without the influence of the

boundary layer on the test section walls. The model should also be run employing a

viscous solver.
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