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Preface

When Anton Nijholt asked me to chair the 2017 edition of Intetain I liked the idea of
holding a small conference on a small island as the ocean affords plenty of room for big
ideas to grow. Intetain is a celebration of the future of interactive entertainment. We
invited researchers to submit contributions around developments and insights in art,
design, science, and engineering regarding novel entertainment-focused devices,
paradigms, reconceptualizations, and reconfigurations of entertainment experiences and
we were not disappointed, as the submissions although low in number were high in
content and concepts crossing the full range of interactive entertainment from physical
play to virtual reality and from digital storytelling to email, or are they one and the
same?

In Computer Lib/Dream Machines, Ted Nelson wrote that “everything is deeply
intertwingled” and digital technologies have very deeply intertwingled into the very
fabric of our everyday existence with the past distinction between private and public
spaces, fact and fiction, tangible and intangible getting more and more blurry by the
day. Advances in sensors, actuators, and displays have enabled us to develop new
interactive surfaces and new forms of display. While in the past certain objects or
locales, be they cave walls, theater stages, cinema screens, statues, or radio receivers,
acted as focal points with limited interactivity, now almost any surface can become an
interactive device responding to direct and indirect interactions and/or environmental
stimuli. Furthermore, we are no longer just looking at screens, they are looking back at
us, this has many opportunities but also dangers such as predatory media or predatory
state agencies and one of the main challenges for us is to understand how to use this
technology as a force for good and how to enable people to counter and control the
potential harmful and dangerous aspects of this technological evolution.

Our vision of Intetain is that of a catalyst, a convivial environment for the sharing
and germination of ideas and it is our hope that the set of papers presented in this
volume will act as a spark for further thought and deliberation long after the sounds
emanating from the conference hall have quieted down.

December 2017 Yoram Chisik
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Player Expectations of Animal Incorporated
Computer Games

Wim van Eck1,2(&) and Maarten H. Lamers1

1 Media Technology Research Group, Leiden Institute of Advanced Computer
Science, Leiden University, Leiden, The Netherlands

{w.j.o.m.van.eck,m.h.lamers}@liacs.leidenuniv.nl
2 Royal Academy of Art, The Hague, The Netherlands

Abstract. Animal incorporated games were both hypothesized and shown to
serve multiple desired objectives, among which improvement of animal welfare,
strengthening pet-owner relations, and creating new experiences for human
players. We study the expected player experience of animal incorporated games
through the use of an extended survey (n = 177). Our results indicate that
respondents expect (a) added unpredictability caused by animal-opponent
behavior, (b) increased enjoyment when playing against animals, for a limited
duration of time, and (c) that hypothetical exact simulation of animal behavior
offers equally interesting opponent behavior. Furthermore, concerns of animal
welfare significantly moderate the preference for computer-, exact simulated- or
animal-opponents. These outcomes can be used to correct for aspects such as
novelty bias, when measuring player experiences in animal incorporated type
games.

Keywords: Animal-Computer Interaction � Computer games
Animal welfare � Player expectations

1 Introduction

While computer games are traditionally played against a computer or human oppo-
nent(s), either offline or over the internet, there is a recent interest in computer games
which incorporate living non-human organisms. Although this is a relatively new topic,
there is already quite a variety in intents and approaches towards such games. Some are
developed solely for academic purposes [1] while others are commercially available [2]
or artistic endeavors [3]. Some are developed for battling animal stress [4] while others
incorporate living organisms for behavioral [5] or content generation [6]. Often these
games receive notable media attention and since most of them are neither technically
nor visually noteworthy, it seems that the inclusion of a living organism is responsible
for the expressed interest.

As of yet there has been no empirical study that verifies if the addition of a
non-human organism within a computer game indeed raises interest, and if so, why this
is the case. By means of a survey we study people’s expectations of a game which
incorporates living organisms. We hope that the results of this study will give us a
better understanding if these types of games are likely to stay compelling or if the

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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current attention is due to a novelty factor. Furthermore we want to understand whether
the participants expect such games to be less predictable and to which extent they are
regarded as animal abuse. For sake of brevity, in the remainder of this text we refer to
living non-human organisms simply as organisms, and we refer to digital interactive
(computer) games simply as games. But first we identify several categories of games
that involve animals or other organisms.

2 Animal Incorporated Computer Games

If animals play, how animals play and why animals play are questions on which a lot of
research has been conducted [7, 8]. It is not our intent to contribute to these questions in
this article, since our goal is to study in which way the addition of an organism within a
computer game changes the player’s opinion on the game. There is quite a diversity of
games which incorporate organisms. We choose to divide them by the type of inter-
action the organism has within the game: voluntary interaction, involuntary interaction
and indirect control.

2.1 Voluntary

With voluntary interaction we mean that the organism initiates the interaction or play
on its own intent. Within the emerging field of ACI (Animal-Computer Interaction) [9]
this freedom to engage or withdraw is a key aspect. Various games have been
developed which allow pets and their owner to interact together [10–12]. Games can
also be used to fight animal stress responses and resulting stereotypical behavior.
Digital interactive gaming was shown to lower both behavioral and physiological
(cortisol hormone) symptoms of stress in home-alone dogs [4]. A well-known game
providing cognitive enrichment and physical exercise is Pig Chase [13], a game shared
between humans and captive pigs via the internet that was proposed in 2012, but of
which the current production status is undocumented. Moreover games to enrich the
lives of captive orangutans are being researched [14].

There are also examples of games which could be played without human inter-
ference. Games for Cats [2] is meant to be solely played by cats, but the game still
requires human assistance since it involves navigating through menus and the free
versions includes numerous popups. Similar games exist for dogs [15], but it remains
uncertain if such games are beneficial for the dog’s wellbeing [16]. Animals can also
interact with regular games, as illustrated by a video in which a bullfrog tries to catch
and eat ants from the popular mobile game Ant Smasher [17].

2.2 Involuntary

With involuntary interaction we mean that the animal does not initiate the interaction or
play on its own intent. With such games the organism is incorporated within the game
and responds to actions of the human player. Often these are natural mechanisms of
survival, where the organism steers away from unfavorable conditions or is lured by
favorable conditions. An example of a game employing involuntary interaction is a

2 W. van Eck and M. H. Lamers



game by van Eck and Lamers [5], which is based around a modified Pac-Man game in
which the opponent ghosts were controlled by living crickets inside a physical fac-
simile of the game level (maze). Vibrations within the physical maze stimulate the
crickets to either chase the player’s Pac-Man avatar or to avoid him, since for crickets
vibrations indicate approaching danger from which they flee. Further examples are
games for purposes of biology education [1, 18] and that embody an artistic endeavor
[3]. Also the aforementioned Ant Smasher [17] game might be placed in this category,
since it might be more likely the Bullfrog’s intention is to eat, not to play.

2.3 Indirect

Indirect control of a game by organisms is also a possibility and illustrated by the
project Fish plays Pokémon [19], in which a fish navigates a game of Pokémon
(published by Nintendo, 1996) by swimming around its fish tank. Designated areas in
the tank trigger actions within the game when entered by the fish. Variations on this
principle were made with the games Tetris (various publishers) and Street Fighter 2
(published by Capcom, 1991). In Lumberjacked [20] movements of the leaves of a tree
are translated into movement of virtual tree characters. Organisms can furthermore be
employed for content creation within a game. For example, in-game landscapes have
been evolved in real-time based on the simultaneous growth of actual fungi and bac-
teria cultures in Petri dishes [6].

In the remainder of this work, we focus on an involuntary animal incorporated
game [5] to study the expectations that humans have of playing such games. We realize
that an involuntary type game by definition does not fulfill the requirements of the very
relevant field of ACI. Still, since the main focus of this research lies on player
expectations, we opted for a game which received notable media attention in, among
others, popular gaming magazines, and of which gameplay footage is available. As
mentioned in the introduction, our aim is to study why such a game received so much
attention and the influence of the animal component on the reception of the game.
Further motivations for our choice are argued in Sect. 5.

Although we have talked about the broad class of organisms until here, our study
pertains to species of the phylogenetic branch of animals or Metazoa, thus excluding
among others bacteria, fungi, slime molds, and plants. After discussing related other
studies, we define our survey and analyze its results. With a concluding discussion we
aim to give insight on human expectations of playing animal incorporated games, and
its future directions.

3 Prior Studies of Players’ (Expected) Experience

The difference in user experience between playing against a computer or against an
opponent controlled by an organism was not yet empirically studied. Lee et al. [18]
conducted a user experience study regarding a museum installation in which museum
visitors interact with living cells. It displays a microscopic view of living cells through
a touchscreen interface on which users can draw. These drawings are then projected
onto the microscopy field as light patterns, causing phototactic responses and in turn

Player Expectations of Animal Incorporated Computer Games 3



motion of the cells. Various games and experiments are available to installation users
requiring them to guide cells to a specific area on the screen or trap them within a
virtual box. The study mainly concludes that museum visitors enjoyed interacting with
the installation. Participants made positive comments about the inclusion of living cells
and other aspects of the installation were praised. Since there was no comparison with a
similar installation lacking a living organism we cannot identify the impact of the
organisms’ presence on user experience.

User reviews of commercially available animal incorporated type games could also
offer insight on player experiences. In the Google Play Store and Apple’s App Store
numerous games are on offer which were developed to be played by cats. The
abovementioned Games for Cats [2] allegedly has over 2 million downloads
(November 2016) and numerous consumer reviews. Here we mostly read whether cats
did or did not seem to like the games, roughly how long they were interested, whether
the (presumed) pet owners enjoyed watching cats play, and comments on the app itself,
e.g. about price and stability. Although user reviews provide potentially valuable
information to assess user experiences, in this case they give us no clear comparison
between games with and without opponents controlled by organisms.

Aforementioned Pac-Man study [5] that compares playing against an algorithmi-
cally controlled versus against an animal-controlled opponent created a context that
enabled study of player experiences with the modified (animal incorporated) and
standard (player-versus-computer) Pac-Man games, although it did not undertake such
an empirical comparison.

Although not about games that incorporate organisms, a relevant study was
undertaken by Weibel et al. [21]. It concluded that players who falsely believed they
played an online game against human-controlled opponents experienced more enjoy-
ment, presence and flow in doing so, when compared to players that were aware of the
opponents’ true algorithmic control. Generalizing this result from human-controlled
opponents to organism-controlled opponents, one can hypothesize that similar positive
change in player experience could occur—in other words, the mere idea of playing a
game incorporated with living organisms may affect player experience. As a corollary,
even without actual playing, the mere idea of organism-controlled opponents in a game
may positively affect expected player experience.

Table 1 offers us a conceptual framework to categorize studies that investigate
either player expectations or experiences given various assumed and actual opponents.
With computer opponents, we mean algorithmically controlled opponents. Exact
organism simulations are hypothetical algorithmically controlled opponents that exhibit
perfect simulation of organism behavior. Studies wherein the actual opponent is none
do not engage participants in actual game playing, but choose an alternative approach
for data gathering such as surveys.

Within the conceptual classification framework, Weibel et al. [21] compare
experiences from categories A and C. Although not empirically founded, van Eck and
Lamers [5] compare categories A and F. In fact, the study described here compares
player expectations for categories G, H and I, based on several hypotheses that are
presented next.

4 W. van Eck and M. H. Lamers



4 Hypothesizing Players’ Expectations

Our study of player expectations is formed around several hypotheses regarding player
expectations about organism incorporated games. Here we state these hypotheses and
their backgrounds. Some of the hypotheses are formulated as a comparative statement.
For the sake of brevity, unless explicitly mentioned, we have left out the base condition
to which the comparison pertains, namely that the game is alternatively played against
an algorithmically controlled opponent, a.k.a. non-player character or artificial intel-
ligence (AI). Moreover, we refer to “animals” in the plural form whereby we mean one
or more animals, and all mentions of “players” (plural and single) refer to humans.

Hypothesis 1. An animal incorporated game is expected to be less predictable.
It is a challenge for game developers to achieve the same unpredictability in AI
opponents as exhibited by human opponents [22]. Although animals may not come up
with well-considered game tactics, their natural behavior may add unpredictability to
an opponent. This was observed in the Pac-Man versus crickets study [5]: after several
minutes of play it became common for the crickets to ignore the vibrations and remain
still, thus effectively pausing the game, while one play session even had a cricket
introduce a new game character (ghost) by shedding its skin.

Hypothesis 2. An animal incorporated game is expected to be more fun.
Pet owners traditionally engage with their pets in non-computer games for reasons of
enjoyment. Transferring this aspect of traditional interspecies play into the realm of
digital gaming, one can imagine people expecting this aspect to enhance enjoyment in
animal incorporated games. Furthermore, interaction with animals which might be
detested in real-life (e.g. cockroaches, spiders) might trigger strong emotional
responses such as excitement and abhorrence.

Moreover, although animal incorporated games are gaining momentum, for many
(including gamers), it is yet an unknown possibility. As such, novelty bias could
influence their expected enjoyment. Lack of experience with animal incorporated
games could potentially cause misconceptions about the actual experience of inter-
acting with animals, leading to heightened expectations. Furthermore, as explained
above through reference to a study by Weibel et al. [21], falsely perceived existence of

Table 1. Conceptual classification framework for studying player expectations and experiences
given various assumed and actual opponents. (*) Despite our earlier choice to reserve the term
organism for non-human species, this does not apply within the context of the conceptual
classification framework: here organism refers to living organisms of any species, including
humans.

Actual opponent Assumed opponent
Computer Exact organism

simulation (*)
Actual
organism (*)

Computer A B C

Actual organism (*) D E F

None G H I

Player Expectations of Animal Incorporated Computer Games 5



a human opponent enhances experienced enjoyment for players. This result could
potentially transfer to both non-human opponents and expected enjoyment.

Hypothesis 3. An animal incorporated game is expected to be more interesting than a
game incorporating a hypothetical exact computer simulations of such animal.
It is potentially interesting to separate the impact of people’s awareness about a
non-human opponent from its factual implications for gameplay. If the same behavior
of animal control could be achieved through a hypothetical exact computer simulation
of such animal, would people expect animal incorporated games to be more interesting
nonetheless? The foundations of this hypothesis are similar to those of hypothesis 2,
but it attempts to compare against behaviorally identical “traditional” opponents.

Hypothesis 4. Animal incorporated games can be considered a form of animal abuse.
Animal welfare is a major aspect of animal-computer interaction research. Firstly, such
research should itself respect the well-being of animals while experimenting to build
new knowledge. Secondly, it should aim not only to avoid animal cruelty but also to
improve the current conditions of various animals in all situations. Just as digital
technology is used in many ways to improve our own lives (a role that computer
gaming embraces), so should it be employed to the benefit of our pets, livestock,
wildlife, etc. [9, 23].

Although improving animal welfare is not necessarily the main objective of animal
incorporated games, it is worthwhile to consider people’s expectations about its role in
propagating animal cruelty. Regarding animal incorporated games in which biotech-
nology methods are used, so-called biotic games, an in-depth ethical analysis was
presented by Harvey et al. [24].

5 Survey

Since our aim is to study the expected experience of animal incorporated type games,
there is no need for participants to actually play such a game. Instead, a survey was
undertaken among a population of people who were not (in particular) expected to have
experienced actually playing animal incorporated type games. Several reasons exist to
opt for this approach. Firstly, studying the actual experience of playing such games
may be obfuscated by prior expectations. It is our goal to identify these prior expec-
tations, in order to create a proper context for later study of actual play experiences.
Secondly, actual playing could potentially make it difficult to offer a similar experience
to all participants, since animal incorporated type games were observed to be less
predictable [5] and might offer quite various experiences.

Instead of presenting our respondents with a general overview of animal incor-
porated type of games, we chose the abovementioned study of cricket-controlled
Pac-Man ghosts [5] as a case example for our survey. This offers respondents a clear
example of the topic instead of a potentially overwhelming summary. Moreover, since
Pac-Man is an iconic game we expect respondents to have a basic understanding of the
game’s rules and how the algorithmically controlled ghosts in the standard game
behave (for example that they have roughly constant speed). This enables respondents
to compare the animal incorporated and standard versions of the game.

6 W. van Eck and M. H. Lamers



Alternative animal incorporated games such as Playing with Pigs [13] and Cat Cat
Revolution [10] present new game concepts designed especially for animal incorpo-
rated gaming. As such they would (a) lack an implementation with computationally
controlled opponents for comparison, (b) require explanation of the game rules, and
(c) potentially direct respondents’ focus towards the novel game concepts instead on
the possible presence of animal opponents. A fictional animal incorporated type game
could be used as the presented case example, but its lack of actual gameplay footage
would make it more difficult for the respondents to imagine concrete gameplay.

Before being presented with survey questions, participants were shown a short
introduction video that uses footage from the abovementioned study of
cricket-controlled Pac-Man ghosts as an example game (98 s. total duration, of which
44 s. explanation about the game through on-screen text and images and 54 s. of
gameplay footage accompanied by on-screen text).

After viewing the video, participants were asked to answer 16 questions. The first
two questions verify whether the participants know the standard Pac-Man game and
question how much they like it, while the third question asks if they ever heard of
games in which humans interact with a living animal. Next we ask if they would prefer
the standard Pac-Man game or the version in which one plays against an animal
controlled opponent. Then we ask whether they think the animal controlled Pac-Man
game will be less predictable than the standard game, whether they would prefer this
added unpredictability, and whether using crickets to control the in game adversaries is
considered animal abuse. We conclude the game related questions by asking whether
they would prefer to play against either real crickets or an exact simulation of real
cricket behavior, and again check which of the three variations (regular, animal con-
trolled, simulation) they would prefer. Basic demographic information (age, gender,
nationality, education, gaming experience) was queried and an opportunity for pro-
viding comments to the survey was given. The language of the survey and introductory
video was English. The original survey and video materials can be viewed online1.

5.1 Respondents

We collected results from 177 respondents. The majority of these (n = 146, 82%) were
collected from bachelor students at The Hague University of Applied Sciences during
various lectures within the Faculty of IT & Design. The authors of this work were not
involved in these lectures. Another 26 (15%) were collected from bachelor and master
students of various faculties at Leiden University during a public lecture organized by a
student council, and given by one of the authors of this work. It should be noted that
the lecture topics were unrelated to animal incorporated games and gaming in general.
During break times or after lecture completion, attending students were shown the
introductory video after which they were asked to answer the survey questions. The
remaining 5 responses (3%) were collected via a public Google Forms site distributed
via gaming forums.

1 http://goo.gl/forms/5Zy5nachA5.
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Of the collected results none were discarded, leaving us 177 data for analysis.
A brief summary of respondent characteristics is presented in Table 2. Although we
queried the respondents’ level of education and nationality we choose to leave these out
of the results. We afterwards realized that the surveys usage of the American educa-
tional system is probably confusing for the mostly European group of respondents,
possibly resulting in incorrect answers. We discarded the results on nationality since
part of the respondents selected multiple answers, probably their original nationality
and current residency.

5.2 Results

Almost all respondents (n = 175, 99%) were familiar with the standard Pac-Man game
and the majority either liked it “very much” (n = 28, 16%), “a bit” (n = 115, 65%) or
“not so much” (n = 28, 16%). Eighty-five percent (n = 151) of the respondents had not
yet heard of computer games which you play against animals. Table 3 presents the
main questions and results of this survey.

Twenty-three participants left a comment. Comments ranged from compliments
(e.g. “Very interesting field of research!”, “Fun experiment!”, “Brilliant concept”),
encouragements (e.g. “Good luck!”, “Keep it up!”), suggestions (e.g. “Mice would be
fun too”, “I’d use something else than bugs. And make it very clear the animals are not
being harmed”) and personal statements (e.g. “I don’t like insects to be fair”).

Table 2. Brief summary of respondent characteristics based on self-report.

Topic Options n Fraction

Age 12–17 2 1%
18–24 147 83%
25–34 24 14%
35–44 3 2%
Unreported 1 1%

Gender Female 60 34%
Male 114 64%
Unreported 3 2%

Gamer Yes 102 58%
No 74 42%
Unreported 1 1%

Play games Never 14 8%
Once a year 13 7%
Once a month 24 14%
Once a week 24 14%
Some days per week 63 36%
Every day 36 20%
Unreported 3 2%
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Table 3. Main questions of the survey and their results (n = 177).

n Fraction

A. Would you prefer to play the standard Pac-Man game or Pac-Man against
an animal controlled opponent?
Standard Pac-Man 60 34%
Pac-Man versus an animal controlled opponent 76 43%
I don’t know 41 23%
Unreported 0 0%
B. Do you expect playing Pac-Man against an animal controlled opponent will
be more fun on the long term?
I expect standard Pac-Man would always be more fun to play 23 13%
It would be more fun for a couple of times 86 49%
It would be more fun for a week 13 7%
It would be more fun for a month 7 4%
It would be more fun for a year 1 1%
I expect an animal controlled opponent is always more fun 20 11%
I don’t know 26 15%
Unreported 1 1%
C. Do you think the animal controlled Pac-Man game will be less predictable?
Yes 133 75%
No 29 16%
I don’t know 15 8%
Unreported 0 0%
D. If yes, would you prefer this added unpredictability?
Yes 110 62%
No 23 13%
I don’t know 20 11%
Unreported 24 14%
E. If it was possible to exactly simulate the behavior of the crickets, would you
prefer this above playing against real crickets?
Yes 65 37%
No 59 33%
I don’t know 52 29%
Unreported 1 1%
F. Which Pac-Man variant would you prefer?
Standard Pac-Man game 55 31%
Pac-Man versus real crickets 51 29%
Pac-Man versus computer simulated behavior of crickets 51 29%
I don’t know 20 11%
Unreported 0 0%
G. Do you consider playing Pac-Man against crickets animal abuse?
Strongly agree 10 6%
Agree 20 11%

(continued)

Player Expectations of Animal Incorporated Computer Games 9



6 Discussion

We studied the expected experience of animal incorporated games, through the use of a
survey. Respondents were asked to consider expected differences between games with
animal-controlled opponents, algorithmically controlled opponents, and opponents who
are exact computer simulations of animal behavior. Focus was placed on aspects of
expected predictability of behavior, expected fun when playing, and potential animal
abuse. The results can be used to create a proper context for later study of player
experiences regarding this type of games, and in particular to assess aspects such as
novelty bias regarding animal incorporated games.

Results indicate that respondents firmly expect that animal-controlled opponents
add unpredictability to the gameplay (Table 3C). Moreover, the added unpredictability
appears appealing, given that 62% of respondents indicated to prefer it (Table 3D).
This confirms the first stated hypothesis that an animal incorporated game is expected
to be less predictable.

When asked about expected enjoyment or fun (Table 3B), respondents appear
somewhat dichotomous in their expectations. Expected duration of enjoyment shows a
general skewed bell-shaped distribution, with a maximum at the qualitative notion of “a
couple of times” (49%). Extending from this point in both directions along the spec-
trum of duration (towards “never” (“prefer standard game”) in one direction (13%), and
towards “for a year” (1%) in the other), the distribution decreases monotonously.
However, beyond the qualitative duration “for a year”, at the indeterminate notion of
“always more fun” there is a sharp increase (11%). This appears to indicate that the
expected duration of added enjoyment for the majority group of respondents (n = 130,
73%) is distributed roughly bell-shaped, yet that a smaller mutually exclusive group of
respondents (11%) expects animal-controlled opponents to always offer more enjoy-
ment than computationally controlled opponents. The remaining respondents indicated
not to have an expectation of enjoyment duration (15%), or did not answer the question
(1%).

In light of hypothesis 2 which states that an animal incorporated game is expected
to be more fun, we conclude that in general respondents expect animal incorporated
games to be “more fun” than playing against common algorithmically controlled
opponents. However, overall the added enjoyment is expected to be of limited duration
(Table 3B), with the exception of a smaller group of respondents expecting sustained
added enjoyment. These results can be interpreted as an indication that for the majority
of respondents (73%) the expected added fun is caused by a “novelty effect”, whereas a
much smaller group (11%) expect more sustained factors to cause added enjoyment.

Table 3. (continued)

n Fraction

Neutral 66 37%
Disagree 49 28%
Strongly disagree 30 17%
Unreported 2 1%
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Although such sustained factors were not all specifically hypothesized, candidate
factors are expected unpredictability of animal behavior, psychological effects caused
by awareness of animal opponents, and expected engagement within play by animals.

Regarding the hypothetical possibility of implementing exact simulations of animal
behavior as a substitute for using real animals, preferences expressed in Table 3E were
roughly uniformly distributed over the three offered alternatives: preference for real
animals (37%), preference for exact simulation (33%), explicitly stating not to know
the preference (29%). Interestingly, both the roughly equal fractions of stated prefer-
ences, and the relatively large fraction of respondents unknowing of their preference
point towards an overall equal split between the two alternative approaches.

With regards to hypothesis 3 which states that game played against animals is
expected to be more interesting than when played against exact computer simulations
of animals, it is interesting to consider what expectations could lead to the three
alternative answers in Table 3E. Firstly, one could assume that both a preference for
exact behavioral simulation (Table 3E, “yes”) and an unknown preference towards
either of the stated approaches (Table 3E, “don’t know”) indicate that respondents
expect animal incorporated games to impact only behavior of opponents, and not
provide other benefits, such as added player enjoyment caused by awareness of animal
opponents. Alternatively, a preference for animal opponents (Table 3E, “no”) could
indicate the opposite: that besides potential behavioral effects, animal incorporated
games offer other benefits. Secondly, preference for exact behavioral simulation
(Table 3E, “yes”) could point at having negative connotations towards the use of
animals in gaming.

The survey questions shown in Table 3F and E overlap in content. Table 4 illus-
trates how these two questions are co-answered by respondents. As expected, the
following co-answers occur frequently: Table 3E “yes” and Table 3F “simulation”,
Table 3E “no” and Table 3F “crickets”, Table 3E “don’t know” and Table 3F “don’t
know”. This illustrated consistency in cross-question answering.

Pearson’s Chi-square test was applied on the data of Table 4, excluding the “un-
reported” row and column. Results (n = 176, p < 0.0001) indicate that co-occurring
answers deviate with statistical significance from their expected values under a
null-hypothesis of no correlation. This outcome supports the a-priori expectation that
the abovementioned answers strongly co-occur.

Table 4. Co-answering matrix for survey questions regarding preference for either simulation or
animal opponents.

Prefer simulation above
crickets? (Table 3E)

Which Pac-Man variant would you prefer? (Table 3F)
Standard Simulation Crickets I don’t

know
Unreported

Yes 15 36 10 4 0
I don’t know 19 8 12 13 0
No 21 6 29 3 0
Unreported 0 1 0 0 0
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With respect to hypothesis 4, which states that an animal incorporated game can be
considered a form of animal abuse, clearly opinions are divided, but not polarized
(Table 3G). As mentioned earlier in regards to hypothesis 3, a preference for exact
behavioral simulation over animal opponents could point at having negative conno-
tations towards the use of animals in gaming. Table 5 illustrates the co-occurrence of
such preferences (Table 3E) with answers regarding animal abuse (Table 3G). If
leaving the “unreported” answers outside consideration, one could a-priori expect a
co-occurrence pattern that appears stronger in the top-left, middle section and
bottom-right of the co-answering matrix. Generally, this pattern is confirmed, with the
exception of co-answers within the column “strongly agree”. Oddly, respondents who
agree strongly with the abuse-statement (Table 3G), would overall prefer playing
against animals over simulated opponents when given this choice. An explanation for
this seemingly contradictory aspect of otherwise logical answer co-occurrences in
Table 5 is provided by the following statistical analysis.

Pearson’s Chi-square test applied to Table 5, excluding the “unreported” row and
column, indicates that co-occurring answers deviate with minor statistical significance
from a pattern of no correlation (n = 174, p < 0.05). However, a common underlying
assumption of the test, namely that all expected values under the null-hypothesis
exceed 4, is not met for the top three cells in column “strongly agree”, but is met for all
other expected co-occurrences. This indicates that the odd results for said column are
caused by underrepresentation in the sample data, whereas the a-priori expected dis-
tribution of co-occurring answers is met with statistical significance. Statistical sig-
nificance (n = 164, p < 0.05) and the underlying assumptions are upheld when
applying the same test excluding also column “strongly agree”. This affirms our
observation that preference for a simulated over real animal opponent is correlated and
potentially modulated by considerations of animal welfare.

A similar co-answering matrix is presented in Table 6, correlating answers
regarding animal abuse with preference between algorithmic opponent and animal
opponent. Leaving the “unreported” answers outside consideration, here too we find
the expected pattern of strong co-occurrence in top-left, middle section and
bottom-right of the co-answering matrix. As in Table 5, expected values under the
Chi-square test’s null hypothesis of no correlation are too low in column “strongly
agree”, violating one of the test’s underlying assumptions. Excluding said column, the

Table 5. Co-answering matrix for survey questions Table 3E and G.

Prefer
simulation above
crickets?
(Table 3E)

Do you consider playing Pac-Man against crickets animal abuse?
(Table 3G)
Strongly
agree

Agree Neutral Disagree Strongly
disagree

Unreported

Yes 1 12 30 15 6 1
I don’t know 3 3 15 19 11 1
No 6 5 21 14 13 0
Unreported 0 0 0 1 0 0
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sample data meet all underlying assumptions of the test. Applying Pearson’s
Chi-square test as above, both including and excluding column “strongly agree”, yields
results that are statistically significant (resp. n = 175, p < 0.005, and n = 165,
p < 0.05). As in Table 5 also, these data and statistical test results indicate that pref-
erence for potential animal opponents is significantly correlated and potentially mod-
ulated by considerations of animal welfare.

Having discussed the results in relation to the four hypotheses stated, it is time to
reflect on the meaning of it all. Animal incorporated type of games are strongly
expected to add unpredictability to opponent behavior, and respondents expect that this
unpredictability is a preferable. Furthermore, they are generally expected to be “more
fun” than playing against algorithmically controlled opponents, although the added
enjoyment is expected to be of limited duration. This hints at a novelty effect in
expected player enjoyment. Naturally, this result does not consider animal enjoyment,
or other aspects of animal well-being. Although considerations of animal abuse are
difficult to quantify exactly from the data, it is clearly a present factor of concern.
Moreover, we do find multiple quantitative and statistically significant indications that
willingness to play animal incorporated games, instead of common computer oppo-
nents or hypothetical exact simulations of animals, is moderated by animal welfare
concerns.

Naturally, our study does not cover all the possible aspects to consider in under-
standing player preferences for animal incorporated type of games. It is an initial
venture into the study of acceptance of such games. To complete the picture, alternative
aspects such as animal volition to play, regards of animal species, animal roles
(wildlife, livestock, pets) and many more, should be studied.

With regards to methodological implications we recognize and accept the limita-
tions. A potentially striking choice is the selection of a specific example case (crickets
and Pac-Man) upon which to base the survey introduction and questions. Naturally, the
approach chosen could influence the results, and we have explained our reasoning for
this choice extensively in Sect. 4. Nonetheless, the fact that the crickets did not partake
voluntarily and were stimulated with vibrations could affect respondents’ emotions and

Table 6. Co-answering matrix for survey questions Table 3A and G.

Standard Pac-
Man or versus
crickets?
(Table 3A)

Do you consider playing Pac-Man against crickets animal abuse?
(Table 3G)
Strongly
agree

Agree Neutral Disagree Strongly
disagree

Unreported

Standard
Pac-Man

8 13 19 14 6 0

I don’t know 1 2 18 13 5 2
Versus crickets 1 5 29 22 19 0
Unreported 0 0 0 0 0 0
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answers2, potentially affecting results regarding three of the four stated hypotheses.
More general methodological implications include the gathering of data through
self-report, and the possibility that respondents did not correctly understand the
meaning of hypothetical “exact simulation” of animal behavior.

Results should be considered with respect to their correct scoping. In particular,
expectations are not experiences. We have indicated at the onset of this work that it
deals with player expectation, which may be different from actual (future) experiences.
Naturally, a sample of generally Dutch students is not representative for the diversity of
culture, age, experience, personal situation, etcetera of a general population. Logistic
constraints have contributed to these scoping boundaries.

To better understand the player’s experience, our next step will be to conduct a
study on the actual player experience using an animal incorporated type game
developed solely for this purpose. The findings of this article will support us in making
more informed decisions regarding both our game design and our experiment design.

We are confident to have presented a valuable initial venture into studying the
acceptance of animal incorporated type of games. As this work deals with expectations,
we expect that this challenging topic will be further unraveled by us and others.
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Abstract. This paper explores a novel way for analyzing tournament
structures. Our goal is to find the best suitable tournament under con-
sidered purposes. Aside from the number of matches, we address on two
other important aspects: competitiveness development and ranking pre-
cision. Competitiveness development emphasizes the importance partic-
ipants’ motivation in every match while keeping the matches exciting
throughout the tournament. Ranking precision reflects the credibility
of tournament results, so that prizes can be distributed with minimum
complains and dissatisfaction. To address competitiveness development,
this paper proposes a new method which visualizes tournament struc-
tures as a tree using graphical model approach, which we call progress
tree. Considering the similarities of sorting algorithm with the ranking
process, ranking precision is discussed based on the quality of algorithm
for the ranking task. This paper also analyzes well known tournament
structures such as single elimination, double elimination, round robin and
Swiss system. The performed analysis reveals the strength and weakness
of each tournament structure. Although each tournament has its own
pros and cons, none of them can convince the tournament results for all
participants while keeping the matches strongly motivating thoroughly.
Thus, a new tournament structure called reaper tournament system is
proposed in this paper to meet those requirements.

Keywords: Tournament structure · Competitiveness development
Stability progressing · Ranking precision

1 Introduction

Competitive games do not just attract players only, but also many spectators
who are interested in the game. Tournament is a competitive system to identify
the winners. It usually provides some prizes as objectives for participants to
compete against each other. It is often used as a formal method to conduct
an official game event, to gather players or teams, as well as to attract a large
number of spectators. Such large scale events usually receive sponsorship from
various companies and organizations. Therefore, it is necessary to be carefully
prepared and conducted to be able to avoid disappointments from any party.
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Let us discuss three main concerns in tournament systems.

1. The number of matches. This number is crucial for the tournament organizer
to calculate the cost of conducting the tournament.

2. Competitiveness development (CD). That is, to avoid the throwaway matches
in which participants are not so motivated to play their best. Regarding
competitive games, uneven teams tend to make a reduce of interest from
the viewers [13,14,18]. However, the structure of the tournament may have
great effect on the motivation of the participants. It is important to plan the
matches carefully, giving the participants good motivations to play their best
in the game.

3. Ranking precision (RP). That is, to make sure the ranking results of a tour-
nament are convincing and reliable. It is important to prove that the prize
winners are really worthy.

Regarding the checking of a tournament for whether it can maintain the com-
petitiveness, to the best of our knowledge, there has been until now no study
of any method to perform this work. Therefore, we propose a new method to
analyze the tournament structures.

The structure of the paper is as follows. Section 2 presents our method for
analyzing tournament structures with a focus on competitiveness development
and ranking precision. Section 3 shows an analysis of tournament structures
including single-elimination, double-elimination, round-robin, and Swiss system.
Section 3.6 discusses and analyzes results and evaluation. Section 4 proposes a
new tournament system called reaper tournament, and analyzes it. Finally, con-
cluding remarks are given in Sect. 5.

2 Analyzing Method

This section presents two important aspects of tournament systems: competi-
tiveness development and ranking precision.

2.1 Competitiveness Development

A competitive match means that the two participants are motivated to compete
over the winning outcome. Usually, the desire to win is normal. But, sometimes
the benefit of winning could not be so significant, which causes the participants
to not yearn for a win. The motivation of a participant consists of many factors,
but we restrict ourselves to the tournament structure in this paper. We introduce
a notion of “progress tree” to demonstrate the perspective of the participants in
a tournament, and then analyze the development of their motivation throughout
the tournament.

The progress tree is constructed based on the graphical model approach [17].
A participant’s state before or after playing a match is considered as a node.
The state in which the participant no longer plays any match is a leaf node. We
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Fig. 1. Single elimination tournament for 8 participants

Fig. 2. Progress tree of single elimination tournament for 8 participants

show, in Fig. 1, an example of a single elimination tournament for 8 participants,
and Fig. 2 shows its progress tree1.

While “competitive” means having an objective for which participants have
to compete against another one, it is common to have more than one prize as
objectives in a tournament. Thus, it is necessary to provide prizes that are com-
parable in order to ensure the consistency in competitiveness. For example, if
two winners receive a spoon as the first prize and a pair of chopsticks as the
second prize. Each participant may evaluate these prizes differently. Hence, it is
possible that a participant would try to lose on purpose in the final match to
obtain the pair of chopsticks. This is also the reason why most grand tourna-
ments use money for prizes instead of objects, since the amounts of money are
comparable, the consistency between the prizes is ensured.

With consistent prizes in the same unit, we can evaluate nodes in the progress
tree. Since we are only considering the structure of the tournament, we evaluate
a node as the average value of its direct child nodes. For example, in Fig. 2, let x1,
x2, x3 and x4 be the 1st place prize, 2nd prize, 3rd-4th prize and 5th-8th prize

1 In this paper, we assume that a match can only result in a win or a loss.
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respectively. Then we have x1 ≥ x2 ≥ x3 ≥ x4. Table 1 shows the evaluation
(called the stability value) for each node of the progress tree in Fig. 2.

Table 1. Stability values for each node of progress tree in Fig. 2

Node level Stability value

Final (v) x1+x2
2

Semi-final (v1)
v+x3

2

Quarter-final (v2)
v1+x4

2

With the progress tree and having the nodes evaluated, we see that there are
two concerns regarding player’s motivation or competitiveness development.

Stability progressing. For every node, it is preferable to have the value of the
winning outcome larger than the value of the losing outcome. This ensures
that the winning outcome has more benefits and is more attractive for the
participant.

Possibility of results. Since the prizes serve as an objective to maintain com-
petitiveness, the case in which a prize is no longer able to be achieved also
means that a competitive objective is lost. However, in a tournament, to
achieve a prize means to give up other prizes (one cannot get the first prize
and second prize together). Therefore, it is favorable to have the prizes drop-
ping out eventually in the order of least-valuable first. This practice can also
be seen in most prize announcements from lottery prizes to singing/beauty
contests.

Aside from those above-mentioned points, there might be a few more inter-
esting observations we can make with the progress tree. For example, if there is
a match between two participants who are not on the same node, which means
that they are not on an equal footing; the importance of the match, and their
motivation of the match are different.

2.2 Ranking Precision

Being a competitive system, the outcome of a tournament should avoid any com-
plaints about its ranking results. This task for giving rankings to the tournament
participants is similar to the sorting by comparisons: the input is a list of mem-
bers to be compared, while the output is a permutation of the input with the
member in an order. Although actual sorting algorithms [1–3,7,8,10,15,19] may
not be suitable to be applied as tournament systems because they do not con-
sider fair treatment to participants with the same performance, it is crucial for
a tournament system to maintain the convincement of the rankings to minimize
complains from participants and spectators.
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We assume that there is a game in which we compare credits, where the
participant with higher credits wins. The ranking precision of the tournament
is derived from how the tournament can rank participants correctly for such
a game. In other words, we consider the tournament as a sorting algorithm,
and each match is a comparison between two participants in a game whose
outcome is deterministic. Providing all participants with different credits, we run
all possible simulations by using permutation. Then, we can see whether or not
the tournament can give rankings to participants correctly. However, the method
of using permutation simulation is too heavy if the number of participants is too
large. In this paper, we therefore conduct experiments with eight participants
only.

3 Analysis of Standard Tournament Systems

We analyze several standard tournament systems such as single elimination, dou-
ble elimination, round-robin and Swiss system. For the purpose of comparison,
we consider the example of having eight participants in each case.

3.1 Single Elimination

Single elimination is a type of elimination tournament where the loser of each
bracket is immediately eliminated.

Number of Matches: A standard single elimination system with i rounds has
n = 2i participants, and there will be m = n − 1 matches conducted. For 8
players single elimination, there would be 7 matches with 3 rounds.

Competitiveness Development: We use the example of 8 participants single
elimination, as previously shown in Fig. 1. Assuming that this tournament has
comparable prizes distributed in the right order, by observing Fig. 2 and Table 1,
we can see that it has no issues regarding stability progressing or possibility of
results. All wins are worth aiming for, and the ranking results are decided from
the lowest ranking first.

Ranking Precision: We run the simulations for 8 participants with credits
varying from 1 to 8. Table 2 shows the precise ranking of the tournament, while
Table 3 shows the actual results counting all (8! = 40320) permutations.

Remark 1. Among all ranking results, the only 100% correct one is the 1st
place. This suggests that single elimination provides the reliable ranking results
for the first place only, and other rankings are not really convincing.
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Table 2. The precise ranking of single elimination

Participant Precise ranking

8 1st place

7 2nd place

6 3–4th place

5 3–4th place

4 5–8th place

3 5–8th place

2 5–8th place

1 5–8th place

Table 3. The results of ranking simulation of single elimination

Participant 1st place 2nd place 3–4th place 5–8th place

1 0 (0%) 0 (0%) 0 (0%) 40320 (100%)

2 0 (0%) 0 (0%) 5760 (14%) 34560 (86%)

3 0 (0%) 0 (0%) 11520 (29%) 28800 (71%)

4 0 (0%) 1152 (3%) 16128 (40%) 23040 (57%)

5 0 (0%) 4608 (11%) 18432 (46%) 17280 (43%)

6 0 (0%) 11520 (29%) 17280 (43%) 11520 (29%)

7 0 (0%) 23040 (57%) 11520 (29%) 5760 (14%)

8 40320 (100%) 0 (0%) 0 (0%) 0 (0%)

3.2 Double Elimination (Classic)

A classic double elimination tournament is designed for at least four participants.
At first participants are paired up one on one. The losers will be placed into the
lower bracket, whereas the winners will be placed in upper brackets. From this
point on, if a participant from the loser’s bracket loses a game, the participant
is eliminated; if a participant from the winner’s bracket loses, the participant
will be moved to the loser’s bracket. The last participant remaining in the lower
bracket will face the last participant standing in the upper bracket in the grand
final. This means that after the bracket arranging round at the beginning and
before the grand final, for every upper bracket’s round, there would be two
rounds in the lower bracket.

Number of Matches: A classic double-elimination tournament system for
n = 2i participants (where 1 < i ∈ N) will have m = 2n− 2 matches conducted.
Thus, we have m = 14 when n = 8.
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Fig. 3. Classic double elimination tournament for 8 participants

Fig. 4. Progress tree of classic double-elimination tournament

Competitiveness Development: We show, in Fig. 3, a classic double-
elimination tournament for 8 participants, and Fig. 4 shows its progress tree.

Assuming that this tournament has comparable prizes distributed in the right
order, by observing Fig. 6, we can see that it has no issues regarding stability
progressing or possibility of results. Every win has a more favorable value than
its loss, and the ranking results are decided from the lowest ranking first.

Ranking Precision: We run the simulations for 8 participants with credits
varying from 1 to 8. Table 4 shows the precise ranking of the tournament, while
Table 5 shows the actual results counting all 8! = 40320 permutations.

Remark 2. Our analysis suggests that the classic double-elimination tourna-
ment provides reliable ranking result for the first and second place. Still, the
other rankings are not really convincing.
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Table 4. The precise ranking of double elimination

Participant Precise ranking

8 1st place

7 2nd place

6 3rd place

5 4th place

4 5–6th place

3 5–6th place

2 7–8th place

1 7–8th place

Table 5. The results of ranking simulation of classic double elimination

P. 1st place 2nd place 3rd place 4th place 5–6th place 7–8th place

1 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 40320 (100%)

2 0 (0%) 0 (0%) 0 (0%) 0 (0%) 17280 (43%) 23040 (57%)

3 0 (0%) 0 (0%) 0 (0%) 0 (0%) 28800 (71%) 11520 (29%)

4 0 (0%) 0 (0%) 1152 (3%) 9216 (23%) 25344 (63%) 4608 (11%)

5 0 (0%) 0 (0%) 4608 (11%) 25344 (63%) 9216 (23%) 1152 (3%)

6 0 (0%) 0 (0%) 34560 (86%) 5760 (14%) 0 (0%) 0 (0%)

7 0 (0%) 40320 (100%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

8 40320 (100%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

Fig. 5. Seeded double-elimination tournament for 8 participants

3.3 Double Elimination (Seeded)

In recent double-elimination tournament systems, the bracket arranging round
is considered as a pre-stage. This pre-stage can take other forms of tournaments
[4,5], or use a rating system [6,9,11,12,16,20] to divide (seed) participants into
upper and lower brackets. The rest works the same as in the classic double-
elimination tournament.
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Fig. 6. Progress tree of seeded double-elimination tournament for 8 participants

Number of Matches: A standard seeded double-elimination tournament sys-
tem with i upper rounds has n = 2i participants, and there will be m = 3

2n − 2
matches conducted. Thus, we have m = 10 when n = 8.

Competitiveness Development: We show, in Fig. 5, a seeded double-
elimination tournament for 8 participants, and Fig. 6 shows its progress tree.
Assuming that this tournament has comparable prizes distributed in the right
order, by observing Fig. 6, we can see that it has no issues regarding stability
progressing or possibility of results. Every win has a more favorable value than
its loss, and the ranking results are decided by the lowest ranking first.

Ranking Precision: We run the simulations for 8 participants with credits
varying from 1 to 8. Table 4 shows the ranking outcome of the tournament, while
Table 6 shows the actual results. Since it is expected that stronger participants
and weaker participants will be distributed (seeded) into the upper bracket and
the lower bracket properly, There will be 4! × 4! = 576 permutations.

Remark 3. The results (Table 6) of the seeded double-elimination show that it is
precise from the 1st to the 4th ranking. This is quite a big improvement compared
to the systems we analyzed previously. However, this reliability is heavily based
on the seeding system, which may cost many more matches.

3.4 Round-Robin

In the round-robin tournament system, all participants have to play with each
other. In other words, each participant plays with every other participant once.
If each participant plays all others twice, the system is called double round-robin.
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Table 6. Ranking results of seeded double elimination for 8 participants experiment

P. 1st place 2nd place 3rd place 4th place 5–6th place 7–8th place

1 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 576 (100%)

2 0 (0%) 0 (0%) 0 (0%) 0 (0%) 192 (33%) 384 (67%)

3 0 (0%) 0 (0%) 0 (0%) 0 (0%) 384 (67%) 192 (33%)

4 0 (0%) 0 (0%) 0 (0%) 0 (0%) 576 (100%) 0 (0%)

5 0 (0%) 0 (0%) 0 (0%) 576 (100%) 0 (0%) 0 (0%)

6 0 (0%) 0 (0%) 576 (100%) 0 (0%) 0 (0%) 0 (0%)

7 0 (0%) 576 (100%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

8 576 (100%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

Fig. 7. The first round of progress tree of round-robin tournament for 8 participants

Number of Matches: A round-robin system for n participants consists of
m = n

2 (n − 1) matches conducted. Thus for 8 participants, there would be
m = 28 matches.

Competitiveness Development: We show, in Fig. 7, a progress tree of a
round-robin tournament with 8 participants. The big difference from elimination
tournaments is that from the beginning, only the leaf from all losses and the leaf
from all wins are known. This unstable situation makes us unable to calculate
the stability values of the nodes. As the tournament progresses, the unknown
leaves will gradually reveal themselves, and the stability values of the nodes
would be calculated. Furthermore, unstable situations suggest that it is possible
that stability progressing and possibility of results conditions are not satisfied.

We show, in Table 7, an example situation after 5 rounds, and Fig. 8 shows
its progress tree. In this situation, if participant A wins the next match, his
victory as the 1st place would be fixed regardless of his last match outcome.
This fails to satisfy stability progressing. Besides, even the leaves of participants
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Table 7. An example of round-robin tournament progress after 5 rounds

Participant Wins Losses

A 5 0

K 3 2

B 2 3

F 2 3

E 2 3

G 2 3

R 2 3

P 2 3

Fig. 8. Progress tree for the round-robin tournament progress presented in Table 7

B, F , E, G, R, and P are unknown, the possibility of 1st place is certainly
out of reach. Therefore, this situation does not satisfy the possibility of results
condition either.

Ranking Precision: We run the simulations for 8 participants with credits
varying from 1 to 8. Then, there is only one outcome as shown in Table 8, no
matter how the participants are positioned.

Remark 4. Round-robin tournament gives a really accurate ranking in the sim-
ulation. However, the number of matches is high, and the competitiveness devel-
opment is not good.

3.5 Swiss System

The Swiss tournament system or the Swiss System is a round based, non-
eliminating system that in every round each participant is matched against



Reaper Tournament System 27

Table 8. The result of round-robin tournament

Participant Wins Losses Ranking

8 7 0 1st place

7 6 1 2nd place

6 5 2 3rd place

5 4 3 4th place

4 3 4 5th place

3 2 5 6th place

2 1 6 7th place

1 0 7 8th place

Fig. 9. Progress tree of the Swiss System for 8 participants with 3 rounds

another with a similar score, but not with the same opponent more than once.
The number of rounds is considerably less than in a round-robin system. Every
participant has to play every round, unless the number of participants is odd.
After all the rounds have taken place, if there are participants with the same
scores, they will be ranked based on a rating system chosen by the tournament
organizer.

We conduct our analysis on an 8 players Swiss System. Assuming that there
are no drawn games, and three rounds would be needed.

Number of Matches: A standard Swiss System would require the same num-
ber of rounds as a single elimination tournament to determine a clear winner.
Thus, for n participants it has m = n

2 (n2 − 1) matches conducted. Thus, Swiss
System for 8 participants with 3 rounds would consist of m = 12 matches.

Competitiveness Development: We show, in Fig. 9, the progress tree of the
Swiss System for 8 participants with 3 rounds. The leaf nodes of this system are
special. If more than one participant reaches the same leaf node, those partici-
pants would be ranked by a rating system chosen by the tournament organizer.
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Table 9. The expected and actual ranking results of the Swiss System for 8 participants
with 3 rounds

Participant Expected ranking Precision

1 8th place 40320 (100%)

2 7th place 23040 (57%)

3 6th place 16128 (40%)

4 5th place 15360 (38%)

5 4th place 13440 (33%)

6 3rd place 16128 (40%)

7 2nd place 25088 (62%)

8 1st place 40320 (100%)

Although the number of rounds is much less compared to the round-robin
system, signs of poor competitiveness development already show. A participant
with a large lead would be ensured to take first place or second place, while the
poor performing ones have no chance of reaching high ranks. If there are more
rounds taking place, the worse would be the competitiveness development. For
example, the leading participant would have the first place ensured, so his final
games are unmotivated; while any of his thrown game would lead to a large
change in ranking for other participants because of the rating system.

Ranking Precision: We run the simulations for 8 participants with credits
varying from 1 to 8. Table 9 shows the expected precise ranking of the tournament
as well as the actual results counting all 8! = 40320 permutations of Swiss System
with 3 rounds.

Remark 5. The ranking precision of the Swiss System is only reliable for the
first place and the last place, while the ranking for the other participants is not.
Increasing the number of rounds might gradually lead to better results. However,
as mentioned in the competitiveness development section, the last games of the
top participant might be unmotivated, yet its effects on the ranking of the oppo-
nents and other middle ranking participants. This furthermore causes the middle
rankings to be unstable.

3.6 Summary

We show in Table 10 the comparison between the single elimination, double elim-
ination, round-robin and Swiss tournament system. The results show that the
single-elimination system has the lowest cost, while its competitiveness develop-
ment is properly maintained. However, its ranking is only reliable for the top win-
ner. Double-elimination has no problem in competitiveness development either.
Its classic style can convincingly qualify the top two winners, while its seeded
system can qualify the top four winners. Round-robin on the other hand gives
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Table 10. Strength and weakness of the common tournaments compared by the num-
ber of matches with n players (n = 8), competitiveness development (CD) and ranking
precision. Note that the number of matches for the double-elimination (seeded) might
be higher when counting the pre-stages.

Tournament system Matches (for n=8) CD Ranking precision

Single elimination n− 1 = 7 ✓ Top 1 winner only

Double elimination (classic) 2n− 2 = 14 ✓ Top 2 winners

Double elimination (seeded) 3
2
n− 2 = 10 ✓ Top 4 winners

Round robin n
2
(n− 1) = 28 ✗ All

Swiss System n
2
(n
2
− 1) = 12 ✗ Top 1 winner & last place

convincing ranking on all participants, but it lacks in competitiveness develop-
ment, and its number of matches is the largest. Swiss system has reliable ranking
for the top winner and the last place, whilst the middle rankings are not. The
Swiss system also has poor competitive development.

4 Reaper Tournament System

As the results above show, there is no tournament systems which can satisfy
both the competitiveness development and the ranking precision for all partic-
ipants requirement. Thus, we propose a new tournament system called reaper
tournament system. It assumes the participant number n = 2i with 1 < i ∈ N.

4.1 The Regulation

Each participant has a list of respected opponents (called respect list) which
includes all of the opponents the participant has previously lost to. The reaper
tournament system consists of the following steps.

1. Reaper selection: All the participants are paired up one on one, the losers
will continue to be paired again until there are only two left. These two who
have the worst performance will play with each other and the loser will be
eliminated as the last place, while the winner will be the reaper. Go to step 2.

2. Reaper candidates: The eliminated participants will have their respect list
ignored. Aside from the reaper and the eliminated participant(s), all partici-
pants who are not in any respect list are placed in a candidate list. If every
remaining participant is in a respect list, then the list of candidates will con-
sist of participants which are only respected by the reaper. If there is more
than 1 candidate, to step 3. If there is one candidate, to step 4. If there is
none, the reaper tournament ends.

3. Candidates match: The top two best performance participants in the can-
didates list will play a match. Of course the winner will be added to the loser’s
respect list. Go back to step 2.
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4. Reaper match: The participant in the candidates list will play against the
reaper. The loser from the reaper match will be eliminated and will be ranked
just above the previously eliminated participant, while the winner will be the
(new) reaper, the system repeatedly finds the weakest player for elimination.
Go to step 2.

We show, in Fig. 10, the diagram of the reaper tournament we have just
explained.

Fig. 10. The diagram of the reaper tournament system

4.2 Analysis of Reaper Tournament

We analyze the reaper tournament as done in the previous section.

Number of Matches: For a reaper tournament with 8 participants, there
would be 15 to 17 matches. Since the pairing depends on who among the par-
ticipants is the reaper, the total number of matches could be 15, 16 or 17. The
minimum number of matches per participant is 2, and the maximum is 8.

For the reaper tournament with 4 participants, there would be exactly 5
matches, while for 16 participants it would consists of 39 to 47 matches or could
be more. We have not found a general formula for the number of matches in the
reaper tournament.

Competitiveness Development: Figure 11 shows the progress tree of the
reaper tournament with 8 participants. Although the nodes for the reaper can-
didate vary depending on the actual progress, it is ensured that every win will
lead to a shorter path toward higher value leaf nodes. Furthermore, the prizes
are decided in bottom-up way, and all participants who are not eliminated have
the chance to be awarded any remaining prize. Thus, the reaper tournament has
no problem in competitiveness development.
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Fig. 11. Progress tree of the reaper tournament for 8 participants

Ranking Precision: We assume that we have 8 participants with credits num-
bers varying from 1 to 8, and the more credits always win the match. Table 11
shows the expected ranking outcome of the tournament and the actual results
counting all 8! = 40320 permutations.

Table 11. The expected and actual ranking of the reaper tournament for 8 participants

Participant Expected ranking Ranking precision

1 8th place 40320 (100%)

2 7th place 40320 (100%)

3 6th place 40320 (100%)

4 5th place 40320 (100%)

5 4th place 40320 (100%)

6 3rd place 40320 (100%)

7 2nd place 40320 (100%)

8 1st place 40320 (100%)

4.3 Evaluation

We show, in Table 12, the extended version of Table 10, with the reaper tour-
nament added to the list. The reaper tournament successfully satisfies com-
petitiveness development and provides convincing rankings for all participants.
Furthermore, for 8 participants case, the number of matches required is just
slightly larger than the classic double-elimination.
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Table 12. Evaluation of the reaper tournament for n participants (n = 8)

System Matches (for n = 8) CD Ranking precision

Reaper tournament 15–17 ✓ All

5 Concluding Remarks

This paper proposed a novel way for analyzing the tournament systems. It
focused on three aspects namely the number of total matches in the tourna-
ment, competitiveness development and ranking precision. It then proposed a
notion of progress tree to detect potential unmotivated matches. The analysis
we performed using the proposed method reveals the strength and weakness of
each tournament structure. To conclude, single-elimination is best if we want
to qualify one winner only. Classic double-elimination is a better choice if we
want to qualify two top winners. Round-robin system provides reliable ranking
precision for all participants. However, the number of matches is very high, and
it fails to maintain competitiveness development. Swiss System can qualify the
top winner and the last place, but its competitiveness development is poor.

Realizing that there currently is no tournament systems which could sat-
isfy competitiveness development, we proposed a new tournament system called
reaper tournament system. It is able to maintain competitiveness development
while providing convincing rankings for all participants. However, we have not
yet found a general formula for the number of matches. From our observation,
the reaper tournament would have less number of matches than classic double-
elimination in case with 4 participants, slightly larger in case with 8 players, and
more in case with 16 players.

In future works, we plan to investigate the characteristics of the reaper tour-
nament system. For example, finding out the general formula to calculate the
maximum and minimum number of matches for a given number of participants.

Acknowledgment. We thank Dr. T. Takizawa for showing us the Swiss tournament
system sample code, it was really helpful for our understanding.
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Abstract. In this paper, we applied averaging method to hand-drawn illustra-
tions, and clarified characteristics of the averaged hand-drawings. We then
implemented a prototype system that can realize better hand-drawings for user
based on the characteristics.
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1 Introduction

The opportunities for hand-drawing illustrations on a computer are increasing because
of the spread of computers equipped with a pen-based interface, such as tablet PCs, and
smartphones. In addition, the opportunities to share these illustrations with others are
also increasing because of starting Web services for sharing user-generated illustrations
such as pixiv [1].

However, some people do not like to draw illustrations even if they liked doing so
in childhood. There are many reasons for this change in preference. One reason is that
people are no longer satisfied with their hand-drawn illustrations because he/she
hand-drawn illustrations tend to differ from their ideal shape and style. Here, the ideal
shape and style of hand-drawn illustrations has not been clarified yet because people
have trouble visualizing the image in their heads.

In our previous work, we designed a method to generate an average handwritten
character from several handwritten characters by expressing users’ strokes as equations
[2]. In user-based experimental tests, we clarified that the average handwritten Japanese
Hiragana characters were more beautiful than the original handwritten characters. Thus,
the average handwritten Japanese Hiragana characters are similar to their ideal shape
and style. We guess that the characteristics of the average hand-drawn illustration are
similar to the average handwritten Japanese Hiragana characters.

In this work, we first clarify the characteristics of the average hand-drawn illus-
trations and the ideal image. Here, we make two hypotheses about the average
hand-drawn illustrations and ideal image of users:

• A user’s average illustrations are more beautiful than his/her hand-drawn illustra-
tions (Hypothesis 1).
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• The average illustrations of several users are more beautiful than each user’s
average illustrations (Hypothesis 2).
Here, if averaging illustrations reproduce the ideal illustration, the illustrations
would not change in either case of dominant hand or non-dominant hand. Thus, we
make hypothesis:

• The average non-dominant-hand illustrations become similar to the average
dominant-hand illustrations (Hypothesis 3).

We test these hypotheses by conducting evaluation experiments. If the average
illustrations are valued by users, these average illustrations might be similar to the ideal
image. In addition, if the average non-dominant-hand illustration is similar to the average
dominant-hand illustrations, the averaged illustrations might be the ideal for the user.

Thus, we implement a prototype system to help users to hand-draw illustrations on
the basis of the characteristics of the average hand-drawn illustrations clarified in this
work and the ideal image of the user’s hand drawing. In addition, we herein discuss the
usefulness of our system.

2 Related Work

There are many studies to support hand-drawing by showing guides or examples.
ShadowDraw [3] is a system that shows the drawing guide of a user’s target illustration
as shadow images in the background on a canvas on the basis of numerous illustrations
while a user is drawing. In addition, DrawFromDrawings [4] is a system that supports
users to hand-draw their illustration by using large illustration databases. In this
method, a user firstly hand-draw an illustration and specify a part of the illustration in
order to improve from the illustration database and can select a target model from
illustration database to merge a part of his/her stroke and a part of model depending on
the user’s operation. These systems enable users to hand-draw illustrations easily.

There are many methods to beautify strokes in hand-drawn illustrations based on
knowledge or large database. Pegasus [5] is a system to help users to draw geometric
diagrams. This helps users to easily draw difficult illustrations such as parallelograms
or experimental apparatus. Limpaecher et al. [6] proposed a method that adjusted users’
blurry strokes in real-time by finding a consensus stroke generated from a crowd-
sourced large collection of hand-drawn illustrations with mobile application. In addi-
tion, Zitnick [7] proposed a method that beautified hand-drawn strokes by calculating a
curvature of strokes and averaging the curvature with user’s previous stroke. An
objective of our work is to clarify the characteristics of beautification by averaging
hand-drawings. We believe that our results assist these methods.

dePENd [8] is an assist system for hand-drawing physically. This system controls
movement of user’s sketch by using ferromagnetism of a ballpoint pen and their
desk-type device set actuator with magnet. That allows user to draw difficult diagrams
and pictures consisting of lines and circles. If we apply our averaging method to this
system, users may be able to hand-draw beautiful averaging stroke easily.

In our previous work, we proposed a method to practice hand-drawing illustration
[9] based on averaging method [2]. The method merges a user’s stroke and model’s
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stroke dynamically depending on the specified merge rate, and increase the user’s
motivation because he/she can hand-draw more beautiful illustration than his/her skill.
This work is one of the application based on our knowledge.

3 Averaging Method

An illustration consists of several strokes. Then, the averaging method [2] generates a
mathematical expression for each stroke and generates its average stroke from corre-
sponding strokes by using arithmetic calculations. Thus, the method makes an average
illustration by combining these average strokes.

First, themethod enables users to draw on a canvas and obtains all of the users’ strokes
as a series of points. Then, themethod interpolates intervals between these points by using
spline interpolation. After that, the method generates a mathematical expression for each
stroke through all interpolated points by using the Fourier series expansion (Fig. 1).

A stroke is expressed by a parametric representation as

x ¼ f tð Þ
y ¼ g tð Þ

�
� p� t� p: ð1Þ

Here, the method doubles back the interpolated points at the end of the points
because the series of points has to be a closed curve in order to use the Fourier series
expansion. If a distance exists between the start and end points, the ends of a particular
stroke become wavy because both ends are connected by the Fourier series expansion.
Although f tð Þ is not a periodic function, it can be considered as a periodic function by
the following definition (g tð Þ is the same as f tð Þ)

f tð Þ ¼ f tþ 2npð Þ n : integer: ð2Þ

Furthermore, f tð Þ can be expressed using the Fourier series expansion as follows

Fig. 1. Method of generating mathematical formulas of hand-drawn illustrations.
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f tð Þ ¼ a0
2

þ
X1
n¼1

an cos ntþ bn sin ntð Þ: ð3Þ

an and bn can be calculated as follows

an ¼ 1
p

R p
�p f tð Þ � cos nt dt

bn ¼ 1
p

R p
�p f tð Þ � sin nt dt

(
: ð4Þ

Here, interpolated points are discrete data. Therefore, we calculate the approximate
an and bn by summing these data.

However, computers cannot use an infinite series of a mathematical expressions.
Therefore, the method truncates it to degree n places by comparing the distance
between n series and n + 1 series with a threshold, which we set 2px in this paper.

As a result, the ith hand-drawn stroke is expressed as x; yð Þ ¼ ðfi tð Þ; gi tð ÞÞ. The
method generates the average stroke from N strokes as follows

xi ¼ 1
N

PN
k¼1

fi;k tð Þ

yi ¼ 1
N

PN
k¼1

gi;k tð Þ
0� t� p:

8>>><
>>>:

ð5Þ

The method displays the average stroke by changing the value t from 0 to p, since
the rest half also shows the same stroke in the opposite direction.

4 Dataset for Illustrations

We created a dataset of hand-drawn illustrations to test our hypotheses.

4.1 System of Creating Dataset

The system of creating datasets was implemented by Processing, programming lan-
guage. Figure 1 shows this system. The system shows what kind of character the user
should hand-draw, how many strokes the user hand-draw, the progress of creating the
dataset, the “Undo” button, “Next” button, and the canvas for hand-drawing.

First, a user types his/her name. At the same time, the system automatically makes
the user a folder in which to save his/her illustration data. After that, the screen changes
the appearance, as shown in Fig. 2. The screen is W520px � H600px, and the
hand-drawing canvas is W500px � H500px.

When a user is drawing a stroke by hand inside this canvas field by using a stylus,
the stroke is displayed as a series of points in red (see left of Fig. 2). Our system
obtains and plots 60 points per second (60 fps). When the user releases the stylus from
the surface of the display, the system connects each continuous point with a line and
displays them in blue (see right of Fig. 2). The system ignores the user’s input when it
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draws a stroke outside of this canvas. The user can remove previous hand-drawn
strokes by clicking “Undo.” When the user finishes drawing the target illustration and
clicks “Next,” the system refreshes the canvas field and displays the name of the next
target illustration. At the same time, the system automatically saves the hand-drawn
data, which contain x- and y-coordinates of the points of the strokes, and saves the
illustration as a PNG image.

In this paper, we selected four hand-drawn illustrations of characters well known in
Japan for the target illustrations: Doraemon (©Fujiko-Pro, Shogakukan, TV-Asahi,
Shin-ei, and ADK), Anpanman (©Yanase ・ F ・T ・H©APDLLP), Baikinman (©Yanase ・
F ・ T ・ H ©APDLLP), and Cook San. In addition, we prepared instruction Web pages
consisting of images of illustrations and the stroke order and the stroke direction (Fig. 3).

In creating the dataset, we asked eight users to hand-draw four illustrations fol-
lowing the stroke order and the stroke direction showed by the Web page in order to
generate average hand-drawn illustrations using our method.

Fig. 2. Screen snapshot of system for generating datasets of hand-drawn illustrations. (Color
figure online)

Fig. 3. Web page showing how to hand-draw Doraemon.

38 S. Niino et al.



Here, users are undergraduate students in Meiji University, 20–22 years old, seven
right-handed persons and one left-handed person, and four men and four women. None
of the students had professional level talent at drawing. They drew each illustration five
times using their dominant hand and then five times using their non-dominant hand.

We prepared CINTIQ 13HD produced by Wacom as an input interface. In addition,
we used Apple MacBook Pro (Retina 13-inch Processor 2.8 GHz Inter Core i5
Memory 16 GB 16 MHz DDR3) computers to run this system.

4.2 Average Illustrations

We generated images of the hand-drawn illustrations and the average hand-drawn
illustrations from the dataset. After that, we generated the following illustrations for
each target character. Figures 4 and 5 shows an example. In this, there are 428 images
generated by our method.

• Each user’s original illustrations drawn using the dominant hand:

ð4 characters � 8 users � 5 times ¼ 160 patternsÞ

• Each user’s original illustrations drawn using the non-dominant hand:

ð4 characters � 8 users � 5 times ¼ 160 patternsÞ

• Each user’s average illustrations drawn using the dominant hand:

ð4 characters � 8 users ¼ 32 patternsÞ

• Each user’s average illustrations drawn using the non-dominant hand:

ð4 characters � 8 users ¼ 32 patternsÞ

• Each user’s average illustrations drawn using both hands:

ð4 characters � 8 users ¼ 32 patternsÞ

• All users’ average illustrations drawn using the dominant hand:

ð4 characters ¼ 4 patternsÞ

• All users’ average illustrations drawn using the non-dominant hand:

ð4 characters ¼ 4 patternsÞ

• All users’ average illustrations drawn using both hands:

ð4 characters ¼ 4 patternsÞ
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5 Evaluation Experiment

To test the three hypotheses described in the above, we implemented a web-based
experiment system (Figs. 6 and 9) and 16 undergrads (14 men and 4 women; 20–22
years old) were participated. These participants were asked to evaluate illustrations
generated from the dataset by this system. In this experiment, eight participants of them
contributed to generate the dataset. We conducted following experiments for each
hypothesis.

5.1 Experiment1

5.1.1 Procedure
In this experiment, we compare participant’s average illustrations with participant’s
original illustrations. We asked participants to rank the first, second and third best
illustrations from 13 patterns (four dominant-hand’s and four non-dominant-hand’s
original illustrations, and average illustrations by dominant-hand and by non-dominant,
and the average of both hands) depending on the degree of beauty in each target
character and in each user (see Fig. 6). They rank illustrations 32 times ¼ 8 users�ð
4 illustrations:Þ

Fig. 4. User’s hand-drawn Doraemon and averaged Doraemon (‘d’ stand for dominant hand and
‘n’ stand for non-dominant hand)

Fig. 5. Each user’s average Doraemon and all users’ average Doraemon.
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5.1.2 Result
Figure 7 and Table 1 shows the results of experiment 1. In this figure, ‘d’ stands for the
dominant hand, ‘n’ the non-dominant hand, and ‘avg’ the averaged illustrations.

In Fig. 7, the horizontal axis shows the first to fifth dominant-hand illustrations,
first to fifth non-dominant-hand illustrations, and the averaged dominant-hand,
non-dominant-hand, and both-hand illustrations. Here, we assigned three points to first
ranked illustrations, two to second ranked ones, and one to third ranked ones. The
evaluation score was the average value of these points. The expected value for one
illustration was 0.4615 because the sum value of scores was 6.

Figure 7 shows the averaged illustrations were evaluated higher than the original
hand-drawn illustrations. Furthermore, the averaged illustrations drawn using both
hands had the highest score.

Fig. 6. Web system for experimental test to rank illustrations.

Fig. 7. Experimental results comparing average illustrations with hand-drawn illustrations.
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These results clarified that the user’s average illustrations were more beautiful than
the user’s hand-drawn illustrations. Thus, hypothesis 1 was validated.

5.2 Experiment2

5.2.1 Procedure
In this experiment, we compare the average illustration of all participants and each
participants’ average illustrations. We asked participants to rank the first, second and
third best illustrations from nine patterns (the average illustration of eight participants
and eight participants’ average illustration) depending on the degree of beauty in each
target character and in each hand (see Fig. 6). They rank illustrations 12 times
¼ 4 characters � 3 hands:ð Þ

5.2.2 Result
Figure 8 and Table 2 shows the results of experiment 2.

This figure shows the evaluation scores for A’s to H’s averaged illustrations and the
average illustrations by all users. Here, we again assigned three, two, and one points to
the first, second, and third ranked illustrations. The evaluation score was the average
value of these points, so the expected value for one illustration was again 0.4615
because the sum value of scores was 6.

Figure 8 shows all users’ average illustrations were evaluated higher than each
user’s average illustrations.

Table 1. Experimental results comparing average illustrations with hand-drawn illustrations.

d − 1 d − 2 d − 3 d − 4 d − 5 n − 1 n − 2 n − 3 n − 4 n − 5 d-avg n-avg d-n-avg

AVG 0.43 0.33 0.55 0.60 0.44 0.05 0.02 0.05 0.06 0.05 1.35 0.48 1.58

SD 0.90 0.78 0.96 0.97 0.85 0.34 0.17 0.30 0.37 0.32 1.20 0.90 1.26

SE 0.04 0.03 0.04 0.04 0.04 0.01 0.01 0.01 0.02 0.01 0.05 0.04 0.06

Fig. 8. Experimental results comparing each user’s average illustration with all users’ average
illustrations.
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These results clarified that all the users’ average illustrations were more beautiful
than each user’s ones. Thus, hypothesis 2 was validated. We suppose that these results
mean that averaging illustrations cancels out each person’s blurry hand drawings by
moving them toward ideal illustrations.

5.3 Experiment3

5.3.1 Procedure
In this experiment, we check how similar dominant-hand’s illustration and
non-dominant-hand’s illustration based on participants’ evaluation. We asked partici-
pants to pair each user’s average dominant-hand illustration and each user’s
non-dominant-hand illustration depending on the similarity (see Fig. 9). They rank
illustrations four times ¼ 4 characters:ð Þ

5.3.2 Result
Figure 10 and Table 3 shows the results of experiment 3.

This figure shows the percentages of correct pairings of dominant-hand and
non-dominant-hand illustrations. The expected percentage of correct pairings was 13%.

Figure 10 shows the percentage of correct answers was more than 70% for all
illustrations. This means that the dominant-hand illustrations were similar to the
non-dominant-hand illustrations.

Table 2. Experimental results comparing each user’s average illustration with all users’ average
illustrations.

A B C D E F G H All

AVG 0.32 0.09 0.43 0.98 0.45 0.24 0.47 0.42 2.58
SD 0.68 0.36 0.87 1.06 0.85 0.58 0.82 0.78 0.77
SE 0.05 0.03 0.06 0.08 0.06 0.04 0.06 0.06 0.06

Fig. 9. Web system to pair dominant-hand and non-dominant–hand illustrations.
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We think there are two reasons for this. First, the blurred non-dominant-hand
illustrations were made more beautiful by averaging them. Second, the averaged
illustrations kept their hand-drawn traits regardless of whether the dominant or
non-dominant hand was used. These results clarified that the average
non-dominant-hand illustrations became similar to dominant-hand illustrations. Thus,
hypothesis 3 was validated (Table 3).

6 Average Painter

When a user is unsatisfied with his/her hand-drawn stroke, he/she might undo that
stroke and redraw it. Here, we clarified the average illustrations were more beautiful
than individual hand-drawn illustrations (Hypothesis 1). In fact, the user was able to
draw beautiful strokes if the system automatically generated the average stroke from
these redrawn strokes.

To realize such drawings, we introduce a beautifying function based on averaging
strokes to painting software (Fig. 11). This function is based on the users’ behaviors
and Hypothesis 1 and works as follows:

Fig. 10. Experimental results for pairing dominant-hand and non-dominant-hand illustrations.

Table 3. Experimental results for pairing dominant-hand and non-dominant-hand illustrations.

Doraemon Anpanman Baikinman Cook San Average

AVG 0.70 0.76 0.83 0.82 0.78
SD 0.24 0.19 0.11 0.18 0.10
SE 0.02 0.02 0.01 0.02 0.01
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• When a user draws a stroke, undoes the stroke, and redraws a stroke similar to the
undone stroke, the function generates an average stroke from the undone stroke and
redrawn stroke in order to beautify his/her drawings.

• When a user draws a stroke and redraws a stroke similar to the last stroke, the
function generates an average stroke from these two strokes in order to beautify
his/her drawings.

In this study, we implemented a prototype of the drawing system “Average Painter”
with this function by processing to assist users in hand-drawing illustrations.

This system automatically shows the candidate of a user’s ideal stroke by averaging
the current stroke and last stroke or by averaging the current stroke and undone stroke.

This system automatically shows the candidate stroke in red if the system judges
that a user’s current stroke is similar to his/her last stroke or undone stroke. If the user
clicks this candidate stroke, the system deletes the current stroke and last stroke and
shows the average stroke as his/her hand-drawn stroke (Fig. 12).

Fig. 11. Screen shot of “Average Painter” system.
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To judge the similarity of strokes, the system calculates the similarity on the basis
of the length, the distance between the current stroke and last stroke (or undone stroke),
and the aspect ratio of the stroke based on a threshold, as shown in Fig. 13.

We demonstrated our system to many participants and asked them to try using it to
hand-draw illustrations. We were told in feedback that if the user was unsatisfied with the
hand-drawn stroke, the stroke became more beautiful by using the averaging function.
Thus, the user was satisfied with his/her hand-drawing when our system assisted him/her.

Fig. 12. Method for averaging hand-drawing. (Color figure online)

Fig. 13. The similarity is calculated by using the difference of length, distance, and aspect ratio
of each stroke.
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However, several participants reported that they could not draw complex strokes
smoothly. In the future, we will solve this problem by fixing software bugs.

Figure 14 shows examples of illustrations, which three participants draw without
the averaging function and with that as users like. They are students in Meiji University
and their age is 22. In this test, we showed the model’s characters, and asked three
participants to draw the character with our system and without our system. After that,
we got feedback from them. They said “I could draw more beautiful illustration with
average function than drawing by one time” or “I was hard to draw whisker by being
shown average stroke with average function.”

7 Conclusion and Future Tasks

In this paper, we made three hypotheses about hand-drawing illustrations.

• A user’s average illustrations are more beautiful than his/her hand-drawn
illustrations

• The average illustrations of users are more beautiful than each user’s average
illustrations

• The average non-dominant hand illustrations become similar to the average dom-
inant hand illustrations

Fig. 14. Example of illustrations by using Average Painter system.
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Then, we described an averaging method, our collection of four types of hand-
drawn illustrations, and some experiments we conducted to test these hypotheses. The
experimental results verified the hypotheses.

In the experiments, we required users to keep to the stroke order and direction of
illustration. Some users had difficulty drawing illustrations, so we will implement an
averaging system to sort hand-drawn strokes automatically in the future. If we use such
a system, the results should become more accurate because users would be able to draw
more easily.

In addition, we implemented a prototype system of a drawing tool for assisting with
hand-drawing by using an averaging method based on hypothesis 1. As a result, the
majority of users enjoyed using our system to hand draw illustrations. However, this
system is not suitable for illustrations requiring many strokes such as the hair of cartoon
characters. In the future, we are planning to solve this problem by estimating the user’s
intentions.
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Abstract. Seniors with dementia living in nursing homes are often faced with
boredom and loneliness due to lack of meaningful engagement and personalized
activities. We applied Montessori method to design an interactive table for
elderly home residents and evaluated the design with four female residents and a
nurse. This method offers a range of levelled interactions to meet the needs at
different stages and cognitive decline levels of the residents with dementia. The
table initiates interaction with an increasing level of complexity that magnifies
the rewarding effects and social connectedness among the residents. The qual-
itative evaluation during a pilot study indicated that the interactions with the
table reduced agitation of the elderly participants and increased the instances of
positive social behaviours.

Keywords: Dementia � Interaction design � Montessori method
Long-term care � Nursing home

1 Introduction

Dementia is a global problem that affects 47.5 million people and each year 7.7 million
new cases are reported [1]. The symptoms of dementia are a decline of cognitive
function, language abilities, mobility and memory loss, and varies with every indi-
vidual. Although the progress can be slow, from months to years or decades, it will
severely influence one’s ability to live an independent life. Therefore, patients need
help from informal caregivers or, more often, care facilities. In dementia nursing
homes, residents often suffer from lack of activity and stimulation [2], which could
result in boredom [3], agitation or other discomforts [4]. Engagement is defined as ‘the
act of being occupied or involved with an external stimulus’ by Cohen-Mansfield [5]. It
proves to have a positive effect as it decreases boredom or agitation. During the past
decades, different kinds of non-pharmacological interventions for dementia have been
studied in order to provide adequate stimulation [6]. However, limited by the number
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of qualified personnel and by implementation difficulties, interventions often took place
in a group without considering the personal conditions of seniors with dementia.

Customized or personalized stimulations and activities based on the cognitive level
or the personal experiences of dementia patients proved can decrease agitation and
dementia related problematic behaviour significantly [7–9]. An example of such
applications is CIRCA [10]. CIRCA is a touch screen based interaction that uses video,
music, pictures and text to help persons with dementia and their caregivers to have
more personalised and engaging conversations. Tailored Activity Program (TAP) [11]
is another example of customized activity for dementia patients. The program aims to
identify interests and capabilities of persons with dementia, and developed occupa-
tional therapy intervention especially tailored for individual profiles to reduce some
unwanted behavioural symptoms. Due to decreasing cognitive functions of individuals
with dementia, related research suggests that being active can enhance social con-
nectedness, the consistency of self-identity, bring positive affections and decrease
frustrations [12, 13]. Meaningful activities for nursing home residents with dementia
was shown to reduce agitation, decrease behavioural problems, and enhance the quality
of life [14].

In this paper, we present Dynamorph, a Montessori method inspired interactive
table designed for seniors with dementia living in long-term care facilities. Dynamorph
aims to help users minimize boredom, reduce agitation, generate connectedness and
make a positive impact with minimal involvement of the nurses, by providing the right
amount of stimulations and meaningful activities.

2 Montessori Method

The Montessori method was originally developed by Maria Montessori while working
with mentally challenged children [15]. Later on, this educational method has been
widely adopted to teach cognitive, social and functional skills to children. It breaks
down tasks into steps from simple to complex, from concrete to abstract, making
students move only a little beyond their comfort zone whilst preserving the ability to
improve. The same principle was later applied to persons with dementia by Camp [16]
and showed that Montessori activities are well suited for dementia groups as well.

Dynamorph utilizes the Montessori method for designing activities that suit per-
sonal profiles of residents with dementia. For instance, puzzling is identified as a
common activity for residents with dementia in nursing homes. However, due to the
decline of their cognitive functions, seniors often face frustration caused by not suc-
ceeding in completing the puzzle. Therefore, puzzling showed to have few positive
effects. We argue that Montessori method, instead, can better offer activities that reflect
the individuals’ interests and skill levels [17], because it is based on levelled framework
that breaks the interaction into steps and processes that range from simple to complex,
and from concrete to abstract. Seniors can freely explore and the caregivers can control
the interaction levels in order to fit different users’ conditions and a range of needs.
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3 Design of Dynamorph

3.1 Concept

Adopting essential elements from the Montessori educational method such as
self-exploration, task break down, rewarding system, tangible interactions [16, 18, 19],
Dynamorph was designed to provide meaningful activities suited for the personal
conditions of the seniors. In addition, the table was designed to fit the daily routines of
the seniors, requiring only minimal involvement of nurses. Following an iterative
design process, caregivers and residents with dementia were involved within the
development of Dynamorph, a table with multi-layered interactive interfaces (Fig. 1).

The tangible interfaces are composed of two basic elements: four zoomorphic
shapes on each sitting place of the table and four leaf-like shapes pointing to the centre
of the table. The zoomorphic shapes are made of attractive, vibrant coloured goose
down with a soft sponge core consisting of ball sets inside. The size of the core is
designed to ensure comfortable grasping so that the seniors can squeeze and hold these
artefacts, and the down offers cheerful appearance, invites touch, and adds some animal
fur feeling to it. Each zoomorphic shape consists of three individual balls mounted on
different motors that visually appear like a single entity and are programmed to mimic
several animal-like movements (Fig. 2(a)). For example, if all three balls slowly move
up and down in different directions, they appear alive, pulsing and breathing. The
illusion of a single entity suggests a natural and animal-like character.

Each organic leaf shape was made with transparent acrylic-based resin plate. The
leaves were milled to be hollow so that they could be filled up with coloured liquid
originating from each ball set, forming together as a connected pattern. If a senior
interacts with a zoomorphic shape this will be detected by conductive wires hidden in
the balls. The heart rate sensors installed besides the ball set on the table would pick up
the signals detected from the wrists of the user, then transformed into dynamic
leaf-shaped patterns filled by coloured liquid with the rhythm of the heartbeat, shown
on the transparent surface of the table centre (Fig. 2(b)).

Fig. 1. The final prototype of the Dynamorph.
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3.2 Four-Layer Interaction Design Inspired by Montessori Method

Four-layer interaction structure was designed to alleviate boredom, bring connected-
ness and further generate positive effects. Each layer has a specific meaning and
embodies a hypothesis for potentially positive effects on the seniors with dementia.

In the first layer, interaction between individual and the zoomorphic object that
pops out from the table takes place. The zoomorphic objects consist of sets of 3 balls
that can be sensed under the feathers. This choice was made because related research
indicated that the ball-shaped object is appealing to dementia patients with all levels of
cognitive impairment [14]. The interactive ball sets were stitched with conductive wires
then programmed to be able to sense the contact and force with which they are handled
to distinguish different gestures. The reactions to different inputs are designed to per-
form as natural as possible and to adapt to the interacting person [20].

With the aim to provoke reactions from the senior person, one of the balls
embedded in the zoomorphic shape starts popping out of table every 10 min, then dives
back and pops up again with a higher altitude than before. Letting the ball dive faster
than it rises creates a curious and bashful character. If this movement is ignored, the
ball will slowly go back to the table through a hole and the zoomorphic shape will
appear like a sad animal that did not get any attention. Then, 10 min later, another ball
will come up and start a new loop of interaction. During the process, if the zoomorphic
shape gets gently touched, held or petted, it will start to mimic the breathing pattern of
an animal in order to give users a feeling of a pet. If it gets hit or slapped, the ‘hurt’
zoomorphic shape will hide in the table with a relatively high speed to show rejection
towards user’s behaviour. The attractiveness, designed movement and generated
interactions of the zoomorphic shape form the first layer of interaction of Dynamorph.

The second layer aims to promote interaction between the individual and the
leaf-shaped interface. Inspired by organic shapes, the pattern in the centre of the table
was designed to be symmetrical and have aesthetic attributes. The pattern is normally
transparent and therefore barely visible. It will appear in colour only when there is a
continuous positive interaction with the corresponding zoomorphic shape, by filling up
with coloured liquid in synchrony with the users’ heartbeat signals. This behaviour was

Fig. 2. The design details of Dynamorph. (a) Zoomorphic shapes consisting of three separate
balls are mounted individually on mechanisms underneath the table to be programmed to respond
correspondingly to user’s gestures. (b) A zoomorphic shape powered by the interactive ball set
with a pulse sensor embedded in the table.
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designed with the intention to give the user a sense of self-identity, as the self-identity
stimulation is related to significantly higher levels of pleasure than other control
stimulation within advanced stage dementia [12]. The use of liquid and organic shapes
is also intended to have a calming effect, in order to ease agitated behaviours and
enhance the positive engagement.

The third layer contains interactions among different modularized designs, which
are intended to have an impact on self-awareness of the individual users [21]. Each ball
set and the connected leaf-shaped pattern with liquid in its route were designed using
cohesive colour choice with high contrast to enhance the attractiveness, keeps users’
attention and give them a personal playing role as well [22]. It helps build a logic
connection between the interactive ball sets and the patterns filled up with same
coloured liquid. The liquid, instead of projection or lighting, is adopted in addition to a
sound effect, as pumping with the heartbeat may sound like a rhythm and help users
better recognize the feedback [23]. This modularized design aims to stimulate the
self-awareness, and gives the seniors possibilities to make comparisons, so they are in
charge of their own autonomy in controlling one set of the elements. Further fulfilling
their need of controlling and possessing their own things, and may even generate the
feeling of connectedness between nearby users.

The fourth layer attempts to stimulate interaction within the user group. When
multiple users interacting with the ball sets trigger the corresponding liquid pumps, the
centre area of the table will morph into a pattern with symmetric leaf shapes and
different colours that are designed to be attractive. Creating the attractive pattern
together would incur a sense of connectedness within the group. These four layers of
interactions together form the four-layer interaction framework of Dynamorph (Fig. 3).

Fig. 3. Illustration of the four-layer interaction framework of Dynamorph.
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4 Evaluation

4.1 Participants

Participants were recruited from Vitalis (KleinschaligWonen), Eindhoven, the
Netherlands, an elderly care home that focuses on formal care for seniors with various
forms and stages of dementia. The evaluation was conducted with four participants and
one nurse for her expert feedback. The participants were all female, Dutch, with the
average age of 85, ranging from 75 to 93. All the participants had the formal diagnosis
of dementia and with different levels of cognitive decline according to the altered
four-stage Clinical Dementia Rating Scale used in Vitalis. All participants are female
due to the majority of residents being females (38 out of 40). Participants with a
functioning level of auditory and visual abilities were selected. Participant demo-
graphics are presented in Table 1.

4.2 Procedure

The evaluation was approved by Vitalis in advance and informed consent was obtained
from legal guardians of participants. The prototype was placed in the living room of a
small community of 7 residents with dementia. Four participants were invited and then
seated for up to 90 min. They were told the purpose of the evaluation and were
encouraged to explore the table by themselves. A nurse was present to accompany and
observe the participants. After that a semi-structured interview was held to acquire
expert opinions from the nurse. The evaluation was documented using video cameras
and audio was recorded using cellphones. The audio recording was transcribed into text
and then translated into English for qualitative data analysis. With inter-rater agree-
ment, the qualitative data were analyzed by two coders, coding independently using the
online platform Dedoose1.

5 Results

Seventy six quotes were selected from the transcript. The selection was limited due to
the language impairment of some participants. The selected quotes described their
attitude towards the design and the interaction during the evaluation process. Resulting

Table 1. Participant demographics.

Participant Gender Age Stage Form of dementia Marriage status

P1 Female 75 2 Vascular dementia Widowed
P2 Female 84 2–3 Vascular dementia Married
P3 Female 88 2–3 Vascular dementia Widowed
P4 Female 93 3 Vascular dementia Widowed

1 Online Dedoose platform for qualitative data analysis, www.dedoose.com.
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from the process of collaborative coding, six categories of discussion themes emerged,
as an indication of their focused interest points with subcategories and each subcate-
gory with an exemplar quote, shown in Table 2.

Table 2. Categorization of discussion themes resulted from qualitative analysis, sub-categories,
exemplars and number of quotes in each category/subcategories, the categories also reflect
relationships correspond to four-layer interaction framework of Dynamorph.

Category of
discussion
themes

Correspond to
interaction
framework of
Dynamorph

Sub-category Exemplar quote

Interactive
ball sets (43)

Layer 1 Aliveness
(29)

“Look at this, it becomes alive.
Look at this. Hello? (to the ball)”
(P3)

Aesthetics
(14)

“Beautiful, wonderful, yes! That’s
very beautiful isn’t it?” (P3)

Leaf-shaped
pattern (7)

Layer 2 Leaf shapes
(3)

“This is very beautiful (pointing to
the leaf shape).” (P1)

‘River’ (4) “They are all swimming (referring
to the colour liquid). It went all to
this (draining by the outfall).” (P4)

Reflection of
self-identity
(8)

Layer 3 ‘My, mine’
(5)

“Mine is moving, mine is alive.
This one is working, and this one is
not working anymore.” (P3)

Projection of
one’s
heartbeat (3)

“It does only work for you, not for
me, how is that possible? I don’t
have enough heart beat.” (P1)

Social
inclusion (9)

Layer 4 Forming a
conversation
(6)

“Don’t you like it? (asking P2),
there are beautiful things attached.
Don’t you think it’s beautiful?
(asking P2)” (P3)

Instructing
others (3)

“See? You play it like this, you can
touch it (instructing P4).” (P3)

Emotion
status (7)

– Positive
emotion
feedback (5)

“It’s cozy, we are cozy. I haven’t
had this for years.” (P2)

Making
jokes (2)

“There might be a little guy in it.”
(P3)

Others (2) – Sharing past
experience
(1)

“This is beautiful. It is nice if you
sew it somewhere else. I always
sew, but nothing like this.” (P1)

Counting
movements
(1)

“Step, step, step. One, two, three
…” (P4)
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During the evaluation, participants showed great interests toward the zoomorphic
object that consisted of feather ball sets. The seniors interacted with those on own
initiative and without any instruction. This shows that the concept worked quite well as
an occupational engagement tool. Discussions around the interactive ball sets about the
aliveness and aesthetics emerged and made up the majority of conversations (43 out of
76 quotes). The aliveness was a crucial incentive for the users to take the initiatives (29
out of 43 quotes), and the responsive behaviour made them want to interact with the
object even more. They were all able to recognize the zoomorphic shape as a living
object, referring to it as an animal or pet, P3 even named the ball set in front of her as
“Peter” and said “Goodbye, my friend” to it when left. The high colour contrast and the
texture also provoked their initiatives, as the users found the colours enjoyable and
vibrant. The goose down texture reminded them of the furry animals, which triggered
them to pet it. There was a positive effect on the social inclusion, as the interaction
caused many conversations among the seniors. For instance, P3 who had relatively
high level of language ability expressed herself more frequently than others, helping
other participants interact with the zoomorphic shape, as “See, you play it like this, you
can touch it”. The participants enjoyed the process and showed positive emotions on
several occasions when interacting with Dynamorph. They laughed, made jokes about
the design, and expressed their feeling through words. Participants with all levels of
cognitive impairment were engaged well with Dynamorph.

The in-depth interview with the nurse confirmed the autonomous attraction of the
seniors with dementia and acknowledged that this provided the seniors with dementia
meaningful activity for occupation when the nurses are unable to pay attention to the
seniors. Petting the object and being amazed by its movements, colours and texture
kept the seniors with dementia busy, calm and avoided the situation that they started
looking for confrontation with each other or engage in negative activities. The nurse
emphasized the calming and positive effect Dynamorph brought to the seniors as:
“There are people sitting there (points to table) petting for over 40 min. So you are
already giving them a form of inner peace otherwise they wouldn’t sit down for that
long time”. The peace and harmony that was rarely present were evident when inter-
acting with Dynamorph. These all confirmed the effects on users’ positive affection,
and further on their quality of life.

6 Conclusion and Future Work

Dynamorph was presented with the intention of providing meaningful engagement and
levelled stimulations based on the conditions of senior residents with dementia in
long-term care facilities. A four-layer interaction design inspired by the Montessori
method was proposed. The prototype was then evaluated, using a qualitative research
approach for data analysis. The result of the evaluation indicated that Dynamorph was
able to bring calmness among users, which would lead to reduced agitation, moreover
helping to form communication and positive social behaviours [24]. The calmness and
harmony during the evaluation, and the balance between interaction and social inclu-
sion also proved that layered interactions worked for the target user group.
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Evaluation also brought useful insights that can provide guidance for future
developments of this design and inspire similar developments. For instance, the users
had difficulties building a logical link between the zoomorphic ball sets and the patterns
that are filled with liquid. Therefore future improvement of the design should aim to
increase the intuitiveness and establish a connection that is easier to understand than it
is now. Furthermore, for the validation of the framework and the design, controlled
long-term studies with more participants are needed for fully investigating the effec-
tiveness of this design. Due to the limitation of the verbal language abilities of the
seniors with dementia, further analysis should also consider analysis based on
non-verbal signals such as facial expressions, gestures and movements [25].

Acknowledgments. The author would like to thank the Chinese Scholarship Council, T. Zuo
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Abstract. In this paper we introduce a novel interface combining spa-
tial and continuous tangible interaction for creating and manipulating
audio-visual effects. Our goal is to provide a ready-to-use, “hands-on”
interface that does not need protracted explanation to the user, yet pro-
vides possibilities for expression. Therefore, our interface exploits the
three-dimensional topology of physical sand, which is distributed over a
tabletop surface. We discovered, that users of the system were engaged
by the natural interaction and playful manner of the installation, as it
resembles the play in a sandbox. We demonstrate an artistic setup that
produces ambient soundscapes using a Lattice Boltzmann based particle
simulation running through a deformable landscape. Visual feedback is
front-projected onto the sand as well as the user’s hand. The user can
explore and change the landscape by using his or her hands and use
spatial gestures via on-body projection to control AR content and fur-
ther settings. The focus of this work lies on the simultaneous interaction
with sand and the user’s own body, and it’s contribution to audio-visual
installations.

Our prototype system was tested with potential users in a small infor-
mal study and was overall well received. Users had fun exploring the dif-
ferent forms of interaction techniques to control the particle simulation
and soundscape, and were amazed by the possibilities of on-body inter-
action. In future we plan to further evaluate our system in a formal study
and compare interaction and user experience to similar interfaces. The
system was successfully deployed as an indoor room installation, reduc-
ing it’s components to a minimum. Further deployments are planned.
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1 Introduction

Despite the advances in technologies for interacting with computer systems over
the last years, operating computers is still mostly based on mouse, keyboard or
recently touch screens. This form of interaction differs from the natural interac-
tion with the real environment. Therefore, researchers have been investigating
for the last decades how new forms of human computer interaction can become
more similar to the interaction with the real world.

One approach to tackle this problem is investigated in the research field of
tangible user interfaces (TUI). The basic idea behind TUIs is to use natural
interaction with real objects in the real environment to control digital content.
The mapping between physical objects and digital content is done in differ-
ent ways, for example, by combining them modularly or by arranging them
spatially. Objects that map physical manipulation onto digital data are called
tangibles.

Especially the research area of new musical interfaces frequently yields new
prototype systems for musical expression that adopt HCI-concepts for natural
and tangible interaction. Some of these prototypes can be rather successful, for
example reacTable, which was developed since 2003 by Jordà [6] and can now
even be used as a new instrument in live performances. Interaction techniques
and metaphors vary strongly between prototypes so a vast quantity of different
systems exists. Qualitative user studies show promising results for new forms of
collaborative interaction, user experience and entertainment [1,6,7]. However, a
rarely used approach for musical interfaces are continuous tangible user inter-
faces, a concept of TUIs developed in 2002 by MIT media laboratory [9].

In our approach for a new way of musical expression we transfer the sculpting
of a landscape to the sculpting of a soundscape. We combine tangible interac-
tion, interactive augmented reality (AR) content and on-body interaction in our
system to create a novel way of interacting with music and sound. The user can
interact with the system by using only his or her hands and does not need any
additional input devices. Therefore, the system is ready-to-use: once set up, users
can interact with an installation without further requirements. We developed a
prototype to evaluate this concept for interaction in a user study to identify
possible applications and potentials. While the basic interaction of sculpting
the sand is self-explanatory, the advanced interaction techniques require a short
explanation.

The remainder of this paper structures as follows: First we give an overview
of continuous tangible user interfaces for musical expression and on-body inter-
action prototypes that have been developed in the last years. Then we present
design concepts and implementation details of our own approach. We proceed
by presenting observations made during a qualitative user study conducted with
our system. We conclude with a discussion of these observation and plans on
further development and evaluation of our system.



AR Sound Sandbox 61

2 Related Work

We combine two new approaches for spatial human-computer interaction in
our system: continuous tangible user interfaces and on-body interaction. In the
following we give an outline of continuous tangible user interfaces for musical
expression and on-body interaction prototype systems.

2.1 Interfaces for Musical Expression

There are plenty examples of TUI based prototype systems for musical expres-
sion: A common approach is to utilize tangible artifacts to control certain aspects
of music, for example, fading volume by turning a tangible. The spatial arrange-
ment of these artifacts is used for interaction with music and influences the
behavior of spatially close artifacts. By this, the tangibles become a metaphor
of the music itself, controlling main parameters and influencing each other.
Research results show that these kind of interfaces are generally well received and
both easy and fun to use [1,6], in some aspects facilitate interaction, for exam-
ple, concerning multi-user-interaction, and allow for a playful exploration of the
interface [6]. However, there are just very few prototype systems that explore
the application of continuous tangible user interfaces as interaction concept:

Granulatsynthese was an early attempt in 2008 to create a music interface
using a continuous deformable surface [1]. It is highly focused on the individual
user experience and not determined to enable the user to create sounds or music
in a performance way. Beckhaus et al. used a granular half-transparent substance
as a haptic input medium. The user would dig holes that were detected by an
infrared light system. Depending on the operating preset and the created shapes
the user would hear synthetic sounds and see matching computer generated
sound-waves, which are projected onto to granules from the backside, resulting
in a mesmerizing atmosphere [1]. Granulatsynthese was tested multiple times on
different occasions and with different test subjects. Beckhaus et al. describe a
playful interaction with the system and exploratory behavior. They especially
point out the importance of the tangible medium as it significantly influences
the haptic experience.

In 2014 the students project Sand Noise Device [11] features a sandbox as
sound generating game-like device. Users can place tangible glowing pucks on a
sand surface which is captured by a Kinect sensor. AR content is projected onto
the sand from top. In fixed time intervals sound bursts are emitted from these
pucks and a central emitter along with projected particles. These particles move
through the sand landscape to the lowest point in their vicinity. The velocity
of each particle is then mapped to a sound generation in MaxMSP. The system
received some media attention and was overall well received but unfortunately
neither further evaluated nor scientifically published.

A recent approach is soundFORMS [2], a synthesizer and sequencer created
by MIT media Lab in 2016. It allows users to shape waveforms and drum-loops
with a predefined set of gestures, for example, a chopping down movement with
one hands to create a sawtooth waveform, which is then rendered as audio. The
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system uses a 24× 24 matrix of motorized pins that change the appearance of
the surface according to the created sound-waves.

2.2 On-Body Interaction Prototypes

The research field of on-body projection and interaction is a very young research
area with a small number of prototypes that primarily demonstrate the feasi-
bility of this new concept for interacting with digital content. The basic idea
behind on-body interaction is to use the human body as input or output device
by projecting computer generated interactive content onto specific body parts.
Usually such a system consist of three components [5]: A tracking device that
allows to determine the 3D-position of body parts in the real world, a projector
that projects content onto these points and a computer that allows interaction
with the projected content. In most cases, content is projected onto the users
hands or arms as these body parts can be easily placed in field of view and
provide our primary tool for interacting with the real world [5].

In the past few years, driven by the advancing technological possibilities,
stationary [4,12] and wearable [3,5,8] prototypical systems have been success-
fully developed. Many systems rely on depth [3,4,12] or RGB [8] camera data
and use computer vision algorithms to detect relevant body parts or movement.
Depending on the usage scenario, different forms of interaction have been tested,
in many cases some form of gestural input [4,8,12] or touch event based inter-
action with virtual AR buttons and sliders [3,5]. In some cases, the surrounding
environment is used as an additional projection area [8,12]. Overall, despite the
feasibility of the concept of on-body interaction, no best practices for technolo-
gies or interaction have been established yet.

3 Projection-Based AR Sound Sandbox

As there is no direct analogy between sculpting a sand surface and creating a
soundscape, it is possible to freely design different approaches for interacting
with sound. The concept in this approach was developed considering following
criteria:

– Easy to understand reaction of the system to input of the user, allowing a
deliberate manipulation of produced sound. The user controls the volume
levels of different soundscape tracks.

– Correspondence between visual effects and audio.
– Combine AR content, on-body interaction and deformation of the sand sur-

face to control the system.
– Create a system that is fun to interact with.

3.1 Setup

Our sandbox uses a setup similar to Piper and Ishiis Illuminating clay [9] respec-
tively Sand Noise Device [11]. We use a 0.6 m× 0.4 m plexiglass box that is filled



AR Sound Sandbox 63

Fig. 1. Prototype setup. A: deformable sand surface, B: projector, C: depth sensor.

with 0.1 m kinetic sand. We chose kinetic sand as haptic medium because of
its interesting haptic features and its easy formability into firm structures. To
provide preferably genuine projection features, we used a special white-colored
sand. We placed a Kinect 2 sensor and a small projector (Optoma ML750e)
1.2 m above the sand surface, both facing downwards (see Fig. 1). In this setup
the Kinect 2 sensor provides a 184× 120 pixels wide depth image of the sandbox
and user hands positioned above the surface. The system we are using is a Win-
dows 8.1 PC equipped with an Intel i7-3930k CPU, 8 GB Ram and a Geforce
GTX 770. Our development environment is the game engine Unity 5.

3.2 Projection

To project AR content onto the deformable sand surface, we determine the
transformation matrix between Kinect sensor space and projector image space.
This allows rendering a background image onto the sand to colorize the surface
in different color schemes. We use a dynamic grid that deforms accordingly to
the sand’s topography to correctly project a colored background image. First we
define the outline of the sandbox in the Kinect depth image with the four vertices
of a quad. This quad is then divided into a grid of 32× 32 cells. Each vertex of
these cells has a distinct 3D-position in Kinect space which can be transformed
into 2D projector space coordinates to distort a textured mesh to match the
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sands topography, resulting in a approximated projection onto the surface (see
Fig. 2). Using the same transformation matrix, additional AR-objects like 3D
models or 2D images can be rendered onto specific points of the sands surface
or the users hand.

Fig. 2. Distorted grid projected onto the sand surface

We aimed for a harmonized presentation of sound and visual effects to boost
creativity during interaction. Therefore, we defined two exemplary presets called
moods. One preset is a calm setting with nice and warm sound, together with
blue and violet colors, the other a sinister setting with dark and unpleasant
sound supplemented by a red and black color scheme. The sands topography is
colorized according to these color schemes by mapping the height value of each
pixel of the height map provided by the Kinect onto a color ramp and projecting
the resulting texture onto the sand. Using different color ramps, it is possible to
create diverse visual impressions of the surface (see Fig. 3).

3.3 Simulation and Sound Synthesis

To achieve natural and naive to understand interaction, we decided to use a real-
time fluid simulation that moves particles from left to right through the sands
topography. Up to eight virtual AR sound points are placed onto the surface by
the user. Each of these points attracts nearby particles and absorbs them, if they
touch it. The rate of incoming particles of every point can be mapped onto an
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Fig. 3. Different visualization of height values using color ramps (Color figure online)

arbitrary sound parameter. In our system we chose to control the volume of pre-
defined audio samples as it is an easy comprehensible way to interact with sound.
To do this, the number of absorbed particles over a certain time is counted for
every AR sound point, directly controlling the volume of the appropriate audio
sample. We identified eight AR sound points and thus audio samples to offer
an extensive amount of combination options for musical expression. The sound
effects can easily be changed by replacing the audio samples (preferably using
loop-able samples of a certain length). For advanced requirement we added OSC-
support as a way to control other applications especially dedicated to creating
music or sound via network. The decisions made focused mainly on the ease of
use of the installation. The particle stream behaves in water-like manner that is
easily understandable for the user.

We use a GPU-shader that simulates up to 8 million particles in real time
and renders them onto a full-hd texture that is added to the background texture.
To simulate real word behavior and thus predictable system reactions to user
actions, we use a two dimensional Lattice Boltzmann simulation (LBM) in a
multi-relaxation D2Q9-model to create water-like flows of particles (see Fig. 4).
Hills and steep horizontal edges are detected in the Kinects depth image and
added as obstacles in real time using an obstacle texture as shader input. LBM
allows controlling the degree of turbulences by adjusting a single parameter [10]
and can be implemented efficiently on the GPU. We selected a relaxation time
value of τ = 1.98 that creates both predictable and visual interesting flow effects.
This value was selected through try-and-error.
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The direction and velocity of the fluid is stored for each pixel in a fluid force
texture. Additionally we create a same sized gradient map of the topography
that describes the direction of the steepest slope for each point and drag particles
towards this direction. Further, particles are attracted to AR-soundpoints with
a gravity-like force. Each particle moving through the topography can look up
the fluid and gradient force by accessing the stored pixel values at their position
in 2D-space and calculate the attracting force of each soundpoint. All forces
are then weighted and added in every frame to form a combined force that
determines the momentary flow direction of each particle.

Fig. 4. Virtual particles flowing through the topography

3.4 Hand Tacking

For interacting with AR content we implemented a heuristic approach for hand
tracking using depth data form the Kinect 2 sensor. We combine two different
tracking methods: contour tracking and segment tracking.

Contour tracking is a popular approach to detect fingers in RBG-images.
The background of a image is algorithmically removed so only pixels of the users
hands are left. This can be easily performed in depth images as it is possible
to remove all pixels that are farther away than a defined background threshold.
The outline of the remaining pixels can be further examined to detect fingertips
and other contour points of interest by their distinct features. In this project we
use the radial distance method [13] to detect fingertips positions.
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Fig. 5. Positive response (red) to fingerlike objects in the depth image (Color figure
online)

During on-body interaction one hand masks the other so that contour track-
ing alone is not sufficient. In this case we detect finger-like objects in the image
with a custom template matching algorithm that responds positive to pixels
that are bounded by two opposing steep edges in vertical, horizontal or diago-
nal direction (see Fig. 5). A similar approach was presented in [3] for horizontal
fingers. Positive responding pixels are then converted to a binary image which is
segmented to identify connected positive responding pixels. If a segment’s area
size lies between a minimal and a maximal adjustable threshold it is considered
a finger. We determine the distance between the lower positioned left hand and
fingers of the right hand to detect touch events. If the distance of any finger lies
below 15 mm, a value that is mostly defined by the Kinect sensors noise, a touch
event is initiated at that position.

Our custom on-body hand tracking system was designed specifically for the
presented setup and focused on resource efficiency to guarantee low-latency inter-
action and jerk-free visualization of the particle stream even on non state-of-the-
art computers. It was not compared to known available hand tracking systems,
as all requirements could be met.

3.5 Interaction Techniques

Interaction with the system is based on three different concepts:
First, it is possible to interact with the kinetic sand in a very natural way, like

a child playing in a sand box. The user can sculpt the surface with both hands
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and watch the resulting changes of the particle flow. He or she can construct walls
or hills that deflect the particles onto AR points or away from them. Forming
holes causes particles to accumulate and digging ditches allows a precise control
of particle streams.

Fig. 6. A user interacting with the menu projected onto his hand

Second, the user controls AR content and settings from the on-body menu
which is projected onto the left hand if it’s palm is facing upwards and it’s thumb
spread away (see Fig. 6). This pose is unlikely to occur during interaction, but
easy to achieve deliberately, when the user wants to use the menu. To differen-
tiate whether the system recognizes a left hand palm up or a right hand palm
down, the user’s position is tracked and estimated by the depth-sensor as well.
For interaction we use a graphical menu projected onto the users hand controlled
by touch and swipe events (see Fig. 6). Considering todays wide spread of mobile
devices like smart phones and tablets, control by touch and swipe is presumably
an easy to learn interaction technique for many potential users. Thus we imple-
mented touch buttons and swipe gestures to scroll through a list of buttons as
these are some of the most basic actions in mobile smart phones. Using this
menu, the user can control essential features in our systems like adding new AR
soundpoints onto the sand or remove existing points. Additionally, the user can
switch between the two moods to change the produced sounds and production
environment according to his or her needs.

Last, the user can perform gestural input. Depending on the operating mode,
the user can delete or remove existing points. In order to do so, the user can
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select AR points by pointing a finger at them, just like indicating specific objects
in the real world (see Fig. 7). The selection of the point is triggered after a short
delay, to avoid the midas touch problem. Depending on the interaction mode, the
selected point is than either removed from the sand surface or attached to the
selecting finger to be placed somewhere else. The midas touch problem describes
the difficulty of differentiating intended selection and thus positively provoking
an event from unintended saccades that occur in human movement. Placing a
AR point is handled in a similar way by pointing to the desired location. Further,
the user can push particles with hand swipes in any direction or use his or her
hand to temporarily block the particle flow.

Fig. 7. Several users interacting with and watching the exhibit

4 Evaluation

We carried out an informal user study during an exhibition of the system. We
observed subjects during interaction with the system to get a first impression
of how our system would affect user experience and how long users, who are
interacting with the system for the first time, would need to comprehend the
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interaction techniques. The exhibition’s participants were invited and had vastly
divergent backgrounds. Our artistic installation was one of several exhibits, and
users could approach it freely, interact autonomously or watch non-interactively
(see Fig. 7). We observed both interaction with and without support by a
developer.

4.1 Material and Methods

We used the sandbox described in this paper in a slightly darkened room during
an exhibition of several mixed-reality and human-computer interaction research
prototypes. All system components of our prototype, that were not relevant for
interaction, e.g. computer screens, audio speakers or mouse and keyboard, were
as hidden as possible to let subjects focus on the sandbox and projected content.

To convey the idea behind our system, we first gave some users a quick
introduction to the system and design concepts by demonstration of the basic
interaction techniques with the sand and the on-body projected menu through
a researcher. Other users approached the system without mediation. After that,
users were allowed to freely explore the interface by themselves and ask questions.
We observed users during their interaction and noted down actions, statements
and emotional reactions to generate qualitative data. During observation we tried
to be as neutral as possible to avoid influencing the users opinions or exploring
behavior. The observation of one subject ended as soon as a subject did not want
to interact with the system anymore. Our main interest were user experiences
during interaction and the usability of the system as a whole. The users did
not know that they were observed, as the observer stood slightly away from the
installation, but where enlightened later and shortly interviewed (if content with
the use of the collected data).

4.2 Participants

About 50 subjects, mostly male, roughly ranging in age from 20 to 50, tested our
system. As mentioned before, the subjects were not invited solely for the purpose
of testing our exhibit. Rather, they were a random set of the exhibition’s visitor
entirety. All subjects were used to interacting with media content and computer
systems, especially handheld mobile devices. Just a few subjects were familiar to
the field of sound production or trained in using a musical instrument. In most
cases subjects spent up to 15 min interacting with the system.

4.3 Observations

To most users our system had an inviting character. Forming the kinetic sand
with bare hands provided an interesting haptic perception that invoked a posi-
tive reaction in most users. However, a few subjects refused do dig in the sand
with their hands and preferred to use small shovels. Visitors were impressed by
the possibilities of real time particle interaction and had fun to play around
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with particles. The coherence between landscape sculpting and particle flow was
easily perceived by all participants. The on-body interaction menu was similarly
well received, yet less intuitively learned. During interaction, by-standing visitors
enjoyed watching the user’s interaction with the system or tried to simultane-
ously use the system. Many subjects commented positively on the combination
of sounds and suitable visuals and thereby induced atmosphere.

In many cases subjects focused on performing specific interaction techniques
and not on exploring the possibility of sound production. In most cases, the
first interaction of users was digging holes or trenches to direct particle flow
and shortly after that, forming hills and walls to prevent particles from reaching
specific sound points. The basic interaction concept of controlling the particle
flow by forming the kinetic sand was very easy to understand and for all test
subjects successfully applicable. Eventually, after firstly redirecting the particle
stream to hit or avoid a specific sound point, users deliberately used gestural
input and moved sound points into particle streams or out of them and listened
to the changing soundscape. Users needed a small number of successful trial and
error passes to figure out how to perform the selection process of virtual sound
points correctly.

However, the on-body interaction menu was more difficult to comprehend.
Some users needed a detailed instruction on the positioning of their hands. In
many cases users recognized the analogy to mobile hand held devices and were
able to learn the intended interaction techniques within several actions. Overall,
users switched rarely between tangible input and selection gestures on one side
and on-body interaction on the other and preferred to use different interaction
techniques successively.

The used technologies and algorithms were fast and accurate enough to allow
precise real-time interaction. The actual latency of the system was not measured,
but no user commented on this matter negatively. All visitors used the system in
the designated way, no matter if they were instructed about the system before or
not. Furthermore, users tended to employ slow movements, reducing the effects
of potential latency. However, we recognized this factor quite late in the obser-
vation, so we can only assume why this behavior occurred. One reason might
the rather soothing atmosphere of the produced soundscape. The soundscape
in general was rated more pleasant than disturbing. In some cases, user hands
which were uncommonly large or small were not tracked well. This was caused
by the scale-invariance of the system. Future approaches will employ a relative
detection method. In almost all cases subjects needed some time to accommo-
date to the slower and less accurate tracking of touch events compared to touch
screens but were eventually able to utilize the on-body interaction menu.

5 Discussion

Our interface is a new approach for interacting with music and sound using a
continuous tangible user interface. Like other prototypes in this field, it shows
that users have fun interacting with systems of this kind. Especially interactive
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projection mapping installations are well known tools for audience fascination
(the examples stated in Sect. 2 are non-exhaustive). In our system, we use the
data obtained to control further dimensions, and add the possibility to change
system and interaction parameters through on-body projection. Even though
the study was performed in a rather simple way with an early iteration of the
prototype, some observation were made that influenced our future work.

In the last years some prototypes for on-body interaction and just very few
prototypes for continuous tangible music interfaces have been developed. Our
prototype shows that both research fields can be combined to add abstract fea-
tures to continuous tangible user interfaces and can be implemented in an ready-
to-used installation. Users need just a few successful actions to learn how to use
tangible interfaces and just a few minutes to transfer interaction techniques from
mobile device interaction to touch-event-based on-body interaction. Combining
both seems like a good approach for system design, providing a vast multiplier
to the interaction options, and should be further investigated by developing new
systems and evaluating them in real world scenarios to identify possibilities and
applications.

Fig. 8. Interactive indoor room-sized installation, augmenting the entrance area of the
tanzhaus NRW

We made observations similar to Beckhaus et al. in [1]. Users are very inter-
ested in new forms of interacting with computer systems and show a natural
curiosity about exploring new ways of interacting with digital content. By using
well-known objects, for example a simple sand box, and adding further digital
features, new systems emerge, that provide an inviting character to users. How-
ever, most prototype systems in this area only show feasibility and introduce
possible applications; a formal study on user experience and system usability
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that confirms these statements in a quantitative way has not been conducted
yet. Using statistical data, it would be possible to compare these new approaches
of human-computer interaction to more established forms of interaction.

Our interface was mainly used in a laboratory for human computer interac-
tion, and was not exposed to a real world scenario. Possible applications can be
professional sound production, therapy and entertainment. To investigate these
potentials our system can be further examined with both professional and non-
professional users. From a production perspective, it would be very interesting to
investigate how TUI-based music interface interaction compares to the common
use of synthesizers in music production and if interface-dependent effects on the
creativity of an artist are measurable.

6 Deployment

The system’s engine was reused in a somewhat different yet still audio-visual
installation, proving the feasibility of our basic concepts. The provided task was
to create an interactive indoor room-sized installation, augmenting the entrance
area of the tanzhaus NRW facility. The name of the installation was “Kinetic
Stream” (see Fig. 8).

We decided to reduce the interaction dimensions of the presented system
to solely the well perceived particle flow simulation including terrain detection
for guidance of the particle stream. This decision was made after extracting
the insight from our evaluation that this part of the system was easily under-
standable even without any explanation. Instead of sand, the visitors themselves
were detected as “landscape” in a 4 m× 4 m wide area. Additionally, the particle
stream was extended to flow down the wall first, like a waterfall. In this iteration
of the system, the wall did not react to user interaction.

Representing obstacles for the system, visitors to the installation could block
the particle stream by standing inside the tracking area or even lie on the floor.
As there were no sound points present at this versions, the amount of persons
inside the tracking area was counted. Next, each person was simulated as a sound
point fully loaded by particles, regardless of the visitor’s actual position in the
stream (resulting in triggering the playback of an additional audio sample for
each user in the tracking area). As visitors were to block the particle stream
as if being elevated areas in the sand box, a coincident representation as parti-
cle absorbing sound points would have been contradictory. Furthermore, users
quickly understood that they could change the soundscape simply by changing
the number of persons inside the tracking area.

This variation of our system was very well perceived. The amount of positive
feedback encouraged further development of this reduced version of our prior
suggested installation, but only for larger scale installations. Therefore, in the
latest iteration, we included the radar scanner radarTOUCH1 to include touch-
detection for the particle stream on the wall. Touching the wall simulates an

1 http://www.lang-ag.com/de/produkte/touch-solutions/radartouch.html.

http://www.lang-ag.com/de/produkte/touch-solutions/radartouch.html
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elevated area, deflecting the particle flow. The design of the particle flow was
changed to resemble water, simulating a waterfall and small river (see Fig. 9).
Inside the river, a small school of fish follows the user (for further entertainment).
This extended version was exhibited during another exhibition at our lab, just
like the one described in “Evaluation”.

Fig. 9. A user deflects the water like particle stream by standing in the tracking area

We scraped the idea of implementing the on-hand interaction in this instal-
lation, despite the opportunities this would have featured. This is mostly due to
the fact that we assumed inaccuracy for the hand detection, due to the neces-
sary distance of the depth sensor to cover a 4 m× 4 m area and due to masking
effects.

Even though this reduced version will be further developed and deployed, we
still want to pose the question, if the originally intended combination of spatial
and continuous tangible interaction with on-body projection and interaction can
provide a method of interaction that is ready-to-go and easy to learn, yet offers
a vast variety of interaction options.

7 Conclusion and Future Work

Our prototype system was successfully tested. Design concepts were well received
and interaction techniques were easy to comprehend. The AR-sound sandbox
and the underlying concept of real-time particle interaction is a new way for
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creating music and sound that can presumably be improved to be usable in real
life situations. In our system, the user modified the volume of predefined audio
samples, but trough mapping lots of different sound generators can be addressed
(see Sect. 3.3). A reduced version of our system was deployed and successfully
operated for several successive days, substantiating this presumption. In this
version of our system, the users engaged more with the visuals, while audio was
used to create an appropriate atmosphere.

Additionally, our project and evaluation shows that stationary on-body inter-
action systems can be used to add further control mechanics to sometimes
restricted tangible interface interaction. However, in contrast to well designed
tangible interaction that utilizes much more natural forms of interaction, users
need to learn how to use graphical menus that are controlled by on-body interac-
tion. In this context, touch event based interaction seems to be a good approach,
as many users are familiar to smart phones and tablets today, which allows them
to transfer interaction techniques from these devices to on-body interaction.

In future approaches we want to improve our algorithms to allow for quanti-
tative evaluation using standardized measurements for user experience e.g. User
Experience Questionnaire. The conducted study does not cover long-term use of
our system and the setup was not ideal for quantitative evaluating, thus, impor-
tant aspects for interaction were not investigated sufficiently yet. We further
want to develop comparable interfaces that adopt the interaction techniques
and investigate differences during user interaction with the systems. We cur-
rently plan to create a full TUI version that uses tangible artifacts instead of
AR-soundpoints, and a digital version that is controlled in a more common way
of human-computer interaction via mouse and keyboard to investigate differences
in usability and interaction aesthetics of these approaches.

Acknowledgments. This work was partially supported by the Creative Europe EU
Program (project The Peoples Smart Sculpture).
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Abstract. Digital game research has been rapidly growing with studies
dedicated to game experience and adopting new technologies. Alongside,
research in Brain-Computer Interfaces (BCI) is growing in game appli-
cations. Besides technical shortcomings, BCI research in gaming can also
be lacking due to challenges such as poorly designed games that do not
provide a fun experience to its players.

In this paper we present a novel multiplayer Steady-State Visually
Evoked Potential (SSVEP) game - Kessel Run - with BCI-focused coop-
erative mechanics, drawing attention to the impact of game design in the
user experience.

Twelve participants played Kessel Run using a 2-electrode cap and
rated their experience in a questionnaire. The SSVEP performance was
lower than expected, with an average classification accuracy of 55% and
maximum of 79% at a 33% chance level. Despite low performances,
players still reported a state of Flow, felt behaviorally involved and
empathized with each other, finding it enjoyable to play the game
together.

Keywords: Multi-Brain Brain-Computer Interfaces · Games
Steady-State Visually Evoked Potentials

1 Introduction

Initially, Brain-Computer Interfaces’ (BCIs) primary goal was to restore commu-
nication for the physically challenged. Applications include moving a wheelchair
[1], spelling through a device [2], among others. However BCI devices are progres-
sively becoming smaller and more affordable. Easy-to-use Electroencephalogra-
phy (EEG)-based BCI headsets such as the Emotiv EPOC or the NeuroSky R©’s
MindWave have appeared in the market, leading to their usage outside the med-
ical field and towards healthy user industries, like entertainment. In particular,
the gaming industry is embracing BCI as an acceptable interaction modality
given its potential to enhance user experience by offering something that cur-
rent interaction modalities do not [3].
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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Among the BCIs implemented for games, the first trend was to adapt previ-
ously made games conceived for traditional inputs. Classic games like Pacman
[4], Pinball [5] or Tetris [6] were successfully used to demonstrate the applica-
tion of BCIs in gaming. The rest are original, newly-developed games but these
are usually proofs of concept and often do not take into account proper game
design, an important requirement for every user that intends to play. Because
BCI depends so much on what control paradigm is used, the interaction may
vary and game developers must understand the characteristics of a specific BCI
in order to design game mechanics that take advantage of its interaction. Mul-
tiplayer games, even though extremely popular in the gaming community [7],
are not a very common genre in BCI games with only a few examples existing
[8–11].

Gürkök et al. tried to build a BCI game framework from their research experi-
ences in both the BCI and games communities [12]. They mentioned that “chal-
lenge”, “fantasy” and “sociality” made a difference in BCI games, increasing
users’ motivation to play, and briefly described the ways BCI games can satisfy
each of these motivations. Controlling a BCI can be challenging by itself, as it
is an imperfect recognition technology. It requires players to show continuous
effort and even repeat their actions until they are understood by the BCI. Nev-
ertheless, a game should offer challenges that match the player skills in order
to provide Flow [13]. Games also let players do things that they usually cannot
do in real life. In a virtual world, the feeling of presence can be achieved by
having a good correspondence of player actions to in-game actions. Some people
enjoy playing computer games not necessarily for the challenge or the fantasy
but just to be with others. Spending time with friends and seeing their reactions
and expressions are huge motivations to play games socially [13]. Any multi-
player BCI game can also provide such an interactive environment. Players may
cooperate or compete using BCI and they can share their experiences, such as
difficulties or enjoyment with control, while playing the game.

Our game, Kessel Run is introduced as a multiplayer BCI game to breach
the gap between fun games and BCI games. There is a need to create original
BCI games that follow good game design practices and introduce mechanics that
best suit the control paradigm. A large amount of developers consider “ease of
playing the game” and “exciting application” as some of the most important
elements of games [3]. Our goal was to create a BCI game that could be played
outside the laboratory, with a short training period and that was as exciting as a
non-BCI game. Since multiplayer games are a popular genre among gamers and
sociality is one of the largest motivations to play, we chose to develop a 2-player
game that can be played socially with a friend.

This paper is divided in the following sections: Sect. 2 introduces the BCI
game developed and its mechanics according to a set of derived game design rules.
Section 3 explains the experimental set-up, procedure and data analysis carried
out, leading to Sect. 4 in which the players’ performance and user experience is
discussed. Finally we present our conclusions for this study in Sect. 5.
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2 Kessel Run

In this section we will explore the methodologies used in the design, development
and implementation of our BCI game. We start by introducing the good game
design rules that were implemented throughout our game, before briefly intro-
ducing the game itself - Kessel Run -, its goals and simplified gameplay. After,
we give an explanation on Kessel Run’s BCI-focused multiplayer mechanics and
the different game elements introduced, along with some considerations about
our BCI paradigm selection. Finally, we approach the technical side of Kessel
Run’s implementation, going over our software choices and their integration.

2.1 Game Design Requirements

In this study our goal is to design a BCI-specific game that is able to provide
a fun experience for its players. In order to achieve this, we derived a set of
rules and concepts from good design theories applied in BCI games, mostly
from Csikszentmihalyi’s Flow theory [14] and Salen & Zimmerman’s Paradox of
Control [15]. While the Flow theory describes the immersion in a game as a state
in which the player is actively engaged and where his skills match the challenge
level of the game (the Flow Zone), the Paradox of Control assumes that in a
state of Flow the player must feel in control of the events, while at the same
time feeling the possibility of losing control due to his own failure. Together,
these essentially state that in order to achieve Flow the player has to feel both
in control of his skills and challenged by the game.

Based on the Flow components noted by [14] and summarized by [16], we
formulated a set of requirements that must be fulfilled in order to achieve a good
game design:

– The game must feature a clear goal.
– The game must have clear rules.
– The game must challenge the players’ skills.
– The game should be controlled by the BCI paradigm.

In addition, it is also necessary to take into consideration the fact that Kessel
Run is a cooperative multiplayer game. Several attempts have been made to iden-
tify the building blocks and the essential components of collaborative games.
Wendel et al. [17] have combined and augmented previous guidelines with the
purpose to stimulate the development of social skills such as team-work, com-
munication, and coordination during game play. Some of the most important
components that can be used in the design of cooperative games are a com-
mon goal/success, collaborative tasks, inter-dependent roles among players and
communication.

Based on the components identified by [17], we add the list of requirements
to achieve the desired interaction between players in a cooperative game:

– The players must have a common success.
– The game must feature collaborative tasks.
– The players should have inter-dependent roles.
– The game should allow for communication between the players.
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2.2 Kessel Run

Kessel Run is the computer game developed for our experimental purposes.
Built on the cross-platform game engine Unity 5 R©1, the game world contains a
moving spaceship navigating through an asteroid field (Fig. 1). Being a 2-person
multiplayer game, the players’ goal is to survive a 2 min space race by cooperating
with one another, losing only the smallest possible amount of fuel in the process.
The steering of the spaceship is shared by both players (each player controls one
of the propellants’ movement), and therefore cooperation is needed in order to
win the game. To win the game, the spaceship needs to last the entire 2 min race
without losing all fuel, which decreases every time the ship is hit by an asteroid.
The game is lost if fuel is zero before the race ends.

(a) Start game with a connection warning (b) Gameplay

Fig. 1. Screengrabs from the Kessel Run computer game.

2.3 Game Mechanics

In Kessel Run we looked into building a game that is designed specifically for
BCI control and can also provide an exciting experience for its players. Guided
by the requirements introduced in Sect. 2.1, in Kessel Run we applied a set of
elements, rules, and interesting mechanics that we will now describe.

Elements. To keep Kessel Run interesting for its players, it is necessary to
include elements that make it not only enjoyable, but also that aid in deriving
meaning from the game’s sets of rules and goals. The elements described can be
seen in Fig. 2.

The Asteroids can be found floating around space and are meant to satisfy
the need for challenge in the players’ skill, since these damage the spaceship
and reduce fuel. Asteroids are spawned at random locations around the player’s
perimeter at every frame of the game, and have different sizes and rotations.

The Fuel Power Ups are scattered randomly around space, but are more
scarce and much smaller than asteroids. By gathering fuel power ups the players

1 Unity 5R©, from Unity Technologies - https://unity3d.com.

https://unity3d.com
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are able to keep their fuel level high and therefore win the race. However, because
these are small and rare, gathering them is not trivial.

Besides these in-game elements, several on-screen components were added to
Kessel Run. The Fuel Bar indicates the amount of fuel left on the spaceship,
while the Timer shows how much time is left until the race ends and the players
win. There is also the players’ Control Panel, which displays two arrows that
turn red when the player moves in that respective direction. As we will explain
later, the players must cooperate in order to steer the spaceship properly and
therefore the Control Panel helps them visually understand the other player’s
movement, while also keeping both aware of their options in terms of spaceship
movement.

In a more practical perspective, the Connectivity Indicator is always
present for each player under his Control Panel and indicates whether or not
the BCI software is acquiring data and connected to the game. This provides a
sanity check and prevents any experimental mistakes. The indicator is orange
when the system is not connected, and turns green when it is fully operational.

Fig. 2. Kessel Run - multiplayer BCI game in which players must cooperate with
each other to navigate through an asteroid field. Several on-screen elements indicate
players’ status such as time left to win the game, fuel level, and an indicator of software
connectivity.

Lastly, we also introduced the possibility for one player to take control of
the entire spaceship by himself (‘Take Over ’ command). Players can only take
over when a red button periodically appears at the screen bottom, and the first
player to press it takes over the spaceship for a total of 5 s. When one player



82 I. Cruz et al.

takes over he is able to control the spaceship alone, although being restricted to
only going up or down, making the second player unnecessary for playing the
game. This functionality is intended to stimulate players’ competitive behavior
and was introduced as a way to offer choices in the gameplay.

Rules. The game must be governed by a set of rules which the players make use
to achieve their goal and win the game. In Kessel Run, these rules are translated
into the restricted movement of the spaceship and on the fuel points system, as
well as the timer of the race itself.

Fig. 3. Game mechanics in the spaceship movement. Each player controls the direction
(up or down) of one propellant. If both players move their respective propellers up (or
down), the ship moves in that direction. Otherwise, the wing rotates in the selected
direction (e.g. left propellant rotates to the right when player goes up).

As mentioned previously, each player is only able to manipulate one side
of the spaceship. As a result both have to work together in order to steer the
ship in the desired direction. Since each player controls their respective ship’s
propellant, they each have only two possible movements: up or down. We chose
to restrict this motion for two reasons; while being restrained would force the
players to work together and create a more fun game, it also reduces the degrees
of freedom for the BCI. Because each player only has three choices (steer up,
down, or stay in the same place), this simplifies the classification process which
we will introduce later on.

Although the players are individually restricted, together they can combine
the two movements to steer the spaceship in different directions (see Fig. 3).
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Since each player only controls one propellant, if he chooses to move alone the
spaceship will be tilted in its respective side. Otherwise, if both chose to go
in the same direction they can move the entire ship, or tilt at a higher degree
when going on opposite directions. This allows for a higher range of motion and
permits space scouting for fuel power ups and the dodging of asteroids.

A point system is a frequent rule implemented in several games. Here, points
are disguised as fuel. The race starts with 100% fuel, and every time the ship is
hit by an asteroid (by not dodging efficiently) fuel decreases by 5% of the initial
value. The only chance players have of regaining fuel is by passing a Fuel Power
Up, which increases fuel by another 5%. If the ship reaches 0% fuel at any given
time, then the game is over and the players lose. On the other hand, if players
manage to keep fuel above 0% until the 2-min timer ends, then the race is won.

In Kessel Run, as in many games, the points system serves two purposes:
while they clarify the game’s goal (number of points must be above zero to win),
they also provide further challenge in the game; players can chose whether they
simply want to beat the game, or improve their score. Providing these types of
choices in the game helps keeping the players in the Flow Zone since the difficulty
can be adjusted to the player’s needs.

2.4 Paradigm Selection

When dealing with BCI games, the paradigm selection must be carefully con-
sidered. Some paradigms might prove more useful for BCI gaming than others.
Paradigms may be more accurate, have a higher sense of control, or simply offer
higher speed or more dimensions of control. Furthermore, all paradigms will have
their own potential as well as limitations with respect to the paradox of control.
This leaves us with the task of selecting the best paradigm for achieving an
occurrence of the paradox of control.

Among the three types of paradigms (active, passive and reactive [3]), we
opted to use a reactive paradigm because these have relative low illiteracy rate
(89% of the users are able to get an 80% accuracy or higher after only a short
training [18]) and can be used without requiring long training sessions. More-
over, using the Steady-State Visually Evoked Potentials (SSVEP) paradigm in
Kessel Run provides a continuous control since the BCI detects user’s intention
for as long as he attends the stimuli (flickering lights). The SSVEPs requires
little to no training, have low illiteracy rates [19] and more importantly, when
placing external LEDs for SSVEP stimulus the space on the computer screen
is no longer occupied with BCI and is free to be solely dedicated to the game.
Before proceeding it is important to note that SSVEP also has downsides. Hav-
ing the player concentrate on stimuli constantly can become very tiresome and
uncomfortable to the player [12], particularly for the SSVEP paradigm as it fea-
tures a constant flickering and could potentially break immersion in the game
[20]. We attempt to counteract these downsides by making each game last a
relatively small amount of time.

After selecting our paradigm, we must implement it as a game controller. For
our game two red solid LED lights are placed on the top and bottom’s midline of
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each player’s screen for the up and down directions, respectively. Using external
LEDs as visual stimuli avoids the limited number of frequencies of use due to
monitor’s refresh rate. The flickering is done at 15 and 12 Hz, detected on the 10–
20 system’s Pz or/and Oz electrodes, and using Canonical Correlation Analysis
(CCA) as a detection method [21].

The CCA algorithm is implemented in MATLAB R© and used in real-time
during the game. The algorithm uses blocks of 80 samples for each iteration on
acquired data. Since the sampling frequency is 512 Hz for our system, a player’s
decision is made every 0.15 s, offering a very smooth control.

Before each play session, the player’s algorithm settings are defined empiri-
cally by selecting which electrode combination (Pz and/or Oz) and CCA thresh-
old offers a better performance.

2.5 Software Integration

We now review the technical implementation of our multiplayer game. In the
previous sections we have mentioned already two of the core softwares used to
build our system: Unity 5 R© and MATLAB R©.

After developing the game in Unity and implementing the BCI paradigm
in MATLAB, we are left with two pieces of software that are not specifically
designed to interact with each other. Furthermore, MATLAB is scarcely used
as a real-time processing tool due to being slower than compiled code [22], and
does not have a library to acquire data from the BCI device used.

Because of its flexibility and ease of integration with other software, we chose
BCI2000 R©2 for acquiring EEG data, connecting to Unity and MATLAB at the
same time (and interacting with its different scripting languages), and controlling
the crucial aspects of the experiment (e.g. start of acquisition, data markers and
saving).

One BCI2000 session only acquires signals from one BCI system at a time;
this means that for a multiplayer game such as Kessel Run, we are in need of
at least 2 computers. In our set-up, we chose to have 3: the 2 players have ded-
icated computers that are in charge of acquiring, processing, and sending their
signals to a separate PC where the game is running (Fig. 4). The communication
between the player’s and the game’s computers was done via UDP (User Data-
gram Protocol). In our experiment, the UDP messages being sent from BCI2000
are related to the player’s decision in the game: go up, down, or stay in the
same position. Unity sends messages back to BCI2000 regarding the game sta-
tus: beginning and end of game, and whether it was lost or won, which are then
marked on the saved data.

There are two advantages of using BCI2000. First is the possibility to inte-
grate different software components and orchestrate the data acquiring and pro-
cessing. Secondly, because BCI2000 is a modular program, it is very easy to
switch between BCI devices for data acquisition without the need to adapt the
remaining game system. While in the present work we report using Biosemi

2 BCI2000R©, from Schalk Lab - http://bci2000.org/.

http://bci2000.org/
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Fig. 4. UDP connection scheme: each player’s computer processes the incoming brain
signals, translates them into game actions, and sends them to the dedicated computer
game. The computer game returns game information for marking the saved data.

ActiveTwo system for EEG data acquisition, we have tested Kessel Run with
portable devices such as the Emotiv EPOC with success.

3 Methods and Materials

We invited participants to play Kessel Run in order to test if our BCI multiplayer
game is capable of creating an enjoyable user experience for its players and if
the SSVEP paradigm is a reliable way to control it.

3.1 Participants

All participants that volunteered to take part in this experiment were university
students. We asked all participants to bring a friend, and if no friend was available
they were teamed up with another participant. Participants were 12 subjects (5
female) aged 22 to 31 years old (mean age = 23.8 years old) that participated
in pairs for a total of 6 game sessions. All participants reported daily computer
usage. Half of the participants had no earlier experience with BCI at all, while the
other half had interacted with a BCI at least once. All subjects read and signed
an Informed Consent Form, verified and approved by the Ethics Committee. No
subjects suffered from any neurological, psychiatric or other relevant diseases
unadvised to the participation in the experiment.

3.2 Materials

EEG signals were acquired using a Biosemi ActiveTwo system3 on a dedicated
recording PC for each participant. All signals were acquired at a 512 Hz sam-
pling rate, and two active Ag-AgCl electrodes for EEG (Pz and Oz) were placed
according to the international 10–20 system.
3 Biosemi ActiveTwo - http://www.biosemi.com.

http://www.biosemi.com
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The experiments were performed in a quiet darkened laboratory environ-
ment. The set-up consisted of 3 computers: two for the EEG data acquisition,
processing and recording, and one for the participants to play the game. A table
with comfortable chairs was placed in the room center, and participants were
seated facing each other as seen in Fig. 5. By seating this way players could see
each other and interact during gameplay while focusing on the game without too
strong head movements. Two pairs of red SSVEP LED lights (10 cm × 10 cm)
were mounted on the top and bottom’s midline of each player’s 1920 × 1080,
60 Hz monitor.

Fig. 5. Two participants shortly after beginning playing Kessel Run. (Color figure
online)

3.3 Procedure

Before playing the game, every participant filled in a demographic questionnaire
that also inquired about their gaming habits and previous BCI usage. After being
explained the content of the experiment, the EEG caps and electrodes were placed
on each participant. A good connectivity was ensured by applying electrolyte gel
until all electrode offsets were lower than ±20 mV. A short SSVEP session of 80 s
was recorded for offline performance analysis and participant’s CCA parameter
definition (threshold and EEG channels used). In this session, participants were
asked to look at the top and bottom LED light, and at the center of the screen
every 5 s, while their EEG data was acquired using BioSemi’s software, ActiView.

Participants were given time to learn the game before playing eight rounds of
Kessel Run. After they played the game, every participant filled questionnaires
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on Game Experience and Social Presence adapted from the Game Experience
Questionnaire developed by IJsselsteijn et al. [23,24]. The first module assesses
game experience as scores on six components: Challenge, Competence, Flow,
Tension/Annoyance, Positive and Negative Affect. The social presence module
investigates psychological and behavioral involvement of the player with other
social entities, in this case the co-located person playing the game with them [24].
This module consists of three components: Behavioral Involvement, Psychologi-
cal Involvement - Empathy and Psychological Involvement - Negative Feelings.
An extra item was added to the social presence module to assess players’ inten-
tions to cooperate with one another: ‘I felt inclined to work together with the
other’. For both questionnaires the items were presented on a scale of agreement
from 0 to 4, in which 0 - ‘not at all’, 1 - ‘slightly’, 2 - ‘moderately’, 3 - ‘fairly’
and 4 - ‘extremely’.

3.4 Data Analysis

All data was analyzed under MATLAB R© and R software environment for sta-
tistical computing.

Participants’ SSVEP performance was evaluated using the training session
recorded during the experiment. Raw EEG signals from the back of the head
(Pz and Oz) were selected and trials of 80 samples were extracted for the three
conditions: looking at 12 Hz (bottom) light source, at 15 Hz (top) light source,
and at the center of the computer screen. Each trial was then subject to CCA
with sine and cosine reference signals at 12 and 15 Hz. Upon visual inspection
the best electrode(s) and an empirical correlation threshold were set for each
participant, and classification for each condition followed. No preprocessing was
performed in order to minimize real-time computing costs. The resulting trials
were classified into game actions according to the maximum of CCA’s correla-
tions. If the highest correlation (of the two possible values for each frequency)
exceeds the participant’s threshold, the decision is set to the corresponding fre-
quency - 12 or 15 Hz -, meaning that the player goes either up or down. If the
threshold isn’t met, the decision to stay in the center is chosen.

For Kessel Run’s game experience, each item’s scores were grouped according
to their respective user experience components: Challenge, Competence, Flow,
Tension/Annoyance, Positive and Negative Affect. For the Social Presence ques-
tionnaire, items were grouped in three components: Behavioral Involvement,
Psychological Involvement - Empathy and Psychological Involvement - Nega-
tive Feelings. After grouping, mean and standard deviation were derived from
participant scores for both modules. For the single item ‘I felt inclined to work
together with the other’ only the frequency of responses and mean score were
determined.

4 Results

We now present the results obtained from the experiment described in the previ-
ous section, in which participant pairs were asked to play our BCI game - Kessel
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Run - and rate it according to its game and social experience. Along with our
findings, we derive some comments and discuss the meaning for each result.

4.1 Performance

Of the initial 12 participants, two (one pair) were excluded only from perfor-
mance analysis due to changes in the experimental setup.

Table 1. SSVEP performance descriptives from CCA classification (33% chance level).

X̄(σ) Max Min

Overall 55.3 (14.1) 78.9 34.1

12 Hz 62.7 (12.6) 85.6 47.8

15 Hz 37.8 (19.5) 80.0 20.0

Generally speaking, SSVEP performance was lower than expected. Overall
classification (i.e. the 3 class decision between choosing the 12 or 15 Hz stimuli,
or choosing not to move by looking at the PC’s center) was 55% on average,
reaching a maximum 79% (Table 1). Most participants obtained a performance
above 50% (see Fig. 6), although a few remain under the it. We identified two
key factors that influence these low performance values: darkness of the room,
and participant detection of the used frequencies.

In order to obtain a good quality SSVEP it is necessary to isolate its visual
stimuli from other light sources, usually done by darkening the experimental
room to reinforce stimuli brightness. Although all of our experiments were per-
formed under a darkened laboratory, ambient light was still present due to win-
dow gaps (visible in Fig. 5) which caused a reduction in LED brightness and
consequent loss in performance.

On the other hand, a good quality SSVEP relies also on the brain’s capac-
ity to react to repetitive flickering at a certain frequency. From Fig. 6 we can
note that subject’s performance for the 12 Hz frequency (light blue bars) is con-
sistently higher than at 15 Hz (yellow bars) and that its maximum (86%) and
mean (63%) performance are also the highest of the three classes, meaning that
participants could more easily produce SSVEPs when focusing on the 12 Hz
light source but had difficulty recognizing the 15 Hz source, dragging the over-
all performance down. This difference in performance is likely due to the fact
that the 12 Hz frequency is within the dominant alpha range. Because the 15 Hz
source was generally harder to classify, the overall BCI performance is lowered
and participants could either control both or only one of the spaceship’s direc-
tions. Hakvoort et al. [25] too found that subject’s precision in a CCA-based
detection method differs according to frequencies used. Similar results were also
found in [26].

Moreover one can expect that during game play the detection performance
is even lower because the BCI and the game both use the visual channel. The
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Fig. 6. SSVEP performance per subject. Light blue and yellow bars correspond to the
percentage of trials correctly classified as looking at 12 and 15 Hz, respectively. Dark
blue bars indicate the CCA’s overall performance classifying if the subject is looking
at the 12, 15 Hz light source, or not looking. (Color figure online)

different SSVEPs are induced by flickering lights above and below the screen.
In order to issue a BCI command the player has to visually focus on the cor-
responding flickering light instead of the game. But due to the fast dynamics
of the game the player also needs to focus on the video game. This results in a
rapid switching of focus and no time for the SSVEP to reach a steady state in
the EEG signal.

Although there might have been some misjudgment on our behalf on the
SSVEP frequency selection, we observed that despite low BCI performance the
players were able to adapt their game strategy, placing their head in different
positions for better SSVEP detection (closer to the LED light, for example)
or focusing on using only one of the controls (usually the 12 Hz) to play the
game. Their adaptation could result in a feeling of higher control than what
is anticipated by their classification performance, which is based solely on the
recorded training session, and cause a reduced impact on the user experience.

4.2 Game Experience

To evaluate Kessel Run’s user experience as a digital game we grouped responses
from the Game Experience questionnaire (GEQ) into key components and results
are summarized in Fig. 7.

Most likely due to low BCI performance, participants only felt slightly com-
petent (competence = 1.1) to play the game. Interestingly enough, we observed
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Fig. 7. Boxplot for the answers on the Game Experience questionnaire, for each of
the six components: Challenge, Competence, Flow, Tension/Annoyance, Positive and
Negative Affect.

that participants were able to adapt while playing Kessel Run even when not
in full control of the BCI, as mentioned in the previous section. Teams often
opted to move the spaceship in only one of their controllable directions in
order to play together. Otherwise when one player had a better BCI perfor-
mance, the other would be elected “captain” and would order directions for
the spaceship to move next. These strategies helped create a greater bond
between players and lead to a predominantly positive affect during the game
(pos.affect = 2.5/neg.affect = 0.8). Moreover, they also lead to greater feel of
immersion (Flow = 2.6) during the game and a moderate to fair sense of chal-
lenge (challenge = 2.3). When considering the questionnaires scores we can
conclude that Kessel Run is an overall enjoyable game, specially when taking
into account the participant’s Flow scores, suggesting a good employment of the
good design requirements appointed previously.

There is, of course, room for improvement in Kessel Run’s enjoyment and the
BCI paradigm selection seems to play an important role in the game’s playability
due to its Competence scores. It would be advantageous to substitute SSVEP
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with another equally or more intuitive paradigm such as motor imagery, because
this paradigm is based on induced activations and not on evoked responses could
provide a more intuitive and fun experience.

4.3 Social Presence

The summary of the Social Presence questionnaire (SPQ) results aggregated by
component is shown in Fig. 8.

For the Behavioral Involvement component, all items had positive scores
(mean above 2). This component included six items with mean scores ranging
from 2.4 to 3.1 (b.involvement = 2.7). This component measures the degree
to which players feel their actions to be dependent on their co-players actions.
Results suggest that players considered their actions fairly dependent on the
other’s actions, e.g. mean (‘What the other did affected what I did’ ) = 2.8.

Fig. 8. Boxplot for the answers on the Social Presence questionnaire, for each of the
three components: Behavioral Involvement, Psychological Involvement - Empathy and
Psychological Involvement - Negative Feelings.

In the Psychological Involvement - Empathy component, all but one items
had a mean score over 2 (empathy = 2.3). Of all the six items included in
this component, ‘I admired the other’ was the only one with a negative mean
score (mean = 1.0 ‘slightly’). This may be due to the fact that players only felt
slightly competent playing the game and didn’t feel their co-players to be much
more competent controlling the BCI. The remaining five items had mean scores
ranging from 2.3 to 2.8. Players empathized with each other: mean (‘I empathized
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Fig. 9. Frequency bar plot of answers to the item ‘I felt inclined to work together with
the other’.

with the other’ ) = 2.6 and found it fairly enjoyable to be with the other: mean
(‘I found it enjoyable to be with the other’ ) = 2.8.

For the Psychological Involvement - Negative Feelings component, the overall
mean score was negative (mean under 2). Players only slightly indicated nega-
tive feelings towards the other (neg.feelings = 0.9). This component included
five items with mean scores ranging from 0.3 to 1.6. Players didn’t feel jealousy:
mean (‘I felt jealous about the other’ ) = 0.3 or revengeful towards the other player
at all: mean (‘I felt revengeful’ ) = 0.4. On the other hand, players felt moder-
ately influenced by the other’s moods: mean (‘I was influenced by the other’s
moods’ ) = 1.6.

The question ‘I felt inclined to work together with the other’ was added to the
questionnaire as a measure of intention to cooperate among the players. Results
show that the majority of players (8 out of 12) gave the item a score of 3 or 4,
agreeing ‘fairly’ or ‘extremely’ with the sentence (see Fig. 9). The mean score for
this item was 2.9, which means that overall, players felt ‘fairly’ inclined to work
together with the other player. These results suggest that Kessel Run met the
requirements proposed in Sect. 2.1 for good cooperative game design.

5 Conclusions

In this paper we have presented a novel BCI game, Kessel Run, developed with
the intention of breaching the gap between fun games and BCI games. We devel-
oped Kessel Run as a multiplayer BCI game by following good game design prac-
tices and implementing mechanics that suited the SSVEP control paradigm, as
well as taking into account the sociability aspect between players. Our goal is
for Kessel Run to be played outside the laboratory, and as such we implemented
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it using flexible software that supports multiple BCI devices, using only 2 EEG
electrodes and with a short training period required.

The game is a space exploration race, in which the 2 players must cooperate
with one another in the steering of a spaceship in order to dodge asteroids
and survive for 2 min in space without losing all fuel. For the ship steering,
cooperative mechanics that are suited for the BCI paradigm were implemented.

Kessel Run was played by 12 participants and rated for game experience and
social presence. We grouped questionnaire responses into their key items and
evaluated player SSVEP performance.

While SSVEP might not be a reliable paradigm to control the Kessel Run
game (only a maximum of 79% accuracy for a 33% chance level was achieved),
some changes could be made in future game iterations in order to improve its
performance. Using a checkerboard pattern instead of a simple flickering LED
square could have given stronger SSVEPs responses [19]. We could also resort to
machine learning algorithms to improve SSVEP classification, but these might
have higher computation costs and could potentially be slower, which is the
reason they were not used in this project. In contrast, using motor imagery
instead of the SSVEP paradigm could lead to a more intuitive and perhaps
reliable control, although at the expense of longer training sessions and possible
BCI illiteracy [18].

Regarding Kessel Run’s game experience and overall successfulness in the
application of good game design practices, we looked into the reported user
experience to find that despite SSVEP’s low performance, Flow was still achieved
as players felt challenged by the game (see Fig. 7). We believe that following the
design requirements in Kessel Run helped in creating an enjoyable and positive
experience to its players.

As a multiplayer game between two co-located players, we looked into the
social presence felt while playing Kessel Run, investigating psychological and
behavioral involvement (see Fig. 8). In general, players considered their actions
fairly dependent on the other’s actions. In a cooperative game, this behavioral
involvement results from the game having collaborative tasks and players having
inter-dependent roles, design requirements established in Sect. 2.1. The major-
ity of players indicated in fact they felt fairly to extremely inclined to work
together with the other (see Fig. 9), as should be in a collaborative game. Play-
ers empathized with the other and found it fairly enjoyable to play the game
together, even though they did not particularly admire the other. Negative feel-
ings were generally very low with players only reporting they were slightly influ-
enced by the other’s moods but didn’t feel jealous or revengeful towards the
other player at all.

Despite its shortcomings in the BCI performance, with this work we intend
to draw attention to the importance of good game design in BCI games. BCIs
are a naturally challenging way of control and therefore require extra care when
applied to gaming. By developing unique game mechanics and taking the user
experience into consideration we expect to encourage the creation of new multi-
player games in the BCI gaming field.
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Abstract. Social isolation in urban areas is a societal challenge. It affects
people of all ages but particularly elderly who struggle to maintain social ties
into later-life. Interventions in social isolation primarily focus on elderly in
clinical care, overlooking the existence of older adults who live independently.
Despite facing dwindling social contact, groups of healthy older adults reside
alongside large groups of younger citizens that might offer much needed social
interaction. This type of intergenerational social interaction seems promising but
motivations of elderly to engage with younger groups who are not necessarily
related to them are not well-understood and vice-versa. Persuasive games have
the potential to encouraging social interaction. This paper presents a preliminary
work on investigating motivations for intergenerational interaction rooted in
persuasion theory. It proposes the use of the Integrated Behavior Model as a
theoretical framework for understanding behavioral determinants and explores
the use of games as a way of fostering changes in attitudes that could enhance
intergenerational interactions.

Keywords: Older adults � Intergenerational games � Persuasive games
Active ageing

1 Introduction

Urban areas- towns, cities and their suburbs are home to nearly three quarters of the
European Union’s population [1]. This supports the notion that citizens, national and
foreign urban migrants will work and age in cities. Although the problem of ageing is
often included in city plans such as smart city concepts, these visions usually only take
infrastructural and mobility needs of older people into account. The infrastructural
needs are provided for by augmenting spaces to make them “age-friendly”, in other
words fulfilling the assistive needs of older adults related to decline in physical and
cognitive abilities [2]. Although urban areas should always cater to the mobility needs
of older adults, it is also important to meet their social needs [2]. Recent studies show
sustained social interaction to be a stronger predictor of successful ageing than mental
and physical conditions [3]. While the link between social interaction and a higher
quality of life is not always clear, the benefits of social interactions are generally
presented as counters to the negative effects of social isolation. It has been reported that
social isolation leads to higher cases of dementia, depression and other health
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conditions that expedite the need for institutional care [4]. The increasing need to care
for older adults is often implicated as one of the stressors of economic resources in
urban growth plans [12].

Information Technology (IT)-based interventions have emerged as promising tools
for supporting the lives of older adults in cities. These interventions focus on how IT
can enhance the social lives of older adults in a way that enables them to live inde-
pendently for as long as possible [5]. For instance, monitoring applications use
wearable sensors to track the physical state of a user and notify caregivers in case of
abnormalities without requiring the user to leave their home [5]. In spite of the benefits
it may provide, it is clear that exploiting IT for monitoring can contribute to further
social isolation. This undesired effect might be associated to mainstream views of
technology which consider older adults as a passive, frail, isolated group that is sep-
arated from the larger part of society [3, 6].

We find the view of older adults as an isolated group surprising since the reality is
that there are populations of healthy older adults who live independently in city
neighborhoods alongside younger groups of citizens. We view this current limited
perspective of older adults as a missed opportunity to foster interactions between these
different groups. Intergenerational social interaction can address the issue of social
isolation, but current challenges to realizing this vision may be attitudinal [2, 7, 8],
reflecting a diffuse in ageism. Ageism is often presented as negative attitudes younger
and older people may hold towards each other [9]. Younger people may view older
people as frail and unproductive while older people may regard younger people as
troublesome and unruly [3]. There is growing interest in the use of games to promote
prosocial behavior between younger and older people. Similar to other research [7, 10],
we posit that the success of efforts in intergenerational play requires a keen investi-
gation into motivations and other determinants to engage in this kind of interaction. We
propose the use of the Integrated Behavior Model as a theoretical framework for
understanding behavioral intentions around intergenerational interaction. We further
maintain that grounding intergenerational play in persuasive theory can potentially
enhance its goals, particularly for interactions between non-familial players. In the
following sections, we introduce a series of concepts related to the problem of social
isolation in elderly and propose a research approach towards addressing it.

2 Related Work

2.1 Intergenerational Approach to Social Isolation

As the world’s ageing population continues to grow the need for medical care is likely
to increase. Furthermore, the rise in the ageing population has been accompanied by a
rise in social isolation, a condition of minimal involvement in social life that can lead to
feelings of loneliness, depression and dementia [11]. A large part of research has
addressed social isolation attempting to increasing communications between older
adults and their families or within same age peers [3, 5]. Intergenerational interactions
within families have been shown to have positive effects on the psychological well-
being of both younger and older people [3]. While these benefits are widely elaborated
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on, there is very little research that elaborates on how intergenerational interaction can
be improved in the broader society. Studies suggest that there seems to be a diffuse
problem of social disengagement between older and younger people of no relation [3]
where the motivations to create or maintain social attachments are less apparent. This
breakdown is likely to be more relevant in urban areas that include larger populations
of unrelated individuals [12]. While some people may regard the separation between
younger and older people as natural, we see it as a problem that worsens social isolation
and wastes the opportunity to foster new relationships between people who live side by
side. Previous research in intergenerational interaction [13] show that elderly people
reported a more positive attitude towards younger people and vice-versa [14] after
intergenerational engagements. It is hardly surprising that there has been a movement
to extend these benefit using games. While this game-based intergenerational approach
has clear benefits, there is need for a more coherent effort in improving attitudes
between players of a different generation and relation.

2.2 Persuasive Games

Persuasive technology (PT) is a term used to describe systems that are designed to
influence a user’s behavior or attitude without coercion [15]. By extension, persuasive
games try to accomplish the same goals by gameplay. Games have crossed over from
being used purely for entertainment and have also become a medium for tackling
complex societal issues [16]. The use of games as behavior and attitude change agents
is significantly elaborated on by Bogost [17]. The recent success of games like This
War of Mine and Spec Ops: The Line has further renewed interest in the use of games
as tools of persuasion [16] and it is not surprising that digital games have also been
identified as a viable means to promote social interaction and learning between different
age groups [3, 10]. The use of games is further bolstered by the increase in the number
of gamers over the age of 50 [18].

While games, and more broadly gameful experiences, follow a characteristic of
being rule-based and structured [19], persuasion can also be implemented in playful
experiences. According to Deterding et al. [19], playful experiences fall in the region of
care-free play where activities support a more exploratory, free-from, expressive,
improvisational amalgamation of meanings and behaviors. Kors et al. [16] elaborate on
the potential of playful experiences to influence attitude formation and in the long run,
behavior change. Although distinctions have been drawn between game and play [19],
we do not see the need to introduce a new definition for a combination of the two.
Instead we use the term “gameful experiences” to mean a combination of both
rule-based goal oriented structure of traditional games and the open exploratory modes
of play. This mix of game and play is especially important as it allows for prototyping
play modes and investigating motivations, it does so by presenting open modes of play
that encourage discovery and iterative design while maintaining a light-weight structure
of game rules. Gameful experiences can be facilitated without the more committed
investment required to play long complex narrative-driven digital games and therefore,
may even be more successful at recruiting reluctant players.
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There are several mechanisms used to implement persuasion in game and play,
these include but are not limited to enjoyment, immersion (engagement), flow, pro-
cedural rhetoric and persuasive strategies. The mechanisms are interdependent and
contribute to promoting positive reflection and engagement in the case of attitudes. Of
the five that we have listed, we find enjoyment, procedural rhetoric and persuasive
strategies to be the most relevant. Enjoyment can be loosely described as the qualities
of a product that make it fun or pleasurable to use [20]. Fun is distinct from pleasure in
that it is associated with distraction and leisure, while pleasure is associated with
absorption brought about by skill, challenge and clear goals [20]. Both fun and pleasure
are important to enjoyment and may be cultivated to bring about different levels of
enjoyment in a game [20]. Although it hasn’t always been at the center of games with a
purpose, researchers have prioritized enjoyment to be instrumental to all other goals
games might hope to achieve [18, 21]. Procedural rhetoric refers to the way games use
processes persuasively by guiding players through different stages of reflection [17].
Guiding players through processes in a game has been shown to produce strong
feelings of empathy and attitude change towards groups or individuals [16, 17]. Per-
suasive strategies can be thought of as principles adapted from social psychology that
explain why people comply, perform or reject certain behaviors [22]. The authority
persuasive strategy, for instance, refers to the tendency for people to easily comply to
requests made by people we regard as having advanced knowledge on a specific topic
[23]. All the mechanisms discussed are used to strengthen the persuasive quality of a
game.

2.3 Integrated Behavior Model

In trying to understand the factors that affect persuasive interventions, researchers often
rely on psychological frameworks [22, 24]. The frameworks are useful for examining
behavioural determinants, which are the casual factors that explain why a behaviour is
likely to be adopted or rejected. While some designers may consider behavioural
determinants before a design, it is common for designers to engage in design without
the guide of a theoretical framework [24]. Nevertheless, it has been suggested that
following a theory-based design of persuasive systems leads to higher success [24].
Several models such as the Fogg Behavior Model [15] and the Attitudinal Gameplay
Model [16] have been proposed to design persuasive systems building on psycho-
logical frameworks. These abstractions have the advantage of being simple but they
may lack the complexity required to understand the relationship between behavioural
determinants and persuasive goals. The Integrated Behavior Model is a framework that
describes a given behaviour as a function of attitudes, perceived norms and personal
agency [25]. The attitude reflects a person’s predisposition to a certain behavior. The
perceived norm describes the influence of others to perform (or not to perform) a
behavior. The personal agency influences the extent to which a person’s ability or
environmental factors enable them to perform the behavior. We believe the IBM has
the potential to overcome the challenges of conventional persuasive design, especially
where persuasive design oversimplifies behavioural determinants in favour of being
efficient [26].
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3 Proposed Approach to Persuasive Games
for Intergenerational Interaction

The possible state of opposing attitudes between older adults and younger citizens
leads us to consider persuasive games and persuasive gameful experiences as a
potential way of facilitating intergenerational social interaction. This section describes
the research we intend to carry out to accomplish the research goal of developing a
persuasive game for intergenerational interaction. Furthermore, we also aim to develop
a framework that shows how persuasive strategies, procedural rhetoric and enjoyment
can be used to enhance attitudes in the frame of a game. We use the research through
design process [27] to probe the concepts of game and play, and plan to evaluate
technical artifacts that encompass our learning. Figure 1 illustrates our research pro-
cess, starting with an examination of behavioral determinants, the design of persuasive
gameful experiences and finally, an evaluation of player experience. The process
unfolds incrementally and iteratively, building towards a final technical artifact.

3.1 Behavioral Determinants

While there have been a considerable number of efforts in the direction of intergen-
erational interventions, most interventions using games have received minimal atten-
tion outside the family sphere [3, 7]. We aim to investigate the motivations for
non-familial intergenerational interaction, why and if older and younger players would
choose to engage with the other in play. This is a distinctive aspect of our research.
Furthermore, intergenerational games have partly been unsuccessful due to the little
attention given to behavioral determinants. Looking at the broader context of persua-
sive games, Kors et al. [16] state that current persuasive design practices rarely consider
how attitudes are formed. This point is particularly significant since change in attitude
is considered as a reliable predictor of intent for behavior change [16]. Kors et al. [16]
further point out that although there is enough evidence to demonstrate the persuasive

Fig. 1. Research design
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power of games, there is little in the way of research that practically shows how
persuasion and therefore behavioral determinants can be accounted for in the imple-
mentation of persuasive games. It is from these shortcomings that we have chosen a
behavior-theory driven approach that identifies behavioral determinants and reconciles
them with persuasive strategies in the frame of games and play.

As shown in Fig. 1 the first part of our research is concerned with investigating the
behavioral determinants for non-familial interaction. This will involve a closer look at
motivations, perceived norms, self-efficacy and attitudes. We plan to carry out
semi-structured interviews for this part of the research. The target of the initial studies
will be older adults that live independently (60 < older) and youth (18–30) residing in
Trento, Italy. Through means of a conceptual design, prior work by [26] used the IBM
to study the motivations of older adults to use a social network that connects older
adults with similar interests. Within the IBM framework that considers three major
components (attitudes, perceived norms and self-efficacy), a series of semi-structured
interviews were carried out. The results showed a diversity in the motivations of older
adults which are only partly met by the medical model that dominates the design of
older adult technologies [26]. Although the objective of the early research had no
specific focus on games, the results provide valuable insights on behavioral determi-
nants that might be useful in the design of a persuasive game intervention. We intend to
expand on the use of the IBM for technology design by using it to study the deter-
minants of older adults and younger participants towards intergenerational interaction.
Finally, we also intend to probe the meaning of game and play, which can illuminate
how these concepts differ across generations.

3.2 Gameful Interventions

As is typical of any research through design project, we do not immediately envision
developing a final commercially-ready artefact. Instead we rely on capturing multiple
perspectives of the problem, generating ideas and prototyping a series of game and play
experiences. That said, we do however expect that we will have an artefact of relatively
high fidelity that will encompass most of the learnings from earlier iterations. It may be
called a final artefact in that sense. The technical artefacts will be developed through
participatory practice with older and younger players. We choose this form of
co-creative design to record player sensibilities and to develop play mechanics,
dynamics and aesthetics of the gameful experiences. Similar studies [28] affirm that a
participatory approach can be effective for finding a good balance of game features for
both player types. Involving both younger and older players will also provide a plat-
form to playtest the gameful experiences. Once again we harken back to the idea of
using gameful experiences as instantiations of game and play that build knowledge
around the quality of the interactions, behavioral intentions and the effectiveness of
persuasive strategies. We feel that this approach is useful to balance aspects of purpose
and play that would otherwise be lost in creating a fully-fledged game for entertainment
or a purpose game that misses out on the crucial aspects of enjoyment that make games
fun to play. We expect to investigate the interplays between enjoyment, persuasive
strategies, procedural rhetoric, and how they affect attitude formation.
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3.3 Evaluation

We constrain our evaluation to co-located play, for the simple reason that remote play
is disembodied while co-located play utilizes presence and direct interpersonal
engagement. Here we make an assumption that co-located play might be better at
promoting social interaction than remote play where players can easily disengage [29].
We evaluate the quality of interactions using observation, post-game questionnaires,
and pre and post interviews. This approach has been used by other researchers [10, 16]
in assessing attitude change. Due to the fact that the persuasive goal is a change or
reinforcement of attitudes, we are reluctant to operationalize measures such as a
“performance of target behavior”. We feel instead that focusing on the self-reported
gameful experiences would offer greater depth in understanding the efficacy of the
interventions. In our evaluation we look at the quality of the interactions but we also
examine how the gameful interventions enhance determinants. An incremental and
iterative approach to the research ensures that the learning outcomes of each iteration
inform the properties of the next, all the while improving our knowledge of both
determinants and persuasive mechanisms (see Fig. 1).

4 Discussion and Future Work

Our research aims to investigate the determinants for intergenerational interaction
among urban citizens (of no relation) for the purpose of designing persuasive gameful
experiences that addresses social isolation concerns. We are currently applying research
through design inquiry methods to understand the state of attitudes between potential
young and older adult players. The results of these preliminary studies, review of
existing literature and a participatory workshop will inform the design of persuasive
games that will be evaluated with the target users. An additional point of interest in our
research is to investigate the role of fun in the effectiveness of persuasive games. On the
one hand, persuasive design seems to offer a way to improve the persuasive quality of
games, on the other hand it seems like too much of an emphasis on persuasion can
distract from the more engaging qualities of games. We also hope to show the distinct
advantages that non-familial interactions provide over the more established familial
convention.
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Abstract. Using a trampoline as a natural 3D user interface with a
head-mounted display for virtual reality entertainment is a novel and challenging
task. High latencies between interaction and feedback or inaccurate tracking of
the user’s movement can lead to simulator sickness. In the scope of this project
we identified the most appropriate solutions for the described challenge by
testing multiple tracking and virtual reality technologies. A fast and precise
network-based system was developed using OptiTrack as a tracking solution and
Samsung GearVR as a Head-Mounted Display. The introduced system offers an
interface to control an application with a trampoline by providing methods to
request e.g. the average jump duration or the user’s current jump height. In
addition, it handles interactions or changes the virtual jump height mapping.
Two prototypes were developed, exemplary implementing the interface in
gaming experiences. The first application was built to test possible simulator
sickness with the Simulator Sickness Questionnaire conducted by 38 users
during an in-house exhibition. This evaluation revealed that our system enables
a safe and fascinating jumping experience without specific simulator sickness.
The second application was built after the initial test to create a more enter-
taining Trampoline VR application.

Keywords: 3D user interface � Trampoline � Virtual reality
Head mounted display � Prototyping � User tracking

1 Introduction

The arising of high-quality Head-Mounted Displays (HMD) like the Oculus Rift CV
and the HTC Vive for non-expert users strengthens the interest in virtual reality
(VR) applications. Previous HMD applications often restricted the user’s input to
gamepads, joysticks or keyboard and mouse. Today’s HTC Vive and Oculus touch
controllers already enhance the VR experience significantly by providing more natural
interactions as the user can use his body movements to interact with the virtual
environment. Despite this, we also think that multiple other novel and promising input
devices might provide different exciting experiences for users. One such novel input
device for VR HMD applications might be a trampoline, since jumping on a trampoline
would be an intuitive input for a variety of people, regardless of age. Our goal is to
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combine the fun and excitement of this intuitive interaction with state-of-the-art HMD
and tracking technologies. Therefore, the experience could be visually enhanced by
virtually transporting the user to a more intriguing place like the moon. Additionally,
gaming components could be added to the experience to motivate on exercising
jumping.

In this work, we present a novel user interface for VR HMD experiences. For this
an interface was developed under certain design criteria to control user interactions in
the virtual world with a trampoline. This work is structured as follows: First, related
work which have already integrated a trampoline as a 3D user interface for virtual
worlds are introduced. We describe how our approach differs from the existing projects
and illustrate our application and design. At the end, findings gained during an eval-
uation with 38 participants are discussed and concluded.

2 Related Work

Several contributions discuss trampolines as 3D input devices for virtual content.
A well-known approach from the field of 3D user interfaces is JoyMan, an input device
for leaning-based navigation techniques [30]. It was designed by mounting a stand on
the flexible area of a trampoline. The user can lean towards a direction and moves into
this direction in the virtual world. This “Human Joystick” metaphor and the simple
mechanical setup provides an immersive and entertaining interface for virtual loco-
motion using a mini-trampoline as input device [29]. However, JoyMan does not track
jumping activities and gestures.

Shiratori et al. [6, 7, 11] developed a system to control a virtual environment with a
mini trampoline. The virtual content was displayed with two projectors on the wall in
front of the user. For user interaction recognition, Position Sensitive Detectors
(PSD) installed beneath the trampoline measured the distance to the trampoline surface.
With these measurements, they could derive user interactions like standing, walking or
jumping. This way, the user could navigate through a virtual city. This VR system
enhanced the motivation for exercises on the trampoline.

In contrast to Shiratori et al. [6, 7, 11], Holsti et al. [3, 4] used a bigger trampoline
and the Microsoft Kinect to track user interactions. Instead of a projector, the content
was displayed on a monitor to provide visual feedback for the user. They built multiple
prototypes to test their system. One application integrated the Kinect camera image to
cut the real video input of the user into a virtual scene. In this scene, the user could
playfully practice vertical jumping techniques by reaching higher placed virtual plat-
forms. Besides these research projects we also found footage of the game “Kinect
Sports” being played with a mini trampoline [1].

Further, [12] created a trampoline jumping simulation for the Oculus Rift DK2.
Nevertheless, fast accelerations such as in a jumping simulation without actual
movement of the user could often lead to simulator sickness [2, 13].

To our knowledge, there are no other approaches incorporating a trampoline as an
input device for VR applications that are experienced with head-mounted devices and
full-body tracking.
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Among other things, Frinkelstein et al. showed that jumping in VR in a three-sided
CAVE can be a movement motivation for people with autism [14]. They developed a
so called exergame in which the user must avoid objects that fly towards him. Another
motivating VR exergame was developed in [16]. Children with cerebral palsy should
do exercises with and without virtual reality. The results indicated that fun, measured
by a visual analogue scale, repetitions and range of motion was higher with VR. [14,
16] showed that children can profit from VR exergames but there also projects that
focus on exergames for elderly players [22, 23]. Both projects showed that games can
be motivating.

In contrast to the above-mentioned CAVE-based exergames, [15] developed a
HMD-based VR exergame. They attached a bicycle to a bike trainer and let the user
cycle down to a virtual suburban street. With gesture input detected by a Microsoft
Kinect, the user must throw newspaper into neighbourhood mailboxes. Basis for such
an exergame could be design guidelines specified by [17, 19]. Interestingly, [17]
interpret the criteria of immersion of gameflow [18] in exergames, such that players
should control the game with their movements to achieve a high immersion. Addi-
tionally, the user should perceive appropriate feedback [18]. In a VR application with
body movements, like jumping on a trampoline, control and feedback could be given
by a moving avatar. Similarly, [20] showed that using an avatar in a virtual world with
head and body tracking can strengthen the effect being in the virtual world because
changes that follow rules of everyday sensorimotor contingencies are satisfied. Finally,
Frameworks like FAAST [21] make it possible to steer an avatar in conventional games
through body movements. Additionally [24] mentioned that immersion could be
increased when using an HMD rather than a 2D display or an expensive CAVE.

3 Application and Design

First, the design criteria for the integrated components are described. Afterwards, we
elaborate on our system and application implementation.

In our approach, we wanted to integrate a trampoline as a 3D user interface for
head-mounted VR systems, where the user is motivated to move. Nonetheless, the
usage of a HMD for jumping interactions yields multiple challenges and must be
implemented with care. Primary design requirements are: (1) optimizing low latency
tracking of the user’s head and sufficient precision to enable a joyful experience
without the arising of simulator sickness. Additionally, (2) the safety of the user and
feeling of confidence in the system while jumping must be considered and supported.
Furthermore, (3) provide sufficient multimodal feedback including a visual represen-
tation of the user based on tracking data to appropriately control jumping motions on a
trampoline and increase the feeling of presence. In this work, we focus on the design
and development of the basic framework to prevent simulator sickness and provide the
feeling of safety for the user. The first aspect is tested by a standard questionnaire and
the latter is validated by informal interviews.
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3.1 Component Selection

For our use case, the two most influential components in the setup, which may produce
simulator sickness, are the tracking system and the HMD. Thus, both components had
to be selected with care and the requirements of the user experience in mind.

One very important aspect is to provide a wide range of user interaction space so
that the user can jump on the trampoline without movement restrictions. Therefore, the
tracking system must provide a sufficiently sized tracking area. This is especially
important when considering elastic ropes as an addition for the trampoline, enabling an
even higher jumping area for the user. Besides the enhanced jumping height, elastic
ropes can provide the user a surface to grab on and enhance the sense of security when
being immersed by the HMD. The visualization of the user’s own body as avatar is
important for the experience and has a significant impact on immersion, security and
simulator sickness because it provides a more consistent view related to the real world
where the user sees his body.

For the HMD, the most important properties for us were a high display frequency
and resolution, as well as fast and precise head orientation tracking because of the
jumping motions. However, the weight and comfort of the HMD placed also a design
requirement, as the jumping motions can easily slip the HMD out of place or hurt the
user on abrupt landings and can diminishing the presence in the virtual world
noticeably. To quickly evaluate the possibilities, we tested different combinations of
tracking systems and HMD’s by ourselves (self-tests).

We started our technical development with the Oculus Rift DK2 HMD and the
Microsoft Kinect v2, as the Kinect was already successfully incorporated by Holsti
et al. [3, 4] for a trampoline user interface with great interaction space. Moreover, the
Kinect provides a flexible markerless tracking of the whole body and gesture recog-
nition. In our initial self-tests an avatar controlled by the Kinect tracking data mirrored
the user’s movement in a simple virtual environment with a trampoline reference at the
ground. The benefits of a wired HMD are to access the power of a workstation to
render images at a high frame rate and to ensure a fast data transport.

Aside from that, we noticed the disadvantage of dealing with the HMD cable,
because the immersion is constrained by the anxiety of damaging the cable and its
vibrations. In addition, during the test of the combination of Kinect’s body tracking and
Oculus we experienced massive headache through motion sickness, because joints can
flip away and maximum sensor update rate of 30 Hz [25] from Kinect may cause high
latency followed by simulator sickness while moving on the trampoline. In our mind,
this solution was not appropriate for HMD VR experiences. As the cable of this
solution was disruptive and the tracking was not sufficient, we expand our design
criteria to use a wireless system with a more accurate tracking, such that joints will less
flip away.

Hence, OptiTrack was considered as a tracking system with the Samsung S6
GearVR as a HMD, see Fig. 1. OptiTrack generally provides a wide interaction area, a
high tracking frequency, low latency and sub-millimetre accuracy in an optimal setting
[9]. Our OptiTrack setup included the Prime13 cameras. In contrast to the Kinect,
OptiTrack requires markers on the user’s body for tracking. We decided to use five
rigid bodies with markers placed on the user’s head, hands and feet. Thus, the user is
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not put through the effort of wearing a complete tracking suite. The rigid body tracking
in conjunction with inverse kinematics already provides a sufficient avatar tracking for
our use case.

Regarding the HMD, the performance of rendering images is constrained by the
smartphone’s hardware and inferior to a workstation. Since OptiTrack data is trans-
ported via WLAN to the smartphone, the technical setup is fully wireless, providing
greater exploration space for the user.

The Neuron Perception motion capture system combined with the Samsung S6
GearVR is another possible wireless solution, that can fit the design criteria. The suit
contains multiple Inertial Measurement Units (IMUs) and sends the IMU data wireless
to a workstation redirecting it to the HMD. In comparison to OptiTrack, Neuron
Perception is not restricted to an area, but only to the range of the network. It is also
independent of lighting conditions. As the trampoline stays indoors at a fixed position,
these advantages are not relevant for our use case. Moreover, in our self-tests the
tracking with Neuron Perception was less precise and had a higher latency, which is a
disadvantage for the trampoline jumping scenario with HMD. The acceleration sensor
of the smartphone offers another possibility to map the users jumping height.
Nonetheless it is not possible to retrieve additional body movement information to map
a virtual avatar. Therefore, this solution was disregarded.

Fig. 1. Final setup: OptiTrack and GearVR. User performing interaction gesture on the
trampoline by bouncing in a seating position. Fans in background are not used.
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In summary, we have chosen the GearVR and OptiTrack, because this setup is
wireless, provides an appropriate tracking space and enables a virtual avatar repre-
sentation because we can calculate body joints based on the marker tracking. During
the self-test with this combination we experienced no simulator sickness but decided to
conduct a user study on this. Using a Samsung S6 GearVR as a HMD results in a
higher resolution than the Oculus Rift DK2, appropriate head orientation tracking,
appropriate display frequency with a moderate weight and wearing comfort. OptiTrack
also supported the lowest latency and most precise tracking during the self-testing. In
addition, the rigid bodies and the GearVR are easy to put on. With OptiTrack we can
use elastic ropes to provide more security as well. Finally, we think this system fits our
design criteria and users may have a joyful experience without the arise of simulator
sickness. For this publication, we decided to focus the user testing on simulator
sickness.

3.2 System Overview

The OptiTrack cameras are attached to a traverse built around the trampoline, see
Fig. 1. The cameras are connected to a PC workstation running the optical motion
capture software Motive to calculate positions and rotations of rigid bodies. The
tracking data is sent via broadcast to the GearVR via WLAN. This data is used to

Fig. 2. Evaluation setup with elastic ropes. User in a belt jumping in a seating position to avoid
the next incoming space ship obstacle.
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control a virtual avatar based on an inverse kinematic module adapted from the Uni-
ty3D asset store. We set the origin of the virtual world coordinates at the middle of the
trampoline’s surface and calibrated the system with this centre. After calibration, the
user has only to put on the HMD, which is already equipped with a rigid body, and one
rigid body for each foot and hand. In total, we need only to track five rigid bodies to
control an avatar with inverse kinematics. To initiate and start the game, the user must
perform a T-pose at the centre of the trampoline. This way, the virtual avatar gets
scaled and adapted to the user’s proportions by considering the positions of the head,
hands and feet. The whole workflow was recorded as video tutorial so that others can
use the trampoline as a 3D user interface as well.

3.3 Implementation

The system was implemented with the Unity3D game engine, because it provides easy
integration for multiple hardware and fast prototyping possibilities. Regarding the
connection between OptiTrack and Unity3D, the implementation in [10] was inte-
grated. However, recently OptiTrack released a Unity3D plugin themselves [8], which
we would recommend for future developments.

Within Unity3D, a small framework was built to supply numerous parameters and
methods to use the trampoline as a user interface. Consequently, the trampoline can
easily be implemented for prototypes developed in Unity3D. First, the framework
provides methods to request the current state of the user. This way, developers can
check if the user is currently standing, jumping up, floating in the air, falling or landing.
The framework derives these states by analysing the user’s velocity and current
position in relation to the initial calibration position. In addition, it is possible to
retrieve various data about the user’s jump. Thus, developers can request measurements
like current acceleration, velocity, jump height, average jump durations, average jump
heights, lowest jump or the highest jump. For instance, this data could be integrated to
create high-score lists or build levels with an adjusting difficulty depending on how
high the user can jump. Furthermore, the framework offers an interface to use multiple
interaction features: e.g. bouncing in a seating position or running gestures while
jumping. Additionally, parameters calculated by the interface can be used to create new
interactions.

Besides the described data and interaction options, various perspective views and
virtual avatars can be displayed. For instance, the user can switch between camera
views like first person, third person, aerial perspective or a view in front of him. This
offers exciting possibilities to investigate how perspectives influence the experience in
VR. Moreover, diverse forms of virtual avatars can be applied. We distinguish between
no avatar or avatars which have only hands and feet, full body but static, full body with
fixed animation or full body with inverse kinematics. The fixed animation avatar uses
the state information of the framework to play predefined animations depending on the
user’s current state (for instance a jumping animation is played when the user is
jumping). The inverse kinematics avatar is steered by the user’s hands and feet. To
move the avatar’s body according to the user, the head translation is used and mapped
to the whole body: If the head is moving to the left, then the body is also moving to
the left.
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With this simplified setting, the virtual avatar gets controlled with only five markers
(hands, feet and head). We found through self-tests that this method is a good
approximation to map the user’s movements, but it might not be appropriate for more
complex movements like deforming the whole body.

3.4 Prototypes

We developed two prototypes with the system to (a) demonstrate, self-test and select
different functional capabilities of the framework and (b) to test our primary require-
ment with this selection: to prevent simulator sickness. The first prototype was an
endless-runner Jump ‘N’ Run game, placing the user in a lava scenery, see Fig. 3. By
jumping with an offset of 25 cm from the origin to the left or right side, the user
switches between three lanes. With power-ups placed in the scene, the user gains a
temporary speed or jump height boost. The speed can also be raised by performing
running gestures while jumping. Bouncing in a seating position resets the speed. Other
gaming elements like collectable coins and flaming obstacles extends the experience.
Besides switching lanes to avoid obstacles, the user can also shoot water out of his
wrists to extinguish the fire obstacles.

The second prototype immerses the user in a space scenario, see Fig. 4. In this VR
experience, we added elastic ropes as a necessity for the system composition. With this
setup, the user should get into a belt with elastic ropes mounted on a traverse wrapping
the trampoline. Then, after an initial calibration that matches a virtual avatar to the

Fig. 3. Endless-runner prototype: lava scene with virtual avatar in 3rd person perspective
controlled by inverse kinematics.
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user’s body, the user plays a walk-though tutorial on how to interact in the game. Like
the “avoiding space objects task” in [14], the user’s task in this experience is to prevent
different space ships from attacking him. This is accomplished by jumping or ducking
and thus avoiding the obstacles. In addition, approaching meteoroids are collectable
with hands to score points. After a certain number of meteoroids have been collected, it
is possible to activate a laser beam by clapping hands together. This way, a wave of
obstacles gets destroyed. A high-score for collected meteoroids and increasing the level
of difficulty enhance the game and should increase motivation. The perspective view
and the virtual avatar representation can be altered by swiping horizontally or vertically
on the GearVR’s touchpad. We added a virtual trampoline reference to the scenes, so
that the user has a better feeling of orientation in the scene. Simple gestures like
clapping hands and stretching the arm towards objects allow for some interactions in
the scene and provide audio-visual feedback (digital effects, sound, etc.).

Fig. 4. Space prototype: jumping over incoming space ship obstacles.
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4 Evaluation

We tested the space prototype during an in-house exhibition with 38 non-expert par-
ticipants (Fig. 2). As we experienced in the self-tests headache, for example while
jumping with Kinect and HMD, we want to explore, if persons perceive simulator
sickness with our solution, containing OptiTrack and GearVR. For measuring simulator
sickness, we choose the simulator sickness questionnaire (SSQ) [5] like [27, 28]. We
hope to get an average score of maximum 10, this should correspond to a simulator
which produces minimal symptoms [26]. Moreover, we try to create a fun experience
which we, however, do not measure in this case. In each test, we helped the participant
to climb into a belt attached to elastic ropes and to put on the rigid bodies and the HMD.
During the game, we observed most participants making fast movements, to jump away
from the space ships. It seemed like they were immersed by the game, not afraid to move
and experienced a lot of fun. Depending on the participants’ skill level, the duration of
one game was approximately between five and eight minutes. After finishing the game,
the participants answered the SSQ. They could choose none, slight, moderate and severe
for each item of the SSQ (Table 1). In addition to the SSQ, we asked for the age,
experience with VR, susceptibility to nausea (e.g. when driving roller coaster, same
ratings as ratings of SSQ items). The users had also the opportunity to leave a comment
describing the pros and cons of our application. The participants do an average of 4
(SD = 2.7) hours of sports per week. 32 people had already experience with VR. The
average age of the participants was 29.3 years (SD = 8.7), ranging from 17 to 53. The
average susceptibility to nausea was 0.81 (SD = 0.87). The results of the SSQ are
illustrated in Fig. 5. With the weights described in [5], we obtain the mean values
Nausea = 17.57, Oculomotor = 16.16, Disorientation = 29.67, Total = 22.83. Few
items of the SSQ were highly rated, although participants visually seemed not to feel
strong simulator sickness. For instance, we think that item 5 (difficulty focusing) could
generally be highly rated due to a slightly slipping HMD during fast jumping motions.

Fig. 5. SSQ results without weighting (Scores: 0 = none, 1 = slight, 2 = moderate, 3 = severe).
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Further, participants might have increased item 7 (sweating) values because
jumping on a trampoline is an inherently physically demanding activity. Some par-
ticipants negatively mentioned the virtual avatar mapping. For example, they com-
mented it like “The virtual character doesn’t quite correspond with the real person.”.
Despite this, most of the participants had small or no criticism and did enjoy the
experience greatly. They commented the application very positively with notes like “I
could’ve actually kept playing, since I didn’t feel uneasy at all. I could freely move
myself and had no feeling of spatial restrictions.” or “A whole new adventure thanks to
the actual interaction of the body which is fully in charge. Very high fun factor.”. Some
participants had so much fun that they even played multiple continuous and exhausting
game sessions.

5 Summary and Conclusion

In this work, we described a novel approach for HMD experience by using a tram-
poline as a user interface. The system benefits of the fast and precise OptiTrack
tracking system and the wireless GearVR, which fit our design criteria. With this setup,
we achieved an exciting experience and provided a wide interaction area for the user. It
is also possible to switch between in-game references and thus to examine if an avatar
is increasing the presence. In our opinion, the avatar provides more safety while
moving on the trampoline, because when one jumps on the edge of the trampoline, one
gets appropriate visual feedback about body location which might be not given when
there is no avatar. Furthermore, we think like [20] that a self-avatar which is controlled
by real tracked body movements can provide higher immersion in sense of being in the
virtual environment and embodiment such that we perceive direct visual feedback to
our movements. Also, Holsti et al. [3, 4] displayed the user in the game, such that user
sees his own movements on the screen. Concluding that, a VR trampoline system could
benefit when visualizing user’s movements in the game. Although the development of
the second prototype did not consider game flow criteria [18] by explicit design, it
might be helpful to design games with them, when VR-applications should be joyful.
We evaluated the system with the SSQ like [27, 28] and although rapid jumping
motions are present and the finally score was greater than 10 we noticed most people

Table 1. Items of the SSQ [5]

# of question Item # of question Item

1 General discomfort 9 Difficulty concentrating
2 Fatigue 10 Fullness of the head
3 Headache 11 Blurred vision
4 Eye strain 12 Dizziness with eyes open
5 Difficulty focusing 13 Dizziness with eyes closed
6 Salivation increasing 14 Vertigo
7 Sweating 15 Stomach awareness
8 Nausea 16 Burping
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did not feel specifically simulator sick. Reasons for a high SSQ score could be SSQ
items like sweating coming from exhaustive jumping on the trampoline as sport
activity. Another reason could be difficulty focussing when the HMD moves a little bit
while jumping. The opinion that the participants feel low simulator sick although the
SSQ score was high is strengthen by the participants’ positive comments and their
exhaustive movements. According to that, our system could possibly be an appropriate
platform for more advanced motivating exergames. Finally, the target groups from [14,
16, 22, 23] and middle-aged people could also benefit from this work. We summarize
our design decisions for an expressive VR trampoline experience as follows:

• For jumping activities and fast-moving user actions the trade-off between a
high-end tethered VR device and a wireless system has been considered based on
the user’s actions. We decided to use a mobile setup using GearVR as the best
compromise.

• For best orientation, the user’s body needs to be visualized in a believable way. This
requires a full-body tracking in the size of the space covered by the trampoline and
of at least 5 tracking positions on the body (Head, hands, feet) if an appropriate
inverse kinematic module is used. We decided to use a high-end marker-based
tracking system (OptiTrack).

• Consider a minimal instrumentation of the user and provide safe play conditions.
Help the user to understand the required interactions while jumping with a
head-mounted VR device. We created an in-game tutorial and use elastic ropes to
support this.

• Design the game based on a flexible and robust framework in a way that minimizes
simulator sickness and maximizes joy of use. We designed a simple game that
supports jumping activities and tested the application using a standard questionnaire
for simulator sickness (SSQ). For this publication, we validated the joy of use only
by self-testing and informal user feedback after the formal SSQ test.

For future work, wind machine feedback for fast-moving Jump ‘N’ Run games
could enhance the immersion. Additionally, we would like to investigate more forms of
interactions and experiences, like musical interfaces or other gaming concepts. Further,
we want to study which form of avatar representations (Sect. 3.3) provides most
security, embodiment, enjoyment and immersion for users. We will further investigate
appropriate methods for measuring those features. As we experienced through
self-tests, it is possible to use an avatar to provide system feedback to the user. It would
be interesting to identify how different perspectives and avatars (Sect. 3.3) affect the
interactivity and user experience. Thus, the presented work offers multiple possibilities
for further user experience research.

Video

A video showing the system in action during an exhibition is available at https://vimeo.
com/200660539, switch on cc to read the english text.
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Selected Impressions from the System Prototype
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Abstract. This paper explores the use of a remotely controlled character to be
used by children in storytelling activities. The character is implemented in a
moveable tablet or surfacebot, which supports the development of inexpensive
expressive agents capable of moving around in real space, applicable in diverse
play contexts. We carried out an exploratory study of children’s interaction with
an intermediate prototype. Based on the children’s comments and our obser-
vations during the tests, we discuss which interaction aspects should be taken
into consideration and which technical features should be further developed in a
surfacebot-based storytelling system.

Keywords: Storytelling � Playful interaction � Children interaction � Robot
Agent

1 Introduction

Given its inherently social and creative nature, storytelling appears to be an important
activity to support children’s skill development [5]. In her survey on interactive digital
storytelling for children [8], Garzotto gives an overview of systems and technologies.
The use of virtual intelligent characters for storytelling, relying on advanced planning
techniques [16], has been an important contribution to reach outstanding levels of both
narrative generation and character representation. Supporting intelligent characters
beyond the computer screen and exploring opportunities to make interactive story-
telling more engaging for children [1] has been gaining more interest, offering col-
laborative storytelling in which multiple users can participate in the activity, and
including tangible objects to build a more physical storytelling environment [15]. On
the move towards this physicality, which would be appropriate for mediated technol-
ogy with children, these tangible objects are often toys rather than characters capable of
acting autonomously, although some related work explores the use of robots as char-
acters. Combining tangible features with virtual intelligent characters is a promising
line of research that is worth exploring, as it would allow us to pick features from both
realities.
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The research project coBOTnity aims to make a first step towards combining
physical and virtual story characters by delivering moveable touchscreen-based bots,
called surfacebots, with the purpose of supporting social and collaborative playful
interaction around storytelling activities with children. Rather than a system unfolding
a pre-scripted story autonomously, we understand the storytelling process as a creative
and dynamic activity, in which children should be able to use the mediated technology
as a means of expression and collaboration. The role that surfacebots can have is an
interesting issue to study due to the multiple capacities that could be implemented. The
surfacebots are envisioned as expressive agents (through the display of the touch
screen) that can move around in physical space (e.g., on a table). They can be con-
trolled remotely by the child to enact parts of the story. However, being expressive
agents they could also proactively contribute to the story, e.g. by expressively showing
their appraisal of story events, by autonomously moving to salient places in the story
space, or by otherwise responding to the story as it unfolds similar to virtual intelligent
characters in screen-based interactive storytelling systems [3]. Before implementing
such interactive storytelling system with intelligent surfacebots, we have developed a
working prototype with some basic features to tentatively see how children might use a
surfacebot in their storytelling. It allows children to use a surfacebot character con-
trolled remotely from a tablet to express part of the story they ideate. We carried out an
informal exploratory study, observing how children interacted naturally with the pro-
totype in order to assess which technological components are most promising to be
further developed.

In this paper, we discuss this study and its implications for future work. Section 2
presents some of the related work. Section 3 introduces the working prototype that was
tested. Section 4 summarizes the goals, observations and remarks from the tests.
Section 5 outlines immediate future work to develop the prototype further.

2 Related Work

Here we review some of the related work on playful technology with a focus on social
collaboration and storytelling involving physically embodied characters or robots. Gar-
zotto [8] gives an overview of enabling technologies and approaches to interactive sto-
rytelling for children. A strand ofwork focuses on how to empower children as interactive
storytellers, and especially how to make the activity collaborative (e.g. [13, 20]).

Some of the related work on tangible interaction in storytelling specifically involves
tabletops and related tangible objects (e.g. [2, 4, 21]). In this segment, the Interactive
Storyteller described in Alofs et al. [1] has a unique position because it integrates
tangible objects representing intelligent story characters as agents capable of autono-
mous interaction on the tabletop. This kind of intelligence is missing in previous
tabletop systems. One of the limitations of the Interactive Storyteller was, however, that
the tangibles could not be actuated by the software, leading to problems of consistency
between the digital and the physical representation. This problem could be solved by
using robots to represent the characters.
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With a different concept of tangible characters, the work in progress by Wang et al.
presents Cartoon [23], a device with movable limbs which supports the recording of
movement in a similar way to kinetic memory. It is used as a stand for paper or
card-based images placed on top. Children can create moving creatures, plan the
movement of the robotic bases, and put them to walk while telling stories.

The use of robots is also explored to either represent story characters, act as
storytellers, or participate as companions in the activity. Examples of robots used as
characters include GENTORO [19] and RoboTale [12]. In the first, a simple
radio-controlled turtle toy is controlled by children using handheld projectors. It just
follows the path indicated by the user without giving any affective responses or smart
behavior. RoboTale combines a child-controlled robot with physical and virtual objects
for collaborative storytelling. The control is mediated by tangible cards, which are
recognized by the interactive tabletop on which the activity is taking place. In [17],
stories are composed of programmed behaviors for Pleo, a dinosaur robot. It stands on
a tabletop which tracks fiducial markers corresponding to sequences of behaviors
indicated on a tablet PC by children.

Fridin [7] presented KindSAR, a system that uses a Nao humanoid robot acting as
an embodied interactive storyteller, assisting educational staff by telling prerecorded
stories, and playing a social role in supporting children’s literacy development and
knowledge acquisition. A social robotic learning companion in a storytelling activity
with children is presented in [10]. A tablet is used to display characters, and the child
and the robot (tele-operated by the experimenter) engage in a turn-taking activity,
exploring the range and kind of vocabulary being used [24]. Finally, Leite et al. [11]
use two MyKeepon robots to explore the development of children’s social skills when
interacting with fully scripted interactive narratives. They let children use tablets to
choose the actions of a robot at specific moments, allowing them to see the effects of
their choices. The experiment resulted in higher story recall when children interacted
alone rather than in groups.

The related work shows that storytelling systems for children are starting to involve
some active objects or robotic technologies. Different embodiments for robots have
been explored so far, each with a different range of capabilities according to Milgram’s
reality-virtuality continuum discussed in [6]. For instance, some have specific features
such as dance or emotions, while others cannot deliver custom visual feedback but are
able to use their arms to implement advanced gestures. Yet others cannot move at all,
or only in a slow or clumsy way. So far, tangibles and robots have been mostly used in
storytelling as either fully controlled, expressionless characters or storytellers that show
some limited expressive behavior. In contrast, in our ongoing project we strive to
develop physically present characters that are expressive and can provide some
autonomous input in a storytelling activity.

Given the lack of affordable robotic characters, we take advantage of the wide-
spread availability of tablets in learning contexts to integrate an extensible virtual agent
on a tablet with a compact robotic base, with the aim of supporting future exploration
of collaborative storytelling activities with robots. The following sections present a first
informal evaluation of a working prototype of these ‘surfacebots’ to guide the further
development of such an embodiment for children’s play.
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3 Overview of the Working Prototype

We have developed a functional prototype to start exploring how children interact with
a surfacebot while using it to tell stories. The choice of the components pursues a
balance in features and costs with regard to other robotic platforms, while allowing
children to interact through touch input remotely with the tablets available at school.
The prototype consists of a robot-tablet (surfacebot) that embodies a character (see
Fig. 1). Using a moving tablet to embody a character allows us to show a digital
representation of the character’s facial expressions and intentions on screen while also
allowing it to move around in the physical play area. However, before testing more
advanced interactive features with children (e.g. self-driven and autonomous behavior
in the surfacebot), we have focused on a limited version of a surfacebot character.

The character representation can be changed dynamically by touching the sur-
facebot screen (see Fig. 1 for some examples) and the surfacebot can be driven around
on the tabletop by using an additional control tablet. Images of story assets, mainly
understood as props, can be displayed on the surfacebot screen by selecting the cor-
responding items from the control tablet (see Fig. 2-a,b) as a means of facilitating
children’s expression. In the test described below we also provided physical versions
(cards) of the story assets (see Fig. 2-c). The current prototype is implemented in

Fig. 1. Examples of screens on the surfacebot representing a character. Story assets are shown in
the bottom left corner of the screen.

Fig. 2. Example of screens on the control tablet showing virtual story assets (a,b); physical cards
showing the same assets (c); remote control (d).

Exploring Children’s Use of a Remotely Controlled Surfacebot 123



Android running on 7-inch tablets. The surfacebot tablet communicates via Bluetooth
with a Zumo Robot by Pololu hidden in the case to drive the movement. All tablets,
either surfacebots or control, are connected via Wi-Fi through a wireless router by
relying on an overlay network based on rosjava. It makes the prototype expandable,
supporting multiple devices communicating commands and therefore sharing the state
of interactions.

4 Exploratory Child-Surfacebot Interaction Study

We carried out an informal study of children’s interaction with a surfacebot prototype
to inform future development. Inspired by the most relevant aspects from the related
work discussed in Sect. 2, we focused on the following aspects:

– Storytelling: What kind of stories do the children create with the surfacebot, and
how structured are they?

– Use of assets: How do children use the offered physical and virtual story assets? Do
we see indications that they feel the need for more or different assets?

– Character embodiment: Do we see indications that children see the surfacebot
more like a character rather than a moving tablet used to play? Do we see indi-
cations for autonomous capacities it should have as a character?

– Movement control: How well do children control the surfacebot’s movement? To
what extent should the surfacebot move autonomously?

4.1 Context and Participants

A total of 22 children (12 male, 10 female) from 6 to 12 participated in our exploratory
tests. Their parents or legal tutors provided an informed consent to participate. For
logistic reasons, 13 children from 10 to 12 year-old participated on day 1 (average
10.92 y.o.), whereas 9 children from 6 to 8 participated on day 2 (average 6.7 y.o).
Their interaction with the surfacebots was one among several interactive play activities
organized by the university in collaboration with visiting schools. For this reason, we
followed an observational and exploratory approach rather than an experimental one, as
children could decide to join our activity whenever they wished, in groups or indi-
vidually, and without possibility to control for study variables. This gives the explo-
ration an “in the wild” nature, and we relied on annotations and video recordings as a
means to confirm our observations.

In our setting, we had one surfacebot and a control tablet on some tables that were
arranged together to set up a flat surface. Besides the virtual story assets which children
could use during their interaction we also included physical cards representing assets.
The assets depicted locations (e.g., island, planet), objects (e.g., treasure map, rocket)
and characters (e.g., pirate, alien) in a pirate and space domain. There were some extra
assets dealing with emotions and some related to general commonplace objects (e.g.
tree, ball, etc.). The physical assets did not entail any virtual feedback on the robot, but
allowed us to observe how children naturally use this format and assess to which extent
a mechanism should be considered to take them as interactive input.
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When children joined the activity, they were explained about the robot, the controls,
and assets, and they were asked to create a story with the elements given.

The older children formed a total of 4 groups, ranging from 1 to 4 members, with a
mean size of 3. The younger children formed 7 groups. Four of these were actually
single individuals, resulting in a mean group size of 1.57. The time spent on the activity
was higher in the case of younger children. In particular, young children spent on
average 7.51 min versus 5.5 min for the older groups. These numbers are informative
as can be a consequence of mixed reasons (group size, age, friendship, genders, etc.)
given the exploratory nature of the sessions.

4.2 Observations and Remarks

Stories

Stories took place in the context of Pirates and Space, in line with the provided assets. It
was out of scope in the exploratory sessions to assess the quality of the stories told by
children. However, we still made some observations on the ability of children to structure
the stories being told with the surfacebot. Some groups provided high story coherence,
having links between events andwhat they decided to happen next [22]. For example, one
of the stories involved a pirate finding a boat, using it to sail to an island guided by a
treasure map, and finding an empty treasure chest that made him angry. Some children
had difficulties to show this kind of logically connected events. In that case, they told a
story with more unconnected events, moving the robot around and picking up things.
Thus, including a strategy to support the development of structure and understanding
would be beneficial. For instance, by enabling the robot to give clearer feedback on
consequences of actions and new states, children could be guided towards the narration of
more goal-directed action sequences. Although we did not observe a clear relation
between children’s age and story coherence, we surmise that such support would be most
beneficial for younger children who are still developing their storytelling abilities [18].

Use of assets

Both virtual and physical assets were used by the children during the storytelling
activity. We observed that the physical cards were used in many cases to make sense of
the space represented on the tabletop, positioning objects for the surfacebot character to
find and locations to visit and thus essentially designing, on the fly, their own story
world. For example, there was one episode in which the pirate found a rocket and used
it to fly to Saturn to pick up the treasure; they placed a Saturn card considerably further
away from where they were unfolding the story. Locations could be fairly abstract; a
card with stars was used as “sky”, and was referred to as a location to fly to. Cards
depicting characters were sometimes used to expand the cast of characters in the story.
Thus, using dolls as additional characters can be interesting.

Children had expectations of the system giving some feedback or response related
to the assets. For example, when using cards placed on the tabletop, they expressed
their expectation of the robot saying something related to them when driving nearby.
We also observed some children showing physical cards to the robot, expecting
recognition and response. When using the virtual assets, some expected sounds in
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addition to the visualization. One child compensated for the lack of sound from the
cannon by making the sounds himself. We also observed some cases in which the
children incorporated imaginary assets in their story (e.g. “the prison was demolished
with a hammer”, neither the prison nor hammer was provided), or adapted existing
assets to their needs (e.g. “Airplane! Can’t find an airplane. Oh then, I’ll use a rocket”).
We observed that with the physical cards, children sometimes combined assets (e.g. an
alien with a pirate hat, or a boat full of pirates by joining all the pirate character cards).
This kind of composition was not possible with the virtual assets, although some tried
to sequence the virtual assets on screen. This triggers an important design issue, which
is how to enable virtual compositions to allow children to express their ideas quickly.

Children used the offered assets as essential input for their stories, but they did not
limit themselves to objects or props. Those assets representing inner states (e.g. being
angry or happy) were used in both formats. Assets also triggered some reasoning. For
instance, when they were discussing on where to place the Earth but using the “Mars”
card for that, one of the children said “This cannot be Earth!” Thus, assets could and
must be designed for educational purposes to trigger learning on new objects or con-
cepts to leverage all the potential that an activity like this can bring.

Character embodiment

The surfacebot represented a simple character by means of a moveable tablet, capable
of showing images but without any intelligent or advanced behavior. Still, children
treated the character as being alive or animated, beyond a simple remotely controlled
car. Observations supporting this idea are, for example, children pretending to give the
robot a hug, or speaking “come to daddy”.

Children could change the character. This did not only happen at the beginning to
establish the main character, but also during the story to pick another character or to
just change the expression of the character (e.g. the friendly pirate was changed into an
angry pirate, when he did not find money in the treasure chest).

As mentioned earlier, the children expected the character to give some feedback
such as sounds, in addition to visual representations. One suggestion by children was
that the robot should say something when it arrives at a card or should say what it finds.
Another suggestion was to have the robot ask the user to do things or give assignments.
During some sessions we explored how intervening on the story by having the char-
acter make some suggestion would work. We used a second control tablet, without
children being aware of it, to visualize on the robot the asset that we wanted them to
use. For example, we visualized the Earth to suggest that next action could be bringing
the character to Earth. This is a feature that some groups appreciated, reinforcing in
their comments that they liked that “the pirate had an idea”. However, children often
failed to notice the robot’s suggestion, which indicates that additional and different
feedback (sound plus animation) is needed to inform children that there is something
that the character wants them to do.

Movement control

From the children’s comments immediately after the sessions as well as from our
observations, we can state that driving the character is fun. Children engaged in driving
the robot and it was one of the features they loved. However, we must be aware of
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some potential negative points. We believe that controlling the robot based on inter-
active low-level commands (i.e. go forward, turn left, etc.) can take more cognitive
resources than desirable and therefore could have a negative impact on the storytelling
process. In this sense, a control with high level commands (i.e. “go to here”, and it
goes) should contribute to children having a better focus on storytelling process. None
of the children suggested that the surfacebot should move autonomously; presumably
because they had too much fun driving it.

5 Conclusions and Future Work

The test sessions produced a number of observations and remarks on different aspects
that we have summarized above. These do not only serve as input to further develop the
surfacebot-based storytelling system in our project, but would be applicable to expand
similar interactive tabletop settings (e.g. [12, 17]) involving a robot and tablets as
distributed controllers.

In response to our goal questions, we summarize the main points as follows.
Having a surfacebot that can be controlled can help to organize events with some
spatial and temporal coherence, but more support in the form of feedback must be
included to scaffold the development of structure. Children managed to use assets in
different ways in their stories, including more abstract concepts. We consider that
virtual assets can be improved by defining feedback and robot responses, while specific
tangibles or projected images on the tabletop can help in making sense of space in the
story. Physical cards supported collaboration between children.

The surfacebot was treated more like an embodied character despite being remotely
controlled without advanced autonomous digital features. However, children did expect
to get more feedback from the robot, and they also had a positive reaction to the
character proposing next steps, which is an interesting intelligent feature to be provided.
We noticed that having low-level commands for movements, while it is fun, can
diminish the purpose of the storytelling activity. Thus, autonomous behavior can be
implemented to support the movement between locations in a higher level control. We
believe that balancing or raising the interest of children in storytelling elements rather
than driving the robot is important, and we must therefore ensure that driving the robot
without creating a story is not possible nor takes too much cognitive effort. Towards the
implementation of these improvements, we have started by integrating some function-
ality of the ASAP realizer [9, 14] into the surfacebot to support animated and expressive
agents, as a way to improve the character embodiment and visual feedback. We envisage
that one way to tackle the fun of driving while ensuring focus on the storytelling process
would be to use a location camera-based tracker relying on attached fiducial markers, so
that high-level commands can be used to get the robot moving among locations. Finally,
we are working on an algorithm to allow the surfacebot to make suggestions and give
feedback to children based on logically connected action sequences.

With these improvements, we aim to design and carry out experiments to explore
scenarios involving multiple surfacebots, investigating the usage and management of
such affordable and programmable robotic characters in storytelling activities with
several children.
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Abstract. Elderly people today often keep contact with their friends and rel-
atives through modern means like email. However, email smartphone apps are
often quite difficult to operate, confusing their elderly users with too many
options or showing erratic behavior due to mistakes in complex swipe gestures.
We developed the app MuMail especially for elderly users, which simplifies the
ability to share pictures and voice-messages over email, but not text. MuMail
offers a simple GUI especially designed to take away complexity. Below are
described the design decisions and a preliminary evaluation of MuMail.
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1 Introduction

Elderly people are often scared of modern technology but more and more connect to
their family and friends using email, apps, or messengers. This counteracts the fact that
many elderly people live on their own and get more and more isolated due to
immobility, and loss of friends. Using modern communication means thus is important
to feel connected and to be part of an active community. In fact, being able to use email
today turns out to be a key factor for a healthy social life for elderly people.

Though more and more seniors own smartphones, they use them differently
compared to other age groups. According to a [4] a large proportion of the sample of
seniors reported own a cell phone (73%), but very few used it to text messages
(2.5%) or for Internet purposes (3.5%). It clearly shows that this is one area where
senior citizens are well behind the total population in having and using the advanced
technology. It is very similar in case of social networks. Studies show that social
networks such as Facebook or Twitter do not attract elderlies at all. Even when they
have Internet connection, 90% state they never use social media, and only 6% use it
at least once per week. Instead, they are often confused by the complexity and
functionality of communication software, and thus avoid using it. The idea of
“MuMail” is to provide simple means for communication for elderly people, in order
to connect them to their friends and relatives by email, without the burden of overly
complex functionality. “MuMail” only allows to send and receive multimedia content
as attachments, something that dominates the way elderly people communicate with
their social contacts.
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2 Related Work

Finding the easiest way to contact seniors with their family and friends was the fun-
damental motivation. The goal was to find something that would simplify the everyday
life of elderly people and to provide them an effortless tool to share moments with their
beloved ones.

Basically, there are three types of solutions for making complex simpler – senior
apps, senior launchers and senior phones. Senior apps are the kind of solutions which
also MuMail provides – simplified apps with just the functionality users need. Senior
launchers change the whole smartphone GUI in such a way that elderly people can use
them easier. This might include e.g. bigger icons, and less functionality. Senior phones
finally denote phones specially designed to be simpler and exposing less functionality
from the ground up.

As an example, the app Oscar Senior1 is a senior app for smartphones and tablets,
which should make the life of seniors easier. It offers a simple and friendly environment
full of useful applications that help even complete beginners. Oscar offers a simple and
well-arranged graphical interface with large elements and characters that are preferred
by seniors. Additionally, the application is running in safe mode and blocks all pop-ups
or notifications and allows the user to leave the application. Seniors will find everything
they need on the Internet, from e-mails to useful applications such as medication
reminders. Simplified communication enable seniors to make a video call with one
click, or share photos or text messages to loved ones. The application can provide a
course that teaches seniors, and can be used based on what is technically proficient.

BIG Launcher2 is the first of its kind that has been developed for the elderly or for
people who have certain vision problems. This launcher uses large buttons and large
fonts to optimize work with smartphones running Android, to help seniors with
problems reading smaller fonts and buttons.

Finally, there are several senior mobile phones, like BLU Tank 3 or Doro 410.3

Such phones are usually simple, mainly for phone calls, with large physical buttons. As
a special feature, some do have SOS buttons to send emergency SMSs to selected
group of contacts.

To conclude, there have already been attempts to solve the problem addressed, each
of the tools presented has its pros and cons. There are no definite solutions, only partial
ones. Seniors should not be burdened by complicated functions, which will waste time
and the risk that they will simply refuse to use smartphones anymore. Being a senior
app, MuMail offers a simple design and users can see directly at first glance the purpose
of each GUI element.

1 https://play.google.com/store/apps/details?id=com.oscarsenior.oscar&hl=de.
2 http://biglauncher.com/home/de/.
3 http://www.makeuseof.com/tag/5-mobile-phones-senior-citizens/.
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3 MuMail

Figure 1 shows a use-case diagram depicting how MuMail works. The app starts with a
welcome page where the users can log in (Fig. 2). Before someone can use this app, the
person must first have a valid email account. Many elderly people in western countries
today have one, but are reluctant to use or manage them. Thus, this part of the setup
might be done with the help of relatives or friends.

Once the login is complete, the user can use the app immediately and use it in
emergencies to ask for help. When the user logs in the next time, he will be forwarded
to the Inbox page of MuMail without any further intermediate steps. This was also one
of the main objectives of MuMail that design and operating the app is as simple as
possible.

MuMail supports all major email providers, including Gmail, Hotmail, Outlook etc.
As soon as the button “Done” is pressed, MuMail checkes whether all data has been
entered correctly and if so, the user is redirected to the inbox page (Fig. 3).

Inbox

This is the most important page of the whole app. All the multimedia content is shown
on this page. Users can browse through pictures, or play the voice messages. There is
only one “Settings” button. Here the user can change his email account. With a simple
swipe gesture the user can update his inbox and see, if there are any changes in the
mailbox.

Fig. 1. MuMail use-case diagramm
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All the media content is saved in a sample UITableView, so with a simple swipe
the user can browse between images and voice messages.

Sending Emails

MuMail is designed to work just with multimedia content like photos or video.
However, users can send e-mails. First, a user can choose the recipient. To make it
more convenient, users do not have to type a name, they just have a simple list with
names and pictures, where they can choose the recipient with one tap. Then they have
two options to choose from, they can either send an image or record a voice message.
Users can choose images from the phone gallery or take a picture instantly. There is a
limit for sending, i.e. a maximum of three images, to prevent seniors from sending too
big emails. To send a voice message, there is a “record” icon. With the “play” icon
users can hear, what they just recorded. Again, the design goal was to keep things
simple and intuitive (Fig. 4).

Once the “Send email” button is clicked and an Internet connection is available, an
indicator will be shown that the email was successfully sent.

Choose a recipient

To make choosing of a recipient easier, there is a list of favourite contacts, which can
be edited by the user any time. User sees the email addresses and the pictures of their
contacts, so seniors will not have to type a complicated email address by they own
(Fig. 5).

To add a new contact, users simply press the “+” icon. Here they can type the email
address and set the image for the contact. After pressing the “Done” button the contact

Fig. 2. MuMail login page
Fig. 3. MuMail inbox page
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will be added to the list and is ready to be chosen. If the user decides that he wants to
delete a contact from the list, he can do it with a simple swipe, being a native iOS
gesture.

Fig. 4. MuMail send Email page

Fig. 5. MuMail select recipient page
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4 Experimental Evaluation

After thorough technical evaluation using simulators and real iOS devices like iPhone
6S and iPad we tested the MuMail with an older person.

Our test person was a woman, 60 years old. She is still working and uses her email
account. For testing she used an iPhone, but she does not own a smartphone herself. On
this phone, MuMail was set to her email account. For doing this she actually did not
need any help. After a successful login, voice messages and the images were shown in
her Inbox immediately. She was very satisfied with swiping, seeing the pictures,
hearing voice messages, there was no immediate problem that would stop her using the
mail client.

Sending an email worked satisfactory as well. There is no button, which she could
not understand or misuse in some way. She chose a contact from her favorite list, which
had been configured for her. She was also able to add new contacts to this list by
herself.

Likewise, attaching photos and sending them worked well with her, and she was
able to send according emails without problems. In fact, the test person was so fond of
MuMail that she is using it ever since.

5 Conclusion

Our goal was to connect seniors to their loved ones or their social peers by using a
simple, multimedia oriented smartphone email client taking away unnecessary com-
plexity. We have not seen such an app anywhere before. Instead, email clients and
other multimedia apps in one way or the other are very difficult to be used by elderly
people.

MuMail is an email client that delivers exactly this, simple audio/visual email for
seniors based on standard email technology.

In the future we will continue to improve MuMail to include more functions
without making the client more complicated. This includes e.g. audible notifications in
case new emails were received. We will also include more languages in order to make
MuMail internationally usable, especially in high-tech societies with a large senior
population.
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Abstract. The paper explores how a post-cognitive approach to human per-
ception can help the design of wearable technologies that augment sense-
making. This approach relies on the notion of pure experience to understand
how we can make sense of the world without interpreting it, for example
through our body, as claimed by phenomenology. In order to understand how to
design wearable technologies for pure experience, we first held interviews with
experts from different domains, all investigating how to express and recognise
pure experience. Subsequently, we had a focus group with professional dancers:
given their heightened sense of bodily cognition in their experience, we wanted
to verify the extent to which the experts’ practice could be claimed back into the
dancers’ experience. In this paper, we will present our preliminary findings.

Keywords: Augmented sense-making � Embodied cognition
Wearable technology � Phenomenology � Dance � Pure experience

1 Introduction

Current wearable devices are mostly information appliances that are developed from a
traditional cognitivist perspective that considers the computer user as an information
processor [2]. Within this perspective, devices are seen as tools that mediate the
experience through interaction with them.

Some scholars [4, 7] however express their concerns about this view because they
claim that technology-as-a-tool mainly distracts users, who tend to focus more on the
device itself than on the experience resulting from using it. When interacting with a
technology allows users to experience the world without mediation, without interpre-
tation, then such an interaction appears in its purest form: it is pure experience.

Several scholars refer to the role of the body in cognition and advocate for the need
to design for the lived body and for being skilled in kinesthetic thinking and bodily
intelligence [4, 7]. This seems particularly present in professional dancers [6]. Pro-
fessional dancers indeed have developed something more than simple bodily or
kinesthetic awareness: through their performance they “think feelingly” [5] and are
aware of their perception that is influenced through action.
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We claim that wearable technology can also help non-trained users develop this
type of heightened embodied cognition and thus make way to achieve a state of pure
experience, if this allows them to develop what we call sense augmentation. Subtle,
intimate tactile qualities of interaction, which are hardly recognisable for bystanders or
consciously unperceivable by the user concerned, can indeed have a significant effect
on the value created while performing the interaction. Wearable technologies, by
definition close to or on the body, do offer opportunities to explore these subtle,
intimate qualities. In this paper, we precisely focus on the relation between augmented
sense-making and movement, and its effect on a person’s cognition.

This paper reports a preliminary study in which we explored how wearable devices
that help users experience in this most basic and unspoiled way must be designed. This
research is based on two approaches that are both a response to the information-
processing and symbolic representation prevalent within cognitive sciences. The first is
embodiment, a concept grounded in the phenomenology of Merleau-Ponty [8]. The
second is enaction, which considers cognition as the result of a body in motion [11].
We will investigate how these approaches can be used in the design of artifacts that
influence our perception at a phenomenological level. Our ultimate goal is to identify
principles for the design of wearable technologies that heighten embodied cognition by
providing new sensory stimuli that augment human perception. This augmented per-
ception should such influence the sense-making process in order to reveal new plea-
surable or surprising experiences.

In what follows, we will first give a clear definition of what pure experience is. In
order to do so, we will have to explain also how pure experience relates to
sense-making and enaction: we will discuss how sense-making is an important part of
the enactive process of embodied interaction.

2 Why Pure Experience

Available interfaces, such as Kinect, Leap Motion, FitBit, and diverse mobile com-
puting applications, enable the HCI community to explore embodied interaction, but
they tend to create experiences that are designed from an instrumental viewpoint and
ignore typical and personal bodily characteristics and knowledge from, e.g., embodied
interaction. Information is presented in a way that distracts attention towards the
experiences of others, ignoring the qualities of the individual’s perception. We claim
there is a need for attention for the individual user’s interaction with the world and the
subtle qualities hidden within the user experience as a result of that interaction. The
intimate nature of wearable technology - intimate in that close to the body - offers
opportunities for the technology to be transparent to the user and to provide unintended
though meaningful experiences that go beyond those offered by more goal-directed,
wearable, tools.

2.1 Pure Experience

The notion of pure experience is first introduced by James [1], who defines it as being
“the immediate flux of life which furnishes the material to our later reflection”. This
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highly philosophical interpretation of a pre-cognitive state tries to help imagine that
human sense-making of the world starts with the phenomenological encounter with its
surroundings. And that the sense-making process consists of successive small
encounters, that are influenced by preceding ones and together build up knowledge.
Hence through embodiment and a sensorimotor confrontation with the world, humans
make sense of that world and the interactions presented in it. This is what enaction,
based on the phenomenology of perception, instigated by Merleau-Ponty [8], is about.
This knowledge is not yet understandable in a rationalist sense, though it is already
cognition. This is exactly the focus of our research: a low-level cognitive experience
that is hard to imagine for non-experts and that is difficult to measure using currently
available research methods.

Pure experience provides, together with enaction, the initial theoretical backdrop
needed for designing interactions that focus on the primal encounter between the user
and her environment.

2.2 Sense-Making

An important part of meaning making is the “role of goal-directed bodily activity” ([3],
p.1). In their study, Froese and colleagues discuss the design of interfaces that “serve as
a transparent medium for augmenting our natural skills of interaction with the world,
instead of requiring conscious attention to the interface as an opaque object in the
world” ([3], p.1). This is also enaction.

As mentioned above, enaction claims the centrality of the body in cognition. It is
the movement of the body as a response to a stimulus that creates meaning. Meaning is
constructed through our interaction with the world, directly or via an artifact, where our
senses transfer phenomena to our body, our body responds to these phenomena and
meaning gets constructed through this reciprocal interaction.

This personal meaning-creation takes on a central role in this research. The goal of
this study is precisely to help identify how to design artifacts that address our per-
ception and cognition at the level of personal meaning-making through sensorimotor
coupling. This should provide room for a more phenomenological level of perception.
These newly designed technological products, if transparent to the user and not
requiring conscious attention, promise to offer people the ability to perceive new
phenomena, and consequently the possibility to develop a new, or augmented, sense of
the world. We call this augmented sense-making.

3 Our Approach

We held a series of semi-structured in-depth interviews with experts, all focusing on the
lived body but from different perspectives, in order to identify what elements or
principles these expert professionals consider important when designing wearable
technology from the perspective of pure experience in order to augment sense-making.
Subsequently, we critically discussed the outcome of these interviews with a group of
six professional dancers in a focus group session.
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3.1 The Experts’ Interviews

The interview experts are Marloeke van der Vlugt, a Dutch artist and researcher, Antal
Ruhl, a lecturer in multimedia design, Tom Froese, associate professor and one of the
researchers investigating the so-called enactive torch, and Pierre Lévy, assistant pro-
fessor and expert into Kansei research. The interviews followed a predefined guide an
interview guide and focused on topics such as intimate and wearable technology, pure
experience, meaning and sense-making, senses and augmented sense-making.

Our experts seem to convene that:

• Pure experience can be considered as a naïve state of perception, something that is
felt or lived and that can be expressed immediately without going through any
rational thinking.

• Only trained people, like dancers, are able to recognise their phenomenological
experience, because they have learned to express such experience physically in a
more intuitive and immediate way than through thinking. Dancers are trained to be
aware of their body and of their extensive sensory perception and to identify what
sensory stimuli come from the outside world. They know how to communicate their
individual phenomenological experience to the audience, through dance.

Our experts recognize two ways to augment sense-making: (1) enhancing what one
can sense through the use of technology (as in [3]), or (2) improving one’s sensory
awareness through training, as dancers do. A nice example of a device that provides
sensory augmentation related to a “forgotten” sense is the feelSpace belt [9] that
constantly points at magnetic North by way of a built-in compass and vibration motors
mounted on a belt around the waist. An in-depth systematic study of long-term use of
this belt [9] shows how the spatial perception of the wearer is changed, even when she
is not using the belt anymore.

3.2 The Focus Group

The focus group discussion took place in a room at the premises of dance company De
Stilte in Breda. All six participants, aged 21 to 27, male and female, and the facilitator
sat around a large table. Several questions were asked according to a focus group topic
guide. The topics covered issues regarding the creation of meaning, perceiving “the
invisible”, the language of expression, and role of garments during performance and
training. Due to technical issues, we could not carry out an experiment with the dancers
wearing a specific wearable device. So, the participants’ replies are mainly drawn from
memory instead of from lived experiences.

Among other findings, the dancers turn out to possess an outstanding way to
express their embodied interaction with each other and their environment. But, when it
comes to expressing their phenomenological experience in specific situations verbally,
even their vocabulary seems to be limited. As with non-trained people, during our
conversation they were rationalising their felt experiences and started “thinking” about
how they experienced it, instead of expressing directly what they had experienced. This
is also a sign that the focus group was not the ideal method to understand lived
experiences: the dancers had indeed difficulties understanding what we meant with our
questions and could not always refer to the same phenomenon.
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4 Preliminary Findings

Our preliminary findings, based on the insights gained through the expert interviews
and the focus group session presented above, are that wearable technologies that
augment sense-making should:

Support augmentation: wearable technology should augment, and not substitute, an
existing sense, or trigger a supposedly latent sense that we unlearned through
evolution, such as a sense of direction.

Be transparent: the interface of such wearable technology should be transparent to
the user, non-intrusive, non-distracting. The focus is the primal experience they
enhance, not their appearance or the social interaction they may facilitate.

Allow for sensorimotor integration: to emphasise how our bodily movements
influence our ways of being and thinking, the body and our sensory appreciations
should both play a central role in the design of wearable technology. As in [10],
unconscious perception of touch and movement is important.

Facilitate an intimate experience: The body itself is the main interface for acquiring
knowledge. Additionally, wearable technology should leave room for internal
reflection on both external stimuli and personal phenomenological experiences.

Awake: wearable technology is designed to awaken pre-cognitive awareness.

5 Discussion and Next Steps

The findings reported in the previous section are based on a preliminary analysis of
dancers’ experience. It is debatable whether the focus on dancers is not too narrow and
can potentially hinder understanding how untrained users could experience and per-
ceive the world in this heightened way. Opening up the target group becomes a
necessary next step. Moreover, we need to further extend empirical research on existing
wearable technology to see whether our current findings can be mapped onto them.

In order to achieve this, we are setting up experiments bringing together trained
dancers and interaction design students. Our goal is to capture pure experience data,
through these experiments, for further analysis and to inspire design students through
their encounter with dancers and the exchange of individual experiences. These
experiments will be conducted using a selection of existing sense-augmenting devices,
such as a compass belt similar to the feelSpace belt [9] mentioned earlier.

With the outcome of these experiments, we will design a concept for a
sense-augmenting wearable device inspired by the notion of pure experience and
complying with the principles just described.
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6 Concluding Remarks

Our endeavor to design wearable technology from the perspective of pure experience is
not an easy process. But, the enthusiastic responses of experts in the field of related
domains, such as phenomenology and embodied interaction, and the genuine interest
and valuable insights offered by the experts and dancers we interviewed did convince
us that this is something worth doing. The dancers we contacted indicated their will-
ingness to participate in further studies where they will try out any novel wearable
device we might develop.

Acknowledgments. We wish to thank the dancers and artistic director Jack Timmermans of de
Stilte, Tom Froese, Marloeke van der Vlugt, Pierre Lévy and Antal Ruhl.
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Abstract. We describe a mobile app that allows to enjoy a city experience
through the artistic perspective of an artist. For the Gunter Grass Gallery in
Gdańsk we designed and developed a user experience that presents work of
Grass directly at the original locations. In his “Danzig Trilogy” the Nobel Prize
winner Günter Grass described places of his hometown Danzig (now Gdańsk),
how they used to be in the beginning of the 20th century. With the G:RASS-app
the city gets surrounded by art pieces (text passages, drawings, sketches, audio).
Using mixed reality, visitors can explore Gdańsk from the artist’s point of view.

Keywords: Interactive city walks � Location-based mobile entertainment

1 Introduction

With the ongoing digitalization of cities and widespread use of mobile devices, the
market for location-based services on smartphones is growing. Many available apps
provide functionality for navigation, social interaction, entertainment and sightseeing.
Few mobile applications provide a location-based access to art because there are few
examples with a sound relation between art work and locations. We focus on the
development of a mobile app for experience art fragments of the works of Günther
Grass while walking through the inner city of Gdańsk, the native city of the artist.
Aiming to motivate and empower people to explore their environments and discover
the city of Gdańsk through the perspective of the artist should create a unique and
entertaining experience. The project was initiated based on the insight that we often
spend little time in our hectic daily life on mindfully experiencing our environments
while maintaining a relation to artistic work with locations-based focus. Instead, we
often commute from a start to an end-point in the most effective way and often use that
time to work, read or simply kill time by engaging in social networking or playing
mindless games on our smartphones. As a result, we are less aware of our surroundings
and the exciting or beautiful things it might hold. The growth of digitization and the
GPS-functions of mobile devices offer the possibilities to make cities playable and
experience them in a whole different way. Also, it is possible to shape the city towards
a given artistic experience without changing it in real life. Our aim was to represent
Grass’ work in a playful, entertaining and unusual way.
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Similar projects differ in the way they present artistic content. The app “Flaneur”
[1] developed for the public library in Düsseldorf uses cutouts from literature, films and
music and brings them to bizarre places of the city. The quotations, film parts or songs
are chosen to underline the peculiarity of a certain place. The aim of this app is to bring
back the serendipity of using digital libraries by offering media elements depending on
the user’ location. “A secret golden age” [2] is a mobile app project by the University
of Edinburgh, which is made for long-term Edinburgh residents and first-time visitors.
After choosing one of five available routes, the mobile application leads you through
the city of Edinburgh. On specific spots the application provides recent literary research
and historical information as well as literary extracts along the way. The application
focuses on literature written in English and Latin. Furthermore there is a project from
the University of Iowa, “The city of Lit”, that also exploits the user’s location for a
literary experience. Examples of geo-tagged events include locations of local readings,
former dwellings of resident writers, and fictional or real Iowa City locations referenced
in literature. Based on this, the user can take a literary stroll through the Iowa City [3].
The Bux app makes it possible to discover Zurich from eleven different authors’ points
of view. They guide you to the certain places to get the quotations and for example
pose virtual with you for a photo. For this app, the Zurich University of Arts, the
Commission for Technology and Innovation and different publishing companies
worked together [4]. The technical concept of our app was also based on STOYL, a
location-based approach to music listening with a serendipity-based approach to
experience the music library of other users [5].

2 Concept and Implementation

G:RASS [Gdańsk: real and simulated spaces] leads the user along the route of motifs
taken from Grass’s books. This project is based on digital media and mixed reality
technologies, implemented thanks to the collaboration between the Gallery and the
University of Applied Sciences Düsseldorf, in result of the partnership within the
Creative Europe project – The People’s Smart Sculpture. The authors of the script are
Piotr Wyrzykowski, a visual artist familiar with mixed reality projects and the poet
Andrzej Fac. The main idea of the app is going out into the public space (both virtually
and physically) to rediscover it through the oeuvre of Günter Grass. Prinz – the dog
from the novel “Dog years/Hundejahre” (one of the three novels of the so-called
Gdańsk trilogy) becomes the city guide, taking the users on a walk through Gdańsk and
leading them to selected places full of different surprising pieces of information and
sensations. One of the main goals of this project is its accessibility – physical, cultural
and financial. That is why the app is free of charge, and its content is friendly to all
kinds of users regardless of age or education. It has been prepared not only for the
inhabitants of Gdańsk, but also with a view to the foreign visitors – hence it can be used
in three languages: Polish, German and English. Günter Grass was a very distinctive
person. He is famous as a writer, but was also sculptor and painter. Aim was to filter all
his work and convey it in a multimedia way by connecting it with the real surround-
ings. Here it was very helpful to have a Günter-Grass-expert joining our team, who
knows about his complex work and the person. Our first step was to work through
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Grass’ “Danzig Trilogy” where he describes several places in Gdansk. The novel “Dog
Years” was the main inspiration for this project and based on this, we selected eleven
locations in the city. Aim was to develop a tour that takes about an hour. Also, using a
dog as guide that leaves a trail where to go next was a good way to illustrate selected
perceptions. When a quotation was talking about the smell of fire, an illustration of a
sniffing dog augments the quote (Fig. 1).

Every station is designed in a special way using illustrations, photos, quotations and
sound recordings. The illustrations are inspired by the drawings of Günter Grass, which
are presented in the gallery. During the project, we received significant help from
institutions based in Gdansk. For example, when we needed recordings from a choir,
we collaborated with the main choir of the city. At the amber market, we placed photos
of an amber sculpture made by a contemporary local artist. Initial tests showed that the
usability is easy and self-explaining by using mostly symbols (Fig. 2).

The G:RASS application was developed as a mobile app for the Android operating
system. The system was implemented with the Unity3D version 5.4 game engine,

Fig. 1. Interface and design elements from the G:RASS mobile app

Fig. 2. Interface and design elements from the G:RASS mobile app
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because it provides easy integration for multiple deployment platforms and fast pro-
totyping possibilities. Due to the limited possibility of continual presence at the
location the use of Unity3D also facilitated the remote testing and development directly
on Windows computer. Marker-based AR tracking was not possible in this case
because of the changing light situation during its outdoor use. Instead, we used a
GPS-location based positioning approach to approximate the world position of the
device. At key locations in Gdansk the content aligns according to the cardinal
directions using the plugin GyroDroid for sensor fusion.

3 Conclusion

Valuable information for future improvements of the app was collected in a workshop
with students from Gdansk. Around 20 students aged from 16 to 19 years participated
in the workshop. After a short introduction of the content and functions of the appli-
cation, the students offered suggestions for its additional features and further
enhancements. The following remarks originated from the workshop: ‘The app should
contain a lot of interesting functions’, ‘…be safe for the user’, ‘…contain translations
in various languages’, ‘…take little memory space’, ‘…contain colourful characters
and interesting plot’, ‘…be accessible to everyone’, ‘…give opportunity to create your
own avatar’, ‘…contain elaborate graphics’, ‘…have an option of guide selection’, ‘…
have an option to choose a short or a longer route’, ‘…contain short information about
the places’, ‘…be accessible to a greater number of devices’.

This paper described the design and development of G:RASS, a mixed reality app,
that shows Gdańsk from Grass’ point of view. The application shows that his work
isn’t bound to the medium of a book and can be integrated in a mobile app using
different media. Therefore, it can be easier available for young users, tourists or people
who want to discover his work in another way. The work shows that the mixed reality
function offers an interesting way to present artistic information in real city spaces. This
opens new opportunities to access literature for new user groups.
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Abstract. Urban placemaking can deepen the sense of place, including with
novel technologies. Placemaking seeks to revitalize public spaces, attract
investment, and rally stakeholders. How can play help to position residents as
storytellers and circulators of key images tied to local history? This study shows
how play can leverage smart city technologies, including urban furniture and
rebuilt payphones. Game mechanics were selected to gather crowds at local
monuments, generate pictures of the group tied to local mythology, and auto-
matically circulate images online. In contrast to “app” based approaches, the
design facilitated cross-platform “spread” for local storytelling. The study shows
how placemaking can benefit from physical objects and hybrid interfaces to
facilitate the circulation of local placemaking narratives.

Keywords: Playful � Smart city � Tangible object � Placemaking � Stories

1 Introduction

The movement for “creative placemaking” offers a growing opportunity for games in
smart cities and neighborhoods. Placemaking seeks to revitalize public spaces and
bring together local actors to shape the character and experience of a neighborhood.

Recent shifts in placemaking have made pervasive games [1] especially relevant.
The placemaking movement has expanded beyond branding and architecture to include
creative activities that deepen our sense of place and attachment to it [2]. Games offer a
powerful way to design such activities, especially as our places become hybrids of
physical space and digital information flows [3].

Smart cities have a growing range of basic technologies available to facilitate
placemaking, from screens embedded in public space [4] to mobile media [5] that move
with residents. Beyond sharing information, technologies can facilitate social activity
and transform how we experience a place [6]. Play can further deepen our sense of
place, even functioning as a form of urban planning [7]. Structured games can leverage
smart city technology, for example by co-opting existing urban screens as part of
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festivals [8], and reaching consumers in the “app economy” with locative games [9].
But how can games position players as active placemakers themselves?

A novel strategy for games is to facilitate the circulation of placemaking stories and
images. Circulation is necessary for citizens to discover local stories from each other,
spread the stories they care about, and bring historical facts into lived culture. Content
for circulation includes the photographs of iconic buildings, tales of local history, and
testimony about cultural assets. Games can position players as direct circulators of
multimedia, and as live performers drawing attention to public space.

To maximize circulation across platforms, this study advances two design strate-
gies. First, for games in smart cities this study explores the use of smart tangible
objects to connect the circulation of bodies and digital media. Such objects facilitate
street-level storytelling, while also serving as hybrid interfaces [10] to guide players
through space, providing clues and feedback. Second, rather than focusing player
attention inward to game content, this paper investigates content as spreadable media
[11] that is optimized for players to circulate across their personal networks, including
with web links that can easily be shared or reposted.

2 Game Design and User Trials

A game prototype called Sankofa Says was developed for a small California city that
was already pursuing placemaking. The game took place over a weekend in a 10-block
area, during a game festival that brought many visitors to town for the first time.
Content was developed in consultation with the local historical society.

Playing involved gathering crowds at local monuments, performing as historic
characters, taking cellphone pictures, and calling a cloud-based hotline for group trivia
questions about the neighborhood. The technical design connected multiple platforms,
including cloud-based audio hotlines, picture messaging, and smart tangible objects
(e.g., a rebuilt payphone containing a Raspberry Pi computer [12]).

Players gained points by gathering in crowds at historic landmarks and key sites.
Team members earned additional points based on the size of the group, encouraging
recruiting. Parades formed as groups walked between landmarks, sometimes sponta-
neously and sometimes led by game facilitators with megaphones.

At each landmark, players used their cellphones to dial a smart hotline. The hotline
recognized each player using caller ID, and gave them information on the current
crowd. New players could sign up by phone to join the crowd at any time. After
players’ individual calls, the crowd staged a group photograph at the landmark (e.g.,
the site of a famous battle – see Fig. 1).

When the crowd submitted a photograph (using the phone of any one participant),
the game system reposted it automatically to a blog for that landmark. The result was a
public narrative of what happened at that landmark, including pictures and a record of
players who joined the crowd (using their first name or pseudonym of choice). Later,
the best pictures for each landmark were moved to the top of the page.

A rebuilt portable payphone served as an object to spark curiosity – and as a
recruiting station. The payphone included a loudspeaker system that was used to
announce special events at landmarks (Fig. 2). For example, players might be told of a
special guest arriving at a nearby landmark in 15 min.
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When players lifted the handset, the rebuilt payphone played audio that invited
them to learn more. “Press 1 to play,” and “Press 4 for more on the city” were two of
the options. Many were curious about the payphone itself.

Local, pre-existing payphones were also incorporated into the game route. Two of
the landmarks featured working payphones in the city that required quarters to play.
One served as the gathering spot for what local news outlets have proudly insisted is
the “World’s Smallest Main Street,” next to an antique store.

Mixing old payphones with the history of the city helped embody the idea of living
history. Placemaking often relies on historic assets that can be repositioned to tell a
story of local distinction, creating in the process a new vision for where the community
will go in the future. Payphones are ideal for stories about urban futures, as they
embody a blending of physical and communication infrastructures [12].

After the game, news websites and local blogs covering Sankofa Says told their
own stories of the city. Additionally, a planning meeting for the city’s Centennial

Fig. 1. Screenshots of player phone during game, and resulting webpage

Fig. 2. Rebuilt payphone as tangible object (left); social and paper media (right)
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Celebration included a review of pictures taken of the game, leading to a discussion
with the Chamber of Commerce about how to continue the placemaking.

In total, more than 30 players directly engaged with the game, and several hundred
observers and peers were involved in the story circulation. The game’s structural role
was then analyzed through more than a dozen participant interviews, “post-mortem”
sessions with notes, and interviews with stakeholders (e.g., the local historical society).
Beyond individual effects, the game shifted the circulation of placemaking stories
during its trial run – both in person and online.

3 Discussion and Conclusions

This case investigated the use of games for placemaking in smart cities and commu-
nities. In contrast to the tradition of secrecy and conspiracy of Alternate Reality Games
in public space [13], placemaking seeks publicity, transparency and building trust
around the core narratives. This study advances how games can facilitate the circulation
of stories, including through designs that make players visible in the city, center
competition on gathering crowds, encourage taking pictures at iconic sites, and auto-
mate the reposting of key photographs online.

Design choices for game infrastructure can help to position players as active cir-
culators of stories, and thus as placemakers. For smart cities, one strategy is to combine
smart tangible objects (including urban furniture like rebuilt payphones) [14] with
traditional print media for gameplay [15]. Other urban furniture that might be similarly
deployed includes bus stops, newspaper boxes, and even smart benches (as the authors
have done in other interventions [16]). Avoiding the “app economy” of mobile phones
can also increase accessibility by reducing the need for downloads.

Authenticity and accountability to the community are central to placemaking
concerns, including the process of choosing which landmarks to emphasize. Authority
shifts when games empower players, and this study revealed some of the fault lines –
and strategies to manage them. Working with historians and community organizations
can help inoculate designs to the risk of excessive deferral to business visions of
neighborhoods [17], and the shallow notions of culture that can arise in place-branding.
But there remain uncertainties in play (and in fact, uncertainty is a defining charac-
teristic of games [18]). In Sankofa Says, historians were consulted on the recommen-
dation of organizations with broader stakes in the community. Yet the game
encouraged visitors who were new to the neighborhood to take pictures and circulate
local knowledge in their own words. Risks come with such openness, even as par-
ticipation is guided by the structures and seed content of the game.

In an age of hybrid interfaces, new tactics are needed for creative placemaking. As
this study showed, games are one way to advance placemaking by spreading digital
stories tied to physical experiences and crowds. To be effective at circulating stories,
games may need to encourage crossing platforms rather than using a single app, object,
or form of media. Yet the ethics and permissions of play raise distinct challenges. It
will be up to communities to invest in games as a placemaking strategy.
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Abstract. This paper presents an augmented reality smart city gaming concept,
Magic Run. Magic Run has entertainment value and fulfills its’ original brief,
but several aspects of the game were found to be problematic during a workshop
with smart city researchers. We present problematic aspects of the game as well
as ideas for how to redesign the game to control or ameliorate problematic
interaction between future smart city players and bystanders.

Keywords: Augmented reality � Smart city � Pervasive games
Speculative design � Design fiction

1 Introduction

With smart city initiatives popping up left, right and center, questions that have con-
founded city planners and social scientist for centuries once more inscribe themselves
in the physical environs and at the top of our agendas; who and what is the city for?
According to a definition from the Centre of Regional Science at Vienna University,
“smart cities” are characterized by (1) smart economy, (2) smart people (3) smart
governance, (4) smart mobility, (5) smart environment and (6) smart living [8]. Many
visions and definitions of smart cities firmly focus on information technologies that
optimize resource flows of various kinds (food, people, traffic, decisions etc.) in a
top-down manner, and it has been suggested that such visions are compatible with
authritarian agendas [9]. What can be unequivocally stated is that many visions, by
almost exclusively focusing on technologies, become bloodless and lack ideas or
suggestions about how humans will live their everyday lives and partake in various
social practices [16] in the smart cities of the future [4]. So is the future smart city
primarily an efficient machine for transporting goods and people hither and dither or is
it also a space for spontaneity, interaction, leisure and free play?

We assume the latter and here describe a student project that resulted in a concept
for a pervasive augmented reality game, Magic Run1. The game concept has since been

1 For more information about Magic Run, see the powerpoint presentation, the book chapter and the
short concept movie at http://fom.csc.kth.se/archive/.
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“leveled up” by running it through smart city researchers who have scrutinized and
noticed various troubling elements of the proposed game. We have then together
redesigned the game by suggesting various improvements and suggestions for how the
gaming concept (Magic Run 2.0) could be redesigned to better fit the reality of the
smart future city.

Magic Run is a design fiction scenario [3, 7] that we believe could be realized 5–15
years from now; shorter if we assume Google glasses or goggles and later if we insist
on digital contact lenses as the display technology of choice. The main challenge that
Magic Run attempted to solve (or ameliorate) was an imagined future where an army of
well-entertained couch potatoes did not get enough exercise [15]. Magic Run was our
proposal for getting people outdoors, getting people to run and getting people to
interact in and with public spaces.

2 Magic Run

After a long day at work you leave the office to go for your daily run and head to the
nearby park. As you enter the park, butterflies appear around you and fluffy, friendly
clouds cover the sky. It’s time to warm up! Bright yellow stars start to appear over your
head and you jump up and down trying to catch as many as you can in one single
minute. After that minute has passed, your score shows +500 - a new highscore!
Accompanied by the magical butterflies you let your pulse calm down while you run at
a comfortable pace. But you shouldn’t get too comfortable with that pace because now
it’s time for a sprint. A Magic Run colibri appears out of nowhere, flutters teasingly in
front of you and then shoots ahead. You speed up and try to follow the colorful bird. As
you catch up and your hand touches the colibri it disappears in a cloud of sparkles that
earns you another +500 points.

This concept, Magic Run, has been developed to motivate people to exercise
outdoors, transforming an activity that some might consider boring into a game,
thereby tapping into additional sources of motivation. The original source of inspiration
was the game “Zombie, Run!2” as well as the immense success of the location-based
mobile game Pokémon GO (it was downloaded more than 500 million times in the
eight weeks following its release3). The Magic Run prototype combines the fun game
mechanics of popular platform games (e.g. Nintendo’s Mario games) with outdoors
exercise. The user becomes the main character of the Magic Run game and the real
world becomes a game world that the user interacts with through the movements of her
own body. While the jury is out as to the sustained effects of gamification efforts in
relation to medium- or long-term behavior change [10], we also note the huge popu-
larity of apps that track and support exercise and fitness in the form of walking, running
and cycling. The most popular app, RunKeeper4, has 50 million users and we therefore
assume there will be a market for a well-designed augmented reality app in that space.

2 Six to Start and Naomi Alderman, 2012. See further https://zombiesrungame.com.
3 See http://pokemongo.nianticlabs.com/en/post/headsup.
4 FitnessKeeper, 2008. See further https://runkeeper.com.
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The user can interact with Magic Run game objects in various ways, enabling
different types of exercise. Collectables like stars are located above the user’s head,
encouraging her to jump, and catching a fast magical bird gives a concrete purpose to
sprint intervals. These minigames bring more playfulness to the daily run, helping the
user improve her physical fitness and overall health. It is possible to play Magic Run
alone or together with others (cooperating or competing).

To implement Magic Run, we expect future augmented reality glasses or goggles
that can augment the real environment with digital content. Combined with GPS
technology and a depth sensor, it ought to be possible to play Magic Run in the near
future. While designing the game, weaknesses and deficiencies of available tech-
nologies should be kept in mind. Hovering objects like butterflies and clouds are easier
to blend into the environment than a tree that grows from the ground up, and a colibri
(floating in mid-air) is preferable to rendering a rabbit running on the ground (which
was part of the original game concept). Smart design of the game world can thus help
obscure flaws and alleviate weaknesses of the current state of the art of augmented
reality technologies.

3 Augmented Reality Game Challenges

The success of Pokémon GO5 has led to many questions about health and safety. While
the game does get people out and moving, including parents playing together with their
children [17], there have also been reports of people engaging in problematic or
dangerous behaviours, for example trespassing, suboptimal parking or risky driving
[12]. There is also parental concerns about safety in real-world environments [17], not
the least due to examples of a blatant lack of normal risk assessment; four teenagers had
to be rescued from a vast mining complex where they had gone to catch Pokémons [5]
and two men in the US accidentally fell off a cliff while playing [11]. An informant in
the study by Sobel et al. [17] pointedly said “I don’t want my kids to be the dumb
dumbs who fall of a cliff or [get] run over by a car because they [are] too engaged.”
Media reports of dangers often emphasize straying into the wrong places, but the more
widespread risk is that of movement in combination with reduced environmental
awareness of road traffic [6]. This ties back to early examples of mobile gamers
“colliding with strangers when playing” [2], but, if this happens while walking, what
then are the possible consequences of playing while running? The faster speed and the
shorter time to react to dangers together with the excitement of the gameplay and a lack
of attention to the surrounding non-virtual environment could be a toxic cocktail. These
dangers are an intrinsic part of the game and they represent problems the original
Magic Run game design did not consider.

Beyond these direct risks, it is also possible to imagine that various forms of
“non-conformist” behaviour could elicit negative reactions from bystanders. In a text
that received much attention, Akil [1] discussed risks for black American men to play
Pokémon GO in light of the possibility that (a) someone calls the police because a

5 Niantic, 2016. See further: https://support.pokemongo.nianticlabs.com.
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black man is exhibiting unusual or inexplicable behaviors and (b) some policemen
might be prone to use powerful means to “control” the situation, up to and including
employing potentially deadly gunfire. If mere existence in public spaces (being at the
wrong place at the wrong time) can put black American men in harm’s way, what then
about someone inexplicably jumping, running, panting, shouting or suddenly changing
direction and running towards you? The risk that such behaviors could frighten people
in public spaces and elicit potentially dangerous reactions seems quite high (especially
in societies where gun ownership is widespread). The disproportional distribution of
such risks between social and racial groups points at the need for broader change in
society. Still, the risk that all groups and all types of players can be misunderstood and
perceived as behaving in dangerous ways is something that to the highest extent
possible should be mitigated by redesigning the game.

It should be noted that some researchers have pointed out that most pervasive,
location-based and mixed reality games are designed to provide players with limited
experiences, e.g. “The majority take the form of treasure hunts, where players must
visit real-world locations in order to tick off game-world tasks” [14]. While the call for
games that provoke, that cause “anxiety and exhileration” and that are designed to be
“in opposition with, or disruptive of, social rules of the environment in which they are
played” [14, see also 13] is extremely intriguing, we deem it less suitable in this
particular context as we potentially are dealing with people’s health and safety.

4 Redesign and Outcome

If Magic Run and similar games potentially endanger the lives of its users, we urgently
need to discuss possible changes in the design of the game. We will briefly discuss
three avenues of thought to that effect, the first being aimed at increasing the security of
bystanders, the second at increasing the safety of players and the third discussing
emergent norms that mediate between bystanders and players.

Bystanders. It is crucial to redesign Magic Run in such a way that it does not become
a public disturbance, for example by avoiding rewarding or encouraging behavior that
could lead to annoyance or anxiety in bystanders. Jumping up and down in the same
place (catching stars while warming up) might be ok but making giant leaps over
imaginary obstacles less so. Using a large stone or a bench as a stepping stone to jump
and reach higher could be a borderline case. It is an open question whether the game,
using microphones, should penalize shouts and other outbursts that could worry
bystanders, even though it would be thought provoking to for example encourage
players to shout simultaneously (also enabling them to identify each other). The
implications for public safety, anxiety and annoyance unfortunately highlights an
innate tension with some of the core pleasures of playing the game (i.e. jumping up in
the air to catch an imaginary star, see further Fig. 1 below). It might be possible to map
game content to physical aspects of reality by aligning the placement of stars that can
be caught just below trees with low-hanging branches. It would not look particularly
strange to jump at such a place in comparison to jumping as high as you can “in the
middle of nowhere”.
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Players. The safety of players is very important as aspects of physical reality - dan-
gerous terrain and especially traffic – could constitute risks for players. One possible
solution is to restrict the game in space, making sure that it is only possible to play
Magic Run in geofenced “safe” areas (for example in parks or designated forest or
jogging trails). This opens up questions of how such spaces should be selected and by
whom? We suggest a tight integration with data from geographic information systems
(GIS) to find suitable areas. Such top-down data can however be incorrect or out of date
and we would also suggest bottom-up approaches. Assuming that runners in general
tend to seek out areas that are suitable for running in terms of safety and comfort, a
running app such as Runkeeper could be mined for data about suitable locations and
tracks in much the same way that Niantic used the database from their previous
location-based game, Ingress, in the design of Pokémon GO.

Emergent player-bystander norms. Just as bystanders now understand that people
seemingly talking to themselves most probably are talking in a mobile headset, we here
assume that norms and practices around an augmented reality game like Magic Run
would change over time. It could for example be the case that players prefer to use
tight-fitting goggles rather than glasses and that such goggles will become the equiv-
alent of a headset - signaling that the player is partially enclosed in a virtual world. This
would furthermore seem particularly probable if the player is dressed in a tracksuit.
Playing only in certain (geofenced) areas would also make it easier for both players and
bystanders to successfully negotiate the use of public spaces despite the fact that there
again is a basic tension between the sheer annoyance of bystanders minding their own
business (strolling, having a picnic etc.) in relation to the chance that a player becomes
absorbed in the gameplay to the detriment of other people’s use of public space.

Fig. 1. In the same way Mario jumps to catch stars and prizes in classic platform games, so
could you become the hero of your own game by combining gameplay with moderate or
vigorous exercise.
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Space does not allow us to elaborate on these and other suggestion here but for one
last idea. If augmented reality glasses become popular, it would be possible to imagine
that bystanders are allowed a limited shared augmented reality view, for example in the
shape of visible slipstream (glitter dust or some other customisable visual effect) that
would follow Magic Run players and that would help bystanders understand players’
mildly unorthodox behavior in public spaces.

5 Future Research

While we have concentrated on a limited number of issues in this short paper, e.g. on
increasing the security of bystanders (by not freightening or annoying them) and on
increasing the safety of players, it is possible to discern specific themes in the paper that
we suggest should be addressed by future research. We need more research on:

– Social and power-related issues in relation to the unequal risk of becoming the
object of suspicion by others.

– Evolving signaling strategies and the negotiation of acceptable behavior in the
nexus of (novel) technologies and social practices in public spaces.

– The creation of more site-specific experiences through the sourcing of geo-data
about features of the urban environment and bottom-up data about (in this case)
runners’ preferred routes.

– How to protect players from road traffic and other unsafe situation by manually or
automatically geo-fencing suitable tracks or spaces for players.

6 Discussion

We have here presented a concept of a smart city pervasive augmented reality game,
Magic Run. We have also discussed possible complications when the game is played in
public spaces in the future smart city as well as some suggestions for ways to ame-
liorate said problems. Visionary Xerox PARC researcher Alan Kay said almost 50
years ago that “the best way to predict the future is to invent it”. While Kay and his
collaborators at Xerox PARC literally built parts of the future we now live in from the
hardware and up, we have instead designed the future through the use of a speculative
design scenario [3, 7]. By doing so we hope to open up the space for debate, dis-
cussions and social dreaming [7] about the future smart city to broader groups of
participants than just engineers and software developers – because the city belongs to
everyone who lives there!
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Abstract. This paper offers three inspirational design patterns for sparking
social play between unacquainted people in public and semi-public spaces. The
intention is to support developers in appreciating and articulating possible
approaches in creating physical or digital artefacts as interventions that encour-
age unacquainted people to play together in urban areas. As part of a broader
selection of design examples with such social effects, we present three inspira-
tional design patterns related to the notion of rhythm: “Sharing Vibrations”,
“Actions That Need Another”, and “Crosswire Outputs”. Although the creators
of our accompanying design examples did not explicitly propose them neither as
games, nor urban interventions, we believe that they have strongly playable
qualities that can help inspire opportunities to increase playability in unexpected
moments in city places.

Keywords: Design patterns social interaction � Social play � Urban icebreakers

1 Introduction

To foster the hospitality and openness of a playable city [27] we propose that social
play experiences are crucial as both ends and means. Playable cities have great
potential to increase the sociality of cities for both residents and visitors. Shared playful
interactions in urban environments may result in greater social cohesion, senses of
belonging and community [14], and perceptions of welcome-ness. Thus, playable cities
share many of the characteristics of other attempts to provoke more interpersonal
contact between unacquainted people in public places. Increasing the likelihood of
strangers interacting also increases the chances that they might play together. For a
fresh perspective on facilitating co-located fun in our cities, playable city advocates
might look towards a wide range of art and design experimentation specifically con-
cerned with fostering new encounters between unacquainted people.

In many situations, play between people can be difficult because people feel inhibited
for various reasons. The reasons vary from person to person, and from situation to
situation; however, in general such “social boundaries” [28] can be said to originate from,
for example, cultural norms, personality characteristics like shyness, lack of awareness of
common groundwith the other possible players, and the risk of being embarrassed. In this
paper, we zoom in on three possible inhibitors of social interaction in public spaces and
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present some simple advice and diverse examples as to how these barriers may be
overcome. Practitioners and researchers frommany fields have proposed awide variety of
interventions [26], gadgets [5, 25], installations [10], objects, and apparel [16] to support
initiating interactions between co-located people). However, a systematically presented
collection of existing social icebreaking design examples appears lacking. To address
this, we have been conducting an ongoing design space review examining diverse
examples of both high and low-tech efforts for sparking social interactions. Crucial to
informing this design space investigation has been our facilitation of an international
series of workshops in which interdisciplinary teams comparing and critiquing diverse
examples of possible social icebreakers, drawn from many fields [19].

Our intention in developing inspirational design patterns is to provide stimulus
rather than prescriptions. This is in the spirit of Jonas Löwgren’s suggestion to
“broaden the repertoire of the interaction design community” with inspirational pat-
terns for embodied interaction [13]. We do not aim to provide an exhaustive taxonomy
of all the possibilities for designers to facilitate playful interactions as the range of
means by which technology may influence interpersonal encounters is potentially
endless. We also do not intend to rank the effectiveness of different design strategies
against each other in absolute terms, as contextual factors are hugely important for the
success of any playful social catalyst design [2, 9]. Thus, similarly to influential notion
of “strong concepts” for HCI [11] we make no claim at universality for our patterns.
Also similar to strong concepts, successful use of inspirational design patterns requires
skills and knowledge of particular contexts. The inspiration patterns offered follow a
similar form but are different in scope and content to previously published other subsets
of patterns that focus on proximity [18] and filtering of encounters [19].

Finally, this work complements the work of [23] in outlining the design space and
design challenges for interactions between strangers. The examples we present to
illustrate our design patterns are broader than only urban oriented. We nevertheless
hope our focus on the fostering social encounters may be a useful complement to other
descriptions of interventions concerned increasing the playability of cities [21] and
related experimentation with pervasive gaming [6]. The inspirational patterns we offer
may help foster informal social play in their own right, or can be social icebreakers that
help facilitate more structured forms of collaborative play or multi-user games.

We draw upon Alexander’s original format for presenting design patterns [1] in the
following three subsections. We give each of our inspirational patterns a short name
and after this (in italics) offer possible problem statement concerning initiating social
interaction. Then we offer a one-line summary of a possible way to think about this
challenge, before presenting two examples that illustrate each abstraction. After the
pairs of design examples we offer a brief speculation concerning how each inspiration
pattern might be applied in designing playful cities.

Sharing Vibrations

It is easy to ignore the presence of other people and not consider that our actions may
effect them.

We argue that physical sensations that increase awareness about the presence of
other people can also increase the chances of lightweight social interaction.
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Gravicells by Seiko Mikami and Soto Ichiwaka (2004) is a digital installation that
offers a simulation of the forces of gravity. Visitor movements are detected by floor
based sensors that trigger audiovisual effects [3:23]. Most striking are the dynamic black
and white ripples projected on the floor around each visitor. The presence of more than
one person on the floor causes more complex patterns to be projected. This effect is
somewhat akin to the intermeshing of radiating ripples on a pond when two thrown
stones perturb the water surface at different points (author’s personal observation).

Net Berlin by Numen (2013) is part of a series of gigantic multi-layered
hammock-like installations. This iteration consisted of multiple levels of interconnected
rope nets that invited visitors to explore by climbing and rolling, or simply lounging
around [24:13]. Vigorous movements of visitors in non-digital installation caused
vibrations that could be felt throughout the whole structure, and even gentle move-
ments could be detected across and between different levels. This was because a
portion of net that functioned as a floor for one participant, could simultaneously also
be a ceiling or wall for another participant.

This pattern appears especially ripe for supporting the transition between parallel
play and “interference play” [7, 15].

Actions That Need Another

Initiating interpersonal contact can be difficult without any practical reason.

Create opportunities and challenges that require assistance from another person to
encourage collaboration.

SHARE by Stephanie Chen (2007) is a flattish box comprising four drawers for
serving sushi. The four drawers all face in a different direction. A handle-like ribbon is
attached to the front of every drawer. A mechanism inside the box prevents drawers
being opened individually. To access the food requires two or more people pulling
several ribbon-handles at the same time from different directions [4].

Friendly Twist by Coca Cola [20] was a set of bottle cap designs distributed by a soft
drinks company as part of a promotional campaign. The cap of each bottle was designed
so that it could interlock with the cap of other bottles in the campaign. Furthermore, the
bottle was sealed very tight, so that it was only possible to unscrew the cap through
dovetailing and twisting the cap of one person’s bottle with another person’s bottle.

We suggest the interdependency [12, 17] that this pattern exploits has potential for
eliciting collaborative playfulness and can be considered for applying to playful
designs that require not only instrumental use of hands, but almost any other sense-able
body part, action or state.

Crosswire Outputs

It can be difficult to notice and appreciate the actions of another person.

Make the actions of one person appear as if they are done by another person in
order to provide shared elements of surprise and bewilderment.

Remote Furniture by Fujimura (1999) is a pair of motorized, connected rocking
chairs. Activity in either rocking chair is detected by movement sensors that cause
actuators in the other chair to move a corresponding amount, thus creating a kind of
echo, or mirror of rocking motors in the opposite chair [8].
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Reversed Megaphone by Caspar Obrø and Mads Hobye (2011) is another pair of
recognizable artefacts: namely two megaphones. The mic and loudspeakers of each
megaphone are cross wired with each other so that audio inputs to one megaphone are
transmitted to, and amplified by the other megaphone (and vice versa) [22]. When two
people are using a megaphone each, a boisterous form of ventriloquism results.

In addition to provoking various forms of playing with identity, this pattern may
also offer a route to many other kinds of shared amusement such as personal expres-
sion, teasing, pranks and turn taking games.

2 Conclusion

We have presented three design approaches (or patterns) that we hope can provoke
designs for promoting social play between collocated strangers. The patterns build on
the notion of mutual rhythm (i.e., coordinated and synchronized action) that would be
created in physical and digital artefacts. The provided examples are part of a broader
collection of designs that manifest various approaches to encouraging collective action
and play between unacquainted people particularly in public spaces and urban areas.
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