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Preface

Speech processing and localization/tracking of acoustic sources have a significant
role in the automation of several applications, including video conferencing with
audio-based camera steering systems as well as surveillance systems. In such
applications, it is essential to localize the speaker as well as any acoustic experi-
ence. Furthermore, localizing noise sources around/in a moving car environment is
an active research area. These applications require preprocessing stage for speech
enhancement based on automatic Direction of Arrival estimation (DOAE) of speech
sources. Multi-DOAE is indispensable in real acoustic environments, such as
mobile active speech sources.

Several outstanding DOAE techniques, such as Maximum Likelihood
(ML) method, estimation of signal parameters via invariance techniques (ESPRIT),
multiple signal classification (MUSIC), and Local Polynomial Approximation
(LPA), can be employed in the speech sources DOAE and localization. Currently,
the DOAE and localization contexts have an outstanding theoretical basis for
several practical applications; however, it is still an embryonic research domain.

This book supports the researchers, designers, and engineers in various inter-
disciplinary domains, such as engineering, speech processing, mobile communi-
cation, direction of arrival estimation, and localization to explore the broad vision
of the DOAE/localization of speech sources. The book introduces the concept and
model of the acoustic sources. Then, it highlights the most contemporary studies on
this pervasive problem. The book provides a brief overview of the most classical
direction of arrival estimation and localization techniques. In addition, employing
the optimization algorithms to improve the DOAE techniques is also highlighted.
The book addressed the concept and principles of the multi-DOAE approaches.
Using a microphone array, this book introduced the localization and tracking
problem of multiple speech/acoustic sources. It includes applications of speech
sources localization based on the DOAE approaches. The book reports the chal-
lenges facing the DOAE techniques in speech sources localization.
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The unique features of this book include:

• Provides a solid background on the concept and model of the acoustical signal
and sources.

• Offers a brief overview of the most classical direction of arrival estimation and
localization techniques.

• Explores the role of optimization algorithms to improve the DOAE techniques.
• Highlights the concept and principles of the multi-DOAE approaches.
• Introduces the localization and tracking problem of multiple speech/acoustic

sources with highlighting the most contemporary studies on this pervasive
problem.

• Discusses several applications and real-life speech sources localization based on
the DOAE approaches.

• Reports the challenges facing the DOAE techniques in speech sources
localization.

Kolkata, India Nilanjan Dey Ph.D.
Tanta, Egypt Amira S. Ashour Ph.D.
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Abstract

Sensor array processing has various applications in speech processing, sonar, radar,
seismology, and wireless communications. Speech sources’ localization and
Direction of Arrival estimation (DOAE) of radiating sensor arrays is considered a
central signal processing research topic. DOA estimation systems receive the data
from the sensor array in order to estimate the incoming signal’s Direction of Arrival
(DOA) for further localization of the speech source. Localization of the signal’s
source has been used in military location finding systems, in radar systems, in
navigation, in tracking of several objects, and in various other applications
including mobile communication systems. Sensor array processing has various
applications in speech processing, sonar, radar, seismology, and wireless commu-
nications. Speech sources’ localization and Direction of Arrival estimation (DOAE)
of radiating sensor arrays is considered a central signal processing research topic.
DOA estimation systems receive the data from the sensor array in order to estimate
the incoming signal’s Direction of Arrival (DOA) for further localization of the
speech source. Localization of the signal’s source has been used in military location
finding systems, in radar systems, in navigation, in tracking of several objects, and
in various other applications including mobile communication systems.
Technological advancement in the fixed electronic devices, including teleconfer-
encing and video systems as well as in the mobile electronic devices, including
laptops and cell phones, increases the speech communication popularity in several
contexts. Moreover, the increased communication demands between users require
new services of better quality. Generally, blind handling of the microphone audio
signals without prior knowledge of the signals has been developed to enhance the
recorded speech. However, in order to improve the speech communication quality,
it is essential to consistently determine the location of the speakers (speech source).
Consequently, localization methods of speech/sound sources become the milestone
for the speech enhancement methods that provide the sources’ spatial information.
Furthermore, the acoustic direction estimation problem in sonar is considered an
open research area. High-resolution DOA estimation/localization algorithms and
techniques become the main research area in array signal processing to track for
example the mobile speech sources. In numerous audio/speech signal processing
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applications, DOAE of multiple mobile sound sources is a significant phase. This
book is interested to support researchers, designers, and engineers in various
interdisciplinary domains, such as engineering, speech processing, communication,
direction of arrival estimation, and localization fields to ensure that the broad vision
of the DOAE/localization of speech sources is well established. The book intro-
duced the concept and model of the acoustics sources and models. Afterward, it
highlights the most contemporary studies on this pervasive problem. The book
provides a brief overview of the most classical direction of arrival estimation and
localization techniques. In addition, employing the optimization algorithms to
improve the DOAE techniques is also explored. The book highlighted the concept
and principles of the multi-DOAE approaches. Using a microphone array, this book
introduced the localization and tracking problem of multiple speech/acoustic
sources.

xiv Abstract



Chapter 1
Introduction

Acoustics Science is concerned with the control, effects, production, transmission,
and reception of sound. It is the study of mechanical waves in solid, liquid or gas in
different media [1]. Acoustics include ultrasound, vibration, infrasound, speech, and
sound. Acoustical engineering is concerned mainly with speech, such as speech
processing, production, and transmission, detection, and perception [2–4]. For
speech synthesis and recognition, the audio signal processing is carried out.
Acoustics cover a massive range of areas, such as SONAR of submarine navigation,
seismology, noise control, thermo-acoustic refrigeration, Bioacoustics, and ultra-
sound in medical imaging. Simultaneously, the speech communication is one of the
significant categories under acoustics that models the speaker recognition, speech
recognition, speech synthesis, oral dialogue, and language identification [5, 6]. It
includes also a forensic speech science for speaker identification, forensic analysis
of disputed utterances, and forensic voice comparison. With the technology evo-
lution, peoples communicate more through cell phones, and tele-conferencing
systems demanding high speech quality and new services and better speech quality.

Speech enhancement techniques of the microphones recorded speech and
operate blindly deprived of any prior information of the signals [7, 8]. Such
techniques are required with the spatial filtering of multiple microphones’ signal
that works blindly in the spatial domain. In order to improve the speech commu-
nication quality, the speakers’ location has to be identified and localized accurately.
In acoustic signal processing, several techniques are applied for audio beamforming
and sound source localization [9–11]. These techniques are founded on capturing
signals using microphone array for further array processing. Beamforming algo-
rithms boost the audio signal received from the desired directions, though sup-
pressed undesired signals from other directions [12–15]. Consequently, knowing
the direction of sound source is essential for sound source localization. This process
exploits the phase differences or time difference of arrival (TDOA) between the
coming signals at each microphones’ pair [16–18].

Dedicating source localization technique along with the speech enhancement
approaches requires spatial information about the sources. In several applications,

© The Author(s) 2018
N. Dey and A. S. Ashour, Direction of Arrival Estimation and Localization
of Multi-Speech Sources, SpringerBriefs in Speech Technology,
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microphone arrays are implemented for speech recognition, dominant speaker’s
position located in the auditorium, and teleconferencing. Thus, DOAE of acoustic
signals using a spatially separated set of microphones is essential in different
practical applications, such as automatic steering cameras to the speaker in a
conference room based on DOAE from microphones set [19–21].

Microphone arrays (sensor array) are designed for DOAE using the existing
phase information in speech signals picked up by the microphones that are spatially
alienated. Due to the spatial separation of the microphones, the acoustic speech
signals reached them with different time of arrival. Time-delays (TD) of the
received signals are estimated for each microphone pair in the array [22, 23]. Priory
known array geometry is used for DOAE of the acquired signal using the TD
measurements. The accurate DOA estimation is achieved from geometry and
time-delays. The accuracy of the estimated DOA depends on several factors,
namely sampling frequency, number of microphones, the used hardware for data
acquisition, and the present noise in the captured signals.

The estimation of source location increases with the increased number of
microphones in the array. For DOA estimate, typically about 10 till 40 microphones
are used in the conventional microphone array systems [24–26]. Such large num-
bers of microphones necessitate the increase of channels for data acquisition, which
sequentially increases the overall system cost. Exclusively, huge microphone arrays
are required in several applications, such as automatic camera steering.
Consequently, size and cost reduction is essential in acoustic source time-delay
estimation as well as synchronized multiple data acquisition channels are required.
In order to study the different DOAE techniques and localization of multi-speech
sources scenarios, the types of the acoustics signals and systems are introduced.

Recently, signal processing is an energetic research domain in several applica-
tions, especially in communication, video conferencing, SONAR, RADAR, mobile
communication, global positioning systems (GPS), sound source tracking, array
processing, and speaker tracking [27, 28]. Localizing the source of speech/audio
signal has received great attention of the researchers as an application of the signal
processing methods. In such application, the signal processing methods are
employed to discover the sound source direction that emits the signal. The speech
processing system is concerned with finding the acoustic/sound source location
(SSL) [29, 30]. The SSL system determines the sound (speech) source location
relative to a reference frame.

In real life, humans discover the sound direction by using two ears, where the
ears have different location compared to each other. The brain interprets the time
delay between the two received signals to determine the incoming sound direction.
This mechanism inspired the researchers to develop electronic systems to determine
the speech/sound direction by using microphone sensors and to discover the source
position.

Consequently, it is essential to study the fundamentals of the microphone arrays
as capturing devices of the sound/speech signals before any further representation
of the speech signals/sources DOAE techniques.

2 1 Introduction



The organization of the remaining chapters is as follows. Chapter 2 includes an
extensive description of the microphone array principles, including the acoustic
signal and source models, the sensor array, the requirements of the speech pro-
cessing systems, the far-field/near-field sources localizations, and the DOAE and
localization of the speech sources. Chapter 3 introduced the different source
localization and DOAE techniques for single as well as multiple sources. In
addition, it includes the new trend of supporting the conventional DOAE techniques
using the different optimization algorithms. Moreover, a brief highlights is directed
toward the time of arrival estimation techniques. Chapter 4 provides three applied
examples on the localization of multiple speech sources. Chapter 5 discussed in
brief some challenges and new research openings in the speech direction of arrival
estimation and localization. Finally, the book is concluded in Chap. 6.
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Chapter 2
Microphone Array Principles

Microphone array (MA) involves several microphones positioned at diverse spatial
locations. According to the sound propagation fundamentals, the multiple inputs
can be handled to attenuate or to enhance the stemming signals from specific
directions (desired signal) in the presence of demeaning noise sources [1, 2]. This
process is based on the known source location information, and the used MA to
guarantee hands-free signal as well as noise sturdiness. Traditional classic micro-
phones should be near the speaker either by wearing the microphone or by using
movable microphone. In order to solve such situation, microphone beamforming
can be employed by using several microphones to generate directed beam patterns
focusing on a specific speaker [3, 4]. These steerable microphones are motivated by
the teleconferencing applications. In microphone array speech processing, a
microphone array involves multiple microphones located at diverse spatial posi-
tions. Such arrays have an excessive impact in several speech processing,
real-world applications, owing to their capability to deliver hands-free signal
acquisition as well as noise robustness signals. According to the sound propagation
fundamentals, the manifold inputs are handled to enrich the desired speech signals
and to diminish the unwanted noise signals originating from other directions. This
improvement of the input signal is founded on the information about the source
location as well as the applied microphone array procedures.

MA is used to communicate acoustic signals, explicitly, speech signals. Array
processing handles multiple sensors to transmit/receive the propagated signal waves
[5]. These sensors have several applications as in microphone arrays to commu-
nicate the acoustic signals, such as speech signals. The sensor array is considered a
new research area in speech processing that represents a sampled continuous
apertures’ version, where the aperture refers to a spatial area which transmits/
receives the propagating waves [6]. The transmitting aperture is considered the
active aperture, whereas the receiving aperture is a passive one. In acoustics such as
speech, the aperture is an electro-acoustic transducer for converting the electrical
signals into acoustic signals (loudspeaker) or vice versa (microphone). Inherently,
the receiving aperture response is directional, where the detected signal amount by
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the aperture differs with the direction of arrival. Thus, the beam pattern/aperture
directivity pattern is known as the aperture response, which is a function of the
direction of arrival and frequency.

The sensor arrays’ ultimate theory is applied in speech signal processing based
on the wave propagation theory [7, 8]. In this context, the following array pro-
cessing principles are considered. Sound waves broadcast as longitudinal waves
through fluids, where in the propagation direction, the fluids’ molecules move back/
forth leading to compression/expansion. For acoustic waves, the complex gener-
alized wave equation depends on the fluid properties as a function of the sound
pressure at a point in space and time. In addition, the propagation speed depends on
the fluid density and pressure. For array processing algorithms, the spherical wave
solution of the wave propagation equation indicates the dependency of the signal
amplitude decay rate on the source distance, which has significant associations with
sources in the near-field. Typically, sound waves are spherical in nature, however,
at an adequate distance from the source, they can be considered as plane waves.

2.1 Models of the Acoustic Signals and Sources

In many applications, there are needs to design antennas with very high gains or
directivity to meet the demands of long distance communication. By enlarging the
dimensions of the antenna, high gains can be achieved. However, another way to
achieve high gain without necessarily increasing the physical size of the individual
elements will be to form an assembly of radiating elements arranged in a particular
geometrical configuration [9]. This configuration of multi-elements is referred to as
an antenna array. In most cases, the multi-elements in an antenna array are identical.
Although not necessary, it is often simpler, more convenient and practical when it
comes to the design and analysis of an antenna array. However, the primary reason
for using antenna arrays is to be able to produce a directive beam that can be
repositioned or scanned electronically.

2.1.1 Microphone Array

A phased array consists of multiple stationary radiating elements spaced a distance,
d apart. The radiating elements have unity gain in all directions; i.e. they are
isotropic radiators [10–12]. The radiating elements can be arranged in a few geo-
metrical configurations, namely linear, circular and planar. Figure 2.1 illustrated the
radiating elements different arrangement.

Consider M microphones in a linear microphone array with K incident signals
from arrival angles qk. Assume the incident waves to be plane waves, thus, each
microphone in the array will collect each of the signals, sk with time-delayed forms
of each other. A reference point in the system can be considered to calculate each

6 2 Microphone Array Principles



signal phase. Figure 2.2 illustrated that microphone 1 is considered the reference
point, where di represented the distance from microphone m1 to mi. The planar
distance from source sk to the microphone mi that the sound travels relative to the
distance to reference microphone is given by [13, 14]:

distancei;k ¼ dicoshk ð2:1Þ

The equivalent time delay to each microphone in the array is represented by:

si ¼ distancei;k
m

ð2:2Þ

where m represents the sound velocity, which equals 343 m/s. At each microphone,
the signal sk produces an input gi as follows:

gi tð Þ ¼ sk t � sið Þj j ð2:3Þ

The same gi tð Þ is produced for a source received from a direction between 0° and
−180°, where the source reached at its positive angle. For the narrowband cases,
this signal can be denoted as a phase shift of the received signal as follows:

gi tð Þ ¼ sk tð Þe�jx0si ð2:4Þ

Fig. 2.1 Different microphones array configurations a linear array, and b circular array

Fig. 2.2 Microphone array
structure
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At the ith sensor, the complete received signal is a collection of the K incoming
signals from K sources and the noise, which is given by:

gi tð Þ ¼
XK

k¼1

sk tð Þe�j2pdi cos hk=k þ ni tð Þ ð2:5Þ

where k ¼ v=f0.
The microphones’ spacing is an important issue that affects the microphone array

system. Consequently, different microphone configurations can be tested to find the
optimal configuration based on the problem under consideration [15]. Moreover,
the spatial frequency domain considerations are crucial for avoiding aliasing, where
smaller d=l leads to fewer side-lobes with nulls in the directional pattern. An
omnidirectional pattern is formed as d=l tends to zero.

2.1.2 Near Field Considerations

For the incoming wavefront, most of the studies consider adaptive arrays having
planar wave (far-field) hypothesis. However, in microphone arrays, the near-field
hypothesis must be considered leading to spherical wave [16]. The near-field
spherical wave has two main parameters, namely h and r, where r is the radial
distance from the source to the array. This complicated the model for solving the
near-field problem.

Under the near-field hypothesis, the distance the traveling wave from the source
to any point is equal to the line length that connects the two points [17].
Consequently, the distance ri that the wave takes to each microphone equals the
distance from the source to each microphone, where the relative time delay into
each microphone can be established by the subtraction of the smallest r from each
of r1; r2; r3; r4 with dividing the result by the sound speed.

2.1.3 Microphones Array Configurations

At different spatial locations, the microphones are placed in the microphone array
that act as an omnidirectional acoustic antenna. Linear arrays, circular arrays and
spherical microphone arrays are several configurations for designing the micro-
phone array [18, 19]. For a source sound, the spatial location can be determined by
the received signal correlation of the separated different microphones [20]. Mainly,
the microphone array is used to enhance the signal under concern and to reduce/
suppress the noise reduction using optimal filters for source separation as well as
speakers tracking [21, 22]. Recently, the development of efficient speech commu-
nication devices has become an active research area with the advancement in the
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speech processing equipment [23, 24]. Such requirement is realized by microphone
array that allows the user with hands free environment deprived of carrying
microphone or speaking close to the microphone. Another application of the MA is
in the video conferencing as well as for human machine interfaces and speech
recognition.

Recently, MAs become popular due their accurate performance even with the
limitations of the array processing (high hardware costs and large processing time).
Researchers are interested to develop novel speaker localization algorithms to
enhance the speech systems. These algorithms can be classified into one phase
process, two phase process and spectral estimation [25, 26]. The different envi-
ronmental conditions affect the performance of each algorithm. For example, room
reverberation and various reflections of the received speech signal from a speaker in
the acoustic environment lead to corrupt the signal from the background and
additive noise. In order to resolve this problem, the speech signal can be recorded
using a set of spatially MA, which needs localization as well as tracking of the
moving speaker to steer electronically the MA to improve the quality of the speech
acquisition. Moreover, speaker localization is essential in the multi-speaker sce-
narios [27, 28].

In order to perform such localization tasks different configurations of the MA
can be used and selected according to the application under concern characteristics
and parameters including the signal time variance, the spatial resolution, the
acoustical situation, the frequency range, and the data processing [29, 30]. The MA
is used to designate a complex sound field. Typically, the MA allows the signal
capturing in several points at the same time with the cross spectra between each
point to obtain the data presenting the direction of the coming sound at each time.
MAs are used for signal recording that can be played back later in another space.
Several microphones will help in understanding the sound field complex spatial
pattern to renovate this pattern in another space.

2.1.4 Array Geometries

2.1.4.1 Scanning Arrays

As a rule of thumb, more microphones are required for better representation when
back-propagating complex radiation pattern or when measuring a complex radia-
tion field. However, increasing the number of microphones requires increasing the
number of the recording channels. In order to solve this restriction, a scanning array
can be used, where a small set of microphones are located at all desired positions to
record the field. The total array configuration depends on the main microphones’
mounting. For example, if the microphones are fixed in a linear array; they are
appropriate in a regular grid spacing, while, if the microphones are fixed in
a half-circle, the circle can be moved around a center point to attain a full sphere
covered while the microphone recording process for static signals. A motor is used
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to automatically move the array around while the recording setup, consequently, it
is conceivable to partially record the sound field at the different positions.

2.1.4.2 Planar Microphone Arrays

The planar array is considered the expected postponement to the linear array.
Different configurations plane arrays (PAs) that consist of a regular microphones
grid can be used for a simplified line array [31]. The Pas can be used in the complex
radiating surface reconstruction.

2.1.4.3 Spherical Microphone Arrays

For a simple sound recording nearby a source, the spherical arrays are an expected
choice, where the sound source is covered by a sphere in a regular angle, and the
radiating body’s radiation strength is directly measured. Spherical microphone array
arrangements decompose the radiation into spherical harmonics. For the lowest
harmonics, the same pressures occur at all microphones. Thus, in such case instead
of using the spherical array, a dual-sphere array having two spheres of different
radii can be employed. The optimal radius selection is considered a complex
problem to be resolved before the recording.

The spherical arrays are considered as compact arrays with a small sphere in
space instead of a bulky sphere nearby the radiator [32, 33]. In order to improve the
traditional recording, the compact arrays that elaborated microphone recording
configurations are considered. In such configuration, different orientation two
directional microphones are used for recording.

Furthermore, in order to obtain a response equal that of the non-baffled direc-
tions, an omnidirectional microphone is applied. For example, using Matlab
function “phased.OmnidirectionalMicrophoneElement” models the omnidirectional
microphone that demands the operating frequency range specifications of the
microphone [34]. In order to inspect the microphone directionality, namely the
polar pattern, an azimuth cut is required by setting the elevation argument as zero
single angle. Figure 2.3 both azimuth and elevation are from −90 to +90, which is
illustrated the polar plot of a microphone power response at 20 Hz, 1 kHz, and
20 kHz; respectively, where Matlab 2017 is used to construct the omnidirectional
microphone element with a response in the audible frequency range of the human,
namely 20–20,000 Hz.

In Fig. 2.3, the green color represents the normalized power of ‘1’, where all
frequencies have the same response, which means that the microphone has a stable
flat frequency response. Generally, in terms of the frequency response, there are
two main microphone types, namely (i) flat frequency response, where all audible
frequencies ranging from 20 Hz to 20 kHz and have the same output level, and
(ii) tailored frequency response at which the microphone may have a peak in the
frequency range from 2 to 8 kHz to increase intelligibility for live vocals. The flat
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Fig. 2.3 a Three-direction (3D) power response pattern of omnidirectional microphone at 20 Hz.
b 3D power response pattern of omnidirectional microphone at 1 kHz. c 3D power response
pattern of omnidirectional microphone at 20 kHz
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frequency response microphones are suitable for applications at which the sound
source has to be reproduced (recording) without changing the original sound, while
the tailored response microphones are ordinarily designed for the sound source
enhancement in a precise application.

2.2 Sensor Arrays

The acoustic (speech) signals broadcast can be measured as functions of time/space
variables with conserved signal information through the propagation. Accordingly,
over all space and time, in order to renovate the signal it is required to temporally
sample the band-limited signal at the specific space location or spatially sample the
band-limited signal at the specific time instant. For all sensor/aperture array signal
processing processes, the following associations are significant, namely (i) the
dependence of the propagation speed on the medium characteristics, (ii) reinstating
the signal over all space and time, (iii) the propagated wave decayed amplitude
from the source, and (iv) propagating multiple waves prospect without interaction.
For DOA estimation and source localization, separating the MAs signals using
several algorithms can be engaged to discriminate the different signals inconsistent
with their temporal and spatial characteristics, assuming lossless/homogeneous
medium without considering the dispersion, propagation speed and diffraction.

Fig. 2.3 (continued)
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The sampled continuous aperture is a discrete sensor array, where the aperture is
excited at a limited number of discrete points. The overall sensor array’s response is
determined by the individual sensor response superposition that is consistent with
the continuous aperture [35]. The equally spaced linear MA directivity pattern of
identical sensors is contingent on the array’s inter-element spacing, the frequency,
and the number of array elements. The effective length of the sensor array is the
continuous aperture length, while, the array actual physical length is signified by the
distance between the first and last sensors in the array. In order to avoid aliasing and
grating lobes in the directivity pattern, the sensor arrays implement spatial sampling
with considering the Nyquist frequency. Moreover, the array gain is calculated to
measure the sensor array effectiveness that represents the enhancement in
signal-to-noise ratio between a reference sensor and the array output.

For a linear aperture, the wave source derives from the aperture far-field as plane
waves with neglecting the wavefront curvature [36]. In several applied applications
of the sensor arrays, such as speech recognition and DOAE, this criterion is
unsatisfied as which the signal source is placed within the array near-field. In the
near-field, in order to control a sensor array, the near-field directivity pattern is
considered to match the far-field consistent directivity pattern of satisfying the
frequency dependent sensor. Commendably, beam steering can be realized by
applying time delays to the sensor inputs.

2.3 Speech Processing Requirements

Microphone arrays are the most advanced ways to improve the speech quality.
A single microphone can provide the directivity for noise and reverberation
reduction without any required post-processing [37]. However, an MA has been
efficiently enhanced the speech signal quality by directing the received radiation
pattern in the desired signal direction, thereby decreasing the interference and
improving the captured sound quality. Figure 2.4 illustrated the MA that can be
used for the speech signal enhancement in the direction of interest.

Fig. 2.4 Microphone arrays
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Array processing is the main speech processing requirements, where signals can
be classified from the statistical point of view into deterministic/random wave-
shape [38]. The deterministic wave refers to a known waveform that has unknown
parameters, including the delay, amplitude, and/or scale. These waves are
encountered in active sonar, data communications, and radar, where the transmitted
signal waveform is known to the receiver. Nevertheless, in some applications,
unknown signals are transmitted or signals may be affected by the transmission
environment leading to changes with space and time. In this case the wave is
considered random, where; all the obtained information is enclosed in the proba-
bility distribution function. However, in practice, the speech signals are disturbed
by interference/noise that mix with the actual signal and modify its properties.
Generally, interference has the same signal characteristics and may be produced by
a similar source or due to the energy diffusion in a multiplex communication of one
channel into the neighboring channel [39], electromagnetic coupling between two
end-to-end wires, concurrent pick up of several stations by a single radio receiver,
and the multipath transmission. The interference can be confused with the useful
signal leading to its destructive nature, while the noise is commonly produced
independent of the signal.

In array processing, the wave fields in space are signal-independent. A spherical
isotropic noise is designed if the noise-field is produced by uncorrelated random
waves propagating in all directions. Generally, the noise-field is assumed to be
stationary in space and time. The information may convey by multi-dimensional
signals, which are formed using frequency, time, or spatial diversity as in com-
munication over a fading channel. The spatial field is sampled by multiple sensors
in array processing. At different channels, the signals are collected from a
multi-dimensional signal. The information combination of different dimensions can
increase the processing performance. In communication, using a beamformer in
array processing diversity diminishes the error reconstruction, and raises the
signal-to-noise ratio (SNR).

The array processor goals are classified into field characterization or signal
enhancement. Signal enhancement of the array output includes SNR improvement
through beam steering in the source direction or through nulls inserting of the
beam-pattern in the noise/interference direction [40]. The beam steering conven-
tional methods places delay elements in the sensor output for further computing the
delayed outputs’weighted sum. At the delay element’s output, the signals having the
same specific direction will appear at the same phase in the proper delays selection,
which is known as beamforming. The array output signal power is amplified by the
square magnitude of the number of sensors if the speech source is positioned at the
beam direction. In the beamformer output, the noise power increases linearly with
the increase in the sensors’ number in an uncorrelated inter-sensor noise case.
Consequently, the SNR increased by applying a conventional beamformer.

In order to estimate the source’s spatial properties including the range, elevation,
azimuth, velocity, and movement direction; the field characterization is required.
The field characterization is completed in two stages, namely (i) determining the
emitting source number, which is called detection, and (ii) localizing and estimating
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the signal position in the space. For the far field sources, the incoming wave fields
are planar, thus, only azimuth and elevation directions can be estimated. Likewise,
if the array and sources are in the same plane, the DOA will be the only spatial
parameter of the emitting source.

In wireless communication, the narrow-band array processing is required, where
a moving transmitter in indoor or mobile communication produces narrowband
signals [41]. The receiver involves an antenna array that receives the original
source’s signal and its reflections from the nearby objects. In order to reduce the
reflected wavefronts effect, the antenna array steered a beam in the source direction
to estimate the source location. The antenna array drives the power in the trans-
mission mode in the source direction only by establishing a steered beam. Thus, the
energy is preserved and meanwhile the power is transmitted only in a specific
direction where smaller interfering influences the other receivers.

Array processing procedures can similarly be realistic with wideband signals,
where the frequency bandwidth is comparatively large associated with the center
frequency [42]. A microphone array for instance, can be used to localize a speaker
in a specific place. At the array, the arriving signal is a wideband speech signal
accompanied by reflections from the surroundings. The reflection effect that
interferes with the direct signal can be compensated by beam steering towards the
speaker direction. Another wideband array processing example is the MA can be
used in the hands-free mobile communications inside a car, where the driver voice
is collected by microphone array. Forming a beam-pattern with nulls in the noise
direction reduces the car environment noise. The foremost noise fields in the
microphone array applications are considered according to the correlation degree
between the noise signals at dissimilar spatial locations. The coherence is consid-
ered the most used measurements of the correlation. The directly propagated signal
noise to the microphones is deliberated as coherent noise without any form of
dispersion, dissipation, or reflection due to the acoustic environment. Conversely,
the measured noise at any certain spatial location in an incoherent noise field is
uncorrelated with the measured noise at all other locations. Generally, in the MA
applications, the electrical noise in the microphones is distributed randomly, which
can be considered an incoherent noise source. A diffuse noise field refers to noise of
identical energy that broadcasts simultaneously in all directions. Therefore, in the
diffuse noise field, the sensors will receive noise signals, which are poorly corre-
lated, but have the same energy [43]. Numerous practical noise situations can be
branded by a diffuse noise field, including the car noise. In a diffuse noise field, the
noises coherence at any two points is a function of the distance between the sensors.

2.4 Microphone Array Beamforming

Beamforming techniques can be categorized according to the data type, namely
data-dependent/data-independent. In the data-dependent (adaptive beamforming)
methods are continuously adapted their parameters based on the received signals
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[44]. Nevertheless, the data-independent (fixed beamforming) methods have
beamformers with fixed parameters during the operation. For different noise situ-
ations, different beamforming methods can be proper to determine the encountered
noise fields in the MA applications.

For speech applications, MAs have a small number of elements that should
cover only the audible range of the electromagnetic spectrum. Consequently,
compared to other applications, such as wireless beamforming, the precise array
manifold can be pre-designed. The beamforming MA techniques are generally
belongs to signal processing, which an extensive range of applications has extended
from source detection/separation to de-noising or de-reverberation that have the
common delay and filter methods. These approaches intend to improve the
speech signal using a multichannel recording. Hence, these signal reconstruction
converges to effective results using four to eight microphones. Various filtering
methods are based on the speech processing, including Wiener filter, and
Kalman filter [45]. Typically, the extra sources are correlated between the micro-
phones without any correlation with the source under concern. In addition, the
reverberation is associated between the microphones as well as with the source of
interest. Such unwanted signals should be separately treated.

Direction-of-Arrival (DOA) estimation has an energetic role in several appli-
cations, especially for speakers’ localization. Beamforming is the most protuberant
procedure for estimating the DOA. It is used to accompany by sensors/antenna
array to transmit/receive signals to/from certain spatial direction even with the
incidence of noise/interference. One of the simplest microphone array beamforming
methods is the delay-sum beamforming (DS). In order to steer the directivity pat-
tern’s main lobe in the wanted direction, the phase weights apply to the input
channels. In the delay-sum beamforming, the sensor inputs in the time domain are
mainly delayed by specific seconds, and then a summation process is applied to
provide a single array output. In the summation, each channel is prearranged an
equal amplitude weighting for unity directivity pattern in the desired direction.
The DS is considered one of the filter sum beamformers at which both the
amplitude/phase weights are frequency dependent. Several beamformers are con-
sidered filter-sum beamformer that use matrix algebra to describe the microphone
array methods.

The speech signal is broadband, thus, for frequency invariant beam-pattern; a
single linear array design is insufficient [46]. In order to handle the speech
broadband signals, an array can be implemented as a series of linear sub-arrays with
uniform spacing to provide the desired response characteristics for a specific fre-
quency range. Smaller array length is essential with high frequencies to preserve
constant beam-width. Furthermore, in each sub-array, the number of elements must
remain the same to guarantee the same side-lobe level across different frequency
bands. Thus, the sub-arrays are realized in a nested manner, where any sensor can
be used in several sub-arrays.

Super-directive beamforming is another beamforming procedure that achieves
the ability for closely spaced end-fire arrays. Its channel filters are expressed to
maximize the array gain [47]. Its filters depend only on the array geometry and the
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source location that are calculated for a specified configuration. The super-directive
techniques are efficient as it provides satisfactory array performance at low fre-
quencies for speech processing applications.

For conventional beamforming procedures, low frequency performance is
challenging due to the large wavelengths that provide insignificant phase differ-
ences between closely spaced sensors that lead to deprived directive discrimination.
Near-field super-directivity is an adjustment of the typical super-directive method
that considers the amplitude differences and the phase differences [48]. It provides
directional sensitivity with greater performance compared to the standard near-field
for sources at low frequencies, where the phase differences are insignificant at low
frequencies, mainly when the sensors are positioned in an end-fire arrangement,
which maximizes the distance difference from the source to each microphone.

2.5 Far-Field and Near-Field Source Location

In several engineering applications, source localization is the vital stage in speech
signal processing, array signal processing, and wireless communication.
Different DOAE estimation algorithms are developed for far field narrow band
sources. However, it becomes intricate in the case of near-field sources in the
Fresnel zone of the array aperture. In near-field scenarios, such as the speech
enhancement with microphone array in a conference room, seismic exploration;
under water source localization; and ultrasonic imaging, the impinging wavefront
on the array is spherical, thus, range information is required along with the esti-
mated DOA of the sources for accurate localization. Researchers are interested to
develop methods for near-field source localization, such as the two-dimensional
(2D) Multiple Signal Classification (MUSIC) method, Maximum Likelihood
(ML) method, high-order spectra (HOS) based algorithms, and Estimation of Signal
Parameters via Rotational Invariance Technique (ESPRIT) method [49, 50]. In
practical situations, especially in the case of closely spaced, multiple sources, these
techniques are computationally heavy and needs extra computations to pair the
parameters, which causes poor DOAE in low Signal to Noise Ratio (SNR).

2.6 Speech Source Direction of Arrival Estimation
and Localization

Microphone arrays are essential for spatial analysis, where numerous microphones
perceive more than only one microphone. The speech analysis and reconstruction
become easier with more collected information on the space [51]. Microphone array
methods are involved in several applications that can be categorized into two core
domains according to their problems and mathematical models, namely (i) the
beamforming methods are based on signal processing, and (ii) the recorded sound
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field back-propagation against the radiating body according to the Helmholtz–
Kirchhoff integral.

Complex sound/speech environments, such as classrooms/auditoriums, cars,
planes, trains, and outdoor places, depend on the listener/speaker position, where
any change in the location leads to a corresponding change in the sound perception.
Thus, it is essential to determine distance to the source estimation, the source
location at a definite angle, separating the different speakers, concentrating with
certain speaker; which called cocktail party effect. For example, the position of
musical instruments in musical space facilities the separation process of them. The
height, depth, or size of a space can be estimated using reverberation information.
For speech extraction and speaker selection, some reverberation can be neglected.

The standard beamforming can be considered as a source localization problem
that can be enhanced by using several microphones recording from different
positions [52]. Such a case occurs in the reverberant situations at which the source
is reflected several times, and the source position localization become complex
compared to free space. Moreover, this problem becomes more complex in the case
of multiple sources, such as many speakers in a room. In conference rooms and in
a car, the noise and reverberation are strong, thus, it is essential to localize the
source as well as to use the MA to de-noise the recorded signal. In addition,
de-reverberate the signal and reconstruct the speech signals are vital. These
requirements are achieved through using fixed array to measure the reverberation
easily to increase speech intelligibility.

2.6.1 Sound/Speech Source Localization

Localizing single sound source at a distance is considered a near-field problem. In
contradiction of the equivalent source procedures that produce a complex radiation
pattern, the localization estimation produces a single angle value relative to the
normal direction of the MA, which is the preferred single source location [53]. The
phase of a signal s tð Þ is considered the most significant property for its detection. At
each of N microphones, the signal phase is different, recording a time series mi tð Þ,
where i ¼ 1; 2; 3; . . .N:

miðtÞ ¼ AisðtþDtiÞþ niðtÞ ð2:6Þ

where ni tð Þ is the uncorrelated noise between the microphones and Dti are the
different time delays between the source point and the i microphones. When
a signal traveling from the far field reaches at the array, the arrival time difference
of this wave at the microphones [54] can be expressed as:

Dtij ¼ Dti � Dtj ¼ ri � rj
c

ð2:7Þ
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where ri and rj are the distances between the source and its corresponding micro-
phones as c is the sound speed.

Assume a source located at specific DOA with the angle ui between the source
and the MA plane at microphone i. Using three microphones of distance d, thus,

r22 ¼ r21 þ d2 þ 2r1dcosðu1Þ ð2:8Þ

r23 ¼ r21 þ 4d2 þ 4r1dcosðu1Þ ð2:9Þ

For three microphones, the time delay between a sensor i and its nth neighbour
is:

Dti ¼ ðn� 1Þd
c

cosðuÞ ð2:10Þ

Consequently, the time delay Dti can be estimated from the phase difference
between the two sensors and then the DOA u can be measured. Moreover, once the
angle is identified, the distances ri between the source and sensors can be estimated.

2.6.2 Directional of Arrival Estimation

The angle of arrival or the wave number estimation problem of a plane wave is
considered as DOA estimation problem or direction finding. DOAE plays an
energetic role in several applications including sonar, radar, electronic surveillance,
seismic systems, radio astrology, and medical diagnosis. Beamforming is consid-
ered the most protuberant method for estimating the DOA. Over the last several
decades, the DOAE has magnetized the researchers’ attention due to its widespread
applications and the complexity of determining the optimum estimator. Numerous
approaches were developed to address the DOAE problem of multiple sources
using the received signals at the sensors. Array processing requires either the
knowledge of the direction of the desired signal source or a reference signal. Thus,
antenna arrays are extensively used to resolve the direction finding problems.

For the sound source, the DOA is imperative information for any beamforming
system. The beamformer can direct itself to capture signals coming only from the
DOA, while ignoring others [55]. Time delay of arrival is considered one of the
most prevalent DOAE approaches, which is called phase differencing. For esti-
mating the DOA delay, consider a sound source located in the far field, two
microphones on the same plane will receive the signal with slightly different times.
The precise arrival difference value is based on the sound source angle relative to
the microphones. Hence, the delay information can be used for estimating the
direction at which the source is impinging on the array for further measuring of the
propagation delay between the microphones to steer the beamformer toward the
captured signals in the desired direction and rejecting all other signals [56].
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Chapter 3
Sources Localization and DOAE
Techniques of Moving Multiple Sources

Estimating the direction of non-stationary moving array as well as moving nar-
rowband sources is considered an active research area. The most cutting-edge
techniques are originated from the maximum likelihood (ML) and expectations
maximization (EM) methods as they have a form of recursive extended Kalman
filters and use built-in source-movement models. For non-stationary speech sources,
nonparametric modeling of the source movements can be employed. Such models
have no mathematical model of the assumed signal, while, parametric approaches
have a mathematical model to define the signal form and to estimate it [1].

Consider the problem of localizing q speech sources by using an array of n
passive sensors. In order to obtain the signal model, where the sources generate a
wave-field traveling through space and sampled by the sensor array. The array
aperture is the space occupied by the array and usually is measured in units of
signal wavelength. For point sources (omnidirectional) in the far field of the array,
the only parameter that characterizes a difference of the signals impinging on the
sensors from a source is a time-delay, which is called angle of arrival (AOA), or
direction of arrival (DOA).

For a uniform linear array, consider the array of n identical sensors uniformly
spaced on a line that receives qðq\nÞ narrowband signals impinging from the
unknown varying directions fh1; . . .; hqg. The n� 1 output vector of the array at
the discrete time t is modeled as [2–7]:

rðt) ¼ Aðt)sðt)þ eðt) ð3:1Þ

where, the n� q time-varying direction matrix is given by:

AðtÞ ¼ aðh1½ ðtÞÞ; aðh2ðtÞÞ; . . .; aðhqðtÞÞ� ð3:2Þ

The AðtÞ matrix is composed of the source direction vectors, which are known as
the steering vectors that defined as follows.

© The Author(s) 2018
N. Dey and A. S. Ashour, Direction of Arrival Estimation and Localization
of Multi-Speech Sources, SpringerBriefs in Speech Technology,
https://doi.org/10.1007/978-3-319-73059-2_3

23



aðhiÞ ¼ 1; expð�j
2p
k

�
d sin hiÞ; . . .; expð�jðn� 1Þ 2p

k
d sin hiÞ

�T
ð3:3Þ

where i ¼ 1; . . .; q , k is the wavelength defined as the distance traveled by the
harmonic carrier signal in one period; d is the equi-spaced inter-element spacing;
sðtÞ is a q� 1 vector of the source waveforms; eðtÞ is n� 1 vector of sensor noise
as the white zero-mean Gaussian random noise with a variance of r2 that has:

EfeðtÞg ¼ 0; EfeðtÞeðtÞHg ¼ r2I;EfeðtÞeðtÞTg ¼ 0 ð3:4Þ

where Efg means the expectation, ð:ÞH refers to the Hermitian conjugation and ð:ÞT
stands for the transpose.

After setting this model, the source location problem is turned into a
time-invariant or time-variant parameter estimation problem.

3.1 Direction of Arrival Estimation Techniques

In many cases, the receiver cannot determine which direction a speech signal will
arrive from. Accordingly, the DOA estimation step becomes essential before beam-
forming. The array-based DOA estimation techniques can be broadly divided into
conventional, subspace-based, maximum likelihood, and integrated techniques [8].

3.1.1 Conventional Beamformer for DOAE

Conventional beamformer approaches are based on the concepts of beamforming
and null steering without exploiting the nature of the received signal model or the
statistical model of the signals/noise. These beamformers are electronically steer the
beams in the possible directions and look for peaks in the output power. The
delay-and-sum methods are considered classical beamformers for DOA estimation.
However, these methods suffer from poor resolution, where the width of the beam
and the height of the side lobes limit the effectiveness when the signals are from
multiple sources. Capon’s Minimum Variance method tries to overawe the poor
resolution problems related to the delay-and-sum technique. Capon’s method has
several disadvantages, namely (i) it fails in the presence of other signals that are
correlated with the Signal-of-Interest (SOI), and (ii) it is expensive for large arrays,
where it requires the computation of matrix inverse.

The classical beamforming based methods have fundamental limitations in
resolution. These limitations arise due to the neglecting of the input data model
structure. Generally, these conventional methods need a large number of elements
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to accomplish high resolution. A conventional beamformer as the delay-and-sum
beamformer selects the phases to steer the array in a particular direction, known as
the look direction [3]. It has been introduced as a natural extension of the standard
Fourier-based spectral analysis of the sensor array data. The model of a finite
impulse response spatial filter with the output for the signal model is given by:

yðtÞ ¼
Xn
k¼1

x�
krkðtÞ ¼ WHrðtÞ; W ¼ ðx1; . . .. . .;xnÞT ð3:5Þ

Assume that the waveform sðtÞ and the noise eðtÞ are zero-mean independent
random processes. Given samples rðt), thus, the output power is measured by:

PðWÞ ¼ 1
N

X
t

yðtÞj j2 ¼ WHR̂rW ð3:6Þ

Design a spatial filter suppressing the noise component and preserving the
waveform signal sðtÞ. It can be done by the following optimization problem [4]:

min
W

Wk k2 subject to WHaðhÞ ¼ 1 ð3:7Þ

The optimal weights vector for the spatial filter is expressed by:

W ¼ aðhÞ=n ð3:8Þ

Substitute by these weights, the output power of the spatial filter as a function of
h is obtained as follows:

PconvðhÞ ¼ 1
n2

aHðhÞR̂raðhÞ ð3:9Þ

In order to find h of the unknown DOA, the power pconvðhÞ is maximized on h
using the following expression:

ĥ ¼ argðmax
h

PconvðhÞÞ ð3:10Þ

Several methods including Capon’s beamforming, MUSIC and other
subspace-based methods use the power function analysis as a basic original idea for
the development. However, one can start from the observation model to obtain the
following residual function:

Iðh; sÞ ¼ 1
N

X
t

rðtÞ � aðhÞsðtÞk k2 ð3:11Þ
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The quadratic residual function gives the maximum likelihood estimates of the
angle h and the waveform sðtÞ provided that the random errors are Gaussian [9].
This beamformer deals with stationary sources only, so other beamformers can be
used to handle the non-stationary sources.

3.1.2 Subspace DOA Estimation Methods

It is well known that several super resolution approaches are available for esti-
mating the DOA of signals received by array including MUSIC, and ESPRIT. All
are eigenvalue decomposition problems. The difference between these algorithms is
in how the information is used to determine the DOA.

The MUSIC algorithm is a high resolution technique that provides information
about the number of incident signals, signal DOA, noise power, etc. It can resolve
closely spaced signals that cannot be detected by Capon’s method. In the MUSIC
algorithm, an exhaustive search is performed looking for the signals that are
orthogonal to the noise subspace. Various modifications of the MUSIC algorithm
have been proposed to decrease the computational complexity and increase its res-
olution performance. These modified versions include (i) the Root-MUSIC algo-
rithm, which is based on the polynomial rooting and provides higher resolution. It
reduces the number of calculations by avoiding an exhaustive search [10], however,
it is applicable only to a uniformly spaced linear array. In addition, (ii) the cyclic
MUSIC which is a signal selective direction finding algorithm that exploits the
spectral coherence of the received signal as well as the spatial coherence to improve
the performance of the conventional MUSIC algorithms. By exploiting spectral
correlation along with MUSIC, it is possible to resolve signals spaced more closely
than the resolution threshold of the array when only one of them is the SOI [11].

In this connection, it may be mentioned that the ESPRIT algorithm is another
subspace-based DOA estimation technique that reduces the computational and
storage requirements of MUSIC and does not involve an exhaustive search through
all possible steering vectors to estimate the DOA. Unlike MUSIC, ESPRIT does not
require prior knowledge about the array manifold vectors.

3.1.3 Maximum Likelihood Techniques

Maximum likelihood (ML) techniques are considered effective techniques for DOA
estimation, which are computationally intensive. The ML methods are better than
the subspace based methods, expressly in SNR conditions or in the case of small
number of signal samples [12]. Additionally, the ML techniques deal with corre-
lated signal conditions better than subspace-based techniques.
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Assume n observations that have x1; x2; . . .; xn samples impending with
unidentified probability density function f0ð�Þ from certain distribution. The joint
density function of all observations can be defined as:

f ðx1; x2; . . .; xnjhÞ ¼ f ðx1jhÞ � f ðx2jhÞ � � � � � f ðxnjhÞ ð3:12Þ

For a parametric function, Eq. (3.12) is called the likelihood, which is given by:

Lðh ; x1; . . .; xnÞ ¼ f ðx1; x2; . . .; xnjhÞ ¼
Yn
i¼1

f ðxijhÞ ð3:13Þ

where the following log-likelihood function is employed:

lnLðh; x1; . . .; xnÞ ¼
Xn
i¼1

lnf ðxijhÞ ð3:14Þ

The average log-likelihood estimator is then expressed as follows:

‘̂ ¼ 1
n
lnL ð3:15Þ

In the model, this estimates the predictable log-likelihood of a particular
observation.

In order to estimate the DOA using the ML estimator, the value of h0, which
represents the required DOA is determined by finding the value of the angle that
maximizes ‘̂ðh; xÞ, which describes the maximum likelihood estimator (MLE) of
h0 as follows, if a maximum occurs:

fĥMLEg�fargmax
h2H

‘̂ðh ; x1; . . .; xnÞg ð3:16Þ

This expression represent he estimated DOAE of the speakers in microphone
array problems.

3.1.4 Local Polynomial Approximation Beamformer

Recently, an efficient beamforming technique using local polynomial approxima-
tion (LPA) has been developed and modified for different array geometries.
Undeniably, this nonparametric LPA beamformer technique is first applied to DOA
estimation by Katkovnik and Gershman [13], then it is generalized, modified and
developed by Ashour et al. [2] and Elkamchouchi et al. [3].

It is worth noting that localizing and trackingmultiple narrowbandmoving sources
using a passive array are considered the fundamental problems in communication,
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sonar, radar, and microphone arrays. The conventional beamforming and high-
resolution subspace techniques are established to exploit the benefits of temporal
integration of array data for unmoving arrays and sources [14]. It assumes that only
quite short series of observations are used for beamforming and estimation in
non-stationary moving sources.

Conventional approaches fail and have deteriorated performance with the sce-
narios of moving sources. The LPA beamformer is quite different from the ML and
the conventional beamformer [15]. Definitely, in the standard ML formulation, the
source steering vectors are assumed to be time-invariant leading to different forms
of the beamforming functions. The computational complexity of the LPA beam-
forming is M times higher than that of the conventional beamforming algorithm,
whereM is the number of points in the angular velocity domain. Typically, the LPA
is a sliding window polynomial filtering (transform). The linear first degree LPA
treats the discrete time 1D signal as sampled from an underlying continuous
function within the selected window and uses loss function [16]. For DOA esti-
mation of moving speech sources, the LPA beamformer estimates the time-varying
DOA ĥðtÞ from a finite number N of the array observations rðt). For DOA esti-
mation, let the speech source motion model within the observation interval using
Taylor series [17]:

hðtþ kTÞ ¼ hðtÞþ hð1ÞðtÞðkTÞþ hð2ÞðtÞ
2

ðkTÞ2 þ hð3ÞðtÞ
6

ðkTÞ3 þ � � �
¼ c0 þ c1kT þ c2ðkTÞ2 þ c3ðkTÞ3 þ � � �

ð3:17Þ

where T is the sampling interval, and the parameters c0 and c1 will be used as
estimates of the angle hðtÞ and its derivative hð1ÞðtÞ. The source trajectories are
considered arbitrary functions of time that fit the nonparametric f piecewise con-
tinuous a-differentiable function, which is given by:

Fa ¼ f hðaÞðtÞ
��� ���� La; h

ðaÞðtÞ ¼ dahðtÞ
dta

ð3:18Þ

For a ¼ 0, hðtÞj j is just restricted by the value L0. For a ¼ 1 and 2, the velocity
(first derivative) and the acceleration (second derivative) of hðtÞ exist for almost
every time instants and the absolute values of these derivatives have as upper
bounds L1 and L2, respectively. The word “nonparametric” indicates that nothing is
known about a parametric form of [18]. The source localization is ensured by a
sliding weight-function (window) xh that discounts observations outside a neigh-
borhood of the center t of the approximation.

Different kind of windows can be used, for example, the rectangular windows
have equal weights for observations in the window. Nonrectangular windows, such
as triangular, quadratic, usually prescribe higher weights to observations which are
closer to the center t.
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The window function can be expressed by:

xhðkTÞ ¼ ðT
h
ÞxðkT

h
Þ ð3:19Þ

where xðvÞ is a real symmetric function ½xðvÞ ¼ xð�vÞ� satisfying the following
conventional properties:

xðvÞ	 0;xð0Þ ¼ max
v

xðmÞ;
Z1
�1

xðvÞdv ¼ 1 ð3:20Þ

where the scaling parameter h determines the window length.
For linear 1D LPA beamformer, assume sufficiently short window, conse-

quently, the third and later terms in Eq. (3.17) are insignificant, hence, the fol-
lowing model is obtained:

hðtþ kTÞ ¼ c0 þ c1kT ð3:21Þ

here c0 ¼ hðtÞ and c1 ¼ hð1ÞðtÞ represent the instantaneous source DOA and
angular velocity, respectively. So, the problem is to find the estimate ĉ of the vector
c ¼ ðc0; c1ÞT for each speech source of interest from a finite number of
non-stationary array observations.

The loss function of the LPA using the weighted least squares approach in order
to estimate the angle and its derivative is given by [6]:

Gðt; cÞ ¼ 1P
k
xhðkTÞ

X
k

xhðkTÞ rðtþ kTÞ � aðc; kTÞsðtþ kTÞkk 2 ð3:22Þ

where aðc; kTÞ ¼ aðc0 þ c1kTÞ and eðtþ kTÞ ¼ rðtþ kTÞ � aðc; kTÞsðtþ kTÞ is a
residual of fitting the output rðtþ kTÞ of the sensor by the corresponding output
aðc; kTÞsðtþ kTÞ of the steering vector and xhðkTÞ is the window.

The minimization of Gðt; cÞ with respect to the unknown deterministic waveform
sðtþ kTÞ is expressed by:

@G
@s�ðtþ kTÞ ¼

�xhðkTÞP
k
xhðkTÞ a

Hðc; kTÞ rðtþ kTÞ � aðc; kTÞsðtþ kTÞg ¼ 0f ð3:23Þ

Therefore, the estimate of the waveform sðtþ kTÞ is given by:

ŝðtþ kTÞ ¼ aHðc; kTÞrðtþ kTÞ
n

ð3:24Þ
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where the property aHðc; kTÞaðc; kTÞ ¼ n is exploited. By substituting from
Eq. (3.19) in Eq. (3.17), thus,

Gðt; cÞ ¼ 1P
k
xhðkTÞ

X
k

xhðkTÞ rHðtþ kTÞrðtþ kTÞ � aHðc; kTÞrðtþ kTÞj j2
n

)(

ð3:25Þ

This function should be minimized over the vector parameter c. Since, only the
second term depends on c, hence, the minimization of Gðt; cÞ is equivalent to the
maximization of the LPA beamformer function, which is given by:

Pðt; cÞ ¼ 1
n
P
k
xhðkTÞ

X
k

xhðkTÞ aHðc; kTÞrðtþ kTÞ�� ��2 ð3:26Þ

This function is independent of the nature of sðtÞ, thus, if the transmitted signal is
unknown, it will not affect this term in the algorithm. The maximization of Pðt; cÞ
can be performed using the two-dimensional (2D) search over c0 and c1.
Subsequently, this LPA beamformer can be protracted to multiple sources situations
using direct superposition of particular responses to each source.

At the time instant t, the estimates of hðtÞ and hð1ÞðtÞ as well as the value of the
waveform sðtÞ constitute a solution of the optimization problem:

ðĥðtÞ ; ĥð1ÞðtÞ; ŝðtÞÞ ¼ argðmin
c;sðtÞ

Gðt; cÞÞ ð3:27Þ

or

ðĥðtÞ ; ĥð1ÞðtÞÞ ¼ argðmax
c

Pðt; cÞÞ ð3:28Þ

From the preceding procedure, the DOA, and the velocity of the moving speaker
can be estimated accurately using the LPA beamformer technique.

3.2 Optimization Algorithms in DOAE

In the near-field, numerous algorithms were implemented in the recent years for
source localization. Several algorithms are based on subspace approaches, while,
others use evolutionary computing methods. Practically, near-field case arises in
innumerable situations, including microphone arrays for speech enhancement,
seismic exploration, under water source localization, and ultrasonic imaging. For
near-field source localization, several researchers proposed many approaches, such
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as the 2D MUSIC technique; high-order spectra (HOS) based algorithms; the
weighted linear prediction technique; the ESPRIT technique; and the ML technique
[19, 20]. However, in practical conditions, these proposed procedures are compu-
tationally heavy, some require extra computations for parameters pairing in case of
multiple sources, in addition, closely spaced sources’ localization suffer from poor
estimation in low Signal to Noise Ratio (SNR).

Optimization algorithms and evolutionary computing methods, such Particle
Swarm Optimization (PSO), Genetic algorithm (GA), Differential Evolution (DE),
and Genetic programming (GP) proved their significance recently [21–27]. These
methods achieve commanding global optimizers with avoiding being stuck in local
minima. In addition, they can be hybridized to provide reliable and effective
optimized solutions.

Using an array antenna for DOAE from the received signal is a critical topic
in sonar, radar, communication systems, and microphone array systems.
Traditional DOAE techniques including ML, MUSIC, root-MUSIC, ESPRIT have
been used. Recently, the ML estimation using particle swarm optimization
(PSO) [28], the genetic algorithm (GA)-based technique [29], and the evolutionary
programming (EP)-based method [30] are developed. Choi [31] implemented a new
DOAE scheme using PSO-based SPECC (Signal Parameter Extraction via
Component Cancellation), where the optimization method supports the extraction
process of the signal sources’ amplitudes and incident angles that impinge on the
sensor array. Sheikh et al. [32] employed differential evolution algorithm for range
and DOAE of near-field narrow band sources that impose on a uniform linear array
(ULA). During the optimization steps, the mean square error (MSE) is used as a
fitness function. The results of DE are compared with the results of Genetic
Algorithm (GA).

3.3 Time of Arrival Estimation Techniques

Speaker localization is concerned with locating the speaker position in a certain
place according to the received sound signals from the MA. This process supports
several real world applications including speech recognition, video conferencing
[33], speech acquisition [34], hands-free voice communication [35], acoustic
surveillance devices that require high quality of captured speech from the speakers
[36]. Acoustical situation is degraded by background/additive noise, and distortion
due to the speech signal reverberation from a speaker. In order to overwhelm such
problem, the speech is recorded using microphones set, which require moving
speaker’s localization and tracking. Once the real speaker position is known, the
MA can be electronically steered for high-quality speech acquisition. Moreover, the
speaker localization is vital in the multi-speaker scenario. Time of arrival estimation
(TDOA) localization scheme calculates the time delay estimation between each
microphone’s pair and the source using several techniques including the general-
ized cross correlation of maximum likelihood (GCC-ML), the generalized

3.2 Optimization Algorithms in DOAE 31



cross-correlation of phase transform (GCCPHAT), the Hilbert envelope of the LP
residual and the linear prediction (LP) residual [37, 38].

The TDOA is considered the superior technique to compute the time delay
estimation between each pair of microphones and the source. It is essential to
acquire decent estimate of the time-delay even with corrupted signals by rever-
beration and noise. For TDE, the spectral features of speech signals are processed,
which are affected by the speech degradations due to noise and reverberation
[39, 40].
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Chapter 4
Applied Examples and Applications
of Localization and Tracking Problem
of Multiple Speech Sources

In an enclosed environment, multi-source DOAE is an inspiring due to environ-
mental noise, room reverberation, and the source spectra overlapping. The DOAE
of acoustic sources is imperative for several applications including beamforming,
automatic camera steering, robotics and surveillance. The incidence of background
noise and reverberation should be considered in the real environment. Furthermore,
DOAE of multiple and concurrent active sources is considered a challenging
problem [1–4]. For these applications, conventional methods often exploit an
omnidirectional microphone array with DOAE using phase-delay information
between the microphones. Nevertheless, the conventional arrays necessitate a large
aperture.

4.1 Simulation of LPA Beamformer

Assume a ULA of ten omnidirectional sensors with the half-wavelength
inter-element spacing, and uncorrelated sources with SNR = 0 dB in a single
sensor. For three signals s1ðtÞ, s2ðtÞ and s3ðtÞ be zero-mean white Gaussian with
r ¼ 1, have the angles hiðtÞ; i ¼ 1; 2; 3. Assume rectangular window has N = 60
snapshots and sampling period of T ¼ 1 s. Thus, the observation model is repre-
sented as follows [5–7]:

r(t + kT) ¼ A(t + kT)s(t + kT) + e(t + kT) ð4:1Þ

Aðtþ kTÞ ¼ ½a(h1ðtþ kTÞ), a(h2ðtþ kTÞÞ; . . .; a(hq(tþ kT))� ð4:2Þ

sðtÞ ¼ ½s1ðtÞ; s2ðtÞ; . . .; sqðtÞ�T ð4:3Þ
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Afterwards, the time-varying hiðtÞ should be estimated, where the time-argument
is centered around the t of the LPA, where:

hiðtþ kTÞ ¼ hiðtÞþ hð1Þi ðtÞkT ð4:4Þ

Thus, hiðtþ kTÞ is linear on time kT with the values of the direction hiðtÞ and the
first derivative hð1Þi ðtÞ for the time-instant t. The performance of the LPA beam-
former versus the conventional beamformer is studied for different scenarios as
follows for multi-speech signals from moving sources.

4.1.1 Case 1 (One Source Case)

Consider a source, moving with three different uniform velocities, namely
hð1ÞðtÞ ¼ ð0; 1; 2Þ deg/sample, where hðtÞ ¼ 0�. The LPA function is displayed in
Figs. 4.1 through 4.4 as a 2D contour plot and 3D surface plot are illustrated with
focusing on the location of interest. Figure 4.1 illustrates the LPA beamformer
output of a single stationary source.

Fig. 4.1 A single stationary source case beamformers output at h ¼ 0
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Figure 4.1 shows the accurate source localization at h ¼ 0 and hð1ÞðtÞ ¼ 0:
Figure 4.2 illustrates the LPA beamformer output compared to the conventional
beamformer Pconv for a single source case at h ¼ 0 and hð1ÞðtÞ ¼ 1 deg/sample:

Figure 4.2 establishes that the LPA provided an accurate indication of the source
location at h ¼ 0: Also, PLPA shows hð1ÞðtÞ ¼ 1, while, Pconv cannot indicate the
source location, where the peak location is shifted. Figure 4.3 illustrates the com-
parative results of the LPA and the conventional beamformers for a single source
case at h ¼ 0 and hð1ÞðtÞ ¼ 2 deg/sample:

Figure 4.3 illustrates the accurate localization of the source using the LPA
beamformer at h ¼ 0 and hð1ÞðtÞ ¼ 2, while, Pconv cannot indicate the source
location, where the output is degraded. Figure 4.4 demonstrates the beamformers
output for a single source case at h ¼ 0 and hð1ÞðtÞ ¼ �1 deg/sample:

Figure 4.4 establishes the achieved accurate localization of the single source that
located at h ¼ 0 and hð1ÞðtÞ ¼ �1 using the LPA beamformer, while, Pconv cannot
indicate the source location. The peaks of all curves indicate the efficient local-
ization of the source position using the LPA beamformer. The true, accurate values
of hðtÞ and hð1ÞðtÞ, while the shape of the curves is slightly depending on the
angular velocity. The LPA function PLPA is expressed in term of c0 i.e., h as well as
the conventional beamformer Pconv. The peaks of all the LPA curves show the true

Fig. 4.2 Beamformers output for a single source case at h ¼ 0 and hð1ÞðtÞ ¼ 1 deg/sample
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Fig. 4.3 Beamformers output for a single source case at h ¼ 0 and hð1ÞðtÞ ¼ 2 deg/sample

Fig. 4.4 Beamformers output for a single source case at h ¼ 0 and hð1ÞðtÞ ¼ �1 deg/sample
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value of hðtÞ for all velocities. The increasing of the source velocity shifts the Pconv

peaks from the accurate value of the angle, while a degradation of the one-peak of
Pconv for larger values of h

ð1ÞðtÞ occurs in Fig. 4.3. Comparing the Pconv output in
Figs. 4.1 and 4.4, it is clear that the peak is shifted to the right when the angular
velocity is positive, while it is shifted to left when the angular velocity is negative.
Moreover, the PLPA has no side-lobes in a wide range around the peak, which
indicates the source location, and its main lobe bandwidth is smaller than that of the
conventional beamformer. This can be considered an advantage of the LPA
beamformer compared to the conventional beamformer even for the case of
unmoving sources. As the source moves with negative uniform angular velocity as
in Fig. 4.4, the PLPA beamformer indicates the source location correctly.

4.1.2 Case 2 (Well Separated Multi Sources Case)

Consider the case of three sources (microphones), where the resolution of the
sources depends on the direction h and can be given by:

Fig. 4.5 LPA beamformers
output for a well separated
sources at h1ðtÞ ¼ �16�;
h2ðtÞ ¼ 0; h3ðtÞ ¼ 16� and
they have the same angular
velocity hð1ÞðtÞ ¼ 1�=sample
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Dh ffi 1= C cos hj j; C ¼ ðn� 1Þd=k ð4:5Þ

Assume well separated sources having h1ðtÞ ¼ �16�; h2ðtÞ ¼ 0; h3ðtÞ ¼ 16�

and they have the same angular velocity hð1ÞðtÞ ¼ 1�=sample as illustrated in
Fig. 4.5.

Figure 4.5 establishes that the peaks of the LPA beamformer preserve their
position at the actual location of the sources, which provide the right estimate of the
source velocities. While the conventional beamformer is degraded and cannot
localize the sources correctly where the angular velocity is considered (i.e., the
sources are non-stationary).

4.2 Simulation of Frost Beamformers of Microphone
Array

Sensor arrays are commonly employed for signal separation from noises based on
the DOA information. Frost’s beamformer has a significant role in speech pro-
cessing for speaker localization. Each sensor in the Frost’s beamformer array is
followed by a transversal filter, which has weight as illustrated in Fig. 4.6 [8]. The
beamformer output is the filter outputs’ sum, where the weights updated by Frost’s
constrained least mean square (CLMS) procedure to minimize the mean square
error of the output signal.

The whole Frost’s beamformer system can be supplanted by one transversal FIR
filter in the speech signal. The Matlab function in [9] is used to implement a time
domain beamformers to recover speech signals by a microphone array of noisy
microphone array measurements and to simulate an interference-dominant signal
received. The Frost’s beamformer is applied as it has superior interference sup-
pression ability compared to the time-delay approach. The Frost beamformer

Fig. 4.6 Frost’s beamformer configuration
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robustness is achieved using diagonal loading. Several scenarios are applied to
show the structure effect of the omnidirectional microphones configuration, the
elements’ spacing and the number of speech sources.

4.2.1 Case 1 (ULA of Ten Omnidirectional Microphones)

Assume a uniform linear array (ULA) 10 omnidirectional microphones to receive
the speech signal. The array elements have 5 cm spacing, where multichannel
signals are received by the MA. Two recorded speeches with one laughter
recordings have been included, where the laughter audio refers to the interference.
The azimuth and elevation directions of the speech signals are ð�30�; 0�Þ and
ð�10�; 10�Þ of the first and second speech signals; respectively, while, the inter-
ference (laughter) comes from the direction ð20�; 0�Þ, which masks the speech
signals. In addition, for each sensor, white noise signal of 1e�4 watts representing
the thermal noise is considered. At the array origin, each input single-channel signal
is received by a single microphone. Figure 4.7 represents the channel 3 received
signal.

In order to compensate the arrival time differences (ATD) across the array, a
time delay beamformer is applied with the coming signal from certain direction.
A time delay (TD) beamformer is constructed to delineate a steering angle

Fig. 4.7 The received speech signal at channel 3
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consistent to the first speech signal’s incident direction. Figure 4.8 illustrated the
TD beamformer output.

The speech enhancement can be reported by measuring the array gain repre-
senting the ratio of output to input signal-to-interference-plus-noise ratio (SINR). In
addition, a Frost beamformer can be used to acquire superior beamformer perfor-
mance, where the attached FIR filters to each sensor provided the Frost beamformer
with more weights for suppressing the interference. Thus, nulls can be placed at the
interference directions for superior interference suppression. The Frost beamformer
achieved 14 dB array gain, which is 4.5 dB higher than that of the TD beamformer.
Furthermore, the frost’s beamformer can be used to steer the array in the direction
of the second speech signal. Figure 4.9 illustrates the frost’s beamformer output
with diagonal loading to improve its performance.

In order to demonstrate the effect of the microphone array configuration and
cumber of elements, the following scenarios are applied.

Fig. 4.8 The TD beamformer output
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4.2.2 Case 2 (ULA of 5 Omnidirectional Microphones)

In this case, the same signals at the same directions are received using a ULA with
five omnidirectional microphones to receive the speech signal is used instead of
using ten elements. In addition, the spacing between the elements is increased to be
10 cm instead of 5 cm. Figures 4.10, 4.11 and 4.12 represent the channel 3
received signal, the TD beamformer output, and the frost’s beamformer output;
respectively.

In order to demonstrate the effect of the microphone array configuration, the
following scenario is applied.

4.2.3 Case 2 (UCA of 5 Omnidirectional Microphones)

In this case, the same signals at the same directions are received using a uniform
circular array (UCA) with five omnidirectional microphones to receive the speech

Fig. 4.9 The frost’s beamformer output with diagonal loading
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signal. In addition, the radius of the circular array is 1.5 cm. Figures 4.13, 4.14 and
4.15 represent the channel 3 received signal, the TD beamformer output, and the
frost’s beamformer output; respectively.

A comparative study between the TD beamformer and the frost’s beamformer
gain values from the preceding results of the different array configurations is
illustrated in Fig. 4.16.

Fig. 4.10 The received speech signal at channel 3

Fig. 4.11 The TD
beamformer output
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Fig. 4.12 The frost’s beamformer output with diagonal loading

Fig. 4.13 The received speech signal at channel 3
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Fig. 4.14 The TD beamformer output

Fig. 4.15 The frost’s beamformer output with diagonal loading
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4.3 Linear Microphone Array for Live Direction
of Arrival Estimation

The 4 built-in microphones of the Microsoft Kinect™ are recognized using Matlab
2017 to estimate the linear coordinates [10]. The applied procedure is used inde-
pendently with pairs of microphones to estimate the DOA, which are then com-
bined to determine a single live DOA output. As the inter-microphone distance
increases, DOAE sensitivity increases correspondingly. A bespoke arrow-based
polar visualization (Fig. 4.17) is used to illustrate the DOA estimation of the sound
source using multiple microphone pairs within the linear array, where the four
microphone positions at [−0.088, 0.042, 0.078, 0.11].

Fig. 4.16 The array gain using different configurations

Fig. 4.17 The polar plot of
the DOAE
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Figure 4.18 illustrates the polar plot of the DOAE when changing the micro-
phone positions to be at [−0.05, 0.062, 0.098, 0.19].
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Chapter 5
Challenges and Future Perspectives
in Speech-Sources Direction of Arrival
Estimation and Localization

DOAE is essential in several applications including automatic steering of video
camera and multiparty teleconferencing for steering and beamforming in order to
suppress reverberation and noise as well as to improve the speech intelligibility [1–
7]. It has numerous challenges and future perspectives in speech-sources DOAE
and localization. Acoustic source signal generally suffers from multiple reflections
and ambient noise that significantly degrade the localization performance of the
TDOA techniques with sound source using only two microphones.

In speech based systems, smart antenna systems have an imperative role after
determining the speech signal’s DOA. The smart antenna is considered to generate
a beam toward the speaker and null toward the noise and the interferer. In addition,
it enhances the capacity as well as the security [8]. Thus, in heavily faded areas, it
becomes an active research area to determine the weaker coherent/non-coherent
signals with low Signal-to-Ratio (SNR). Moreover, for multiple speech sources,
microphone DOAE methods should be developed to exploit speech precise prop-
erties, such as the sparsity in time-frequency spectrum [9]. Using two-microphone
array for sound source localization is a challenging topic with extensive potential in
mobile devices, video conferencing, and robotics. A probability distribution of the
source’s location is considered according to the observed time-differences of arrival
between the sound signals in order to estimate the actual source positions.
Nevertheless, these procedures assume a specified number of sound sources [10].

One of the blooming domains is the use of DOAE and sound source localization
(SSL) in robotics to associate the survival behaviors during the interaction between
humans and robots [11]. Moreover, conventional DOAE techniques still cannot
achieve quite dependably performance in low SNR conditions. In noisy environ-
ments, increasing the robustness of the DOA estimator for human speech becomes
challenging. Xue and Liu [12] proposed a sub-band weighting procedure, where for
each channel; the speech signal is passed over a Gammatone filter-bank to attain a
set of time-domain sub-band signals. Afterwards, based on a new cost function, the
TDOA estimation is determined in each sub-band. In order to emphasize the esti-
mation results, the sub-band weight is calculated with high probability containing
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speech signals. Lastly, the DOA is determined using the estimated TDOA and
according to the microphone array geometry.

Mainly, the efficiency of speakers’ localization and DOAE is based on the
advancement in the smart antenna technology that is based on digital signal pro-
cessing procedures. Smart antenna systems are able to locate and to track signals
from the speakers as well as the interferers for dynamically adjusts the antenna
pattern for reception enhancement of the signal-of-interest direction, while mini-
mizing interference in the signal-of-not-interest direction. Thus, the smart antenna
system performance depends on the competence of digital signal processing pro-
cedures. Numerous DOAE procedures are employed in adaptive array smart
antenna to localize the desired signal. On the antenna array, the number of incident
plane waves is estimated by the DOA techniques as well as their angle of incidence
[13]. Several DOA techniques can be employed, such as the ML, MUSIC,
Root-MUSIC, ESPRIT, and LPA. Recently, the global optimization procedures,
including evolutionary strategies (ES), genetic algorithms (GA), particle swarm
optimization (PSO), and evolutionary programming (EP) have emerged as robust
and effective in several applications in different domains [14–23]. Consequently,
employing such optimization algorithms to enhance the DOA estimation techniques
for speakers’ localization using different microphone array configurations can be
considered a future perspective mainly in the noisy environment. In a sensor net-
work, distributed MAs offer an original way to find snipers [24]. This processing
type provides the opportunity for novel and enhanced applications.
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Chapter 6
Conclusion

Estimating the DOA of speakers and speech signals are a wide-ranging problem of
interest in acoustic signal processing. From the different literatures, it is concluded
that beamforming based on optimization for DOA estimation is advantageous.
Significant knowledge about the MA is essential before developing the DOAE
techniques. Copious applications recommended the use of large arrays in the order of
greater than 100 elements in auditoriums, while small arrays of 2 or 3 elements are
recommended for mobile telephones and hearing aids. Besides, the microphone array
technology is extensively realistic in surveillance, and speech recognition.
Conventional techniques have been employed for MAs include fixed spatial filters,
such as optimal beamformer, adaptive beamformer, and frequency invariant beam-
formers. Such array methods assume either calibration signal knowledge or model
knowledge in addition to localization information for their design. Accordingly, they
typically embrace some form of localization and tracking along with the beam-
forming methods. Currently, contemporary techniques, exhausting time, frequency
masking and blind signal separation (BSS) techniques have enticed the researchers’
attention. These methods are less reliant on localization and array model as well as
the speech signals’ statistical properties, including the non-stationarity, sparseness,
and non-Gaussianity.

From the theoretical perspective, the spatial diversity is considered the foremost
advantage of the multiple microphones, which is an efficient tool to combat
reverberation, noise, and interference. In the speech signal (target), the used sus-
taining physical feature is the difference in the coherence versus the noise field and
for understanding the striving in the enhancement of the highly reverberant speech
of the received microphone signals.

Traditional techniques such as hand-free operation of MAs, frequency invariant
beamforming, and source localization are developed for efficient DOAE. Small size
microphone arrays have numerous applications for hearing aids, close up micro-
phones, and mobile terminals. The novelty in representing small size arrays sup-
ports the suppression of multiple interferers. Abnormalities in speech stemming and
noise from processing are principally unavoidable.
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