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Preface

This volume contains the refereed proceedings of the 6th International Conference on
Analysis of Images, Social Networks, and Texts (AIST 2017)1. The previous confer-
ences during 2012–2016 attracted a significant number of students, researchers, aca-
demics, and engineers working on interdisciplinary data analysis of images, texts, and
social networks.

The broad scope of AIST made it an event where researchers from different
domains, such as image and text processing, exploiting various data analysis tech-
niques, can meet and exchange ideas. We strongly believe that this may lead to cross
fertilisation of ideas between researchers relying on modern data analysis machinery.
Therefore, AIST brought together all kinds of applications of data mining and machine
learning techniques. The conference allowed specialists from different fields to meet
each other, present their work, and discuss both theoretical and practical aspects of their
data analysis problems. Another important aim of the conference was to stimulate
scientists and people from industry to benefit from the knowledge exchange and
identify possible grounds for fruitful collaboration.

The conference was held during July 27–29, 2017. The conference was organised in
Moscow, the capital of Russia, on the campus of Moscow Polytechnic University2.
This year, the key topics of AIST were grouped into six tracks:

1. General topics of data analysis chaired by Sergei Kuznetsov (Higher School of
Economics, Russia) and Amedeo Napoli (LORIA, France)

2. Natural language processing chaired by Natalia Loukachevitch (Lomonosov
Moscow State University, Russia) and Alexander Panchenko (University of
Hamburg, Germany)

3. Social network analysis chaired by Stanley Wasserman (Indiana University, USA)
4. Analysis of images and video chaired by Victor Lempitsky (Skolkovo Institute of

Science and Technology, Russia) and Andrey Savchenko (Higher School of Eco-
nomics, Russia)

5. Optimisation problems on graphs and network structures chaired by Panos Pardalos
(University of Florida, USA) and Michael Khachay (IMM UB RAS and Ural
Federal University, Russia)

6. Analysis of dynamic behaviour through event data chaired by Wil van der Aalst
(Eindhoven University of Technology, The Netherlands) and Irina Lomazova
(Higher School of Economics, Russia)

One of the novelties this year was the introduction of a new specialised track on
process mining (Track 6).

1 http://aistconf.org/.
2 http://mospolytech.ru/?eng.



The Programme Committee and the reviewers of the conference included 167
well-known experts in data mining and machine learning, natural language processing,
image processing, social network analysis, and related areas from leading institutions of
30 countries including Argentina, Australia, Austria, Belgium, Brazil, Canada, China,
Croatia, Czech Republic, Denmark, Egypt, Finland, France, Germany, Greece,
Hungary, India, Ireland, Japan, Lithuania, Norway, Portugal, Qatar, Romania, Russia,
Spain, Ukraine, The Netherlands, UK, and USA. This year we received 127 submis-
sions mostly from Russia but also from Algeria, Australia, Brazil, China, Finland,
Germany, India, Iran, Kazakhstan, Latvia, Mexico, The Netherlands, Norway, Turkey,
USA, and Vietnam.

Out of 127 submissions only 37 papers were accepted as regular oral papers. Thus,
the acceptance rate of this volume was around 29%. In order to encourage young
practitioners and researchers, we included 34 papers to the supplementary proceedings
after their poster presentation at the conference. Each submission was reviewed by at
least three reviewers, experts in their fields, in order to supply detailed and helpful
comments.

The conference featured several invited talks and an industry session dedicated to
current trends and challenges.

The keynote talk was presented by Andrzej Cichocki on “Bridge Between Tensor
Networks and Deep Neural Networks: From Fundamentals to Real Applications.”

The invited talks were:

– Stanley Wasserman (Indiana University, USA), “Sensitivity Analysis of p* and
SAOM: The Effects of Missing Data on Parameter Estimates”

– Dirk Fahland (Eindhoven University of Technology, The Netherlands), “Process
Mining: Past, Present, and Open Challenges”

Sergey Nikolenko from the St. Petersburg Department of the Steklov Mathematical
Institute presented a tutorial on “Deep Learning for Natural Language Processing.”

The business speakers also covered a wide variety of topics3. We list those invited
talks below:

– Iosif Itkin (Exactpro Systems), Industrial day opening. Keynote on “Exactpro and
Data Analysis in London Stock Exchange: Capital Markets, Post Trade and
Information Services”

– Dmitry Bugaychenko (OK.ru), “Odnoklassniki Data Science Research Initiative”
– Olga Megorskaya (Yandex), “Yandex Toloka: Crowdsource Your Data”
– Artur Kuzin (Avito), “AvitoNet: Computer Vision Service in Avito”
– Alexander Zhebrak, Arthur Kadurin, Daniil Polykovskiy (Insilico Medicine),

“Artificial Intelligence for Drug Discovery”

We would like to thank the authors for submitting their papers and the members
of the Programme Committee for their efforts in providing exhaustive reviews.

3 A detailed program of AIST 2017 Business Day can be found on a separate website: http://aistconf.ru.
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We would also like to express our special gratitude to all the invited speakers and
industry representatives.

We deeply thank all the partners and sponsors. Our golden sponsors is Exactpro.
Exactpro, a fully owned subsidiary of the London Stock Exchange Group, specialises
in quality assurance for exchanges, investment banks, brokers, and other financial
sector organisations. Our special thanks goes to Springer for their help, starting from
the first conference call to the final version of the proceedings. Last but not least, we are
grateful to all the organisers, especially to Marina Danshina, and the volunteers, whose
endless energy saved us at the most critical stages of the conference preparation.

Here, we would like to mention the Russian word “aist” is more than just a simple
abbreviation (in Cyrillic) — it means a “stork.” Since it is a wonderful free bird, a
symbol of happiness and peace, this stork gave us the inspiration to organise the AIST
conference. So we believe that this young and rapidly growing conference will likewise
be bringing inspiration to data scientists around the world!
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Bridge Between Tensor Networks
and Deep Neural Networks: From Fundamentals

to Real Applications

Andrjei Cichocki1,2

1 RIKEN Brain Science Institute, Japan
2 Skolkovo Institute of Science and Technology, Russia

cia@brain.riken.jp

Abstract. Tensor decompositions (TD) and their generalizations tensor net-
works (TN) are promising, and emerging tools in Machine Learning (ML),
especially in Deep Learning (DL), since input/output data outputs in hidden
layers can be naturally represented and described as higher-order tensors and
most operations can be performed using optimized linear/multilinear algebra.

I will present a brief overview of tensor decomposition and tensor networks
architectures and associated learning algorithms. I will also discuss several
applications of tensor networks in Signal Processing, Machine Learning, both in
supervised and unsupervised learning and possibility of dramatic reduction of
set of parameters in state-of-the arts deep CNN, typically, from hundreds mil-
lions to tens of thousands of parameters. We focus on novel (Quantized) Tensor
Train-Tucker (QTT-Tucker) and Quantized Hierarchical Tucker (QHT) tensor
network models for higher order tensors (tensors of order at least four or higher).
Moreover, we present tensor sketching for efficient dimensionality reduction
which avoid curse of dimensionality.

Tensor Train-Tucker and HT models will be naturally extended to MERA
(Multiscale Entanglement Renormalization Ansatz) models, TTNS (Tree Tensor
Network States) and PEPS/PEPO and other 2D/3D tensor networks, with
improved expressive power of deep learning in convolutional neural networks
(DCNN) and inspiration to generate novel architectures of deep and
semi-shallow neural networks. Furthermore, we will be show how to apply
tensor networks to higher order multiway, partially restricted Boltzmann
Machine (RBM) with substantial reduction of set of learning parameters.

Keywords: Tensor networks � Deep learning � Tensor decompositions
Neural networks

References

1. Cichocki, A., Mandic, D.P., Lathauwer, L.D., Zhou, G., Zhao, Q., Caiafa, C.F., Phan, A.H.:
Tensor decompositions for signal processing applications: from two-way to multiway com-
ponent analysis. IEEE Signal Process. Mag. 32(2), 145–163 (2015)



2. Cichocki, A., Lee, N., Oseledets, I.V., Phan, A.H., Zhao, Q., Mandic, D.P.: Tensor networks
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sitions. Found. Trends Mach. Learn. 9(4–5), 249–429 (2016)

3. Cichocki, A., Phan, A.H., Zhao, Q., Lee, N., Oseledets, I.V., Sugiyama, M., Mandic, D.P.:
Tensor networks for dimensionality reduction and large-scale optimization: Part 2 applications
and future perspectives. Found. Trends Mach. Learn. 9(6), 431–673 (2017)
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Process Mining:
Past, Present, and Open Challenges

Dirk Fahland

Eindhoven University of Technology, The Netherlands
d.fahland@tue.nl

Abstract. Since the first algorithms for automatically discovering process
models from event logs have been proposed in the late 1990ies the problem of
obtaining insights into processes by mining from event logs gained growing
attention. By now, the field has grown into a maturing discipline and industry
has begun adopting process mining in regular operations, supported by several
commercial process mining solutions that are available on the market.

In the early days of process mining, several algorithms for constructively
discovering a process model from an event log were proposed, each algorithm
pursuing unique principles for constructing a model. This first generation of
process discovery techniques, which includes, for instance, the alpha-algorithm,
paved the ground for process mining as a research discipline. As these algo-
rithms were applied in practice, new research challenges showed up, sparking
new results in both pre-processing event data and evaluating process models on
event logs. In particular the latter deepened the understanding of the challenges
in process mining and established a reliable feedback mechanism in process
mining in the form of conformance checking. This feedback mechanism enabled
researching the second generation of process mining techniques addressing a
large variety of problems such as quality guarantees for discovered models,
including the data perspective in discovered models, or discovering temporal
logic constraints. In particular, the inductive miner family was seen as a new
milestone as it provided a systematic way to develop process discovery algo-
rithms with reliable results. Yet again, as these more capable techniques are
being applied to the growing and more detailed event data recorded in practice,
further unsolved challenges arise.

In the first part of my talk I will draw an arc from the early days of process
mining to the current state of the art in process mining – highlighting central
techniques and their impact on later developments. In the second part of my talk,
I will then turn to what kinds of event data and challenges are being found in
practice today, how existing process mining techniques fail to address them, and
thus which open challenges and opportunities the process mining field offers
also for researchers from other domains.

Keywords: Process mining � Information systems
Combined modeling paradigms � Event logs



Sensitivity Analysis of p* and SAOM:
The Effects of Missing Data
on Parameter Estimates

Stanley Wasserman

Indiana University, USA
stanwass@indiana.edu

Abstract. Many studies use complicated network data sets. Take, for example,
the Framingham Heart Study, which was never intended for use in network
analyses, but whose family and friend contact information can be considered
relational data and thus can be massaged into a social network. Such data sets
are often sampled in various ways, but the effects of the inherent sampling
design on the findings of the study are unknown. Nevertheless, the sampling
design will certainly influence the results in some way. There is little published
research on the impact of network sampling on network structures and structural
measures. There is even less research that investigates how network sampling
impacts models that link network structure with behaviors and attitudes. We
need not only to study how sampling designs for social network studies impact
network measures, but also investigate how these sampling designs impact
models that include social influence effects. The old studies of measurement
error in network analysis (circa 1975) are woefully old. Our research contributes
much-needed, but rarely discussed, important information to a rapidly growing
field. Specifically, we study the following methodological questions:

1. How does eliminating links bias cross-sectional and longitudinal parameter
estimates and statistical models? Missing links approximate both fixed
choice designs where only a portion of links are provided and situations
where respondents do not report all relationships that exist.

2. How does eliminating alters and their links bias cross sectional and longi-
tudinal parameter estimates and statistical models? Missing alters represent
panel-type loss of entire groups from a study as well as intermittent joiners
and leavers in studies (alters that appear at multiple, but not sequential time
points, as if a student were enrolled in a study and appeared at baseline but
then not again until the fourth and fifth waves of a five wave study).

3. How does the method of sampling bias estimates and models? That is, do
missing edges lead to greater problems than missing nodes? Does churn in
these models lead to greater problems than the loss of alters at baseline due
to sampling issues? Churn here refers to the presence of intermittent joiners
and leavers.

4. How do systematic sampling approaches such as snowball sampling or
link-tracing bias estimates and models? These approaches approximate
respondent-driven sampling approaches and other trace based designs.



5. How does the information that is lost when one has personal (egocentered),
rather than complete, network information bias estimates and models?

6. Does missingness in alter attribute variables have the same effect as miss-
ingness in structural variables?

7. How much does measurement error (caused, for example, by forced
fixed-choice designs) affect statistical findings from these new models,
particularly for social influence parameters?

Keywords: Social networks � Exponential-family random graph models
Stochastic actor-oriented models � Sensitivity analysis � Missing data
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Deep Learning for Natural Language
Processing (Tutorial)

Sergey Nikolenko1,2,3
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Abstract. Over the last decade, deep learning has revolutionized machine
learning. Neural network architectures have become the method of choice for
many different applications. In this tutorial, we survey the applications of deep
learning to natural language processing (NLP) problems.

We begin by briefly reviewing the basic notions and major architectures of
deep learning, including some recent advances that are especially important for
NLP.

Then we survey distributed representations of words, showing both how
word embeddings can be extended to sentences and paragraphs and how words
can be broken down further in character-level models.

Finally, the main part of the tutorial deals with various deep architectures that
have either arisen specifically for NLP tasks or have become a method of choice
for them; the tasks include sentiment analysis, dependency parsing, machine
translation, dialog and conversational models, question answering, and other
applications.

Keywords: Deep learning � Natural language processing
Machine learning applications
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Automated Detection of Adverse Drug
Reactions from Social Media Posts

with Machine Learning

Ilseyar Alimova(B) and Elena Tutubalina

Laboratory of Chemoinformatics and Molecular Modeling,
Kazan (Volga Region) Federal University, Kazan, Russia
alimovailseyar@gmail.com, elvtutubalina@kpfu.ru

Abstract. Adverse drug reactions can have serious consequences for
patients. Social media is a source of information useful for detecting
previously unknown side effects from a drug since users publish valuable
information about various aspects of their lives, including health care.
Therefore, detection of adverse drug reactions from social media becomes
one of the actual tools for pharmacovigilance. In this paper, we focus on
identification of adverse drug reactions from user reviews and formulate
this problem as a binary classification task. We developed a machine
learning classifier with a set of features for resolving this problem. Our
feature-rich classifier achieves significant improvements on a benchmark
dataset over baseline approaches and convolutional neural networks.

Keywords: Adverse drug reactions · Text mining
Health social media analytics · Machine learning · Deep learning

1 Introduction

Detection of drug side effects is one of the main tasks in the pharmacy industry.
Before the release of the medication, a number of clinical trials are conducted
in order to detect side effects, which further fit into the drug’s instructions.
However, clinical trials do not allow to identify all drug side effects, because
some of them appear after long-term use of the drug or have an effect only on a
certain group of patients who did not participate in clinical trials. Recent work
have shown that 462 medical products were withdrawn from sales between 1950
and 2014 years [1]. Moreover, side effects appeared in the post-approval period
can cause serious problems to human health and even lead to death [2–5]. The
detection of drug side effects in post-approval periods is a difficult challenge for
pharmacovigilance.

One of the methods of finding new side effects for released into the market
drugs is social media analysis [6]. With the development of social networks,
users often write about the problems associated with taking medications on
Twitter and various forums related to health and drugs. Manual processing such
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 3–15, 2018.
https://doi.org/10.1007/978-3-319-73013-4_1
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a volume of text information is impossible, therefore methods of natural language
processing are widely used for automatic text processing [7–10] including to
extract information about adverse effects, as evidenced by a number of review
articles on this topic [11–15].

One of the tasks of detection of Adverse Drug Reactions (ADR) is to classify
any disease-related information. This classification task is necessary to remove
noise information and detect if the text contains mentions of side effects. We
formulated the problem as a binary classification to determine whether this side
effect is adverse or not. The first class includes all the drug effects that had a
negative impact on a health. The other group includes indications, disease symp-
toms, beneficial effects and effects experienced not by the patient directly. We
developed a machine learning classifier with a set of features for resolving this
problem. We used word embedding features, including vector representation and
brown clusters trained on social media posts on the topic of health and drugs. We
will demonstrate the effectiveness of our approach on message-level and entity-
level classification. For message-level classification, we tested our approach on a
benchmark dataset of tweets named the Twitter corpus [16]. For entity-level, we
tested our approach on a benchmark dataset of user reviews named the CSIRO
Adverse Drug Event Corpus (CADEC) [17]. We used Logistic Regression and
Linear Support Vector Machine (SVM) classifiers. Our feature-rich classifiers
outperformed Convolutional Neural Networks (CNN) designed for text classifi-
cation [18] and a state-of-the-art approach based on SVM introduced by Sarker
et al. [16].

The rest of the paper is structured as follows. In Sect. 2, we discuss related
work. In Sect. 3, we describe our classifier with hand-crafted features. Section 4
provides evaluation results. Section 5 concludes this paper.

2 Related Work

Many previous works have been devoted to the detection of ADR. In Social Media
Mining Shared Task 2016 [19], the task 1 was to classify user posts whether a user
discusses ADRs. Participants were given a marked body of tweets on the topic
of health, their task was to determine whether there was information about side
effects in the text of the tweet or not. The winner system [20] is based on Ran-
dom Forest and used words, the co-occurrence of drug and side effect, sentiment,
negation, change in tweet’s tone and question in tweets features and obtained
ADR class F-score of 41.95%. The second place system used different configu-
rations of Maximum Entropy Classifier and concept-matching classier based on
ADR lexicon and obtained ADR class F-measure of 41.82% [21]. Ofoghi et al.
[22] introduced SVM-based classifier with a sentiment, emotion classes, mention
from Unified Medical Language System (UMLS), chemicals/drugs/diseases lex-
icon based features and got ADR class F-measure of 35.8%. The fourth-placed
system applied SVM classifier with syntactic, lexicon, polarity and topic mod-
eling based features and performed ADR class F-measure of 33% [23]. The last
system from top five also developed the SVM-based system with n-Gram, word
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embedding, cluster, lexical features and obtained F-measure of 31.74% [24]. SVM
is the most popular text classification techniques, which has been widely adopted
in patient social media research [25–28]. Sarker and Gonzalez [16] tried Maximum
Entropy model with n-gram, UMLS semantic types and concept IDs, syn-set
expansion, change phrases, ADR lexicon matches, SentiWordNet scores, topic-
based features and obtained ADR class F-measures of 81.2%, 53.8% and 67.8%
for Twitter1, DailyStrength [28] and ADR corpora [29], respectively. Liu et al.
[30] developed a rule-based algorithm to identify adverse drug events and event
pairs from all related drugs. The classifier obtained macro-averaged F-measure
of 69.20%. Huynh et al. [31] introduced CNN for classification of ADRs. CNN
with pre-trained word embeddings showed better results over machine learning
classifiers with macro-averaged F-measures of 51% and 87% on Twitter [16] and
the second corpus of adverse events [32], respectively.

As you can see, basically, for the task ADR classification, machine-learning
approaches were used with similar sets of features, including n-grams, ADR
lexicon, sentiment features, a presence of drugs, UMLS mentions. Only in [24]
were used embedding clusters features, trained with word2vec on unlabeled user
reviews about drugs, collected from Twitter and Daily Strength, and k-means
Clustering from [33].

3 The Proposed Method

We applied two machine learning models based on Linear SVM and Logistic
Regression with entity-level and context-level sets of features. Entity-level fea-
tures were applied only for entity tokens. Context-level features were used within
a window of four words on each side of an entity, including the entity itself. For
tweets from the Twitter corpus, we applied the features described below to all
tokens in the tweet’s text. The methods were implemented with classes from the
scikit-learn library [34]: LinearSVC and Logistic Regression (with parameters
class weight = ‘auto’ and penalty = ‘l2’). The source code of our classifier can
be found here2.

3.1 Features

Context-level features:

• Bag of words (bow): we used unigrams and bigrams.
• Part of Speech (PoS): we counted the number of nouns, verbs, adverbs and

adjectives.
• Sentiment features (sent): we applied state-of-the-art lexicon features for sen-

timent analysis described in [35]. We used SentiWordNet [36], MPQA Sub-
jectivity Lexicon [37], Bing Liu’s dictionaries [38].

1 http://diego.asu.edu/index.php?downloads=yes.
2 https://github.com/Ilseyar/adr classification.

http://diego.asu.edu/index.php?downloads=yes
https://github.com/Ilseyar/adr_classification
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• Pointwise mutual information (pmi): we counted PMI for the large corpus of
user reviews named the Health corpus collected from various resources and
described further. We used the PMI score as a feature.

• Drugname and ADR presenting (drug adr): this is a binary vector of length
two. The first component of the vector shows the presence of the name of the
drug from FDA3, the second is the presence of ADR effect from the dictionary
COSTART4.

• Emoticons (emot): a binary vector of length 2, showing the presence of posi-
tive and negative emoticions.

Entity-level features:

• Word embedding (emb): we used vector representation trained on social media
posts from [39]. We calculated the average of the vectors of dimension 200 for
each token and applied it as a feature.

• Cluster-based representation (cls): we used clusters computed in [39] with
Brown hierarchical clustering algorithm and represented each entity as a
binary vector of dimension 150.

• Semantic Types from Unified Medical Language System (umls): we used
UMLS version 2.0 and counted the number of tokens from each UMLS seman-
tic types. UMLS semantic types are subject categories that provide a catego-
rization of all concepts represented in the UMLS. For example, clinical drug,
medical device, vitamin etc.

Word embedding vectors were obtained with using word2vec trained on unla-
beled Health corpus consists of 1,180,080 reviews from askapatient.com5, daily-
strength.org6, drugscom.com7, amazon health-related dataset8, webmd.com9.
The parameters of word embeddings are vectors with size of 200, the length
of the local context of 10, the negative sampling of 5, vocabulary cutoff of 10,
Continuous Bag of Words model [39].

4 Experiments

In this section, we describe our experiments with feature-rich classifiers and deep
learning models.

4.1 Evaluation Datasets

We conducted experiments on CADEC [17] and Twitter corpora [16].

3 https://www.fda.gov/.
4 http://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/.
5 http://www.askapatient.com/.
6 https://www.dailystrength.org/.
7 https://www.drugs.com/.
8 http://jmcauley.ucsd.edu/data/amazon/.
9 http://www.webmd.com/.

https://www.fda.gov/
http://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/
http://www.askapatient.com/
https://www.dailystrength.org/
https://www.drugs.com/
http://jmcauley.ucsd.edu/data/amazon/
http://www.webmd.com/
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CADEC. The CADEC corpus consists of annotated user reviews from the aska-
patient.com medical forum. There are five types of annotations: drug, adverse
effect, disease, symptom, and finding. The ‘drug’ label was given to all drug
names in the text. All side effects that are directly related to the drug, which
was written about in the review, are annotated as ‘ADR’. The entity ‘disease’ is
the indication to taking the drug. The entity labeled as ‘symptom’ specifies the
indication disease. The label ‘finding’ was given to any side effects or symptoms,
which are not related to the patient, and for entities that annotators could not
establish belonging to one of the classes. We grouped diseases, symptoms and
findings as single class called ‘Other’. The corpus contains 6320 entities, 5770 of
them marked as ‘ADR’.

Twitter. The Twitter corpus contains user tweets on the topic of health and
adopted from [16]. Each tweet labeled whether tweet’s text contains the infor-
mation about adverse drug reactions. Since the policy of Twitter does not allow
the publication of tweet texts in the public domain, the corpus consists of a file
containing the id tweet, the user id, and the class number. The creators of the
corpus published a script for downloading tweet texts. A fraction of the tweets
(36%) was no longer available on Twitter, which made our results are not directly
comparable to the ones of previous works. During pre-processing, we removed
all URLs, user mentions and symbols of re-tweets using the tweet-preprocessor
package10.

4.2 Baseline Methods

We compare our approach with two baselines:

– SVM from [16]: The developed method based on SVM with Linear kernel.
Features applied in this method incorporated 1, 2, 3-g, synsets, sentiment,
change phrases, ADR lexicon, topic-based features, the lengths of the text
segments in words, the presence of comparatives and superlatives adjectives
and modal verbs. The synsets features consist of synonyms for each adjective,
noun or verb in a sentence obtained from WordNet. For sentiment feature,
the following dictionaries were used: SentiWordNet [36], MPQA Subjectiv-
ity Lexicon [37], Bing Liu’s dictionary [38]. The change phrases feature pre-
sented a vector of dimension 4, where each component shows the number of
words belonging to ‘less’, ‘more’, ‘good’, ‘bad’ words dictionaries. ADR lexi-
con feature used SIDER11, Consumer Health Vocabulary12, COSTART13 and
DIEGO LAB14 dictionaries and consists of two parameters, the first shows
the token belonging to the ADR dictionary, the second number of tokens from
the ADR dictionary. The topic-based feature consists of the topic terms that

10 https://pypi.python.org/pypi/tweet-preprocessor/0.4.0.
11 http://sideeffects.embl.de/.
12 http://www.consumerhealthvocab.org/.
13 https://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/.
14 http://diego.asu.edu/Publications/ADRClassify.html.

https://pypi.python.org/pypi/tweet-preprocessor/0.4.0
http://sideeffects.embl.de/
http://www.consumerhealthvocab.org/
https://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/
http://diego.asu.edu/Publications/ADRClassify.html
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appear in the instance and the sums of all the relevance scores of the terms
in each instance. We used the publicly available code of this method15.

– CNN: In order to get local features from a review with CNNs we have used
multiple filters of different lengths [18]. Pooled features are fed to a fully con-
nected feed-forward neural network (with dimension 100) to make an infer-
ence, using rectified linear units as output activation. Then we apply a soft-
max classifier with a number of outputs equals 2. We applied dropout rate
of 0.5 [40] to the fully connected layer. We trained CNN for 10 epochs since
CNN achieved lower results after ten epochs. Embedding layers are trainable
for all networks; this setting leads to a significant gain in performance. We
set mini-batch size to 128 with the Adam optimizer [41]. We found 97% and
84% of words in the vocabulary in the CADEC corpus and the Tweet corpus,
respectively, and for other words, the representations were uniformly sampled
from the range of embedding weights [42]. We used the Keras library [43] for
implementation. Both CNN and our classifier used the same word embeddings
trained on health-related comments from [39].

4.3 Results and Analysis

We performed pre-processing by lower-casing all words. We tested the methods
on the 5-folds cross validation. We computed macro-averaged recall (R), precision
(P) and F1-measures (F). Table 1 presents the variances of the F1-measure in
our cross-validation results. We took the best configuration of features for each
model, bow, pos, sent, cls, umls for Linear SVM and all set of described features
for Logistic Regression model.

The classification results (especially F1-measure) in Table 1 indicate the
advantage of machine learning classifiers. The feature-rich SVM and Logistic
Regression classifiers achieved best results on the CADEC corpus and the Twit-
ter corpus, respectively. Therefore, classical machine learning approaches with
rich additional information can still outperform neural network approaches for
domain-specific problems like detection of adverse drug reactions.

We also investigated the effectiveness of features in Table 2. As can be seen
from the tables, Linear SVM with features obtained the maximum value of the
macro F-measure 80.3% on CADEC corpus and Logistic Regression got macro
F-measure 73.7% on the Twitter corpus. For SVM, cluster-based features and
umls increase significantly the effectiveness of the classifier on the CADEC cor-
pus. For Logistic Regression, most significant feature is word embeddings.

We also investigated the effectiveness of different sentiment lexicons. The
sentiment feature was computed only for the Bing Liu’s lexicon since the full set
of sentiment lexicons didn’t improve the performance. We tried to extend our set
of features with ADR lexicons similar to [16]. We used COSTART16, SIDER17

and DIEGO Lab ADR Lexicon from [16] with the best configurations of features.

15 https://bitbucket.org/asarker/adrbinaryclassifier/downloads/.
16 http://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/.
17 http://sideeffects.embl.de/.

https://bitbucket.org/asarker/adrbinaryclassifier/downloads/
http://www.nlm.nih.gov/research/umls/sourcereleasedocs/current/CST/
http://sideeffects.embl.de/
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Table 1. 5-fold cross-validation performances of our feature-rich methods and base-
lines.

Method Corpus Folds (F1-measure) av. F

1 2 3 4 5

SVM + best config. CADEC .783 .788 .817 .783 .846 .803

Logistic Regression + best config. CADEC .787 .767 .791 .785 .782 .783

CNN, [1, 2] filters CADEC .760 .771 .792 .805 .784 .782

CNN, [1, 2, 3] filters CADEC .740 .760 .770 .797 .777 .769

CNN, [2, 3, 4] filters CADEC .771 .739 .799 .787 .757 .771

CNN, [1, 2, 3, 4] filters CADEC .765 .766 .773 .804 .785 .779

CNN, [1, 2, 3, 4, 5] filters CADEC .796 .773 .768 .794 .787 .783

Classifier from [16] CADEC .645 .676 .737 .677 .703 .688

SVM + best config. Twitter .683 .715 .706 .700 .709 .702

Logistic Regression + best config. Twitter .711 .752 .747 .737 .738 .737

CNN, [1, 2] filters Twitter .628 .735 .739 .714 .695 .702

CNN, [1, 2, 3] filters Twitter .635 .716 .726 .708 .725 .702

CNN, [2, 3, 4] filters Twitter .692 .703 .722 .712 .651 .696

CNN, [1, 2, 3, 4] filters Twitter .695 .705 .749 .674 .642 .693

CNN, [1, 2, 3, 4, 5] filters Twitter .677 .701 .725 .694 .693 .698

Classifier from [16] Twitter .676 .677 .691 .680 .698 .684

Table 2. Features impact evaluation on the CADEC and Twitter corpora with Linear
SVM and Logistic Regression models respectively with different groups of features.

Features CADEC Twitter

P R F P R F

bow .827 .740 .775 .642 .751 .666

bow, pos .824 .743 .776 .722 .682 .700

bow, pos, sent .823 .745 .777 .719 .698 .708

bow, pos, sent, cls .832 .776 .788 .721 .708 .714

bow, pos, sent, cls, umls .844 .773 .803 .721 .708 .714

bow, pos, sent, cls, umls, pmi .839 .770 .799 .723 .710 .716

bow, pos, sent, cls, umls, pmi, emb .822 .777 .797 .730 .742 .736

bow, pos, sent, cls, umls, pmi, emb, drug adr .842 .772 .802 .728 .745 .736

bow, pos, sent, cls, umls, pmi, emb, drug adr, emot .812 .774 .792 .729 .746 .737

The results of these experiments are presented in Table 3. According to these,
only COSTART lexicon improved classification results for Twitter corpus.The
possible explanation is that the dictionaries provide poor coverage of the corpora,
as shown in the Table 4.
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Table 3. Lexicon features impact evaluation on the CADEC and Twitter corpora with
Linear SVM and Logistic Regression models respectively with groups of features with
the best results.

Lexicons CADEC Twitter

P R F P R F

COSTART .842 .767 .799 .729 .744 .736

SIDER .840 .768 .799 .729 .739 .734

ADR lexicon .844 .769 .801 .719 .698 .708

Table 4. Summary of statistics of considered lexicons

Corpus unigrams COSTART SIDER ADR lexicon

CADEC 3204 111 145 311

Twitter 11929 95 149 315

4.4 Error Analysis

In this section, we present an analysis of classification errors. We looked at 150
examples of each type of errors and identified the main causes of errors with the
examples presented in the Table 5. The other cases are difficult to combine into
large groups, each of them requires more detailed consideration.

CADEC Corpus

• ADR with pain word. Most errors are associated with the entities that include
word ‘pain’ (30%). If the word ‘pain’ was next to the words denoting nega-
tive sentiment, the system erroneously classified it as ‘Adverse’, however, it
becomes clear from the context that in this case, this is not an adverse drug
reaction. On the contrary, if the entity ‘pain’ was encountered in a positive
context, the system classified these cases as ‘Other’, but often in such cases,
the patient described his condition after he stopped taking the medicine and
the annotators labeled it as ‘Other’.

• Training set disbalance. Some errors appeared because of the disbalance in
the training set. For example, the entities: ‘depression’, ‘swelling’, ‘headache’,
‘cramps’ most often belong to the class ‘Adverse’, and the words ‘inflamation’,
‘fibromyalgia’, ‘MS’ are mostly classified as ‘Other’. The error associated with
this is more common for the case where the system incorrectly labeled entities
as Adverse (about 18%) and for another type of errors it is only 5%.

• ADR context. The presence of terms denoting the adverse drug reaction next
to the entity, caused the system to erroneously give the answer ‘Adverse’
instead of right ‘Other’. It caused 25% of errors.
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Table 5. Examples illustrating common reasons behind the misclassification

Review’s text Corpus Classified as Issues

If I miss a day, headaches
begin to creep in

CADEC Adverse Training set disbalance

...depression worse, fibromyalgia
much worse

CADEC Other Training set disbalance

your tweets are depressing me.
haha. paxil

Twitter Adverse Adverse drug context

...by an adverse reaction to the
drug effexor

Twitter Adverse No ADR description

...12 rivaroxaban diary:
headache, right shoulder...

Twitter Adverse Not own user experience

I’ve had no appetite since i
started on prozac, i guess that’s
a good thing

Twitter Adverse Positive side effect

Nicotine lozenges. if i go cold
turkey i can’t think (or see)
straight...

Twitter Adverse No drug name

...feel like this fluoxetine is
messing with my perspective
time

Twitter Other No ADR mention

Twitter Corpus

• No ADR mention. The absence of mention of the concrete adverse effect is
the most common reason of the erroneous decision of our system to label the
tweet as ‘Other’. This is 40% of all cases. Sometimes such cases describe a
patient’s violation of a diet, in particular, alcohol consumption during the
drug taking, or overdose.

• Adverse drug context. The second most common error (about 40%) is asso-
ciated with the mention of the drug and the side effects together in the text
of the tweet. While the system determined it to the ‘Adverse’ class, the right
answer was ‘Other’ because the effects did not apply to the drug.

• No ADR description. In 40% of erroneously classified tweets, users wrote
about the presence of ADR but did not describe them specifically. In this
case, the system classified this tweet as ‘Adverse’, however, in the gold file
such cases was annotated as ‘Other’.

• Not own user experience. In 15% of cases, the user described the side effect of
the drug that he did not experience, in this cases our system also recognized
this tweet as ‘Adverse’, although, the correct answer was ‘Other’.

• Positive side effect. If the adverse effect was identified as positive by user the
system defined the tweet in the category ‘Other’ class, however in the gold
file it was labeled as ‘Adverse’ (10%).

• No drug name. The lack of mention of the drug name also led to an error
when the system incorrectly classified a tweet to ‘Other’ (10%).
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5 Conclusion

In this paper, we have focused on the ADR classification task. We have explored
Linear SVM and Logistic Regression classifiers with a rich set of features includ-
ing sentiment and semantic features, word embeddings, and lexicon features.
We tested the proposed approach on two benchmark corpora of user reviews
and tweets and compared with the state-of-the-art classifier and convolutional
neural networks.

We demonstrated the superiority of machine learning approach as compared
to a convolutional neural network and another previously proposed approach.
The most improvement for ADR classification gave sentiment and word embed-
ding features. We also showed that the features based on ADR lexicon do not
give significantly improve for classification results. The possible explanation is
that a dictionary of ADRs is specific for a particular group of drugs (e.g., weight
gain or loss is a side effect of depression treatment and the reason for taking
orexigenic drugs and appetite suppressants). Hence, in further work, we plan to
create drug-specific dictionaries and incorporate them into neural models.

Acknowledgments. Work on problem definition and neural networks was carried out
by Elena Tutubalina and supported by the Russian Science Foundation grant no. 15-11-
10019. Other parts of this work were performed according to the Russian Government
Program of Competitive Growth of Kazan Federal University.
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Abstract. This study considers the problem of automated detection
of non-relevant posts on Web forums and discusses the approach of
resolving this problem by approximation it with the task of detection
of semantic relatedness between the given post and the opening post of
the forum discussion thread. The approximated task could be resolved
through learning the supervised classifier with a composed word embed-
dings of two posts. Considering that the success in this task could be
quite sensitive to the choice of word representations, we propose a com-
parison of the performance of different word embedding models. We
train 7 models (Word2Vec, Glove, Word2Vec-f, Wang2Vec, AdaGram,
FastText, Swivel), evaluate embeddings produced by them on dataset of
human judgements and compare their performance on the task of non-
relevant posts detection. To make the comparison, we propose a dataset
of semantic relatedness with posts from one of the most popular Russian
Web forums, imageboard “2ch”, which has challenging lexical and gram-
matical features.

Keywords: Distributional semantics · Compositional semantics
2ch · Imageboard · Semantic relatedness · Word similarity
Word embeddings

1 Introduction

Currently many of the Web forums work not only as platforms for conversa-
tional entertainment but also as free sources of information in different domains
of human knowledge. However, these sources are becoming significantly noised
with large amounts of non-relevant posts like flame, cyber-bullying, political
provocations or any other types of posts that obstruct productive discussions
and interrupt convenient reading of forum thread; so, non-relevant posts could
be considered as not related to the topic of the opening post of the Web forum
discussion thread. Therefore, the task of automated detection of non-relevant
posts, the solution of which will allow simplifying the process of their deletion,

c© Springer International Publishing AG 2018
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could be approximated with the task of automated detection of semantic relat-
edness (which, in this study, we consider as an existence of a common concept
or a field between two linguistic units) between the given post and the opening
post of the forum discussion thread.

In recent research studies the task of semantic relatedness detection is usu-
ally resolved by modeling semantic meaning of the matched linguistic units. This
modeling is usually performed with the help of distributional semantic models,
the approaches that can represent linguistic units through dense real-valued vec-
tors, and if the units are words, the vectors will be called word embeddings (WE).
However, we believe that the success of such modeling is quite sensitive to the
choice of word representations which vary with different word embedding mod-
els (WEM). To this end, we propose a comparison of the models in the task of
semantic relatedness detection based on the approach when the vector of a posts
pair could be obtained as an arithmetic mean of their non-ordered WE. So, we pro-
pose a dataset for semantic relatedness with posts from one of the most popular
Russian Web forums, imageboard “2ch” (“Dvaq”; https://2ch.hk/), containing
a lot of Web slang vocabulary, misspellings, typos and abnormal grammar. But,
firstly, we evaluate different WE on the dataset of word similarities to ensure that
the single word representation proposed by the compared models are really differ-
ent. To summarize, our main contributions are the following:

– Our work is the first towards a survey of the WEM applied to the textual
data of Russian language, and we suggest a model for automated detection of
non-relevant Web forum posts which obtained a maximum F1-score of 0.85
on our data;

– We provide a manually annotated Russian Web slang dataset of semantic
relatedness containing 2663 post pairs.

The paper is organized as follows. Section 2 provides a survey on the related
work in the given task. In Sect. 3 we provide description of our dataset. In Sect. 4
the details of the experiments are described. Section 5 covers the results of the
comparison and Sect. 6 concludes the work.

2 Related Work

In recent years the research interest to online social media have significantly
increased, and different studies have explored the Web forums from the point
of natural language processing tasks like speech acts classifying [1]. However,
we are not aware of any research in the task of post relevance detection,
especially from the perspective of semantic relatedness detection of complex
linguistic units (like sentences and texts) for the Russian language. But the
detection of semantic relatedness itself has a broad amount of resolutions pro-
posed by other researchers; the extensive survey of them is presented at the
official web-page of Stanford Natural Language Inference Corpus (https://nlp.
stanford.edu/projects/snli/). For English most of the research of semantic relat-
edness/similarity were proposed as the part of *SEM shared tasks (for example,

https://2ch.hk/
https://nlp.stanford.edu/projects/snli/
https://nlp.stanford.edu/projects/snli/
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for the task of textual semantic similarity detection [2]); there were also some
studies in the task of word similarity for Russian language as a part of RuSSE
[3]. In this study we will also use datasets proposed on RuSSE to evaluate the
word representations obtained with different WEM.

3 Dataset for Semantic Relatedness

To propose the comparison in the task of semantic relatedness detection we cre-
ated a dataset of 2663 Russian language pairs of short (up to 216 symbols) texts
based on a set of posts mined from 45 different discussion threads of “2ch” (2ch
Semantic Relatedness Dataset, 2SR). The dataset is presented in a form of a
list of triples (post, op post, is related) (which stands for “single post”,
“opening post”, “existence of semantic relatedness”) and contains human judge-
ments about existence of semantical relatedness between the given post and the
opening post in a form of binary labels; the distribution of labels in the dataset is
48% to 52%. 2SR notably contains a large amount of duplicates of op post since
a single opening post is associated to a large amount of posts in the structure
of the Web forums, and, due to the peculiarities of the source, it is filled with
misspelled, slang and obscene vocabulary.

In order to collect the human judgements, three native speaking volunteers
from Novosibirsk State University were invited to participate in the experiment.
Each annotator was provided with the whole dataset and asked to assess the
binary label to each pair choosing from options “relatedness exists” and “relat-
edness does not exist”. To conclude the inter-annotator agreement the final label
for each pair was obtained as a label marked by most of the annotators.

4 Experimental Setup

4.1 Explored Models

For training WEM we created a corpus of 1 906 120 posts (614 707 unique words)
from “2ch”. The downloaded posts were cleared from HTML-tags, hyperlinks
and non-alphabetic symbols; we also lemmatized them with pymorphy2.

We set the dimensionality of word vectors to 100 (since it showed the better
performance on our data across other dimensionalities); for every model we also
picked the most efficient architecture based on the evaluation on our data. As a
result, the following models were compared:

– Word2Vec (CBOW) [4]. Computation of the prediction loss of the target
words from the context words. Used gensim implementation.

– GloVe1 [5]. Dimensionality reduction on the co-occurrence matrix.
– Word2Vec-f (CBOW)2 [6]. Extension of Word2Vec with the use of arbi-

trary context features of dependency parsing3.
1 https://github.com/stanfordnlp/glove.
2 https://bitbucket.org/yoavgo/word2vecf.
3 This model was trained on a raw corpus represented in CONLL-U format through

the parsing of SyntaxNet Parsey McParseface trained on SynTagRus.

https://github.com/stanfordnlp/glove
https://bitbucket.org/yoavgo/word2vecf
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– Wang2Vec (Structured Skip-N-Gram)4 [7]. Extension of Word2Vec with
the sensitivity to the word order.

– AdaGram5 [8]. Extension of Word2Vec learning multiple word representa-
tions with capturing different word meanings6.

– FastText (CBOW)7 [9]. Extension of Word2Vec which represents words as
bags of character n-grams.

– Swivel [10]. Capturing unobserved (word, context) pairs in sub-matrices of
a co-occurrence matrix. Used Tensorflow implementation.

4.2 Word Semantic Similarity

First of all, we considered a comparison on the task of semantic similarity on
three datasets of RuSSE: HJ, RT (test chunk) and AE (test chunk). For each
word pair of the dataset we computed the cosine distance of the embeddings
associated to them, and then calculated a Spearman’s correlation p and an aver-
age precision score (AP) between given cosine distances and human judgements.
Entries containing at least one out-of-vocabulary (OOV) word were dropped,
and amount of dropped pairs consisted 27.4% for the first dataset, 74.0% for the
second and 38.0% for the third for Word2Vec-f models (since it uses a different
vocabulary) and 5.5%/40.9%/9.4% for other models.

4.3 Semantic Relatedness of Short Texts

Secondly, for performing a comparison on the task of semantic relatedness detec-
tion, we transformed 2SR to a vector space. To obtain a single post vector, we
associated a WE to each word in a single post (OOV words were not taken into
account) and calculated the arithmetic mean of the obtained unorderded vec-
tors. Then, to obtain the “final vector” of the pair of posts we considered three
possible ways:

– Arithmetic mean of the single posts vectors (SUM);
– Concatenation of the single posts vectors (CON);
– Concatenation and then reducing the dimensionality twice (we used a method

of Principal Component Analysis (PCA)).

Then these “final vectors” were used as the feature matrix for learning the clas-
sifier, and the vector of labels is related of 2SR was used as a target vector.
The matrix and the vector were used as training data for the classifier which
was implemented with K-Nearest Neighbors algorithm (KNN) with 3 folds and
a cosine metric with the help of scikit-learn (we also tried to use other classifi-
cation algorithms and obtained lower results). We used cross-validation on the
training set by 10 folds to train and to evaluate KNN.
4 https://github.com/wlin12/wang2vec.
5 https://github.com/lopuhin/python-adagram.
6 Since AdaGram has an opportunity to predict multiple meanings for a single word,

we used the most probable predicted meaning of 2 prototypes.
7 https://github.com/facebookresearch/fastText.

https://github.com/wlin12/wang2vec
https://github.com/lopuhin/python-adagram
https://github.com/facebookresearch/fastText
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The code on Python 3.5.4, 2SR, training corpus and links to the models for
reproducing the experiments are available on our GitHub: https://github.com/
bakarov/2ch2vec.

5 Results

The results of the comparison on two tasks are proposed at the Table 1, and
we also created plots of the learning curves of compared models which are pro-
posed at the Fig. 1 to illustrate the process of training. The difference in values
obtained for semantic similarity demonstrates that the word representations of
the compared models disagree (for instance, the cosine distance between words
“koxka” (cat) and “sobaka” (dog) was 0.74 for FastText model and 0.62 for
GloVe model), since the models use different features of textual data to create the
embeddings. And the difference in the embeddings leads to different performance
in the task of semantic relatedness detection: the maximum interval between the
scores reaches 0.05 of F1 which we consider as significant. So, Swivel and Fast-
Text are the best models for word similarity tasks, and Wang2Vec, Swivel and
FastText are the best models for the semantic relatedness task.

Table 1. Performance of the vectors of the compared models across different tasks.
Word similarity task reports Spearman’s p and AP with human annotation; semantic
relatedness task reports F1 on different approaches of vector composing. In all cases,
larger numbers indicate better performance.

Model Semantic Similarity Semantic Relatedness, F1

HJ, p RT, AP AE, AP SUM CON CON+PCA

Word2Vec 0.51 0.72 0.78 0.836 0.852 0.831

GloVe 0.4 0.74 0.77 0.834 0.847 0.831

Word2Vec-f 0.04 0.73 0.74 0.782 0.787 0.809

Wang2Vec 0.41 0.72 0.78 0.839 0.85 0.84

AdaGram 0.11 0.57 0.66 0.8 0.819 0.79

FastText 0.44 0.76 0.79 0.832 0.854 0.841

Swivel 0.52 0.74 0.76 0.839 0.851 0.842

Fig. 1. Learning curves of KNN on cross-validation with three different options of
vector composing with F1-score on Y-axis and an amount of training data on X-axis.

https://github.com/bakarov/2ch2vec
https://github.com/bakarov/2ch2vec
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6 Conclusion

The considered experiments which were illustrated with the suggested algorithm
for filtering the Web forum posts confirm our hypothesis that different word
representations propose different results since the nature of their embeddings
varies. The best F1 on the semantic relatedness task was achieved by FastText
and CON method of obtaining the pair of posts vector. However, the same model
trained on 2ch corpus did not perform so good in the task of semantic similarity.
It can be concluded that not only the inner algorithm of a particular WEM
affects the result, but also a vocabulary of a chosen corpus. Hypothetically, the
best result on a corpus should be achieved by a model which inner algorithm
better reflects the human perception of semantic relatedness between different
words in the particular context of this vocabulary. In future we plan to extend
the comparison on the Web forums of other languages and propose a typological
comparison of semantic drifts of the Web slang meanings in different cultures
illustrating it with word representations of different languages.
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Abstract. The paper presents an open-source morphological processor
of Russian texts recently developed and named CrossMorphy. The pro-
cessor performs lemmatization, morphological tagging of both dictionary
and non-dictionary words, contextual and non-contextual morphological
disambiguation, generation of word forms, as well as morphemic pars-
ing of words. Besides the extended functionality, emphasis is put on
linguistic quality of word processing and easy integration into program-
ming projects. CrossMorphy is fully implemented in C++ programming
language on the base of OpenCorpora vocabulary data. To clarify the
reasons of its development, a comparison of several freely available mor-
phological processors for Russian is given, across their linguistic and
some technological properties. The experimental evaluation shows that
CrossMorphy ensures rather high quality of word processing.

Keywords: Morphological tagging
Morphological parsers for Russian
Functionality of morphological processors
Morphological disambiguation · Morphemic parsing

1 Introduction

Morphological analysis of texts is a traditional task of computational linguis-
tics and natural language processing (NLP). Almost any NLP system needs
lemmatization and morphological tagging of word forms. For Russian language,
methods of formal description of Russian morphology have been long known,
and main problems of automatic morphological analysis are considered princi-
pally solved. However, some attendant and related problems are not fully solved,
in particular, automatic morphemic analysis and morphological disambiguation.
The latter is more complicated for languages with rich morphologies, such as
Russian, and needs to be further investigated, since rather few topical works are
known [1,9–12,14].
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Nowadays, more than a dozen morphological processors for Russian
are known, including freely available ones: AOT1, Mystem2, TreeTagger3,
Pymorpy24. The processors differ in their functionality and also in technological
features. Most processors are appropriate for majority of NLP researches and
applications that do not require any deep analysis of texts (e.g., categorization
of texts). Nevertheless, for more complicated applied tasks (such as information
extraction or question answering), morphological parsers with a specific combi-
nation of properties are needed. From this point of view, the set of freely available
morphological processors for Russian is not complete.

In our research project on lexico-syntactic patterns language [4] intended to
build various NLP applications on the basis of surface syntactic analysis, we
used open source processor AOT1. Unfortunately, it is not supported now and
has some weak spots. The rest freely available morphological parsers are also
not suitable: we lack a processor with the particular functionality and at the
same time with the ability to integrate it in our project. So we were forced to
begin development of our own morphologic processor, with emphasis to extended
functionality, linguistic quality of word processing, and easy integration into
programming projects. We suppose that yet another open source module with
the particular linguistic and technological properties will be useful not only for
us, and our efforts are a step towards collection of high-quality open-source
morphological tools for Russian useful for various applications.

In this paper we present the developed morphological processor CrossMor-
phy5 that is open source software fully implemented in C++ language and based
on freely available data of Open Corpora6. To clarify CrossMorphy’s peculiarities
and reasons of its development, we begin with a comparison of the most used
and freely available morphological parsers for Russian. We consider their prop-
erties including pure linguistic (such as lemmatization, morphological tagging,
generation of word forms) and also some technical features important for our
purposes (such as ability to integrate source code of processor to NLP program-
ming project or to connect a specific dictionary). Then we explain main decisions
undertaken while developing CrossMorphy and describe its functionality, which
encompasses, besides main linguistic properties, morphological disambiguation
and morphemic parsing. Evaluation of the described CrossMorphy’s functional-
ity shows sufficient quality of performed word processing.

2 Comparison of Morphological Parsers for Russian

We consider the most popular morphological processors that are freely avail-
able (so they can be tested) and are also frequently used in research projects,

1 http://aot.ru/docs/rusmorph.html.
2 https://tech.yandex.ru/mystem/doc/.
3 http://corpus.leeds.ac.uk/mocky/.
4 http://pymorphy2.readthedocs.io/en/latest/index.html.
5 https://github.com/alesapin/XMorphy.
6 http://opencorpora.org.

http://aot.ru/docs/rusmorph.html
https://tech.yandex.ru/mystem/doc/
http://corpus.leeds.ac.uk/mocky/
http://pymorphy2.readthedocs.io/en/latest/index.html
https://github.com/alesapin/XMorphy
http://opencorpora.org
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namely: AOT, Mystem, TreeTagger, Pymorpy2. Meanwhile, they demonstrate
existing variety in functionality and approaches to build morphology models.
The standard functionality of morphologic processors encompasses:

– lemmatization or/and stemming of a given word form;
– tagging its morphological features, first of all, POS (part of speech) and also

gender, case, person, time, etc.;
– sufficient coverage of lexicon, which depends on used morphology model; for

dictionary models it involves an ability to classify unknown (non-dictionary)
words;

– generation of necessary word forms (or the whole word paradigm) for a given
lemma.

We should note that in last two decades a trend appeared and settled to
additionally provide parsers with properties that were earlier implemented by
separate modules, namely:

– preliminary tokenization (and even sentence segmentation) of the text to be
morphologically analyzed;

– morphological disambiguation of output parsing variants.

The reasons are obvious: traditional stages of text analysis, such as text
segmentation, morphological analysis, syntax parsing correspond to language
levels, which are internally interconnected. The results and quality of morpho-
logical analysis often strongly depend on text segmentation results: in Russian,
typical examples are hyphen words, including specific terms, e.g. α-redukci�
(α-reducing), internet-novosti (internet news) – the hyphen is often omitted
and should be restored. Specific writing forms of numerals, e.g., 3-�, 32-a� (3rd,
32nd), are also need special rules of processing, which are easier to implement
as initial step of morphological analysis. As for morphological disambiguation,
it facilitates subsequent syntactic analysis.

Besides above-mentioned pure linguistic properties of morphological pro-
cessors, several more technological features are no less important for research
projects and development of particular NLP applications. By technological fea-
tures we mean:

– tools for modifying or/and extending morphological dictionary, as a rule, it
means certain ability to connect a specific dictionary of your own;

– open source code, which makes it possible to integrate the source code of
morphological parser into NLP programming project.

Both linguistic and technological properties are important to make an appropri-
ate choice of tools for morphological processing in a particular application.

Comparing parsers AOT, Mystem, Tree Tagger, Pymorpy2 across the linguis-
tic features, one can see that all of them perform lemmatization, full morphologi-
cal tagging, and processing of non-dictionary words. Almost all compared parsers
(except TreeTagger) are built on dictionary morphology models, while TreeTag-
ger is built by training on tagged corpus [13]. At the same time, the dictionary-
based parsers differ in accepted model of Russian morphology involving syntactic
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classes of words (such as POS), and as a result, they have different systems
of morphological tags and rules of lemmatization [8]. In particular, Mystem
partially retains the canonical morphological paradigm inherited from Zal-
iznyak’s grammar dictionary [16], and for word form propil (drunk) it gives
lemma with changed verb aspect propivat� (drink) instead of expected lemma
propit� (drink away), which is output by AOT and Pymorpy2.

The differences also concern processing of new (non-dictionary) words. In the
parsers under comparison, prediction of lemma and morphological tags are based
on various heuristics rules, so the results may essentially vary, for example, from
four parsing variants for Pikaqu (Pikachu) in Pymorpy2 and only one variant
in Mystem.

Morphological disambiguation is important for Russian, since morphological
homonymy is a hard problem for all higher flexional languages: in Russian texts,
for almost each word form it is necessary to choose from 2-5 parsing variants
generally differing in part-of-speech (POS), lemma and grammatical properties.
Morphological disambiguation is absent in AOT parser, the other parsers imple-
ment various methods: non-contextual disambiguation in Pymorphy2 and more
reliable statistical contextual disambiguation in MyStem and TreeTagger.

Generation of correct word forms is a more rare function of the parsers (it is
not required in many NLP tasks), it is incorporated in AOT and Pymorphy2,
while absent in MyStem and TreeTagger.

As for technological features, only two parsers, AOT and Pymorphy2 have an
open source code, and only MyStem permits connection of a specific dictionary
(by replacing the main dictionary, which is often not suitable).

Thus, the parsers under comparison vary in linguistic and technological fea-
tures, and choice of a parser adequate for a particular NLP task may be dif-
ficult because of absence of nessasary functionality. For development of our
project based on lexico-syntactic patterns for building information extraction
applications on the basis of surface syntactic analysis [4], we need an open
source dictionary-based morphological processor with the main linguistic func-
tions (lemmatization, morphological tagging, disambiguation), and also with
stemming and word generation (in order to extract word phrases in correct
grammatical form). Morphemic parsing of words are needed for our purposes as
well, this makes it possible to recognize semantically close words (with the same
root and some different affixes), such as saharny� and saharisty� (sugar and
sugary), as well as words having different POS but indicating the same concepts,
such as kompil�ci� and kompil�tor (compilation and compiler).

Initially, we used processor AOT with open source code in our project.
However, it is not supported now, its dictionary contains many obsolete words
whereas does not include many new words, moreover, it does not provide morpho-
logical disambiguation. Among the other considered parsers, Pymorphy2 [7] has
nearly sufficient functionality, but it provides simplest tokenization (it outputs
only Russian words, the other tokens are skipped), it does not perform contextual
disambiguation, and it is implemented in interpretive programming language
Python, which complicates its integration into projects in other programming
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languages. For these reasons, morphological processor CrossMorphy with the
desired functionality has been built.

3 CrossMorphy: Key Decisions and Main Functions

Key decisions involve the choice of a computer model for Russian morphology
and corresponding vocabulary data. Among the known models, the dictionary
models based on large lists of possible word forms or word stems are traditionally
used because of their linguistic quality (in particular, Zaliznjak’s canonical model
and dictionary [16] were implemented in almost all first known morphological
analyzers including Russian version of Microsoft Word).

Initially, we made an attempt to build morphological processor based on
the morphological model used in CrossLexica system [3], since it encompasses
wide Russian lexicon significantly renewed at last decades. However, CrossLexica
proposes too few morphological and lexical tags of words, so we decide to lean
on vast and freely available OpenCorpora dictionary [2] with the detailed system
of lexical and grammatical tags.

Thus, based on Open Corpora data, CrossMorphy’s dictionary of word forms
(∼ 2 mln forms) was developed, taking the form of directed acyclic word graph
(DAWG) [5], or acyclic finite state automaton. This effective data structure was
proposed for storing word forms for highly flectional languages, and the same
structure was applied in Pymorphy2 parser [7]. Therefore, CrossMorphy mainly
inherits the system of lexical and morphological tags of OpenCorpora. Several
rare grammatical cases were excluded (in particular, the second genitive), the
traditional denotation of instrumental case was restored. Some modifications of
OpenCorpora dictionary data were also made: several errors were fixed, analyses
of single letters were excluded, lemma for personal pronouns was corrected, and
links between adverbs and comparative adjectives were added, e.g., dorogo –
doro�e (expensive - more expensive).

CrossMorphy performs both lemmatization and full morphological parsing,
it is capable to find all interpretations of a given word forms. Stemming (that
is splitting a given word form into pseudo flexion and pseudo stem and then
outputting the latter) is incorporated into the processor as well (e.g., nosok,
noskami –nos).

To estimate coverage of Russian lexicon, we have experimentally compared
the rate of dictionary word forms processed by Mystem, Pymorphy, and Cross-
Morphy in vast text collection Librusec7, the results are 97.2%, 96.5%, and
96.6% correspondingly, which evidences the sufficient coverage. In comparison
with MyStem, CrossMorphy proposes (on average) more parsing variants for
homonymous word forms, in particular, for word ulyba�wi�s� (smiling) it gives
4 variants whereas MyStem has 2 variants.

CrossMorphy can generate both paradigm or particular word forms for a
given lemma or word form. More precise, if input set of tags for a given word

7 http://lib.rus.ec/.

http://lib.rus.ec/
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is incomplete, the processor produces all possible word forms. For example, for
input word xarami and the given tag of grammatical number (single), Cross-
Morphy outputs the following forms: xar, xara, xaru, xarom, xare.

Functionality of CrossMorphy also includes no less useful auxiliary function
of preliminary tokenization of texts and classifying tokens into words, numbers,
punctuation, separators, and hieroglyphs. Each class of tokens has own addi-
tional tags, such as Cyrillic or Latin for words.

Handling of non-dictionary words and morphological disambiguation are also
incorporated into CrossMorphy.

4 Processing of Non-dictionary and Hyphen Words

For handling new (non-dictionary) words and predicting their morphological
features, CrossMorphy applies three general heuristic methods.

Prediction according word flexion (ending) is based on the well-known prin-
ciple of analogy used in almost in all parsers for Russian with dictionary mor-
phology. As a rule, the same word endings (1-5 last letters) correspond to the
same syntactic class, so morphological tags (and lemma) of unknown word may
be predicted by the final letters. The implementation of the principle varies in
morphological processors, giving different numbers of resulting variants.

We propose the following prediction version with a reasonable number of
answers. Statistics on all word endings (1 to 5 letters long) are collected for
the dictionary, rare endings encountered less than 3 times are excluded, and the
most frequent POS (part of speech) are determined for any particular ending.
Then all the morphological interpretations for the endings with the determined
POS are considered as the result.

Prediction according prefix is the second method, it involves cutting of pos-
sible prefix and then parsing the rest of the word form. Unlike AOT and Pymor-
phy2, we take into account only known prefixes (the built-in list of 207 prefixes
compiled in open Russian Wiki-dictionary8 is used) – this makes it possible to
avoid errors in prediction of some words (e.g., for word ve�per).

For handling unknown hyphen words several rules are employed, accounting
for cases with several hyphen (e.g., folk - pank - rok – folk-punk-rock), words
with digital and Latin letters constituents (Rubin-5, S-vyra�enie – Ruby-
5, S-expression), words with a single inclined constituent (veb - instruktor –
web instructor), and with both inclined constituents (qelovek - gora – man-
mountain).

It is important that three described methods are applied independently, and
as a result, parsing of some words (such as avtorxa) is successive whereas in
Pymorphy2 it fails.

To estimate processing of non-dictionary words, we used tagged corpus of
NCRL (National Corpus of Russian Language)9 with ∼ 1 mln word forms.
Table 1 presents comparative data counted for three parsers: the total number of
8 https://ru.wiktionary.org/wiki/.
9 http://ruscorpora.ru/.

https://ru.wiktionary.org/wiki/
http://ruscorpora.ru/
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encountered non-dictionary tokens, percentages of tokens with correct resulted
lemma, POS, and full tag parses accordingly (all the parsers performed mor-
phological disabiguation). One can see that CrossMorphy wins in POS accuracy,
exceeds Pymorphy2’s scores for full tags, but loses to Mystem in lemma and full
set of tags.

Table 1. Accuracy of parsing non-dictionary words

Processor Total # Lemma (%) POS (%) Full tags (%)

Mystem 11478 66.20 72.58 56.51

Pymorphy 15024 60.43 67.15 35.71

CrossMorphy 15030 59.68 85.60 41.13

5 Morphological Disambiguation

To now, the problem of POS classification for wordforms is well investigated
for many languages, and disambiguation accuracy is near 98%. One of the first
work for Russian [11] proposed the statistical method with the accuracy 97.42%,
while MorphoRuEval-2010 evaluation [9] reported 94-95% obtained by rule-based
methods.

For Russian, the challenging task is full morphological disambiguation, i.e.
assignment of lemma and all meaningful grammatical tags (POS, case, gender,
person, etc.) to word token. In the recent work [10] CRF (conditional random
field) statistical method for morphological disambiguation was investigated and
resulted in the accuracy up to 94, 95%.

We should note that all indicated evaluation rates are relative, since they
depend on several factors including not only the applied method, but also the
set of used morphological tags and the size of text corpora for training and
testing. In all the works mentioned above, these factors differ, and at the same
time all of them use reduced tag sets, as well as relatively small test corpora. In
overall, evaluation and comparison of disambiguation method is complicated by
the fact that there is neither standard of Russian morphology tagging, nor gold
standard corpora for evaluation. Besides, the real problem is some incompatible
tags used in morphological parsers.

In CrossMorphy two methods of statistical morphological disambiguation are
implemented, contextual and non-contextual. The latter ranks parsing variants
for a processed word form, according to frequency statistics of all parsing variants
for the corresponding lemma. The statistics are gathered on the tagged corpus of
NCRL (National Corpus of Russian Language)10. The possibility of a particular
parsing variant is calculated according the formula

P (t|w) =
Fr(w, t)
Fr(w)

10 http://ruscorpora.ru/.

http://ruscorpora.ru/
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where w is a word form, t is a set of morphological tags, Fr(w) and Fr(w, t) are
frequencies of w and w with its tags t in the corpus. Similar to the other parsers,
CrossMorphy outputs the calculated probabilities of homonymous variants.

MyStem and Pymorphy2 use another methods to compute non-contextual
scores of parsing variants, but it makes no sense to compare them, since they
only rank the parsing variant, and the resulted ranks are similar.

In CrossMorphy, the non-contextual method is considered as auxiliary for
contextual disambiguation. For the latter, CRF++ method is applied, so far as
it presents results close to the state of the art for POS tagging for flexional lan-
guages [10,12]. Specifically, we use Limited-memory BFGS version of CRF. Since
our classification task involves too many features (POS, lemma and all Russian
obligatory grammatical tags), four CRF classifiers are sequentially applied.

First, the POS classifier is used, among accounted features are the token
being processed and possible POS variants in the form of binary vector. The next
CRF classifier is responsible for gender recognition, and accounted features are
lemma, POS determined by the previous classifier, and also possible variants of
gender (masculine, feminine, neutral). In similar way, subsequent CRF classifiers
for number and case work. After all the classifying procedure, rare homonymous
variants could still remain (for example, concerning animacy), in this case the
non-contextual disambiguation is applied to choose an adequate variant.

An example of disambiguation for Russian word form myla (washed or
soap?) is shown in Fig. 1.

NOUN,inan,neut,nomn,plur
NOUN,gent,inan,neut,sing
NOUN,accs,inan,neut,plur

VERB,femn,impf,indc,past,sing,tran
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Fig. 1. Disambiguation of word form myla

To estimate CrossMorphy’s disambiguation model, we have performed two
experiments with training the model on tagged data and its cross-validation
(10%). We first used the corpus of NCRL with ∼ 1 mln word forms, and
then Syntagrus and GICRL (General Internet Corpus of Russian Language)
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tagged data with more than 2 mln tokens. The latter corpora were obtained
within MorphoRuEval-2017 competition [15] for comparing various disambigua-
tion methods on the basis of large tagged Russian text corpora and the system
of Universal Dependency tags11. In both experiments we had to convert mor-
phological tags: NCRL tags into CrossMorphy’s tags, and CrossMorphy’s tags
into UD tags (in the latter case we had to resolve some mismatches of the tag
sets, concerning, in particular, restoring the difference between the comparative
adjectives and comparative adverbs).

Accuracy rates achieved in the experiments after each step of the overall CRF
classification procedure are presented in Table 2 (the last column also indicates
full tag disambiguation). The rates of POS classification are better than in [9,11],
but the final full tag rates (90-93%) are slightly less than in [12,15]. The best
result achieved in the closed track of MorphoRuEval-2017 [15] is 93.39 (while
the open track gives 97.11 due to training on large corpora and using neural
net models). Thus, a more tricky procedure should be further developed for
CrossMorphy. Our experiments also showed that another sequences of classifying
gender, number and case do not improve final accuracy of diambiguation.

Table 2. Accuracy of sequentially applied CRF classifies (%)

Corpora / CRF POS Gender Number Case

NCRL 97.94 97.03 96.61 93.42

Syntagrus+GICRL 98.12 96.32 94.23 90.53

Accuracy of disambiguation showed by CrossMorphy indirectly evidences the
quality of its dictionary and procedures for handling non-dictionary words. What
is important for us, that CrossMorphy demonstrates about similar behavior on
various testing corpora, containing news, fiction, and texts from internet social
networks. Taking into account that conversion of morphological tags, which is
needed for training, may lead to inevitable loss of significant information, we
think that there is a reserve to improve overall quality of CrossMorphy parsing,
in particular, disambiguation accuracy.

6 Morphemic Parsing

Additional functionality supported by CrossMorphy is automatic morphemic
parsing (segmentation), that is dividing words into their morphs (root and
affixes), e.g. pod - kover -n -y�, v - bras -yv - at� - s�, in - dukc - i - �. Clearly, it
is reasonable to store morphemic structure of words in the dictionary, but there
exist significant problems. First, there are no full dictionaries with morphemic
segmentation of words (and many words of OpenCorpora and CrossMorphy are

11 http://universaldependencies.org/u/overview/morphology.html.
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absent in the known dictionaries). Second, there is no agreement between lin-
guists about rules of morphemic segmentation for Russian words (apart from
another languages with rich morphologies, there are many affixes of various types
and behavior in Russian). And finally, the task cannot be automatically solved
with high accuracy because of similarity of morphs.

Unlike the works [1,6,14], for automatic morphemic parsing we use super-
vised machine learning, specifically, CRF method. Morphemic segmentation is
considered as classification of letters by recognizing their morphemic classes (Pre-
fix, Root, Suffix, Ending). As accounted features we take the letter itself, is it a
vowel, lengths of the word and its stem, POS of the word, its morphological tags,
and also Harris’s features [6] (local maximums of letter frequencies counted for
various positions within words). An example of resulted classification is showed
in Fig. 2.

→
P P R R R R S E

Fig. 2. Morphemic parsing of word indukci�

Morphemic classification models were obtained by training on two tagged
data taken correspondingly from CrossLexica system [3] (23426 parsed words)
and Russian Wiki dictionary12 (94485 parsed words). We could not combine
these two data sets, since many words presented in both sets have different
morphemic segmentation. Thus, we separately built two classifiers, and their
accuracy was evaluated both on fragments of the own and alien corpora – the
results are presented in Table 3.

Table 3. Accuracy of morphemic classifiers

Data Precision

Training Validation Whole word Prefix Root Suffix Ending

CrossLexica CrossLexica 74.2 86.13 75.10 77.13 97.95

CrossLexica Wiki 35.91 66.14 56.75 38.57 57.35

Wiki CrossLexica 46.64 78.11 66.38 50.43 70.20

Wiki Wiki 65.87 70.92 65.47 71.84 98.31

One can see that cross validation on the alien corpus gives a significant loss
of accuracy. CrossLexica’s data yields the best scores for the most morphemic
classes (unlike Wiki dictionary, the data were created by a single human expert,
so are more homogeneous). For this reason, corresponding classifier was incor-
porated into our processor. The accuracy of the incorporated classifier (74,2%)
is better than the best result 70% obtained for Turkish in [14].
12 https://ru.wiktionary.org/wiki/.
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7 Conclusions and Future Work

In this paper we have compared functional properties of several popular freely
available morphological processors for Russian texts, thus explaining the rea-
sons to develop yet another processor for Russian. The developed open source
morphologic processor CrossMorphy has the distinguishing combination of prop-
erties that meets our requirements. Evaluation of its functionality has showed
sufficiently accurate processing of Russian texts. Across main functions, our pro-
cessor is competitive with known freely available parsers, and at the same time
its functionality is extended by morphemic segmentation.

On the way towards a high-quality morphological processor, the further
improvements of CrossMorphy are needed:

– more exhaustive testing and providing convenient documentation;
– providing tools for connecting user dictionaries;
– incorporating additional rules for classifying non-dictionary words based on

information about thier morphemic segmentation;
– elaborating a more accurate model of morphological disambiguation;
– providing linguistically correct convertors between different systems of

Russian morphological tags; creation of suitable universal system of mor-
phological tags for Russian is a more challenging task.

Acknowledgements. We would like to thank the reviewers of our paper for their
helpful comments.
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Abstract. The paper deals with Google’s universal parser SyntaxNet. The
system was used to analyze the Universal Dependencies linguistic corpora. We
conducted an error analysis of the output of the parser to reveal to what extent
the error types are connected with or preconditioned by the language types. In
particular, we carried out several experiments, clustering the languages based on
the frequency of different errors made by SyntaxNet, and studied the similarity
of the resulting clustering with the traditional typology of languages. Three
types of errors were separately considered: part-of-speech tagging, dependency
labeling, and attachment errors. We show that there is indeed a correlation
between error frequencies and language types, which might indicate that to
further improve the performance of a universal parser, one needs to take into
account language-specific morphological and syntactic structures.

Keywords: Natural language processing � Syntax parsing � SyntaxNet
Error analysis � Linguistic typology

1 Introduction

It is well-known that sentence structure in natural language is most commonly
described in one of the two ways: either by recursively breaking it up into phrases
(constituents) or by drawing links (dependencies) between individual words. The
differences between constituency and dependency grammars are thoroughly discussed
in (Matthews 1981).

In natural language processing, parsing has been an important task for the past
decades. With the development of the Penn Treebank (Marcus et al. 1993), it became
possible to train models on a sufficiently large collection of sentences in English,
annotated for syntactic structure. Progress in data-driven parsing for English was
gradually made in some relatively early works, notably (Eisner 1996; Collins 1997;
Charniak 2000; Klein and Manning 2003; Collins 2003). 2006 saw a transition to
multilingual parsing, which was largely due to the availability of new treebanks for
other languages and competitions such as the CoNLL-X shared task on multilingual
dependency parsing (Buchholz and Marsi 2006).
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While earlier parsing systems mainly focused on constituency parsing, starting
from about 2005 there was a continuous shift towards dependency parsing (Nivre
2005). According to McDonald et al. (2006, p. 216): “[t]his interest has generally come
about due to the computationally efficient and flexible nature of dependency graphs and
their ability to easily model non-projectivity in freer-word order languages”. Mal-
tParser, a language-independent system, was built and successfully used for data-driven
dependency parsing of multiple languages (Nivre et al. 2006).

However, newer collections of multilingual treebanks with homogeneous syntactic
dependency annotation, such as the one described in (McDonald et al. 2013), made it
possible to achieve even higher accuracy in parsing. Ultimately, the corpora at the
Universal Dependencies project (Nivre et al. 2016) became ample material for pushing
the envelope even further. Very recently, Google’s SyntaxNet (Petrov 2016), an
open-source neural network framework based on the models described in (Andor et al.
2016), achieved groundbreaking results (over 94% accuracy for English).

In this paper, we conduct a language-focused error analysis of SyntaxNet output.
To the best of our knowledge, such an analysis has not been previously carried out.
Furthermore, similar analyses based on the output of other multilingual parsing systems
have not been described in literature either. That is, error analyses conducted by other
researchers, such as (McDonald et al. 2006) or (McDonald and Nivre 2007), primarily
focused on parsing methods and models, as well as system performance. In contrast,
our analysis is aimed at clarifying connections between different types of parsing errors
and language types.

2 Experiment Setting

Using SyntaxNet and pre-trained models1 for the system, we parsed the test set from the
Universal Dependencies project (version 1.6, 46 datasets for 34 languages). Standard
evaluation measures were used: Part-of-Speech (PoS) accuracy, as well as labeled and
unlabeled attachment score (LAS and UAS). Table 1 summarizes the results attained (in
bold are the corpora further used in clustering, see the explanation below).

Having parsed the test corpora, we processed the .conll files that contained the
resulting PoS and dependency annotations. Since the evaluation measures used (PoS
tagging accuracy, LAS and UAS) do not provide sufficient information about the
quality of syntax and morphology analysis, we used the following error classes further
subdivided into numerous specific error types:

1. Part-of-speech tagging errors (229 types). These have the form: actual PoS
tag ) hypothetic PoS tag, e.g. verb ) adj means that a verb was incorrectly
classified as an adjective.

2. Dependency labeling errors (945 types). In these, the head and dependent words
are correctly identified (a correct unlabeled dependency relation), but the relation
type is labelled incorrectly. For these errors, the following notation is used: actual

1 Made available by Google: https://github.com/tensorflow/models/blob/master/syntaxnet/universal.
md.
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Table 1. Languages analyzed with SyntaxNet

Language Tokens PoS UAS LAS Source types

Czech 173918 0.9812 0.8947 0.8593 News
Russian
[SyntagRus]

108100 0.9288 0.9131 0.8301 News, Nonfiction, Fiction

Catalan 59503 0.9806 0.9047 0.8764 News
Spanish
[AnCora]

53594 0.9828 0.8926 0.8650 News

Hindi 35430 0.9645 0.9304 0.8932 News
Norwegian 29966 0.9743 0.8859 0.8620 News, Blogs, Nonfiction
Galician 29746 0.9681 0.8448 0.8135 Medical, Legal, Nonfiction,

News
Portuguese
[BR]

29438 0.9707 0.8791 0.8544 News, Blogs

Arabic 28268 0.9565 0.8149 0.7582 News
English 25096 0.9019 0.8480 0.8040 Blogs, Social, Reviews
Basque 24374 0.9488 0.7800 0.7336 News, Fiction
Estonian 23670 0.9592 0.8310 0.7883 Fiction, News, Science
Swedish 20377 0.9627 0.8384 0.8028 News, Nonfiction
Finnish
[FTB]

16286 0.9350 0.8497 0.8048 Grammar examples

German 16268 0.9182 0.7973 0.7135 News, Reviews, Wiki
Persian 16024 0.9622 0.8440 0.8025 News, Fiction, Medical, Legal,

Social, Spoken, Nonfiction
Bulgarian 15734 0.9771 0.8935 0.8506 News, Legal, Fiction, Misc
Latin
[PROIEL]

14906 0.9650 0.7760 0.7098 Bible, Nonfiction

Slovenian 14063 0.9622 0.8771 0.8460 News, Nonfiction, Fiction
Hebrew 12125 0.9504 0.8461 0.7871 News
Chinese 12012 0.9132 0.7671 0.7124 Wiki
Italian 10952 0.9728 0.8980 0.8689 Legal, News, Wiki
Czech
[CAC]

10862 0.9811 0.8728 0.8344 News, Nonfiction, Legal,
Reviews, Medical

Russian 9573 0.9065 0.8177 0.7681 Wiki
Finnish 9140 0.9478 0.8365 0.7960 News, Wiki, Blog, Legal,

Fiction, Grammar-examples
Turkish 8616 0.9365 0.8195 0.7134 News, Nonfiction
English
[Lines]

8481 0.9534 0.8150 0.7737 Fiction, Nonfiction, Spoken

Swedish
[Lines]

8228 0.9600 0.8138 0.7721 Fiction, Nonfiction, Spoken

Spanish 7953 0.9527 0.8506 0.8153 Blogs, News, Reviews, Wiki
Polish 7185 0.9505 0.8830 0.8271 Fiction, Nonfiction, News
French 7020 0.9645 0.8466 0.8105 Blogs, News, Reviews, Wiki

(continued)
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relation ) hypothetic relation. For example, nsubj ) obj means that a nominal
subject dependency relation was erroneously classified as an object relation.

3. Attachment errors (2036 types). In these error cases, the link between some two
words was identified incorrectly. Let us first introduce the notation PoS1 ! PoS2,
meaning a head being a PoS1 (e.g. a noun) is connected with a dependent being a
PoS2 (e.g. an adjective). Thus, the error itself can be denoted as follows: PoS1
PoS2 ) PoS3 ! PoS4. Importantly, the dependent is always the same in both the
actual (to the left of )) and hypothetic (to the right of )) attachments.
For example, consider the fragment her charming smile. The correct attachment of
charming is to smile:

her charming smile

Let us suppose that the parser yields the following (incorrect) attachment:

her charming smile

Table 1. (continued)

Language Tokens PoS UAS LAS Source types

Latin[ITTB] 6548 0.9798 0.8422 0.8117 Nonfiction
Croatian 6306 0.9420 0.7942 0.7293 News, Web, Wiki
Portuguese 6294 0.9635 0.8419 0.8004 News
Danish 5884 0.9528 0.7984 0.7634 News, Spoken, Fiction,

Nonfiction
Dutch 5843 0.8989 0.7770 0.7121 News
Greek 5668 0.8155 0.8368 0.7999 News, Wiki, Spoken
Gothic 5158 0.9558 0.7933 0.7169 Bible
Latin 4832 0.8804 0.5600 0.4580 Fiction, Nonfiction, Bible
Dutch
[LassySmall]

4562 0.9562 0.8163 0.7808 Wiki

Hungarian 4235 0.9400 0.7875 0.7183 News
Czech
[CLTT]

4105 0.9579 0.7734 0.7340 Legal

Latvian 4075 0.8083 0.5890 0.5158 News
Irish 3821 0.9134 0.7451 0.6629 News, Fiction, Web, Legal,

Media
Slovenian
[SST]

2951 0.9000 0.6506 0.5696 Spoken

Tamil 1989 0.7929 0.6445 0.5535 News
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In this case, the error can be denoted as noun ! adj ) pron ! adj, which means
that a dependent adjective (adj) is incorrectly attached to a pronoun (pron) as the
head, while the correct attachment is to a noun.

We counted the frequencies of each error subtype within each of the three general
error classes (PoS tagging, dependency labeling and attachment), thus building three
confusion matrices for each corpus. For more uniformity, we had excluded very small
corpora (of less than 8000 tokens), as there is not enough data for reliable error
analysis. We also excluded those corpora that are large in comparison with others (of
more than 100,000 tokens), as preliminary experiments showed that these are very
unbalanced, which causes a lot of noise in clustering. Also, we excluded the corpora for
the same languages (Swedish[Lines], English[Lines], Portuguese, Latin[ITTB]). After
this, 23 corpora/languages remained, listed here alphabetically: Arabic, Basque, Bul-
garian, Catalan, Chinese, Czech[CAC], English, Estonian, Finnish[FTB], Galician,
German, Hebrew, Hindi, Italian, Latin[PROIEL], Norwegian, Persian, Portuguese[BR],
Russian, Slovenian, Spanish[AnCora], Swedish, Turkish.

3 Experimental Study

To better understand the nature of SyntaxNet errors and whether these are related to
language types, we performed hierarchical clustering of languages using error fre-
quencies as parameters. After this, an attempt was made to interpret the results from a
linguistic (typology) point of view.

For hierarchical clustering, we used the grouping algorithm based on the Ward’s
method (Ward 1963) and the Pearson correlation metric. The advantage of
correlation-based metrics is that they are unit independent; also, they are more relevant
for the given task, since we are interested in how strong the interrelation between
languages is and how this affects the parser errors.

3.1 Experiment 1: Analysis of PoS Tagging Errors

First, hierarchical clustering was performed based on PoS tagging errors. During this
phase of the analysis, 23 languages with 229 numerical attributes were processed. The
attributes were simply frequencies of each PoS tagging error type. Figure 1 below
shows a dendrogram of hierarchical clustering (with top 11 clusters highlighted).

Note that the position of each split on the x-axis depends on how similar the two
languages/groups are (the closer to the right, the more similar). It can be seen from
Fig. 1 that one of the clusters is formed by Galician, Catalan and Spanish, which can be
easily interpreted, as these languages are highly related. Also, the Estonian, Finnish and
Basque languages are found in one cluster; these languages are of the agglutinative
morphological type with some elements of inflection. The Persian and Turkish lan-
guages also form a cluster, and from the linguistic point of view, these languages have
a common property: their agglutinative morphological type with strict suffixation.
Slovenian and Bulgarian both belong to the South Slavic language group, while the
Czech language is associated with the West Slavic language group, and quite
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consistently with this fact, these languages are in the same cluster. However, Swedish
(but not Russian) is also found in this cluster, although the “distance” from Swedish to
the other languages in this cluster is quite large.

It is quite difficult to give a linguistic explanation to the grouping of English with
Hindi: it is not clear why SyntaxNet’s PoS tagger makes similar errors while processing
these very different languages. Another cluster that is hard to interpret includes the
Hebrew, Italian, Portuguese, and Norwegian languages. While Hebrew is of the
Afro-Asiatic (specifically, Semitic) language family, the other three belong to the
Indo-European family.

We also ensured that the resulting clustering was not simply due to the distribution
of parts of speech in each of the languages. To this end, we used PoS frequencies as
parameters to perform another hierarchical clustering, using the same correlation metric
and the same grouping algorithm. As can be seen from Fig. 2 below, the new clustering
is quite different, although there are certain similarities to the previously shown clus-
tering (as in the case of Catalan and Spanish, for example).

Fig. 1. Hierarchical clustering based on PoS tagging errors

Fig. 2. Hierarchical clustering based on PoS distribution in the test corpora
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3.2 Experiment 2: Analysis of Dependency Labeling Errors

SyntaxNet performs first PoS tagging, then, based on that, parsing. Therefore, some of
the system’s syntax errors result from PoS tagging errors. To negate the influence of PoS
tagging accuracy on parsing accuracy, when processing the test corpora we used the
“ground truth” PoS tags given rather than the hypothetic PoS labels from SyntaxNet.
Unfortunately, it is not fully clear from the documentation available on https://github.
com/tensorflow/models/blob/master/syntaxnet/g3doc/universal.md whether Google’s
parsing models themselves were trained on gold standard PoS tags or on the ones
coming out of the tagging models. Figure 3 shows Pearson correlation-based hierar-
chical clustering for dependency labeling errors (23 languages, 945 numeric attributes).

In this case, the clustering is not as easily interpretable from the linguistic typology
viewpoint as in the previous experiment. We will assume that syntax trees also depend
on the type of text found in the corpus. Indeed, a great body of linguistic research
suggests considerable syntactic variation that is register-dependent: see, for example,
(Ferguson 1983; Haegeman 1990; Ferrara et al. 1991). Therefore, we will consider a
subset of languages whose corpora consist of news articles and non-fiction, because
these are quite similar in register. We thus remove four languages/corpora: Chinese,
English, Finnish, and Russian. The dendrogram resulting from hierarchical clustering
using the same parameters as before, but a smaller subset of languages, is presented in
Fig. 4. Again, here and further on we use the frequency data on parsing errors made
while processing corpora with “ground truth” PoS tags, to negate the possibility of
SyntaxNet automatic morphological annotation affecting the results of parsing.

This clustering still poses some difficulty for linguistic interpretation. On the
one hand, some groupings contain closely related languages of similar structure,
namely Catalan and Spanish, as well as Swedish and Norwegian. Some other groupings
include languages that are not related, yet share some important linguistic features. In

Fig. 3. Hierarchical clustering based on dependency labeling errors
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particular, Estonian, Turkish and Basque are not related, but they are characterized by
morphological richness. Turkish and Basque also share a common word order, SOV
(subject, object, verb), while in Estonian, it is SVO (subject, verb, object). Interest-
ingly, as shown in the dendrogram, Turkish and Basque are grouped more closely
together, while Estonian is slightly further from them.

Hebrew and Latin are not related; however, in both these languages, inflection
plays a decisive role in the formation of verbs and nouns. As for Bulgarian, from the
linguistic perspective it should be grouped with the other Slavic languages, namely
Slovenian and Czech, rather than in the same cluster with Hebrew and Latin. Yet the
grouping here does not seem to closely follow linguistic typology, with Czech being
clustered with Arabic.

Overall, it can be said that with dependency labeling errors there might be more
noise than with PoS tagging errors, so the clustering is not as consistent with language
affinity and shared structural properties of the languages. Thus, due to the nature of
dependency labeling errors, when two words are correctly linked, but the label for
dependency type is incorrect, it might be the case that this class of errors is more
language-specific. However, there is still some correlation between structural com-
monalities of the languages and their hierarchical clustering based on dependency
labeling errors.

Like in Sect. 3.1, where we considered PoS distribution in the languages, we also
calculated the dependency frequencies in each of the corpora used and performed a
clustering based on this frequency data. The resulting dendrogram is shown in Fig. 5
below. In contrast to Fig. 4, this clustering is much more consistent with language
affinity, which is not surprising: languages similar in syntactic structure are expected to
have similar distributions of dependency types.

3.3 Experiment 3: Analysis of Attachment Errors

In the third experiment, an analysis of attachment errors was carried out. For this class
of errors, 2036 attributes were obtained, and clustering was performed using the same
parameters as in the previous two experiments. Like in Sect. 3.2, “ground truth” PoS

Fig. 4. Hierarchical clustering based on dependency labeling errors, of a subset of languages
whose corpora consist of news and non-fiction
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tags were used to negate the influence of PoS tagging errors. The resulting dendrogram
is presented in Fig. 6.

This dendrogram has some groupings that are difficult to interpret from the lin-
guistic viewpoint, such as Chinese and Basque, or Hindi and Finnish. Like in the
previous experiment, we will consider only the corpora comprised by news and
non-fiction. The resulting clustering is shown in Fig. 7.

As can be seen, this dendrogram is more interpretable from the point of view of
linguistic typology. Turkish and Estonian are agglutinative languages, and are grouped
together here. Despite the fact that Persian and Arabic belong to different language
families, they have influenced each other for a long time, although structurally these
languages are quite different. The groupings of Catalan and Spanish, Swedish and
Norwegian, as well as Slovenian, Bulgarian and Czech, all have valid linguistic
grounds, since each of these three groupings contains closely related languages. In
contrast, the clustering of Italian and Hebrew is still difficult to explain.

Fig. 5. Hierarchical clustering based on dependency type frequencies in the test corpora

Fig. 6. Hierarchical clustering based on attachment errors
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3.4 Experiment 4: Analysis of Combined Syntax Errors

The next step was to perform hierarchical clustering based on combined syntax errors,
i.e. both dependency labeling and attachment errors (totaling 2,981 attributes). The
results are presented in Fig. 8.

Like in the two previous experiments, we will also assume that the register of the
source texts comprising the corpora has a significant influence on parsing errors.
Therefore, we will consider only the corpora formed by news and non-fiction (Fig. 9).

It is difficult to explain the grouping of Hindi and Estonian. In Estonian, the word
order is SVO, while in Hindi it is SOV, although less rigid. There are two noun cases in
Hindi, and nouns are also inflected for number and gender, while in Estonian there are
14 cases and no grammatical gender.

The Turkish and Basque cluster might be easier to interpret. Despite not being
related, these languages have important common morphological features: an abundance
of suffixes, as well as a similar word order, SOV.

Fig. 7. Hierarchical clustering based on based on attachment errors for news and non-fiction
sources

Fig. 8. Hierarchical clustering based on combined syntax errors
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Portuguese and Galician are closely related. The pairwise grouping of Spanish and
Catalan, as well as Bulgarian and Czech, is also consistent with language affinity.
Together with the Swedish language, these five languages are somewhat similar and
related (Indo-European), but Swedish differs from the other four (which is also
reflected on the dendrogram). While Spanish, Catalan, Bulgarian, and Czech are
inflectional languages, Swedish is more analytical. However, nouns and adjectives in
Swedish are still declined.

4 Conclusion and Future Work

In this paper, we have investigated the typology of errors made by SyntaxNet in
parsing the Universal Dependencies test corpora. We have studied three types of errors
that occur during parsing: PoS tagging, dependency labeling and attachment errors.
Hierarchical clustering of languages based on error frequency data was performed,
using the Ward algorithm and the Pearson correlation metric. Clustering was done on
multiple datasets: distributions of different types of errors with or without normalizing
text register.

Error-based hierarchical clustering, especially when focused on PoS tagging and
attachment errors, showed that languages with similar morphological or syntactic
structures are usually grouped in the same cluster. That is, the parser makes similar
errors when processing languages with similar structural properties. This might indicate
that the performance of a universal parser can be improved by taking into account the
structural (morphological and syntactic) types of the languages that are to be analyzed.
Perhaps learning can be done for multiple similar (related) languages at the same time.

Further research will be aimed at interpreting the neural network models, using the
method proposed in (Li et al. 2017). In addition, parameter selection for the compo-
nents of SyntaxNet (Morpher, Parser Tagger) is also interesting, since the pre-trained
models made available by Google have the same parameters for all languages.
Tweaking these hyperparameters could improve parsing quality; furthermore, it might

Fig. 9. Hierarchical clustering based on combined syntax errors for news and non-fiction
sources
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be possible to reveal general patterns in these parameters, if any, for typologically
similar languages.
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Abstract. In this paper, we present a distributional word embedding
model trained on one of the largest available Russian corpora: Araneum
Russicum Maximum (over 10 billion words crawled from the web). We
compare this model to the model trained on the Russian National Corpus
(RNC). The two corpora are much different in their size and compilation
procedures. We test these differences by evaluating the trained models
against the Russian part of the Multilingual SimLex999 semantic sim-
ilarity dataset. We detect and describe numerous issues in this dataset
and publish a new corrected version. Aside from the already known fact
that the RNC is generally a better training corpus than web corpora,
we enumerate and explain fine differences in how the models process
semantic similarity task, what parts of the evaluation set are difficult
for particular models and why. Additionally, the learning curves for both
models are described, showing that the RNC is generally more robust as
training material for this task.

Keywords: Word embeddings · Web corpora · Semantic similarity

1 Introduction

It is a widespread opinion in machine-learning contexts that more data is more
beneficial than careful preprocessing and selection of the existing material. Is
this true when it comes to representing the meaning of the words as the function
of their contexts? This research aims to find out whether and how the type of
corpus used to train a word embedding model affects the quality of the resulting
word embeddings for Russian.

Most experimental work on word embeddings is centered around testing avail-
able algorithms and their hyperparameters, while the type of corpora used to
train the models attracts less attention. At the same time it is reasonable to
suggest that the nature of corpus material behind the model should have some
bearing on the performance of the latter.
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W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 47–58, 2018.
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In this paper, we rigorously compare Araneum Russicum (arguably the
largest web-harvested corpus for Russian) against a small but carefully balanced
and designed Russian National Corpus (further RNC). We train comparable
word embedding models on both corpora and intrinsically evaluate them using
the existing semantic similarity and relatedness datasets. Additionally, we reveal
some problems in the Russian part of the widely used Multilingual SimLex999
semantic similarity evaluation set, and publish the corrected version.

The paper is structured as follows. In Sect. 2 we put our research in the
context of the previous work. Section 3 introduces our corpora, the methods
used to train the models, and the gold datasets. Section 4 presents the evaluation
results. In Sect. 5 we analyze and compare typical errors made by the models,
and in Sect. 6 we conclude.

2 Related Work

Distributional semantic models have been studied and used for decades; see [1]
for an extensive review. [2] introduced the highly efficient Continuous skip-gram
(SGNS) and Continuous Bag-of-Words (CBOW) algorithms for training predic-
tive distributional models, using dense vectors. The so-called word embedding
models became a de facto standard in the NLP world in the recent years, out-
performing state-of-the-art in many tasks [3]. In the present research, we use the
SGNS implementation in the Gensim library.

The issue of evaluating distributional semantic models has a long history and
is a subject of many discussions (including the special RepEval workshop). In
the presence of a particular downstream task, it is always better to evaluate
the model on this task. However, when training a general-purpose model, one
has to rely on intrinsic evaluation, using one of the available gold datasets.
The main methods of intrinsic evaluation are numerous, with many available
datasets for English. However, in this paper, we limit ourselves to measuring
correlation of semantic similarity scores with human judgments, which is also
the most established one. For more information on the semantic similarity and
relatedness task, especially in Russian context, we refer the reader to [4].

The issue of the influence of the training corpora on the performance of word
embedding models for Russian was raised in [5]. Among other, they compared
the models trained on the RNC and a randomly sampled corpus of Russian web
pages, about an order larger than the RNC. They found out that albeit much
smaller, the RNC consistently outperformed the web corpus in the performance
of the models trained on it. In this research, we move this even further by using
the Araneum Maximum web corpus, which is almost two orders larger than
the RNC. Additionally, we carefully analyze the errors of the models and their
learning curves. We hypothesize that the types of errors can be different, as it is
known that the models trained on corpora of different types can reflect different
‘semantic landscapes’ (see, among others, [6]).
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3 Resources Used

3.1 Corpora

The corpora we employ are the Araneum Russicum Maximum which is a web
corpus of Russian presented in [7], and the RNC, which is the flagship academic
corpus of Russian. The size of the former corpus is ≈ 10000 million words,
and the size of the latter is ≈ 200 million words. Both corpora were lemma-
tized and tagged with Mystem [8], so that each token was transformed into the
‘LEMMA PoS’ representations. Afterwards, the PoS tags were converted to the
Universal PoS tagset [9]. Functional words, non-alphabetic tokens, punctuation
and one-word sentences were removed. These corpora were used to train word
embeddings models, as described in the next subsection.

3.2 The Training Algorithm

The models were trained using Continuous Skipgram algorithm [2], with vector
size 600 and a symmetric context window of 2 words to the left and 2 words to
the right. In the choice of the window size we considered the known fact that
larger windows induce models that are more ‘associative’, while smaller windows
induce more ‘functional’ and ‘synonymic’ models, leading to better performance
on similarity datasets [10]. As we are going to evaluate our models on similarity
sets, we chose the narrow window of 2.

Low-frequency words were discarded, by using the frequency thresholds of
10 and 400 for the RNC and the Araneum respectively, resulting in the RNC
model containing vectors for 173 816 words and the Araneum model containing
vectors for 196 465 words. We used 15 negative samples in both cases, and no
downsampling (as we removed all the stop words from the corpora beforehand).
The sentences in the corpora were shuffled prior to the training to avoid the
influence of corpus ordering, and we iterated over each corpus 5 times.

3.3 Russian Part of Multilingual SimLex999 as the Evaluation Set

One of the widely used gold standard sets for testing the ability of distributional
models to detect semantic similarity is the SimLex999 [11]. It was developed to
address numerous issues of the previous datasets. We tested our models’ perfor-
mance on the Russian part of Multilingual SimLex999 evaluation set introduced
in [12]. It was created by translating the original English set; the similarity of
the resulting word pairs was re-evaluated in a crowd-sourcing effort. We further
refer to this set as RuSimLex999. It contains word pairs and the correspond-
ing similarity values (for example, mudrost�-um ‘wisdom-intellect’ 8.23). We
tagged the words in the set with the Universal PoS tags, using Mystem and
respecting the dataset section the word belonged to (RuSimLex999 consists of
separate sections on nouns, adjectives and verbs).

Despite its popularity, the manual inspection of original RuSimLex999
revealed numerous technical flaws. Therefore, we produced an improved ver-
sion of this dataset by resolving the issues noticed. In this paper we report the
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performance of our models on this corrected set RuSimLex965 along with the
original RuSimLex999. The issues addressed are as follows:

1. 18 duplicate word pairs (one word pair repeated across the dataset):
– six pairs with equal scores (e.g. brat�-poluqat� 4.08 ‘ take-receive’) were

deduplicated and only one copy was retained in the revised set,
– nine duplicate pairs with different scores (e.g. prinmat�-otvergat�

0/0.69 ‘accept-reject ’) - we assigned the average score for all duplicate
pairs to the unique pair retained in the set,

– three pairs consisting of the same words in the reversed order with dif-
ferent scores (e.g. rabotodatel�-rabotnik 2.08 ‘employer-employee’;
rabotnik-rabotodatel� 1.77 ‘worker-employer ’) - we retained one pair
with the average score for all duplicate pairs,

– one pair containing two identical words (palec-palec 9.92 ‘finger-finger ’;
most likely from the English ‘toe-finger ’) was deleted from the set;

2. two pairs which are hardly adequate due to frequency concerns: for example,
raxkul�-ugol� 1.38 (charcoal-coal). The first word never occurs in the RNC
and is found only five times in the Araneum, which means its IPM is as low
as 0.0005. It is unlikely that untrained native speakers are able to quantify
the difference in this case consistently and yet it is one of the criteria to be
met by a gold standard [11]. It is not surprising that this word along with
bedstvovanie (calamitousness) is unknown to both our models. All the other
words from the dataset are covered by the models;

3. there are several typos in the set. We had to correct spelling in
three pairs ( , 0.69; , 4.92;

, 0.08)
4. in the pair muka-gore 0.277 (torment-grief ) there is an unnecessary ambigu-

ity: muka can mean both ‘torment ’ and ‘flour ’ in Russian, depending on the
stress. The original English SimLex999 pair is ‘agony-grief ’, but the correct
reading is arguably not the first coming to the mind of the Russian speaker.
This pair was deleted from the revised set;

5. many translations could have been more adapted: the Russian test set con-
tains many loan words (d�et, cent, dollar, brendi ‘cent, brandy ’) at
the same time lacking the respective Russian words rubl�, vodka (‘ruble,
vodka’).

It is noteworthy that the original English SimLex999 is free of the above
shortcomings. In the German translation, there is one duplicate pair with dif-
ferent scores (schlecht, schrecklich); the Italian counterpart had four duplicate
pairs, including one with the same scores (felice, arrabbiato).

With PoS consistency in mind, we had to further delete 12 word pairs
that were impossible to annotate in accordance with the evaluation set logic
(these pairs when tagged include different parts of speech, which might affect
the model performance). In three more pairs we had to adjust lemma tags
to ensure homogeneity of the set. For example, the default out-of-context
tagging, which returned the pair ranit� VERB-besstrastny� ADJ (liter-
ary ‘to injure-unemotional ’; most likely from ‘fragile-frigid ’), was changed to
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the intended ranimy� ADJ-besstrastny� ADJ (‘vulnerable-unemotional ’),
because ranimy� ADJ (‘vulnerable’) was frequent in the tagged corpora. After
tagging, we also had to fix some lemmatization errors such as viski (‘whisky ’),
which was lemmatized as visok (‘temple’) or legkoe (‘lungs’) paired with ‘liver ’,
which was lemmatized to the Russian lemma legki� (‘easy or light ’).

Thus, the cleaned and improved RuSimLex965 semantic similarity evaluation
test set includes 965 unique word pairs, consistently PoS-tagged and congruent
with the Mystem output.

3.4 RuSSE Evaluation Sets

For comparison, we also report results for 3 evaluation sets described in [4]:

1. RuSSE HJ; translated to Russian from the widely used datasets for English;
2. RuSSE WS353 Similarity; translated from the WS353 dataset [13];
3. RuSSE WS353 Relatedness; the same source.

These alternative sets were produced in the context of RuSSE, the first semantic
similarity shared task for Russian. In all three datasets, the scores were obtained
by a crowd-sourcing initiative employing native Russian speakers.

Unlike RuSimLex999, these sets include only nouns with the exception of
one pair podpisat�-pereryv (‘to sign’-‘a break ’) 0.0. Other internal discrep-
ancies of the sets include a pair consisting of two identical words ‘tigr-tigr’
(‘tiger ’) 0.875, two duplicate pairs ‘prisposoblenie-instrument’ (‘appliance-
tool ’) 0.708/0.615 and a pair with a non-Cyrillic non-word ‘fond-cd’ (‘fund-cd ’)
0. Agian, we PoS-tagged these sets with Mystem. After filtering and preprocess-
ing the full HJ set contains 394 word pairs, the WS353 similarity component
contains 248 pairs and WS353 relatedness component contains 199 pairs.

Note that the HJ dataset is produced from several different English sets (most
pairs come from WS353 ) and does not distinguish between semantic similarity
and relatedness. The separate WS353-sim and WS353-rel test sets are more
consistent; however, they are much smaller than RuSimLex999, contain only
nouns and still suffer from the shortcomings identified in [11]. It is also important
that RuSimLex999 features significantly higher inter-rater agreement than the
RuSSE HJ data set (Krippendorf’s alpha 0.57 and 0.49 respectively). Because of
these factors, we chose RuSimLex999 as our primary evaluation measure, despite
its flaws described above.

4 Results

For both models we measured Spearman correlation between the similarities
produced by the models and the scores provided in the datasets. In the two
cases of out-of-vocabulary word pairs for the original dataset, 0.0 was used as a
placeholder for the model similarity. Table 1 presents the results. All the scores
are statistically significant, with p value well below 0.01 level.
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Table 1. Spearman’s ρ for models scores correlation against gold datasets.

Corpus SimLex RuSSE sets

RuSimLex999 RuSimLex965 HJ WS353-Sim WS353-rel

RNC 43.22 42.55 70.69 74.11 59.07

Araneum 42.52 41.46 73.38 77.51 63.15

The RNC-based models consistently outperform the Araneum-based ones
on the SimLex datasets, but lose when evaluated against the RuSSE datasets.
We suppose that the reason for this is that the RuSSE sets are not as rigorous
in distinguishing semantic relatedness (can the word a be substituted with the
word b?) versus semantic similarity (is the word a associated with the word b?).
WS353-Sim contains only similar pairs and WS353-Rel contains only related
pairs (HJ incorporates both, together with several other smaller test sets).

Consider the pair ‘dei�-rassvet’ (‘day-sunrise’). In RuSimLex999, its score
is only 1.54 (rank 655 out of 1 000), thus this pair elements are quite far away
from each other. At the same time, in WS353-rel, the same pair features score
4.44 and is ranked 67 out of 249, meaning that these two words are really close.
In WS353-sim, there are no related pairs at all.

Thus, the large Araneum corpus provides better training data to properly
rank either related or similar pairs. However, when faced with the task to rank
similar pairs higher than simply associated ones, it shows up as inferior to the
RNC. It means that more data helps only when the downstream task allows
to not care for one of the closeness types. If, on the other hand, one needs to
clearly rank the ‘coffee-americano’ pair higher than the ‘coffee-cup’, smaller but
balanced corpora pay off. Also, the corrected RuSimLex965 seems to be a bit
more difficult for the models than the original one.

Table 2. Correlations for different PoS subsets of RuSimLex965.

PoS Araneum RNC Number of pairs

Nouns 41.67 43.49 653

Adjectives 47.92 42.31 97

Verbs 44.20 44.65 215

If we measure the correlation on separate subsets consisting of pairs belonging
to one and the same PoS, some interesting differences can be observed. Table 2
presents these scores. For nouns and verbs, the RNC model is better, and for both
models verbs are easier. Unexpected results show up for adjectives, which seem
to be most difficult for the RNC models, but the easiest for the Araneum one:
actually, this is the only PoS-subset on which the Araneum model outperforms
the RNC-based one, for reasons unclear. Note also that the fact that the RNC
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model is better with nouns on RuSimLex965 does not prevent it from losing
on the RuSSE sets which contain only nouns. This again proves that these sets
feature different kind of similarity scores, arguably mixed with relatedness.

4.1 Learning Curves

We additionally studied how fast the models were in achieving a good perfor-
mance, as we added more data. To this end, we trained models on the incre-
mentally increased ‘slices’ of our corpora (e.g., the first 10 million words, then
the first 20 million words, etc.). For all these models the frequency threshold
hyperparameter was set to 10. The results are shown in the Fig. 1.

Fig. 1. Learning curves for Araneum-based and RNC-based models.

For RuSimLex999, the RNC provides much better training data from the
very start. Even the models trained on the first 10 million words of both corpora
already differ by 5 points. Further on, as we train the models on more and more
text data, this difference is preserved: the RNC model consistently outperforms
the Araneum model, and never vice versa. If we evaluate Araneum trained on
approximately the same amount of data as the whole RNC, its RuSimLex999
performance will achieve only 0.41 (0.43 for the RNC).
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The models show similar patterns of development as they are fed with more
data. Particularly, moving from 10 to 15..18 million training words makes a huge
difference, as well as moving further on to 30 million. After that, the performance
on RuSimLex999 stabilizes and improvements become much smaller. Another
interesting discovery is that sometimes after adding more data, the performance
drops for a while. It happens almost simultaneously with the RNC and the
Araneum models near 110 million words mark. However, after another 20 million
words the models overcome this drop and return to gradual improving.

On the RuSSE test sets, the Araneum models outperform the RNC ones from
the very beginning as well. However, except for the WS353-Sim set, the results
are unstable, with the RNC achieving comparable performance at some times, or
even outperforming the Araneum model. Interestingly, on the HJ and WS353-
Rel sets, the RNC model achieves comparable performance at approximately the
same moment (about 110 million words) when the Araneum model comes closest
to the RNC one on the RuSimLex999. This further supports our hypothesis that
these sets are complementary. At the same time, WS353-Sim should in theory
be similar to RuSimLex999, but in practice it is the most consistent in showing
Araneum outperforming RNC. We have not come to any final conclusion about
the reasons for this behavior and leave this for future work.

5 Error Analysis: What the Models Do Wrong

5.1 Model-Specific Errors

To compare performance of the models based on the two corpora, we analyzed
each model’s distinctive errors against the gold standard and relatively more
adequate judgment of the competing model. To arrive at the list of these errors
for each model we took the following steps:

1. ranked pairs by their similarity scores produced by the two models and by
human raters; we had to assign pairs with the same score the same ranks;

2. determined the delta between the ranks of word pairs in the descending list
of similarity scores for each model and the gold standard (RuSimLex965 )
(columns 9 and 11 in Table 3);

3. sorted the deltas in the descending order and determined quartiles in the sort:
Q1 represents pairs whose model score is very different from the gold one; the
lower the quartile, the more accurate the model’s assessment is;

4. distinctive errors of each model against each other are pairs with contrasting
ranks in the lists above; at their strongest, they come from opposite quartiles.
We found the differences between the quartile numbers for each pair and
sorted the list in descending order (column 13).

Table 3 shows the top three and bottom three rows in the results. To make
our reasoning explicit let us consider the first example from Table 3. The rank
difference between Araneum and RuSimLex965 for the hyponym/hyperonym
pair ‘kot-pitomec’ (‘cat-pet ’) is twice smaller (234) than for RNC (435). In this
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case Araneum overestimates similarity placing the pair higher in the ranking
(122 is higher than 356), while the RNC underestimates similarity the pair is
way below where it should be from the gold standard point of view (791 instead of
around 356). The pair belongs to Quartile 4 (Araneum) and Quartile 1 (RNC) of
the respective descending lists of absolute rank differences. The value in column
13 (3) indicates that the RNC similarity estimation for this pair is very distant
from the gold standard and Araneum.

Table 3. Models errors against RuSimLex965 and the competing model.

The full content of Table 3 gives a general overview of how the machine
judgments compare to each other with respect to distance from the gold stan-
dard. The top 12 and bottom 5 word pairs have the interquartile difference of
2 or more. They represent the largest relative errors (given the judgment of the
competing model) for the RNC and Araneum respectively. Further top 162 and
bottom 165 pairs have the difference of 1. Note that most of the 965 pairs we
tested received the similar scores for Araneum and the RNC, signaling common
learning potential of the two corpora. In fact, in our experiment 638 word pairs
(66% of the set) ended up in the same quartile for both models.

Below we focus on the 101 word pairs (10%) for which the performance of the
models differs the most. The top 44 pairs (where RNC errs more than Araneum)
are dominated by: synonyms (18 pairs), pairs with high levels of association based
on contiguity of referents in reality or domain relatedness of the words (14 pairs),
and hyponymy/cohyponymy/hyperonymy pairs, particularly verbal (8 pairs).

Interestingly, only 11 pairs out of 44 have a negative rank difference with the
gold standard, that is only 11 pairs are placed higher in the ranking than they
are in RuSimLex965. In two-thirds of the cases the RNC model underestimates
similarity in contrast with human scores and almost correct Araneum judgment.

The same semantic groups are prevalent at the bottom of Table 3, among 57
word pairs for which Araneum gives erroneously higher or lower scores, while
RNC gets them almost right (based on rank difference again, not raw scores).
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The ratio of the groups is more tilted towards unrecognized synonyms, however.
Another contrast is in processing strongly associated pairs and different types
of hyponymy. While RNC tends to erroneously downplay similarity of concepts
related by association or as members of the same classification (general-specific),
Araneum places them higher in rank than both the RNC and RuSimLex965. The
comparison is presented in Table 4.

Table 4. Semantic relations of word pairs with the greatest discrepancy in ranks
between each model and RuSimLex965/competing model

Relation RNC Araneum Examples (from Araneum model rankings)

under over under over

synonymy 16 2 23 2 tverdy�- proqny� ‘hard-tough’

association 9 5 5 8 krov�-plot� ‘blood-flesh’

hyponymy 7 1 2 7 gitara-baraban ‘guitar-drum’

meronymy 1 2 2 1 kost�-lokot� ‘bone-elbow ’

antonymy 0 1 1 4 rabotnik-rabotodatel� ‘worker-employee’

missing value 0 0 1 0 reb�qlvy�-bezrassudny� ‘childish-foolish’

non-similar 0 0 0 1 doro�ka-xar ‘path-ball ’

Total 33 11 34 23

The analysis shows that both models have difficulties recognizing synonyms.
Synonyms constitute by far the largest group of underestimation errors. One of
the possible reasons can be simply that there are many synonymic pairs in the
test sets, and thus a large portion of them is low-frequency words which means
their embeddings are not perfect.

According to [11], ‘similarity is a cognitively complex operation that can
require rich, structured conceptual knowledge to compute accurately’. We did
not find factors that affected the models’ performance in processing synonyms
(such as type of synonymy or their part of speech). Interestingly, two of four
pairs whose similarity was overestimated had unreasonably low similarity scores
in RuSimLex965 : verovanie-mnenie (‘belief-opinion’) 0.131 and drug-paren�
(‘friend-buddy ’) 0.1. This again poses a question of the evaluation set quality.

There are slight differences in how the two models represent association. The
model based on Araneum is likely to overestimate similarity in this case, while
the RNC model errs on the underestimate side in the same cases. This partly
explains high performance of the Araneum models on the WS353-Rel test set.

Another group of semantic relations that constitute subtypes of similarity
(not association) includes hyponymy/hyperonymy and cohyponymy. This is the
only single semantic relation with a stark contrast between the two models. For
hyponym/hyperonym pairs, the Araneum model learns vectors that return high
similarity scores, while this type of similarity goes widely unrecognized by the
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RNC model (whether this is good, depends on one’s particular task, but it seems
to be favored by the RuSSE test sets).

A further finding is that the model trained on Araneum is misled by antonymy.
Antonyms are known to share syntactic distributions and therefore, get high
semantic similarity scores in distributional models, while humans have no dif-
ficulty assigning low similarities to different types of opposites (binaries, grad-
ual/directional, non-binary, relational opposites).Our experiments show that both
models overestimate similarity of antonyms, butAraneumperforms comparatively
worse. All five pairs of antonyms that made it to the list of the Araneum model
errors are the so called relative antonyms. Their meanings are opsposed given a
particular relation between entities or a special situation they are usually part
of: voda-ded, tet�-pdem�nnik, rabotodatel�-rabotnik, ter�t�-poduqat�
(‘water-ice’, ‘aunt-nephew ’, ‘employer-employee’, ‘lose-gain’).

6 Conclusion

We compared the performance of Continuous Skipgram word embedding models
trained on the very large web corpus of Russian (Araneum Maximum) and the
much smaller Russian National Corpus. As our primary evaluation set, we chose
the Russian part of Multilingual SimLex999. We revealed numerous flaws in its
design and eventually came up with its refined version, RuSimLex965. We publish
its raw and PoS-tagged variants1, together with the trained models2 and the
tagged Araneum Maximum corpus3. Note that there are still some conceptual
issues in the SimLex999 test set (cf. [14]). Also, all these datasets were originally
compiled in English and then re-scored by native Russian speakers, which may
degrade their reliability. To address these problems one has to compile a new
dataset from scratch, which is outside the scope of the present research.

With both variants of the evaluation set, our experiments supported the
previous work in that a balanced national corpora, albeit smaller, consistently
outperform large web-based corpora in semantic similarity evaluation setting. At
the same time, the Araneum-based model was superior on the sets containing
semantic relatedness scores; thus, this corpus is more suitable for calculating
associative, topical and hyponymic relations between words.

Further, we analyzed the speed of performance improving with increasing
the size of the training data for both corpora. We show that almost all improve-
ment stops after the first 100 million words for semantic similarity test sets, and
that the RNC ‘saturates’ somewhat faster than the Araneum. For the semantic
relatedness test sets, it seems that the model performance does not saturate and
continues to improve after this point as well. Finally, we performed an extensive
error analysis for both models, revealing typical classes of errors, and how the
RNC and Araneum models differ in this respect.

1 http://rusvectores.org/static/testsets/.
2 http://rusvectores.org/models/.
3 http://rusvectores.org/static/rus araneum maxicum.txt.gz.

http://rusvectores.org/static/testsets/
http://rusvectores.org/models/
http://rusvectores.org/static/rus_araneum_maxicum.txt.gz
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As a future work, we plan to study in more detail how different are RuSSE test
sets from the RuSimLex999. We also would like to find out whether our findings
hold for English and other languages, as well as for other types of intrinsic
evaluation (analogical inference, etc.).
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Abstract. In this paper we present the approach of introducing the-
saurus knowledge into probabilistic topic models. The main idea of the
approach is based on the assumption that the frequencies of semanti-
cally related words and phrases, which are met in the same texts, should
be enhanced: this action leads to their larger contribution into topics
found in these texts. We have conducted experiments with several the-
sauri and found that for improving topic models, it is useful to utilize
domain-specific knowledge. If a general thesaurus, such as WordNet, is
used, the thesaurus-based improvement of topic models can be achieved
with excluding hyponymy relations in combined topic models.

Keywords: Thesaurus · Multiword expression
Probabilistic topic models

1 Introduction

Currently, probabilistic topic models are important tools for improving auto-
matic text processing including information retrieval, text categorization, sum-
marization, etc. Besides, they can be useful in supporting expert analysis of doc-
ument collections, news flows, or large volumes of messages in social networks
[1–3]. To facilitate this analysis, such approaches as automatic topic labeling and
various visualization techniques have been proposed [2,5].

Boyd-Graber et al. [4] indicate that to be understandable by humans, topics
should be specific, coherent, and informative. Relationships between the topic
components can be inferred. In [2] four topic visualization approaches are com-
pared. The authors of the experiment concluded that manual topic labels include
a considerable number of phrases; users prefer shorter labels with more general
words and tend to incorporate phrases and more generic terminology when using
more complex network graph. Blei and Lafferty [5] visualize topics with ngrams
consisting of words mentioned in these topics. These works show that phrases and
knowledge about hyponyms/hypernyms are important for topic representation.

In this paper we describe an approach to integrate large manual lexical
resources such as WordNet or EuroVoc into probabilistic topic models, as well
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 59–71, 2018.
https://doi.org/10.1007/978-3-319-73013-4_6
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as automatically extracted n-grams to improve coherence and informativeness of
generated topics. The structure of the paper is as follows. In Sect. 2 we consider
related works. Section 3 describes the proposed approach. Section 4 enumerates
automatic quality measures used in experiments. Section 5 presents the results
obtained on several text collections according to automatic measures. Section 6
describes the results of manual evaluation of combined topic models for Islam
Internet-site thematic analysis.

2 Related Work

Topic modeling approaches are unsupervised statistical algorithms that usually
considers each document as a “bag of words”. There were several attempts to
enrich word-based topic models (=unigram topic models) with additional prior
knowledge or multiword expressions.

Andrzejewski et al. [6] incorporated knowledge by Must-Link and Cannot-
Link primitives represented by a Dirichlet Forest prior. These primitives were
then used in [7], where similar words are encouraged to have similar topic distri-
butions. However, all such methods incorporate knowledge in a hard and topic-
independent way, which is a simplification since two words that are similar in
one topic are not necessarily of equal importance for another topic.

Xie et al. [8] proposed a Markov Random Field regularized LDA model
(MRF-LDA), which utilizes the external knowledge to improve the coherence of
topic modeling. Within a document, if two words are labeled as similar according
to the external knowledge, their latent topic nodes are connected by an undi-
rected edge and a binary potential function is defined to encourage them to share
the same topic label. Distributional similarity of words is calculated beforehand
on a large text corpus.

In [9], the authors gather so-called lexical relation sets (LR-sets) for word
senses described in WordNet. The LR-sets include synonyms, antonyms and
adjective-attribute related words. To adapt LR-sets to a specific domain corpus
and to remove inappropriate lexical relations, the correlation matrix for word
pairs in each LR-set is calculated. This matrix at the first step is used for filtrat-
ing inappropriate senses, then it is used to modify the initial LDA topic model
according to the generalized Polya urn model described in [10]. The generalized
Polya urn model boosts probabilities of related words in word-topic distributions.

Gao and Wen [11] presented Semantic Similarity-Enhanced Topic Model that
accounts for corpus-specific word co-occurrence and word semantic similarity cal-
culated on WordNet paths between corresponding synsets using the generalized
Polya urn model. They apply their topic model for categorizing short texts.

All above-mentioned approaches on adding knowledge to topic models are
limited to single words. Approaches using ngrams in topic models can be sub-
divided into two groups. The first group of methods tries to create a unified
probabilistic model accounting unigrams and phrases. Bigram-based approaches
include the Bigram Topic Model [12] and LDA Collocation Model [13]. In [14]
the Topical N-Gram Model was proposed to allow the generation of ngrams
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based on the context. However, all these models are enough complex and hard
to compute on real datasets.

The second group of methods is based on preliminary extraction of ngrams
and their further use in topics generation. Initial studies of this approach used
only bigrams [15,16]. Nokel and Loukachevitch [17] proposed the LDA-SIM algo-
rithm, which integrates top-ranked ngrams and terms of information-retrieval
thesauri into topic models (thesaurus relations were not utilized). They create
similarity sets of expressions having the same word components and sum up
frequencies of similarity set members if they co-occur in the same text.

In this paper we describe the approach to integrate whole manual thesauri
into topic models together with multiword expressions.

3 Approach to Integration Whole Thesauri
into Topic Models

In our approach we develop the idea of [17] that proposed to construct similarity
sets between ngram phrases between each other and single words. Phrases and
words are included in the same similarity set if they have the same component
word, for example, weapon – nuclear weapon – weapon of mass destruction; dis-
crimination – racial discrimination. It was supposed that if expressions from the
same similarity set co-occur in the same document then their contribution into
the document’s topics is really more than it is presented with their frequencies,
therefore their frequencies should be increased. In such an approach, the algo-
rithm can “see” similarities between different multiword expressions with the
same component word.

In our approach, at first, we include related single words and phrases from
a thesaurus such as WordNet or EuroVoc in these similarity sets. Then, we add
preliminarily extracted ngrams into these sets and, this way, we use two different
sources of external knowledge. We use the same LDA-SIM algorithm as described
in [17] but study what types of semantic relations can be introduced into such
similarity sets and be useful for improving topic models. The pseudocode of
LDA-SIM algorithm is presented in Algorithm 1, where S = {Sw} is a similarity
set, expressions in similarity sets can comprise single words, thesaurus phrases
or generated noun compounds.

We can compare this approach with the approaches applying the generalized
Polya urn model [9–11]. To add prior knowledge, those approaches change topic
distributions for related words globally in the collection. We modify topic proba-
bilities for related words and phrases locally, in specific texts, only when related
words (phrases) co-occur in these texts.

4 Automatic Measures to Estimate the Quality
of Topic Models

To estimate the quality of topic models, we use two main automatic measures:
topic coherence and kernel uniqueness. For human content analysis, measures of
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Algorithm 1. LDA-SIM algorithm
Input: collection D, vocabulary W , number of topics |T |, initial {p(w|t)} and

{p(t|d)}, sets of similar expressions S, hyperparameters {αt} and {βw},
ndw is the frequency of w in the document d

Output: distributions {p(w|t)} and {p(t|d)}
1 while not meet the stop criterion do
2 for d ∈ D, w ∈ W, t ∈ T do

3 p(t|d, w) = p(w|t)p(t|d)∑

u∈T
p(w|u)p(u|d)

4 for d ∈ D, w ∈ W, t ∈ T do
5 n′

dw = ndw +
∑

s∈Sw

nds

6 p(w|t) =

∑

d∈D
n′
dwp(t|d,w)+βw

∑

d∈D

∑

w∈d
n′
dw

p(t|d,w)+
∑

w∈W
βw

7 p(t|d) =

∑

w∈d
n′
dwp(t|d,w)+αt

∑

w∈W

∑

t∈T
n′
dw

p(t|d,w)+
∑

t∈T
αt

topic coherence and kernel uniqueness are both important and complement each
other. Topics can be coherent but have a lot of repetitions. On the other hand,
generated topics can be very diverse, but incoherent within each topic.

Topic coherence is an automatic metric of interpretability. It was shown that
the coherence measure has a high correlation with the expert estimates of topic
interpretability [10,19]. Mimno et al. [10] described an experiment comparing
expert evaluation of LDA-generated topics and automatic topic coherence mea-
sures. It was found that most “bad” topics consisted of words without clear
relations between each other.

Newman et al. [7] asked users to score topics on a 3-point scale, where 3 =
“useful” (coherent) and 1 = “useless” (less coherent). They instructed the users
that one indicator of usefulness is the ease by which one could think of a short
label to describe a topic. Then several automatic measures, including WordNet-
based measures and corpus co-occurrence measures, were compared. It was found
that the best automatic measure having the largest correlation with human eval-
uation is word co-occurrence calculated as point-wise mutual information (PMI)
on Wikipedia articles. Later Lau et al. [19] showed that normalized pointwise
mutual information (NPMI) [20] calculated on Wikipedia articles correlates even
more strongly with human scores.

We calculate automatic topic coherence using two measure variants. The
coherence of a topic is the median PMI (NPMI) of word pairs representing the
topic, usually it is calculated for n most probable elements (in our study ten
elements) in the topic. The coherence of the model is the median of the topic
coherence. To make this measure more objective, it should be calculated on an
external corpus [19]. In our case, we use Wikipedia dumps.
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PMI(wi, wj) = log
p(wi, wj)

p(wi)p(wj)
NPMI(wi, wj) =

PMI(wi, wj)
−log(p(wi, wj))

(1)

Human-constructed topics usually have unique main words. The measure of ker-
nel uniqueness shows to what extent topics are different from each other and is
calculated as the number of unique elements among most probable elements of
topics (kernels) in relation to the whole number of elements in kernels.

U(Φ) =
| ∪t kernel(Ti)|∑
t∈T |kernel(Ti)| (2)

If uniqueness of the topic kernels is closer to zero then many topics are similar
to each other, contain the same words in their kernels. In this paper the kernel
of a topic means the ten most probable words in the topic. We also calculated
perplexity as the measure of language models. We use it for additional checking
the model quality.

5 Use of Automatic Measures to Assess Combined
Models

For evaluating topics with automatic quality measures, we used several English
text collections and one Russian collection (Table 1). We experiment with three
thesauri: WordNet1 (155 thousand entries), information-retrieval thesaurus of
the European Union EuroVoc (15161 terms)2, and Russian thesaurus RuThes
(115 thousand entries)3 [18].

Table 1. Text collections for experiments

Text collection Number of texts Number of words

English part of Europarl corpus 9672 ≈56 mln

English part of JRC-Acquiz corpus 23545 ≈53 mln

ACL Anthology Reference corpus 10921 ≈48 mln

NIPS Conference Papers (2000–2012) 17400 ≈5 mln

Russian banking texts 10422 ≈32 mln

At the preprocessing step, documents were processed by morphological ana-
lyzers. Also, we extracted noun groups as described in [17]. As baselines, we use
the unigram LDA topic model and LDA topic model with added 1000 ngrams
with maximal NC-value [21] extracted from the collection under analysis.

As it was found before [15,17], the addition of ngrams without accounting
relations between their components considerably worsens the perplexity because
of the vocabulary growth (for perplexity the less is the better) and practically
does not change other automatic quality measures (Table 2).
1 https://wordnet.princeton.edu/.
2 http://eurovoc.europa.eu/drupal/.
3 http://www.labinform.ru/pub/ruthes/index eng.htm.

https://wordnet.princeton.edu/
http://eurovoc.europa.eu/drupal/
http://www.labinform.ru/pub/ruthes/index_eng.htm


64 N. Loukachevitch et al.

Table 2. Integration of WordNet into topic models

Collection Method TC-PMI TC-NPMI Kernel Uniq Perplex.

Europarl LDA unigram 1.20 0.24 0.33 1466

LDA+1000ngram 1.19 0.23 0.35 2497

LDA-Sim+WNsyn 1.05 0.26 0.16 1715

LDA-Sim+WNsynrel 1.20 0.25 0.18 4984

LDA-Sim+WNsr/hyp 1.47 0.24 0.33 1502

LDA-Sim+WNsr/hyp+Ngrams 2.08 0.23 0.42 1929

LDA-Sim+WNsr/hyp+Ngrams/l 2.46 0.25 0.43 1880

JRC LDA unigram 1.42 0.24 0.53 807

LDA+1000ngrams 1.46 0.22 0.56 1140

LDA-Sim+WNsyn 1.32 0.25 0.44 854

LDA-Sim+WNsynrel 1.26 0.27 0.28 1367

LDA-Sim+WNsynrel/hyp 1.57 0.24 0.54 823

LDA-Sim+WNsr/hyp+Ngrams 1.54 0.19 0.64 1093

LDA-Sim+WNsr/hyp+Ngrams/l 1.58 0.18 0.68 1064

ACL LDA unigram 1.63 0.24 0.51 1779

LDA+1000ngrams 1.55 0.23 0.51 2277

LDA-Sim+WNsyn 1.42 0.26 0.47 1853

LDA-Sim+WNsynrel 1.26 0.27 0.35 2554

LDA-Sim+WNsynrel/hyp 1.56 0.24 0.51 1785

LDA-Sim+WNsr/hyp+Ngrams 2.72 0.28 0.69 2164

LDA-Sim+WNsr/hyp+Ngrams/l 3.04 0.28 0.76 2160

NIPS LDA unigram 1.60 0.24 0.41 1284

LDA+1000ngrams 1.54 0.24 0.41 1969

LDA-Sim+WNsyn 1.34 0.26 0.39 1346

LDA-Sim+WNsynrel 1.20 0.27 0.29 2594

LDA-Sim+WNsynrel/hyp 1.78 0.25 0.43 1331

LDA-Sim+WNsr/hyp+Ngrams 3.18 0.31 0.62 1740

LDA-Sim+WNsr/hyp+Ngrams/l 3.27 0.30 0.67 1741

We add the Wordnet data in the following steps. At the first step, we include
WordNet synonyms (including multiword expressions) into the proposed simi-
larity sets (LDA-Sim+WNsyn). At this step, frequencies of synonyms found in
the same document are summed up in process LDA topic learning as described
in Algorithm 1. We can see that the kernel uniqueness becomes very low, topics
are very close to each other in content (Table 2: LDA-Sim+WNsyn). At the sec-
ond step, we add word direct relatives (hyponyms, hypernyms, etc.) to similarity
sets. Now the frequencies of semantically related words are added up enhancing
the contribution into all topics of the current document.

The Table 2 shows that these two steps lead to great degradation of the topic
model in most measures in comparison to the initial unigram model: uniqueness
of kernels abruptly decreases, perplexity at the second step grows by several
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Table 3. Integration of EuroVoc into topic models

Collection Method TC-PMI TC-NPMI Kernel Uniq Perplex.

Europarl LDA unigram 1.20 0.24 0.33 1466

LDA+1000ngram 1.19 0.23 0.35 2497

LDA-Sim+EVsyn 1.57 0.24 0.43 1655

LDA-Sim+EVsynrel 1.39 0.24 0.35 1473

LDA-Sim+EVsr/hyp+Ngrams 2.51 0.26 0.50 1957

LDA-Sim+EVsr/hyp+Ngrams/l 2.5 0.25 0.45 1882

JRC LDA unigram 1.42 0.24 0.53 807

LDA+1000ngrams 1.46 0.22 0.56 1140

LDA-Sim+EVsyn 1.65 0.25 0.57 857

LDA-Sim+EVsynrel 1.71 0.24 0.57 844

LDA-Sim+EVsr/hyp+Ngrams 1.91 0.21 0.68 1094

LDA-Sim+EVsr/hyp+Ngrams/l 1.5 0.18 0.67 1061

times (Table 2: LDA-Sim+WNsynrel). It is evident that at this step the model
has a poor quality. When we look at the topics, the cause of the problem seems to
be clear. We can see the overgeneralization of the obtained topics. The topics are
built around very general words such as “person”, “organization”, “year”, etc.
These words were initially frequent in the collection and then received additional
frequencies from their frequent synonyms and related words.

Then we suppose that these general words were used in texts to discuss spe-
cific events and objects, therefore, we change the constructions of the similarity
sets in the following way: we do not add word hyponyms to its similarity set.
Thus, hyponyms, which are usually more specific and concrete, should obtain
additional frequencies from upper synsets and increase their contributions into
the document topics. But the frequencies and contribution of hypernyms into
the topic of the document are not changed. And we see the great improvement
of the model quality: the kernel uniqueness considerably improves, perplexity
decreases to levels comparable with the unigram model, topic coherence charac-
teristics also improve for most collections (Table 2: LDA-Sim+WNsynrel/hyp).

We further use the WordNet-based similarity sets with n-grams having the
same components as described in [17]. All measures significantly improve for all
collections (Table 2: LDA-Sim+WNsr/hyp+Ngrams). At the last step, we try to
apply the same approach to ngrams that was previously utilized to hyponym-
hypernym relations: frequencies of shorter ngrams and words are summed to
frequencies of longer ngrams but not vice versa. In this case we try to increase
the contribution of more specific longer ngrams into topics. It can be seen
(Table 2) that the kernel uniqueness grows significantly, at this step it is 1.3–1.6
times greater than for the baseline models achieving 0.76 on the ACL collection
(Table 2: LDA-Sim+WNsr/hyp+Ngrams/l).

At the second series of the experiments, we applied EuroVoc information
retrieval thesaurus to two European Union collections: Europarl and JRC. In
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content, the EuroVoc thesaurus is much smaller than WordNet, it contains
terms from economic and political domains and does not include general abstract
words. The results are shown in Table 3. It can be seen that inclusion of EuroVoc
synsets improves the topic coherence and increases kernel uniqueness (in contrast
to results with WordNet). Adding ngrams further improves the topic coherence
and kernel uniqueness.

At last we experimented with the Russian banking collection and utilized
RuThes thesaurus. In this case we obtained improvement already on RuThes
synsets and again adding ngrams further improved topic coherence and kernel
uniqueness (Table 4).

Table 4. The results obtained for Russian Banking collection

Collection Processing TC-PMI TC-NPMI Kernel Uniq Perplex.

Banking LDA unigram 1.81 0.29 0.54 1654

collection LDA+1000ngrams 2.01 0.30 0.60 2497

LDA-Sim+RTsyn 2.03 0.29 0.63 2189

LDA-Sim+RTsr/hyp+Ngrams 2.72 0.33 0.70 2396

LDA-SIM+RTsr/hyp+Ngrams/l 3.02 0.31 0.68 2311

It is worth noting that adding ngrams sometimes worsens the TC-NPMI mea-
sure, especially on the JRC collection. This is due to the fact that in these evalua-
tion frameworks, the topics’ top elements contain a lot of multiword expressions,
which rarely occur in Wikipedia, used for the coherence calculation, therefore the
utilized automatic coherence measures can have insufficient evidence for correct
estimates.

6 Manual Evaluation of Combined Topic Models

To estimate the quality of topic models in a real task, we chose Islam informa-
tional portal “Golos Islama” (Islam Voice)4 (in Russian). This portal contains
both news articles related to Islam and articles discussing Islam basics. We sup-
posed that the thematic analysis of this specialized site can be significantly
improved with domain-specific knowledge described in the thesaurus form. We
extracted the site contents using Open Web Spider5 and obtained 26,839 pages.

To combine knowledge with a topic model, we used RuThes thesaurus
together with the additional block of the Islam thesaurus. The Islam thesaurus
contains more than 5 thousand Islam-related terms including single words and
expressions.

For each combined model, we ran two experiments with 100 topics and with
200 topics. The generated topics were evaluated by two linguists, who had pre-
viously worked on the Islam thesaurus. The evaluation task was formulated as
4 https://golosislama.com/.
5 https://github.com/shen139/openwebspider/releases.

https://golosislama.com/
https://github.com/shen139/openwebspider/releases


Combining Thesaurus Knowledge and Probabilistic Topic Models 67

follows: the experts should read the top elements of the generated topics and try
to formulate labels of these topics. The labels should be different for each topic
in the set generated with a specific model. The experts should also assign scores
to the topics’ labels:

– 2, if the label describes all or almost all elements of ten top elements of the
topic

– 1, if the description is partial, that is, several elements do not correspond to
the label,

– 0, if the label cannot be formulated.

Then we can sum up all the scores for each model under consideration and
compare the total scores in value. Thus, maximum values of the topic score are
200 for a 100-topic model and 400 for a 200-topic model. In this experiment we
do not measure inter-annotator agreement for each topic, but try to get expert’s
general impression.

Table 5. Results of manual labeling of topic models for the Islam site

N Model 100 topics 200 topics

Score KernU Prpl RelC. Score KernU Prpl RelC.

1 LDA unigram 163 0.535 2520 0.05 334 0.507 2169 0.06

2 LDA+1000phrases 161 0.569 2901 0.06 316 0.534 2494 0.06

3 LDA+
More10phrases

148 0.559 3228 0.05 308 0.527 2774 0.06

4 LDA-Sim+
1000phrases

180 0.631 2427 0.13 344 0.603 2044 0.11

5 LDA-Sim+
More10phrases

180 0.615 2886 0.14 337 0.596 2398 0.12

6 LDA-Sim+UnarySyn 157 0.632 1999 0.17 323 0.587 1707 0.16

7 LDA-Sim+synrel+
1000phrases

159 0.622 1797 0.25 301 0.543 1577 0.27

8 LDA-Sim+synrel+
More10phrases

150 0.587 2022 0.26 295 0.526 1758 0.25

9 LDA-Sim+synrel/
hyp+1000phrases

153 0.656 2163 0.26 310 0.603 1900 0.24

10 LDA-Sim+synrel/
hyp+More10phrases

174 0.636 2476 0.24 302 0.244 2476 0.24

11 LDA-Sim+synrel/
GL+More10phrases

186 0.655 1772 0.25 350 0.612 1464 0.25

12 LDA-Sim+synrel/
GL/hyp+
More10phrases

184 0. 686 2203 0.24 346 0.644 1812 0.23
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Due to the complicated character of the Islam portal contents for auto-
matic extraction (numerous words and names difficult for Russian morpholog-
ical analyzers), we did not use automatic extraction of multiword expressions
and exploited only phrases described in RuThes or in the Islam Thesaurus. We
added thesaurus phrases in two ways: most frequent 1000 phrases (as in [15,17])
and phrases with frequency more than 10 (More10phrases): the number of such
phrases is 9351.

The results of the evaluation are shown in Table 5. The table contains the
overall expert scores for a topic model (Score), kernel uniqueness as in the pre-
vious section (KernU), perplexity (Prpl). Also for each model kernels, we calcu-
lated the average number of known relations between topics’s elements: thesaurus
relations (synonyms and direct relations between concepts) and component-
based relations between phrases (Relc).

It can be seen that if we add phrases without accounting component similar-
ity (Runs 2, 3), the quality of topics decreases: the more phrases are added, the
more the quality degrades. The human scores also confirm this fact. But if the
similarity between phrase components is considered then the quality of topics sig-
nificantly improves and becomes better than for unigram models (Runs 4, 5). All
measures are better. Relational coherence between kernel elements also grows.
The number of added phrases is not very essential.

Adding unary synonyms decreases the quality of the models (Run 6) accord-
ing to human scores. But all other measures behave differently: kernel uniqueness
is high, perplexity decreases, relational coherence grows. The problem of this
model is in that non-topical, general words are grouped together, reinforce one
another but do not look as related to any topic. Adding all thesaurus relations is
not very beneficial (Runs 7, 8). If we consider all relations except hyponyms, the
human scores are better for corresponding runs (Runs 9, 10). Relational coher-
ence in topics’ kernels achieves very high values: the quarter of all elements have
some relations between each other, but it does not help to improve topics. The
explanation is the same: general words can be grouped together.

At last, we removed General Lexicon concepts from the RuThes data, which
are top-level, non-thematic concepts that can be met in arbitrary domains [18]
and considered all-relations and without-hyponyms variants (Runs 11, 12). These
last variants achieved maximal human scores because they add thematic knowl-
edge and avoid general knowledge, which can distort topics. Kernel uniqueness
is also maximal.

Table 6 shows similar topics obtained with the unigram, phrase-enriched (Run
5) and the thesaurus-enriched topic model (Run 12). The Run-5 model adds
thesaurus phrases with frequency more than 10 and accounts for the compo-
nent similarity between phrases. The Run-12 model accounts both component
relations and hypernym thesaurus relations. All topics are of high quality, quite
understandable. The experts evaluated them with the same high scores.

Phrase-enriched and thesaurus-enriched topics convey the content using both
single words and phrases. It can be seen that phrase-enriched topics contain more
phrases. Sometimes the phrases can create not very convincing relations such as
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Table 6. Comparison of similar topics in the unigram, phrase-based (Run 5) and the
best thesaurus-enriched topic models (Run 12).
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Russian church - Russian language. It is explainable but does not seem much
topical in this case.

The thesaurus topics seem to convey the contents in the most concentrated
way. In the Syrian topic general word country is absent; instead of UN (United
Nations), it contains word rebel, which is closer to the Syrian situation. In the
Orthodox church topic, the unigram variant contains extra word year, relations
of words Moscow and Kirill to other words in the topic can be inferred only
from the encyclopedic knowledge.

7 Conclusion

In this paper we presented the approach for introducing thesaurus information
into topic models. The main idea of the approach is based on the assumption that
if related words or phrases co-occur in the same text, their frequencies should
be enhanced and this action leads to their mutual larger contribution into topics
found in this text.

In the experiments on four English collections, it was shown that the direct
implementation of this idea using WordNet synonyms and/or direct relations
leads to great degradation of the unigram model. But the correction of ini-
tial assumptions and excluding hyponyms from frequencies adding improve the
model and makes it much better than the initial model in several measures.
Adding ngrams in a similar manner further improves the model.

Introducing information from domain-specific thesaurus EuroVoc led to
improving the initial model without the additional assumption, which can be
explained by the absence of general abstract words in such information-retrieval
thesauri.

We also considered thematic analysis of an Islam Internet site and evalu-
ated the combined topic models manually. We found that the best, understand-
able topics are obtained by adding domain-specific thesaurus knowledge (domain
terms, synonyms, and relations).
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topic models (project N16-18-02074). The study on application of the approach to
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Abstract. This paper deals with automatic classification of questions in the
Russian language, a natural early step in building a question answering system.
We developed a typology of Russian questions using interrogative particles,
pronouns and word order as the main features. A corpus of 2008 questions was
manually compiled and annotated according to our typology. We used a
fine-grained class set and a coarse-grained one (23 and 14 classes, respectively).
The training data, represented as character bi-/trigrams and word uni-/bi-/tri-
grams, was used to approach the task of question classification. We tested several
widely used machine-learning methods (logistic regression, support vector
machines, naïve Bayes) against a regular expression baseline on a held-out test
corpus annotated by an external expert. The best results were achieved by a SVM
classifier (linear kernel) that achieved the accuracy of 65.3% (fine-grained) and
68.7% (coarse-grained), while the baseline regular expression model showed
52.7% accuracy.

Keywords: Question answering � Question answering systems � QA systems
Russian-language questions � Question classification � Question tagging
Russian question typology

1 Introduction

Interrogative sentences have a very important function in communication. Questions
have a cognitive meaning without a common attributive proposition, because they do
not usually include affirmation or negation. They are mostly used for acquiring
knowledge and are key tools of cognition (Nevolnikova 2004).

From the natural language processing perspective, interrogative sentences are often
key language material when one works on such tasks as question answering, building
dialogue agents, and discourse modeling. In this paper, we focus on automatic question
typology for the domain of question answering. According to Burger et al. (2001),
identifying question classes is the first step in building a QA system.

In contrast to information retrieval (IR) systems, which usually return a set of doc-
uments relevant to some keywords, question-answering (QA) systems aim at yielding an
exact answer to the question (Monz 2003a, b). Question answering is considered a more
difficult task due to the constraints on input (natural language questions vs keywords) and
output (focused answers vs entire documents) representation (Bunescu andHuang 2010).
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Yet, the benefit of QA systems is that they do not overwhelm the user with excess
information (Galea 2003).

Various systems have been developed for answering questions in English (e.g.
TEQUESTA (Monz 2003a, b), START (Katz et al. 2006), OpenEphyra (van Zaanen
2008), IBM Watson (Ferucci et al. 2010), EAGLi (Gobeill et al. 2012), etc.). An
excellent survey of state-of-the-art learning-based methods for English-language
question classification was conducted by Loni (2011).

As far as Russian-language QA systems are concerned, they have had very limited
coverage in literature. Although a monograph by Sosnin (2007) and a few research
papers, such as (Suleymanov 2001; Tikhomirov 2006; Mozgovoy 2006; Solov’ev and
Peskova 2010), have been published, they mostly contribute to the theory on the
problem, rather than propose and/or evaluate efficient practical solutions.

Our work differs from the papers previously published by other researchers in that
we attempt to solve the practical task of automatic typologization of questions in the
Russian language using complex class sets (23 question types in the fine-grained and
14 in the coarse-grained set), while in other papers other approaches have been used.
For example, in (Sosnin 2007), only three general question classes are distinguished:
(1) “problem”, (2) “task”, and (3) “inquiry” (p. 118). Alternatively, in (Solov’ev and
Peskova 2010), a paper devoted to question analysis for a Russian-language question
answering system, a detailed question taxonomy was used. It was borrowed from
(Ittycheriah 2008) with some modification, but we consider it too fine-grained to be
practical. It has 39 classes, some of which are very specific and rare, e.g. Organ,
Salutation, Plant, etc. Also, the differences between some of the classes do not seem
very well-defined, e.g. Areas vs Geological objects vs Location vs Country, or Com-
pany-roles vs Occupation, etc. Furthermore, the question analysis technique used was
trivial: a limited number of key words were simply searched for in the question.
Expectedly, the performance of the module was quite low – 67% error (Solov’ev and
Peskova 2010, p. 48). In contrast, we report question tagging accuracy of up to 68.7%.
That said, the results are obviously not directly comparable because different classifi-
cations are used.

In the next section, we describe the question typology that the developed classifier
is based on. Sections 3 and 4 are devoted to the regular expression baseline and the
machine learning classification methods used, respectively. Section 5 discusses the
results attained. Finally, in Sect. 6 we draw conclusions and outline some directions for
future work.

2 Interrogative Sentences in the Russian Language

In our research, we focus on the functional aspect of interrogative sentences. According
to Shvedova, information gathered via interrogative sentences can be of various nature:
about the subject of some action (Ктo этo cдeлaл?/Who did it?), the object (Чтo
былo cдeлaнo?/What was done?), the goal (Для чeгo eй этo?/Why does she need
this?), etc. (Shvedova 1980). The main question formation means are intonation,
interrogative particles (ли, тaк, вepнo, кaк, чтo ли, etc.), interrogative pronominal
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words (гдe, кyдa, кoгдa, oткyдa, пoчeмy, зaчeм, кaк, etc.) and word order. It is
possible to use some of these means as features in classification.

The first question typology that we considered was developed by Shvedova (1980).
She divides interrogative sentences as follows:

1. According to the type and volume of required information:
a. General: acquiring the information about the situation in whole. Чтo пpoиc-

xoдит в Китae?/What is happening in China?
b. Special: acquiring the information about an aspect of the matter. Кaкиe пecни

cдeлaли eё извecтнoй?/Which songs made her famous?
2. According to what answer is expected:

a. Requiring a confirmation: yes/no or true/false: Лoндoн – cтoлицa Aнглии?/Is
London the capital of England?

b. Requiring information: Зaчeм oни пьют чaй?/What do they drink tea for?

It can be seen that this typology is too general for the purposes of automatic
question answering. Another functional classification we used for building our own
typology is Graesser’s Taxonomy of Inquiries (Lauer et al. 2013). The taxonomy is
presented in Table 1.

Table 1. Arthur Graesser’s Taxonomy of Inquiries

Question Abstract specification

Verification Is a fact true?
Did an event occur?

Comparison How is X similar to /different from Y?
Disjunctive Is X or Y the case?
Concept
completion

Who? What? When? Where?

Definition What does X mean?
Example What is an example of X?
Interpretation How is the particular event interpreted or summarized?
Feature
specification

What qualitative attributes does X have?

Quantification What is the value of a quantitative variable?
Casual antecedent What caused some event to occur?
Casual
consequence

What are the consequences of an event/state?

Goal orientation What are the motives behind an agent’s actions?
Enablement What object or resources enable an agent to perform an action?
Instrumental How does an agent accomplish the goal?
Expectational Why did some expected event not occur?
Judgmental The questioner wants the answerer to judge an idea or give an advice what

to do
Assertion The speaker expresses that he or she is missing some information
Request/Directive The speaker directly requests the information
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Based on these classifications and drawing upon the functional aspect of inter-
rogative sentences in Russian, we created a new question typology for the purposes of
our research (Table 2).

As can be seen from the Table, there are 23 distinct question classes in our typology.
Since some classes are further subclassed, this is also a taxonomy of question types. If
we flatten the taxonomy, we get 14 general classes (the coarse-grained class set). We use
both fine-grained and coarse-grained class sets in our experiments (Sect. 4).

Some comments need to be made on our classification. Firstly, the proposed
classification is by no means a complete listing of all possible question types in
Russian. When developing the classification, we aimed at the balance between com-
pleteness and practicality. Thus, certain question types not so commonly used in

Table 2. Russian question typology

Tag Numeric
tag

Wording examples

General 1 Чтo пpoиcxoдит в …?/What is happening in …?
Verification 2 Пpaвдa ли, чтo …?/Is it true that …?
Definition 3 Чтo oзнaчaeт/тaкoe?/What is …? What does … mean?
Example 4 Пpивeди пpимep…?/Give an example of …?
Comparison 5 Чeм пoxoжи/oтличaютcя…?/What are the

similarities/differences between …?
Choice 6 X или Y?/X or Y?
Concept Completion 7 [Further subdivided into:]
(a) Agent 71 Ктo?/Who?
(b) Object 72 Чтo?/What?
(c) Location 73 Гдe? Кyдa? Oткyдa?/Where? From where?
(d) Date: 74 Кoгдa? Кaкoгo чиcлa?/When? What date?
• Date-birth 741 Кoгдa poдилcя?/When was … born?
• Date-death 742 Кoгдa yмep?/When did … die?
(e) Time 75 Bo cкoлькo?/What time?
Quality 8 Кaкoй?/What kind of?
Quantity 9 Cкoлькo? Кaк мнoгo?/How many/much?
(a) Quantity-age 91 Cкoлькo лeт? B кaкoм вoзpacтe?/How old? At what age?
(b) Quantity-time 92 Cкoлькo вpeмeни?/What time?
(c) Price 93 Cкoлькo cтoит?/How much is …?
Action 10 Чтo дeлaть, чтoбы…?/What do I do to/if …?
Instrument 11 C пoмoщью чeгo? Кaким мeтoдoм?/With what? How?
Goal 12 К чeмy? Зaчeм?/For what?
Reason 13 Пoчeмy?/Why?
Consequence 14 Кaкoвы пocлeдcтвия?/What are the consequences of …?
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practice were omitted: e.g. кaк чacтo? (how often?) or дo кaкoгo вpeмeни? (up to
what time?).

Another important comment is that not all wordings for each question type are
listed in the table; for the sake of brevity, we list only the most common ones, although
other wordings are possible. For example, apart from пoчeмy? (why?), a question of the
“Reason” type may be worded as: пo кaкoй пpичинe? (for what reason?), oтчeгo?
(why?), etc.

The “General” question type might need explanation. In this type of questions, a
general summary of a situation is requested, e.g. Чтo пpoиcxoдит в Китae?/What is
happening in China? In contrast, “Verification” questions require a short yes/no
answer, e.g. Bepнo ли, чтo кoшки нe лeтaют?/Is it true that cats don’t fly?

In the following two sections, we will describe our attempt at solving the Russian
question classification task using the developed typology of questions.

3 Baseline Question Tagging Method: Regular Expressions

Most QA systems first classify questions based on the type (related to such question
words as “What”, “Why”, “Who”, “How”, “Where”), which is followed by the iden-
tification of the answer type (Damljanovic et al. 2010). Manually designed regular
expression are the most obvious tool for identifying the question type, and they are
successfully used in many QA systems, e.g. TEQUESTA (Monz 2003a, b).

We implemented our own regular expressions-based question classifier in Python 3.
With a more or less complex pattern for each question type, this classifier was used as
the baseline method in our work. Some examples of the patterns are given in Table 3.

In our implementation, identifying the type of the question with regular expressions
is incremental. A string variable is gradually matched, via re.match(pattern, string)
method, against all example patterns, starting with the simplest (1, 2, 71, 72, 73), and
ending with the most complex (8, 10, 11). The latest matching pattern is chosen as the
hypothetic answer.

Table 3. Sample regular expression patterns for Russian interrogative sentences

Tag Numeral
tag

Example patterns

Example 4 /.*(([пП]pивeди|[кК]aкoй пpимep|oбpaзeц)|(([чЧ]тo|[кК]тo) ((мoжeт
((cлyжить)|(выcтyп(aть|ить))))|((пo?)cлyжит|выcтyп(aeт|ит))) (кaк)?
((пpимep(oм?))|(oбpaз(eц|цoм))))).*[\?\.]/

Quality 8 /.*(([кК]aк(oй|aя|oe|oм|иe))|([кК]aк(им|ими|иe) ((cвoйcтв(oм|aми|a))|
(кaчecтв(oм|aми|a))) (нaдeлeн|oблaдaeт|xapaктepизyeтcя|
oтличaeтcя|имeeт))).*[\?\.]/

Goal 12 /.*(([кК] чeмy)|([зЗ]aчeм)|([cC] кaк(oй|ими) (цeл(ью|ями))|(зaдaч(eй|
aми)))|([дД]ля чeгo)|(([вB]o имя)|([дД]ля кaк(oй|иx)) (цeл(и|eй))|
(зaдaч(и?)))|([кК]aк(yю|иe) (цeл(ь|и))|(зaдaч(y|и)))).*[\?\.]/
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We evaluated the baseline classifier (as well as other classifiers described in the
next section) on a held-out test set of 150 questions manually annotated by an external
expert in accordance with our classification. The regular expression classifier correctly
matched 79 questions (52.7% accuracy).

4 Applying Machine Learning to Question Tagging
in Russian

Many early approaches to determining question types employ manually designed rules
or regular expressions and are non-probabilistic in that a pattern/set of conditions is
either matched or not. Pinchak and Lin point out in (2006), however, that such an
approach has two major drawbacks:

1. There will always be questions whose types do not match the patterns;
2. The predetermined granularity of the categories leads to a trade-off between how

well they match the actual question types and how easy it is to build taggers and
classifiers for them.

Thus, a probabilistic answer type model that directly computes the degree of match
between a potential answer and the question context is much more effective. Such
algorithms are used in some works on QA for English: (Li and Rot 2002; Zhang and
Le 2003; Pereira et al. 2009), etc.

To train our question classifiers, we needed a set of questions in Russian, annotated
for question types. Due to the unavailability of a suitable collection of questions, we
semi-automatically extracted a set of 2008 questions from the Russian Internet Corpus
(Sharoff et al. 2006), and manually tagged each question in accordance with our
typology. We used two different annotation sets: with the simplified “Concept Com-
pletion” and “Quantity” class groups (14 classes total) and the original detailed clas-
sification (23 classes).

The questions were converted to five different bag-of-word representations each
(character bigrams, character trigrams, word unigrams, word bigrams, word trigrams)
and then used for the learning of some traditional machine learning algorithms. This
was done in RapidMiner, a cross-platform software framework developed on an
open-core model and providing multiple solutions for machine learning, data and text
mining, predictive analytics, etc. (Klinkenberg 2013).

For automatic classification of questions, we trained (using the ‘1 vs All’ classi-
fication strategy) three different machine learning algorithms - naïve Bayes, support
vector machine and logistic regression. Ten different datasets, depending on the set of
classes – fine-grained or coarse grained, – and type of representation (word
unigrams/bigrams/trigrams, and character bigrams/trigrams) were used with each
algorithm. During evaluation, we ensured that the system relied only on the n-grams
observed in training. All n-grams not seen in the training data were ignored, i.e. no
strategy for dealing with unknown (not previously seen) n-grams was implemented.

The trained models were tested on a held-out test set of 150 questions manually
annotated by an external expert in accordance with our classification. The training and
test sets of questions, as well as the models used in this study, are made freely available
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to the community1. The distribution of coarse-grained question types in the training and
test sets is illustrated in Table 4. Table 5 shows the evaluation results for both the
fine-grained and coarse-grained class sets.

We also studied how prediction quality changed with the normalization of the
training data set and using different SVM kernels. This is illustrated in Table 6:

Thus, the best classification result (65.3% acc. fine-grained and 68.7% acc.
coarse-grained) was achieved by a support vector machine with a linear kernel, using
the word trigram text representation. This is consistent with the state-of-the-art results
for English question classification reported in (Silva et al. 2011), also obtained with a
linear SVM classifier.

Table 4. Question type distribution in the training and test sets.

Set 1 2 3 4 5 6 7 Total

Training 153 424 64 10 15 76 579
Test 15 34 6 3 2 10 25

8 9 10 11 12 13 14

Training 186 49 59 9 116 201 67 2008
Test 17 10 1 2 5 16 4 150

Table 5. Prediction accuracy for question tagging.

Algorithm
and model

Correct matches
(fine-grained)

Accuracy
(fine-grained)

Correct matches
(coarse-grained)

Accuracy
(coarse-grained)

NB, c-bi 23 15.3% 19 12.7%
NB, c-tri 39 26% 39 26%
NB, w-uni 38 25.3% 39 26%
NB, w-bi 61 40.7% 61 40.7%
NB, w-tri 61 40.7% 62 41.3%
SVM, c-bi 65 43.3% 76 50.7%
SVM, c-tri 69 46% 73 48.7%
SVM, w-uni 67 44.7% 74 49.3%
SVM, w-bi 73 48.7% 82 54.7%
SVM, w-tri 68 45.3% 81 54%
LR, c-bi 55 36.7% 63 42%
LR, c-tri 20 13.3% 40 26.7%
LR, w-uni 58 38.7% 60 40%
LR, w-bi 90 59.3% 92 61.3%
LR, w-tri 88 56% 97 64.7%

1 https://github.com/Pythonimous/Q-A-System.
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5 Discussion

After evaluating all classification algorithms trained on the different datasets, we can
observe the following. Firstly, as expected, using the coarse-grained class set was an
easier task that resulted in higher accuracy than for the fine-grained set. The accuracy
difference ranged from 0.6% for naïve Bayes to 8.7% for logistic regression (considering
the best text representation models for each ML algorithm). Using normalization and the
linear kernel for the SVM allowed us to increase classification accuracy to its highest of
65.3% and 68.7% for the fine-grained and the coarse-grained class sets, respectively. To
compare, the regular expression baseline showed a stable 52.7% accuracy, which proved
considerably better than naïve Bayes, but less effective than the two other algorithms.

The accuracy is quite low in comparison with the results obtained for
English-language datasets. Indeed, the state-of-the-art result reported by Silva et al.
(2011) is 95% and 90.8% for 6 coarse-grained and 50 fine-grained classes, respectively.
However, this is to be expected for a number of reasons. Firstly, Silva et al. used a
much larger dataset, published by Li and Roth (2002), consisting of 5500 training and
500 test questions. Secondly, there are many freely available NLP tools for English,
which allows for extracting various features useful for question classification. In par-
ticular, apart from word unigrams, the classifier by Silva et al. used such features as
headwords, hypernyms and indirect hypernyms. Lastly, a lot of research was published
on question classification for English, as shown in (Loni 2011), which cannot be said
about Russian-language question tagging. Since the Russian language is very different
from English in both morphology and syntax, the methods used for the classification of
questions in English are not always equally effective or even applicable for Russian.

The confusion matrix (not presented here due to size constraints, but available upon
request) for the top-accuracy algorithm was also analyzed. It was found that the
“Instrument”, “Example”, “Action”, and “Definition” questions were predicted with
less than 50% accuracy. These categories were present in training set with a low
frequency: 0.004, 0.004, 0.029, and 0.031 per 1000 questions, respectively. The most
accurately predicted question types were “Consequence”, Reason” and “Goal”.

6 Conclusion and Future Work

The main theoretic contribution of our paper is a classification of Russian questions,
consisting of 14 coarse-grained and 23 fine-grained classes. Using this typology, we
have applied machine learning methods to the task of automatic classification of

Table 6. Normalization, linear SVM kernel and system performance

Algorithm, setup Correct matches
(fine-grained)

Accuracy Correct matches
(coarse-grained)

Accuracy

SVM (dot kernel), w-tri,
normalized proportion

68 45.3% 81 54%

SVM (linear kernel), w-tri,
normalized proportion

98 65.3% 103 68.7%
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Russian questions. We tested a regular expression baseline and three different classi-
fiers using five different sets of features (character bi-/trigrams, word uni-/bi-/trigrams).
The best classifier, SVM (linear kernel), trained on pre-normalized (via proportion
transformation) word trigrams), achieved the classification accuracy of 65.3% and
68.7% for the fine-grained and the coarse-grained class sets, respectively, in contrast to
the 52.7% baseline result (regular expression model).

Presented in this paper is one of the very few attempts to solve the Russian question
tagging task using large class sets. The methods employed in our work showed rela-
tively good results (given the class set sizes) in comparison with what is reported for
Russian-language question classification in the literature, although there is still a lot of
room for improvement. Indeed, much work needs to be done to approach the above
90% accuracy achieved for English by the research community.

Our work can be used for building a complete Russian QA pipeline or as a stan-
dalone question tagging solution. We believe that it should be possible to improve our
results by further expanding the training data set, as well as using more complex
machine learning algorithms (neural networks) and features (word2vec).
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Abstract. We propose a novel method for classifying resume data of
job applicants into 27 different job categories using convolutional neural
networks. Since resume data is costly and hard to obtain due to its
sensitive nature, we use domain adaptation. In particular, we train a
classifier on a large number of freely available job description snippets
and then use it to classify resume data. We empirically verify a reasonable
classification performance of our approach despite having only a small
amount of labeled resume data available.

Keywords: Resume classification · Convolutional neural networks
Job-market analysis

1 Introduction

The fast paced online job-market industry requires recruiters to screen through
vast amounts of resume data in order to evaluate applicants fast and reliable.
The design of accurate automatic classification systems typically requires the
availability of labeled resume data which can be used to train the classifier.

Due to its sensitivity, resume data is difficult and costly to obtain. In contrast,
data about job descriptions can be obtained much easier. However, the two
domains constituted by resume data and job description data are intrinsically
related. Indeed, both data domains are related to the same job recommendation
task, which is to match applicant to suitable job offers. Moreover, the resumes of
applications have semantic similarities with job descriptions which belong to the
same job category. For instance, they both can contain skills, education, duties
as well as personal characteristics of the desired candidate.

So far, there are two main flavors along with their hybrids [9], of job recom-
mendation systems. One class, referred to as content-based recommendation sys-
tems, is based mainly on the available job descriptions. A second class, referred to
as collaborative filtering recommendation systems, is mainly based on the prefer-
ences of users who are interested in similar jobs. Content-Based recommendation
system suggests to a user textually similar jobs to what he/she viewed or liked
previously [2].

It seems therefore reasonable to use transfer learning in order to imple-
ment a domain adaptation in order to leverage the information contained in
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 82–93, 2018.
https://doi.org/10.1007/978-3-319-73013-4_8
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vast amounts of labeled job description data in order to classify resume data.
Since resume and job summaries belong to similar domains, we expect features
extracted by a convolutional neural network for job classification to be highly
relevant for resume summaries as well.

The theory of learning in different domains was theoretically approached
in [3,4]. The authors provided generalization bound for domain adaptation using
H-divergence. It consists of two components and tries to find a trade-off between
source-target similarity and source training error. Based on that assumption sev-
eral researchers [1,6,7] came up with the domain-adversarial approach, where
high-level representations from neural network are optimized to minimize the
loss on the source domain and maximize the loss on the domain classifier. [13]
proposed another approach based on convolutional neural network special archi-
tecture. First three layers are domain-invariant, next two layers are fined-tuned
and fully connected layers aim to fit specific tasks, but regularized by multiple
kernel variant of maximum mean discrepancy that enforces distributions to be
similar. The proposed network is optimized for the image domain, being more
specific. In the natural language processing domain adaptation is applied, e.g.
for sentiment analysis [8] and phrase extraction from the user reviews [16].

Convolutional neural networks (CNN) have been successfully applied to not
only image, but also text classification [12,17], provided that enough training
data is available. We propose a domain adaptation approach [5,8] where we
train a CNN based classifier on 85,000 job description snippets which are labeled
using 27 industrial job classes. After the classifier has been trained, we apply it
to classify unlabeled resume data.

The paper is organized as follows. First, in Sect. 2 we describe job, resume and
children dream job datasets, used for classification. Then in Sect. 3, we describe
the fastText baseline model and the CNN for short text classification model.
Experimental results are provided in Sect. 4, where classification accuracies are
reported along with t-SNE visualization built on latent CNN representations.
Finally, we present conclusions in Sect. 5.

2 Datasets

We study three different datasets: job descriptions, which are used for training
models, resume summaries, which are our main target domain used for testing
the models. Children’s dream job descriptions is rather a toy data lacking enough
samples for fair evaluation, but these job descriptions significantly differ and thus
are interesting to experiment with.

2.1 Job Descriptions

We collected 90,000 job description snippets using the Indeed Job Search API1,
that enables access to short job summaries given a key word. As key words, we
used 27 different industrial job categories listed in Table 1.
1 https://www.indeed.com/publisher.

https://www.indeed.com/publisher
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Here is an example of a job summary from the category Accountant :

“Entering journal entries, posting cash, and account reconcilia-
tions/supporting schedules. This position is responsible for supporting the
daily operations and ...”.

Note that the snippets provided by Indeed are generated based on the full
description of the job postings, thereby they encapsulate only the condensed
information regarding the job. Furthermore, since the descriptions are unstruc-
tured text snippets, the contents provided by different companies for similar
positions may be inconsistent. For example, some job snippets or summaries do
not include informative sentences or keywords related to job titles or categories.
However, since the descriptions are not limited by a predefined structure, they
may provide richer and more detailed information about the jobs in varying
industries.

Table 1. 27 industrial job categories from https://www.indeed.com/find-jobs.jsp.

1. Accounting/Finance 10. Banking/Loans 19. Education/Training

2. Healthcare 11. Human Resources 20. Legal

3. Non-Profit/
Volunteering

12. Restaurant/Food service 21. Telecommunications

4. Administrative 13. Construction/Facilities 22. Engineering/
Architecture

5. Computer/
Internet

14. Insurance 23. Manufacturing/
Mechanical

6. Pharmaceutical/
Bio-tech

15. Retail 24. Transportation/
Logistics

7. Arts/Entertainment/
Publishing

16. Customer Service 25. Government/Military

8. Hospitality/
Travel

17. Law Enforcement/Security 26. Marketing/
Advertising/PR

9. Real Estate 18. Sales 27. Upper Management/
Consulting

2.2 Resume Summaries

We collected 523 anonymous resume data samples, each sample labeled with one
of the 27 categories based on the type of a job the candidate is looking for. The
distribution of the categories is shown in Fig. 1.

Here is an example of a resume self-description summary:

“Experienced analyst with an excellent academic profile and having several
years of invaluable experience in domestic and international consultancy

https://www.indeed.com/find-jobs.jsp


Domain Adaptation for Resume Classification 85

and management. Highly focused with a comprehensive knowledge and
understanding of project management, technical issues and financial prac-
tices. Good at meeting the deadlines. Consider myself to be sociable person
and good team worker.”

2.3 Children’s Dream Jobs

Children, unlike grown-ups, can express their dream jobs more emotionally, with-
out being attached to skills, but rather following their interests. So in addition to
resumes, we decided to use children dream job descriptions that were categorized
manually into the same 27 job categories. The data set contains 98 children’s
short essays on their dream job parsed from2. Below is an example essay:

“As far as I can remember I have always wanted to become a medical
doctor. More specifically, a cardiologist. I love the thought of saving a
person’s life. The road to becoming a doctor is a long process, but worth
it in the end. Having the feeling of accomplishment and knowing that I
have made an impact on a family’s life, would be the greatest satisfaction
for me.”

Fig. 1. The comparison of class distribution in job description and resume datasets.

2 http://www.valleymorningstar.com/sie/what do you think/article 692e1ac9-bae5-
5705-8005-c22dac04ebf6.html.

http://www.valleymorningstar.com/sie/what_do_you_think/article_692e1ac9-bae5-5705-8005-c22dac04ebf6.html
http://www.valleymorningstar.com/sie/what_do_you_think/article_692e1ac9-bae5-5705-8005-c22dac04ebf6.html
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2.4 Comparison of Job Descriptions and Resumes

Since our aim is to leverage easily available job description data to train a model
for classifying resume summary snippets, it is important to understand how these
two domains differ from each other. In order to compare the two, we study word
frequencies to see whether certain terms are over-represented in one domain
compared to the other.
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Fig. 2. Normalized frequencies of all the words appearing at least five times in both
datasets. Each word corresponds to a dot whose x and y coordinates denote the fre-
quencies among job descriptions and CVs (resumes), respectively.

Figure 2 shows the normalized frequencies of all words appearing at least five
times in both datasets. The two frequencies are correlated (ρ = 0.59), but we can
see, that for some words, the frequencies differ considerably. In Table 2, we list
the words for which the relative difference is the largest.3 The results show that
in resumes people are much more likely to use adjectives describing themselves,
such as adaptable and polite, whereas job descriptions mention more often roles,
such as director and coordinator.

3 Industrial Category Classification Methods

The objective of industrial category classification is to classify user profiles, rep-
resented as text snippets, into 27 industrial categories shown in Table 1. We
apply a CNN based methods to this task because they have shown state-of-art
performance in text classification [11]. As a baseline method, we employ the
fastText classifier [10] which is presented next.
3 The relative difference is measured by dividing the two normalized frequencies. For

low frequencies, this measure will be noisy but we ignore this since the purpose of
the experiment is to merely gain an overview of the differences between the datasets.
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Table 2. Words which normalized frequency differs the most between job descriptions
(fJob) and resume summaries (fCV). Difference is measured by dividing the frequencies.

fCV/fJob Word fJob/fCV Word

1 284.9 uk 15.3 program

2 242.2 gained 10.4 assist

3 239.3 adaptable 9.0 director

4 95.0 polite 8.4 medical

5 82.1 keen 6.7 provides

6 76.0 bsc 6.7 coordinator

7 73.3 trustworthy 6.6 accounting

8 73.3 ambition 6.5 executive

9 63.3 licence 6.2 representative

10 59.6 confident 5.9 assistant

11 59.5 adapt 5.8 report

12 57.0 versatile 5.7 food

13 57.0 consultancy 5.7 perform

14 52.9 approachable 5.7 equipment

15 48.8 punctuality 5.6 related

3.1 Fast Text Classifier

The fastText method has been proposed recently by Joulin et al. [10] to effi-
ciently classify text data. The method is based on learning word embeddings,
averages them, and feeds the resulting vector into a linear classifier. The method
also supports learning word embeddings for n-grams which allows capturing word
order information.

Supported by a few algorithmic and implementation improvements,
fastText is able to train and test extremely fast without access to GPUs. We
have chosen fastText, since it was shown by Joulin et al. [10] to be a competitive
baseline for deep learning models, outperforming models like CNN, char-CNN
and slightly (1%) underperforming LSTM-GRNN models.

3.2 Convolutional Neural Networks for Sentence Classification

Word2vec model [15] is a widely used method for learning vector representations
of words, so that semantically similar words are close to each other in the vector
space. Based on the word vectors, contextual information can be extracted to
learn the semantic similarity between words and sentences.

Convolutional neural networks trained on the top of pre-trained word2vec
representations proposed by [11] showed state-of-the-art performance on several
datasets, including sentiment analysis. In this model, words in the sentences are
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embedded word2vec representation of the same length. Then vectors of words
are concatenated by rows thus forming a matrix, to which CNN is applied.

Let us introduce some notations. First, xi ∈ R
k is the i-th word embedded

into a vector of k dimensions. A sentence which consists of n words is repre-
sented as x1:n = x1

⊕
x2 · · · ⊕xn, where

⊕
is the concatenation operator. The

convolutional filter with window size of h words is denoted as w ∈ R
hk. Then

the new feature map is generated by:

ci = f(w · xi:i+h−1 + b), (1)

where b ∈ R is a bias term and f is a hyperbolic tangent. Following the con-
volution operation, the max-pooling operation is applied to capture the most
important feature and the output is forwarded to a fully connected soft-max
layer whose output is a probability distribution over classes. The regulariza-
tion of the network is done by applying dropout to prevent co-adaptation and
re-scaling weights to prevent large (and possibly noisy) gradient updates during
training. At the testing phase, the learned weight vectors are scaled by w ← pw.
Additionally, an L2-norm constraint is applied to rescale w to have ||w||2 = s
when ||w||2 > s after gradient decent step.

4 Experimental Results

We trained our models by fixing training (80,000 samples) and validation data
(5,000 samples) consisting of job summaries and used all available samples from
resume and children’s dream job data for testing. We also used 5,000 job sum-
mary samples for testing a classifier on purely job data. All selected data samples
were trimmed to 100 words.

Our CNN model was based on the implementation by Kim4. In order to
avoid strong overfitting, we increased the L2-norm constant up to 10 and set
the width of CNN filters to be [2–4] instead of [2–5]. We tried the filters of size
[50, 100, 200] per each type and have chosen 50 based on validation set from
job description data. The dropout rate was set to 0.5 and we found it useful for
model regularization. A non-static setting of CNN was chosen, where Google-
News pretrained word vectors are fine-tuned while training.

For the fastText model, we optimized the lengths of the n-grams and the
learning rate hyperparameters using the validation data, obtaining the values 4
and 0.25, respectively. These values were kept fixed for all three test datasets.

The overall prediction accuracies are shown in Table 3. When moving from
the source domain to the target domain, the accuracy drops from 74.88% to
40.15%. CNN outperforms fastText for each dataset and particularly for resume
and dream job data, which shows that the CNN model generalizes better to new
domains.

The confusion matrices for job description and resume summary classification
are shown in Fig. 3.

4 https://github.com/yoonkim/CNN sentence.

https://github.com/yoonkim/CNN_sentence
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Table 3. Job category prediction accuracies (%) for the fastText method and CNN
for short text classification.

Dataset fastText CNN

Job description 71.99 74.88

Resume 33.40 40.15

Children’s dream job 28.5 51.02

From Fig. 3 we can see that the hardest categories to classify in job description
dataset are Management, Administrative, Sales, Customer Service and Manu-
facturing. Probably, it happens due to semantic closeness of some job categories,
like Management and Administrative, Sales and Retail, since even humans can
have trouble clearly distinguishing between them. Manufacturing category sam-
ples were classified with Construction, Engineering and Transportation/Logistics
labels. The highest recall belongs to Legal, Real Estate, Arts, Law and Non-Profit
categories.

Resume dataset has a small number of samples per class, so we can not make
general conclusions from confusion matrix showed in Fig. 3. Still, the results on
our resume data have common trends with job data. For example, similarly to job
confusion matrix, Management, Administrative, Customer Service, Retail and
Manufacturing categories have a low recall. Legal, Government, Arts, Healthcare
and Pharmacy show the highest recall. Management category, consisting of 9
samples, was not detected at all, probably since this position can be quite general
and related to various job fields.

One of the ways to achieve better generalization is building latent represen-
tations. In our case, the concatenated outputs ci of the first layer of the CNN
model form latent space representations. Therefore, we visualized those outputs
both for job and resume test data using t-SNE [14] projection and show the
results in Fig. 4.

One can observe the presence of category clusters formed by job samples,
although some of them are not perfectly separable. However, for 27 classes this
is relatively good separation. If resume samples, represented by crosses, were
semantically close to job descriptions, they could belong to the same job clusters.
However, since the resume data has differences in the underlying distribution,
some of its clusters are at least neighbours with corresponding job clusters, e.g.,
for Non-Profit, Computer/Internet, Arts, Retail and Engineering categories. We
can not make any general conclusions about resume clusters due to the lack of
data, but we can clearly find clusters for some categories, that are sometimes
distant from corresponding job clusters. This suggests that the learned CNN
representations are useful for resume classification as well, since clusters can be
found using them.
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Fig. 3. Confusion matrix of resume (top) and job (bottom) classification results. In
both datasets Management, Administrative, Customer Service, Retail and Manufac-
turing categories have a low recall. We assume that this happens due to the semantic
closeness of these categories, since even a human can not always correctly make a clear
distinction between them.
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Fig. 4. t-SNE visualization using the CNN first layer outputs on job and resume data.
We used all job (5,000) and resume (523) test data for fitting t-SNE. By visualizing
vectors on 2D space, we check how useful are the representations learned by CNN
to distinguish between the classes in familiar and new domains. There are 5000 test
samples from job data, marked with circles, and 523 samples from resume data, marked
with crosses, in total. We can observe the presence of category clusters formed by job
samples, however they are not perfectly separable. Since the resume data has differences
in underlying distribution, some resume clusters are neighbours with corresponding
job clusters, e.g. from Non-Profit, Computer/Internet, Arts, Retail and Engineering
categories. In fact, resume classes from these classes form neighbouring clusters or
intersect with corresponding job clusters.

5 Conclusion

We have devised a resume classification method which is able to exploit the
information contained in vast amounts labeled job description data in order to
achieve higher accuracy. Since resumes are more sensitive data and difficult to
obtain, compared to job summaries, we trained the proposed model only on job
summaries and tested its performance on resume data with the same job category
labels. A convolutional neural network for short text classification using word
embeddings was trained and validated on 85,000 short job summaries mined from
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Indeed. Then this network was used to classify a set of 523 candidate resumes
and compared with a simple but effective fastText model. Our method achieved
74.88% accuracy on job classification task and 40.15 % on resume classification,
thereby outperforming the existing fastText model by more than 6% on resume
classification task and 3% on the job description task. Moreover, we applied
our method to a small imbalanced dataset consisting of 98 children dream job
descriptions. In this task CNN outperformed fastText by 22%.

Given the fact that no labels were used from resume data for training or
validation, we consider CNN for short classification to be useful in a domain
adaptation scenario. An interesting direction for future work would be to study
whether the results can be improved by leveraging a small number of labeled
resume samples to fine-tune the CNN model.
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Abstract. Graph-based synset induction methods, such as MaxMax
and Watset, induce synsets by performing a global clustering of a syn-
onymy graph. However, such methods are sensitive to the structure of
the input synonymy graph: sparseness of the input dictionary can sub-
stantially reduce the quality of the extracted synsets. In this paper, we
propose two different approaches designed to alleviate the incomplete-
ness of the input dictionaries. The first one performs a pre-processing
of the graph by adding missing edges, while the second one performs
a post-processing by merging similar synset clusters. We evaluate these
approaches on two datasets for the Russian language and discuss their
impact on the performance of synset induction methods. Finally, we per-
form an extensive error analysis of each approach and discuss prominent
alternative methods for coping with the problem of sparsity of the syn-
onymy dictionaries.

Keywords: Lexical semantics · Word embeddings · Synset induction
Synonyms · Word sense induction · Synset induction
Sense embeddings

1 Introduction

A synonymy dictionary, representing synonymy relations between the individual
words, can be modeled as an undirected graph where nodes are words and edges
are synonymy relations.1 Such a graph, called a synonymy graph or a synonymy
network, tends to have a clustered structure [7]. This property is exploited by
various graph-based word sense induction (WSI) methods, such as [23]. The
goal of such WSI methods is to build a word sense inventory from various net-
works, such as synonymy graphs, co-occurrence graphs, graphs of distributionally
related words, etc. (see a survey by Navigli [19]).
1 In the context of this work, we assume that synonymy is a relation of lexical semantic

equivalence which is context-independent, as opposed to “contextual synonyms” [32].
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The clusters are densely connected subgraphs of synonymy graph that cor-
respond to the groups of semantically equivalent words or synsets (sets of syn-
onyms). Synsets are building blocks for WordNet [5] and similar lexical databases
used in various applications, such as information retrieval [14]. Graph-based
WSI combined with graph clustering makes it possible to induce synsets in an
unsupervised way [12,30]. However, these methods are highly sensitive to the
structure of the input synonymy graph [30], which motivates the development
of synonymy graph expansion methods.

In this paper, we are focused on the data sparseness reduction problem in
the synonymy graphs. This problem is inherent to the majority of manually
constructed lexical-semantic graphs due to the Zipf’s law of word frequencies [33]:
the long tail of rare words is inherently underrepresented. In this work, given a
synonymy graph and a graph clustering algorithm, we compare the performance
of two methods designed to improve synset induction. The goal of each method
is to improve the final synset cluster structures. Both methods are based on
the assumption that synonymy is a symmetric relation. We run our experiments
on the Russian language using the Watset state-of-the-art unsupervised synset
induction method [30].

The contribution of this paper is a study of two principally different methods
for dealing with the sparsity of the input synonymy graphs. The former, relation
transitivity method, is based on expansion of the synonymy graph. The latter,
synset merging method, is based on the mutual similarity of synsets.

2 Related Work

Hope and Keller [12] introduced the MaxMax clustering algorithm particularly
designed for the word sense induction task. In a nutshell, pairs of nodes are
grouped if they have a maximal mutual affinity. The algorithm starts by con-
verting the undirected input graph into a directed graph by keeping the maximal
affinity nodes of each node. Next, all nodes are marked as root nodes. Finally,
for each root node, the following procedure is repeated: all transitive children of
this root form a cluster and the root are marked as non-root nodes; a root node
together with all its transitive children form a fuzzy cluster.

Van Dongen [3] presented the Markov Clustering (MCL) algorithm for graphs
based on simulation of stochastic flow in graphs. MCL simulates random walks
within a graph by alternation of two operators called expansion and inflation,
which recompute the class labels. This approach has been successfully used for
the word sense induction task [4].

Biemann [1] introduced Chinese Whispers, a clustering algorithm for
weighted graphs that can be considered as a special case of MCL with a sim-
plified class update step. At each iteration, the labels of all the nodes are
updated according to the majority labels among the neighboring nodes. The
author showed usefulness of the algorithm for induction of word senses based on
corpus-induced graphs.
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The ECO approach [8] was applied to induce a WordNet of the Portuguese
language.2 In its core, ECO is based on a clustering algorithm that was used
to induce synsets from synonymy dictionaries. The algorithm starts by adding
random noise to edge weights. Then, the approach applies Markov Clustering of
this graph several times to estimate the probability of each word pair being in
the same synset. Finally, candidate pairs over a certain threshold are added to
output synsets.

In our experiments, we rely on the Watset synset induction method [30]
based on a graph meta-clustering algorithm that combines local and global hard
clustering to obtain a fuzzy graph clustering. The authors shown that this app-
roach outperforms all methods mentioned above on the synset induction task
and therefore we use it as the strongest baseline to date.

Meyer and Gurevich [17] presented an approach for construction of an ontol-
ogized version of Wiktionary, by formation of ontological concepts and relation-
ships between them from the ambiguous input dictionary, yet their approach
does not involve graph clustering.

3 Two Approaches to Cope with Dictionary Sparseness

We propose two approaches for dealing with the incompleteness of the input
synonymy dictionaries of a graph-based synset induction method, such as Wat-
set or MaxMax. First, we describe a graph-based approach that preprocesses
the input graph by adding new edges. This step is applied before the synset
induction clustering. Second, we describe an approach that post-processes the
synsets by merging highly semantically related synsets. This step is applied after
the synset induction clustering step, refining its results.

3.1 Expansion of Synonymy Graph via Relation Transitivity

Assuming that synonymy is an equivalence relation due to its reflexiveness, sym-
metry, and transitivity, we can insert additional edges into the synonymy graph
between nodes that are transitively, synonymous, i.e. are connected by a short
path of synonymy links. We assume that if an edge for a pair of synonyms is
missing, the graph still contains several relatively short paths connecting the
nodes corresponding to these words.

Firstly, for each vertex, we extract its neighbors and the neighbors of these
neighbors. Secondly, we compute the set of candidate edges by connecting the
disconnected vertices. Then, we compute the number of simple paths between
the vertices in candidate edges. Finally, we add an edge into the graph if there
are at least k such paths which lengths are in the range [i, j].

Particularly, the algorithm works as follows:

1. extract a first-order ego network N1 and a second-order ego network N2 for
each node;

2 http://ontopt.dei.uc.pt.

http://ontopt.dei.uc.pt
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2. generate the set of candidate edges that connect the disconnected nodes in
N1, i.e., the total number of the candidates is C2

|N1| − |EN1 |, where C2
|N1| is

the number of all 2-combinations over the |N1|-element set and EN1 is the
set of edges in N1;

3. keep only those edge candidates that satisfy two conditions: (1) there are at
least k paths p in N2, so no path contains the initial ego node, and (2) the
length of each path belongs to the interval [i, j].

The approach has two parameters: the minimal number of paths to consider k
and the path length interval [i, j]. It should be noted that this approach processes
the input synonymy graph without taking the polysemous words into account.
Such words are then handled by the Watset algorithm that induces word senses
based on the expanded synonymy graph.

3.2 Synset Merging Based on Synset Vector Representations

We assume that closely related synsets carry equivalent meanings and use the
following procedure to merge near-duplicate synsets:

1. learn synset embeddings for each synset using the SenseGram method by
simply averaging word vectors that correspond to the words in the synset [26];

2. identify the closely related synsets using the m-kNN algorithm [21] that con-
siders two objects as closely related if they are mutual neighbors of each
other;

3. merge the closely related synsets in a specific order: the smallest synsets are
merged first, the largest are merged later; every synset can be merged only
once in order to avoid giant merged clusters.

This approach has two parameters: the number of nearest neighbors to con-
sider k (fixed to 10 in our experiments)3 and the maximal number of merged
synsets t, e.g., if t = 1 then only the first mutual nearest neighbor is merged. It
should be noted that this approach operates on synsets that which are already
have been discovered by Watset. Therefore, the merged synsets are composed
of disambiguated word senses.

4 Evaluation

We evaluate the performance of the proposed approaches using the Watset
graph clustering method that shows state-of-the-art results on synset induc-
tion [30]. Watset is a meta-clustering algorithm that disambiguates a (word)
graph by first performing ego-network clustering to split nodes (words) into
(word) senses. Then a global clustering is used to form (syn)sets of senses.
3 In general, the m-kNN method can be parametrized by two different parameters:
kij – the number of nearest neighbors from the word i to the word j and kji – the
number of nearest neighbors from the word j to the word i. In our case, for simplicity,
we set kij = kji = k.
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For both clustering steps, any graph clustering algorithm can be employed;
in [30], it was shown that combinations of Chinese Whispers [1] (CW) and
Markov Clustering [3] (MCL) provide the best results. We also evaluated the
same approaches with the MaxMax [12] method, but the results were virtually
the same, so we omitted them for brevity.

4.1 Datasets

We evaluate the proposed augmentation approaches on two gold standard
datasets for Russian: RuWordNet [15] and YARN [2]. Both are analogues of
the original English WordNet [5].

We used the same input graph as in [30]; the graph is based on three syn-
onymy dictionaries, the Russian Wiktionary, the Abramov’s dictionary and the
UNLDC dictionary. The graph is weighted using the similarities from Russian
Distributional Thesaurus (RDT) [24].4 To construct synset embeddings, we used
word vectors from the RDT.

The lexicon of the input dictionary is different from the lexicon of RuWord-
Net [15], which includes a lot of domain-specific synsets. At the same time, the
input dataset is the same as the data sources used for boostrapping YARN [2].

The summary of the datasets is shown in Table 1: the “# words” column
specifies the number of lexical units in the dataset (nodes of the input graph),
the “# synonyms” column indicates the number of synonymy pairs appearing
in the dataset (edges of the input graph). The problem of dictionary sparsity is
the fact that some edges (synonyms) are missing in the input resource. Finally,
the “# synsets” column specifies the number of resulting synsets (if applicable).

Table 1. Summary of the datasets used in the experiments.

Resource # words # synsets # synonyms

Input Synonymy Dictionary: Wiktionary 83 092 n/a 211 986

Induced Synsets: Watset MCL-MCL 83 092 36 217 406 430

Induced Synsets: Watset CW-MCL 83 092 55 369 355 158

Gold Synsets: RuWordNet 110 242 49 492 278 381

Gold Synsets: YARN 9 141 2 210 48 291

4.2 Quality Measures

We report results according to standard word sense induction evaluation mea-
sures: paired precision, recall and F-score [16], i.e., each cluster of n words yields
n(n−1)

2 synonymy pairs. The exact same evaluation protocol was used in the
original Watset publication. We perform evaluation on the intersection of gold
standard lexicon and the lexicon of the induced resource.
4 http://russe.nlpub.ru/downloads.

http://russe.nlpub.ru/downloads
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4.3 Results

The evaluation results are shown in Fig. 1. As one may observe, in the case of
the RuWordNet dataset, the method based on the transitivity expansion ren-
dered almost no improvements in terms of recall while dramatically dropping the
precision. The second method, based on synset embeddings shows much better
results on this dataset: It substantially improves recall, yet at the cost of a drop
in precision.

In case of the YARN dataset, the results are similar with the graph-based
method significantly lagging behind the vector-based method. However, in this
case, the difference in the observed performance is smaller with some configu-
rations of the graph-based methods approaching the performance of the vector-
based method. Similarly to the first dataset, both methods trade off gains in
recall for the drops in precision. Note, however, that the vector-based method
can perform a shift of the “sweet spot” of the clustering approach. While the
F-measure remains at the same level, it is possible to obtain higher levels of
recall, which can be useful for some applications. In the following section, we
perform error analysis for each method.

0.06

0.08

0.10

0.12

0.25 0.30 0.35 0.40

Recall

P
re
ci
si
on

(a) RuWordNet

0.20

0.25

0.30

0.35

0.40

0.35 0.40 0.45 0.50

Recall

P
re
ci
si
on

(b) Yet Another RussNet

Fig. 1. Precision-recall plots built on two gold standard datasets for Russian. The
shapes and colors: � original graph, � transitivity expansion with the allowed path
lengths 2 ≤ i ≤ j ≤ 3 and the number of simple paths k ≤ 10, • synset merging with
the maximal number of merged mutual neighbours t ∈ {1, 2, 3, 5, 10} and the number
of nearest neighbours set to k = 10. Chinese Whispers-based Watset configurations
are hollow, while MCL-based are solid.
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5 Discussion

Perfect synonyms are very rare, which is illustrated by the precision-recall plot
in Fig. 1. Both methods insert relations of other types, such as association, co-
hyponymy, hypernymy, etc. Recall increases with the level of inclusiveness of
the configuration; this also causes significant drops in precision. The expansion
methods presented in this paper could therefore be more useful for generation
of other types of symmetric semantic relations, such as co-hyponymy.

5.1 Error Analysis: Synonymy Transitivity

We tried the following configurations of the approach: 2 ≤ i ≤ j ≤ 3, k ≤ 10.
However, only the variations with a small allowed length i = j = 2 and a high
number of found simple paths k ≥ 5 yielded viable results.

We explain the quick drops in precision by the fact that no word is a per-
fect synonym of another [10]. This results in the potential loss of the synonymy
relation on each additional transitive node. While having a lot of pertinent edge
insertions like

this method introduces such false positives like

(solid – correct)”, etc.
One of the reasons of this outcome is that adding new edges increases the

size of the communities. They capture neighboring vertices and edges belonging
to other communities in the initial graph. Hence, on the one hand, we obtain
communities with excess elements, while on the other hand, we observe depleted
communities.

5.2 Error Analysis: Synset Merging

The different configurations of the vector-based method in this plot correspond
to the following values of the t parameter (the maximum number of merged
synsets): 1, 2, 3, 5, 10. Merging more than one synset at a time provides a
substantial gain in the recall, yet again at the cost of the precision drop.

Table 2 presents an example of correct merging of synsets. The results of the
clustering generate multiple small synsets that refer to the same meaning. Such
synsets tend to be mutual nearest neighbors. Top ten most similar synsets to
the synset “cynicism” are depicted. In this table, we also indicate whether each
neighbor is the mutual nearest neighbor or not. In this example, the method
of mutual nearest neighbors perfectly achieves its goal of merging synonymous
synsets.

Table 3 presents an example of a wrong merging of synsets on the example
of the synset “zinc, Zn”. This sample illustrates the reasons behind the drops in
precision. While different chemical elements, such as zinc and cobalt are strongly
semantically related, they are co-hyponyms of the common hypernym “chemical
element”, and not synonyms, i.e. terms with equivalent meanings. This result is
in line with the prior results showing that the majority of the nearest neighbors
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Table 2. An example of correct synset merging, where predicted labels are equal to
gold labels for the top k = 10 nearest neighbours of the synset
(cynicism, cynicism)”. In this table, the “Predicted” column contains mutually related
synsets, while the “Gold” column lists expert judgments.

Table 3. An example of wrong synset merging, where predicted labels are not equal
to gold labels for the top k = 10 nearest neighbours of the synset Zn (zinc,
Zn)”. In this table, the “Predicted” column contains mutually related synsets, while
the “Gold” column lists expert judgments
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delivered by the distributional semantic models, such as the skip-gram model [18]
used in our experiments, tend to be co-hyponyms as shown in prior studies
[11,20,25,31]. The results presented in both Tables 2 and 3 have been manually
annotated by a single expert.

5.3 Other Ways to Deal with Sparseness of the Input Dictionary

In this section, we discuss avenues for future work: the prominent approaches
that might be useful in addressing the sparseness of the synonym dictionaries.

Lexical-syntactic patterns for extraction of synonyms. Hearst patterns are widely
used to mine hypernymy relations from text [27]. Such patterns can be also
learned automatically [28,29]. In [22], seven patterns for extraction of syn-
onyms were proposed, which function in the same was as the Hearst patterns for
hypernymy extraction. Such synonymy extraction patterns can be also learned
automatically in the same fashion as patterns for hypernymy extraction from
text [29]. Finally, hypernyms, antonyms, and other relations extracted from text
can be used to filter our non-synonymous candidates.

Global clustering of synsets. It is possible to find groups of semantically related
words (clique-like structures) and expand synonyms only within such communi-
ties with a graph clustering algorithm, such as Chinese Whispers [1]. The current
graph-based transitivity expansion method does not consider the structure of the
communities of the synonymy graph.

Synonymy detection as an anaphora resolution problem. Another observation
is that synonyms are often not used in the same sentence, but instead used to
ensure linguistic variance of the text. In this respect, synonymy extraction task
is similar to the anaphora resolution task [13]. This line of work is related to
prior work of [6] in detecting “bridging mentions”.

Crowdsourcing. Finally, the last option is simply to improve the quality of the
input dictionaries by the means of crowdsourcing [9]. Namely, involving more
people to edit Wiktionary that we use as the input data will increase the cov-
erage of the extracted synsets, but large-scale crowdsourcing requires a set of
elaborated quality control measures.

6 Conclusion

In this paper, we explored two alternative strategies for coping with the problem
of inherent sparsity and incompleteness of the synonymy dictionaries. These
sparsity issues hamper performance of the methods for automatic induction of
synsets, such as MaxMax [12] and Watset [30]. One of the proposed methods
performs pre-processing of the graph of synonyms, while the second one performs
post-processing of the induced synsets.
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Our experiments on two large scale datasets show that (1) both methods
are able to substantially improve recall, but at the cost of substantial drops
of precision; (2) the post-processing approach yields better results overall. We
conclude our study with an overview of prominent alternative approaches for
expansion of incomplete synonymy dictionaries.

We believe the results of our study will be useful for both enriching the avail-
able lexical semantic resources like OntoWiktionary [17] as well as for increasing
the lexical coverage of the input data for the graph-based word sense induction
methods.
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Abstract. We present a quantitative analysis of human word associa-
tion pairs and study the types of relations presented in the associations.
We put our main focus on the correlation between response types and
respondent characteristics such as occupation and gender by contrasting
syntagmatic and paradigmatic associations. Finally, we propose a per-
sonalised distributed word association model and show the importance
of incorporating demographic factors into the models commonly used in
natural language processing.
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Language models · Word associations

1 Introduction

Most of contemporary approaches in natural language processing (NLP) mainly
rely on well-annotated and clean textual corpora. For instance, language as well
as translation models are typically trained over Europarl [12] or the Wall Street
Journal corpora. As Eisenstein [5] noted, most of such corpora present language
used by a very specific social group. For example, Hovy [7] showed that the
models trained over the Wall Street Journal perform better for old language
users. And it becomes extremely troublesome to adapt the models trained over
these corpora to new domains such as Twitter. In most cases researchers either
normalize the data (for instance, by using string and distributional similarity
as in Han [6]) or apply various techniques of domain adaptation and knowledge
transfer.

Recently several studies in sociolinguistics demonstrated how the NLP mod-
els could be improved by considering social factors (see Volkova [27], Stoop [25]).
This inspired us to exploit associative experiments approach to demonstrate how
specialization and gender might affect associations. In this paper we first propose

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 106–115, 2018.
https://doi.org/10.1007/978-3-319-73013-4_10
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the dataset for associative pairs of Russian native speakers1 and then show how
association types vary across gender and occupation. We also present a simple
PPMI-based model of associations and demonstrate the difference in the model’s
predictions depending on the social characteristics.

The paper is structured as follows. We first discuss previously organized
associative experiments, then we introduce the dataset for Russian speakers
associations. In Sect. 4 we analyse how the associations depend on demographic
factors and, finally, we present a personalised associative vector model.

2 Related Work

Introduced by Sir Francis Halton in 1870s, associative experiments became a
common approach to study human cognition. Nowadays various researchers
organized the experiments on many languages. Most of the experiments present
English (American and British) native speakers (see Deese [4], Cramer [1], Kiss
[11], Nelson [17]). De Groot [3] and De Deyne [2] conducted them for Dutch,
and Shaps [22] for Swedish. There are also some for Eastern languages, such
as Japanese (see Okamoto and Ishizaki [19] and Joyce [8]), Korean (Jung [9]);
and Hebrew (Rubinstein [20]) for Semitic group. Lots of research had been done
on Slavic languages as well. Novak [18] organized the experiment for Czech,
Ufimtseva [26] presented Slavic Associative Thesaurus comprising of Russian,
Belarusian, Bulgarian, and Ukrainian. Finally, Russian thesauri were developed
by Leontiev [13] and Karaulov [10]. The latter one has been conducted in three
stages during 1986–1997 and is one of the largest experiments. In addition to
associations the dataset also contains demographic information such as age, gen-
der, specialization, and location.

Most of the previous research had been focused on the study of reactions:
their distribution and cross-lingual commonalities. Some of the researchers (e.g.
Steyvers and Tenenbaum [24]) also studied the structure of human associative
networks. They represented a network as a directed graph in which stimuli and
reactions correspond to nodes whereas associations are edges connecting them.
They showed that the node’s degree (the number of different reactions given for
a stimulus) follows a power law distribution2. In other words, there are several
“hub” nodes with many connections and many “weak” nodes with small degree.

But very little had been done in terms of quantitative evaluation of demo-
graphic factors in associations. Current research fills up this gap. We investigate
the reaction types distribution in regards to gender and speciality.

3 Dataset

The experiment conducted by Karaulov’s group, although being one of the most
lasting ones, very quickly becomes outdated. Moreover, it has only been focused

1 The dataset is available at http://github.com/ivri/RusAssoc.
2 i.e. associative networks are scale-free.

http://github.com/ivri/RusAssoc
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Table 1. An example list of associative pairs and
corresponding n-grams along with relations.

Stimulus−reaction Ngram freq. Relations

yellow−colour 241 −
Russia−country 110 hyponymy

morning−good 445 −
mouth−face 6 part meronymy

medicine−clinic 0 domain

public−social 0 synonymy

help−find 33 −
most−outstanding 27 −
ask−answer 0 antonymy

here−there 18 antonymy

write−letter 218 −
impression−emotion 0 hyponymy

on the regions of Central Russia. To address these issues as well as to analyse the
change of the associations over time, we additionally organized the associative
experiments in various Russian regions, including Siberia and the Urals. The age
of participants ranged from 16 to 263, most of them were either undergraduate
or postgraduate university students of ≈50 specialities. The experiments were
organised as follows. A respondent received a questionnaire of 100 single-word
stimuli. For each stimulus the respondent had to provide a reaction. There were
no constraints on the reaction types, but the total time was limited to 10–15
minutes, i.e. the participants had 6–9 s for each stimulus. Most of the reac-
tions appeared to be also single-word. Several association pairs are presented on
Table 1.

In total, the dataset contains 4,997 questionnaires. The list of stimuli com-
prises of 1,213 various lemmas partially taken from Leontiev’s list as well as most
common reactions of previous Russian associative experiments from Karaulov
[10]. The total number of different reactions received from the respondents is
50,359 (37,895 lemmas). Table 2 shows the top-10 most frequently used reactions.
Surprisingly, we see a large overlap between current study and the experiment
conducted in 1986–1997. Besides that, there is also an overlap with the most
frequently used Russian words from Sharoff’s list [23]. We also did not observe
a significant cross-gender difference in the top reactions.

3 People in psycholinguistics typically assume that the core of the verbal associations
becomes stable and does not significantly change after the age of 18.



Men Are from Mars, Women Are from Venus 109

1

2

3

120

140

160

180

200

1 2 3
Gender

N
gr

am
s Gender

1: Males
2: Overall
3: Females

Fig. 2. Usage of ngrams by males and
females.

Table 2. A top−10 list of the most frequent
reactions received in the current study and
Karaulov’s experiment compared to the top
frequent words from Sharoff’s list.

Top−10 Karaulov’s Sharoff’s

Human being Human being Year

Money Home/House Human being

Friend Money Time

Home/House Day Business

Life Friend Life

Day Home Day

World/Peace Male Hand

Big/Large Fool Work

Time Business Word

Child Life Place

4 Experiments

4.1 Association Types Analysis

Aiming to observe possible differences in distribution of association patterns
among categories of respondents, we match associations against two major pat-
terns as follows.

First, we check whether a stimulus − response pair matches an ngram
observed in text corpora. We measure a smoothed sum of matched ngram fre-
quencies:

S =
∑

a∈A

{
log f(a), iff f > 0,
0, iff f = 0

}
(1)

where a is an association pair, A is a set of all association pairs, f(a) is a corpus
frequency of an ngram produced of a association.

We consider bigrams for single-word responses (the vast majority of cases).
If we have two-word response, we match it against trigrams. Responses con-
taining more than two words are treated as non-matching any known ngrams.
We tried to match each association both in forward (stimulus→response) and
backward (response→stimulus) direction, and each side (stimulus and response)
was supplied both as is and in a lemmatized form.4 By doing that, we actu-
ally match each association against eight candidate ngrams, and we pick the
maximum frequency observed over those ngrams. We used National Corpus of
Russian Language5 as source for ngram frequencies.

Second, we extract associations that correspond to basic thesaurus relations
such as synonyms, antonyms, hypernyms/hyponyms, meronyms/holonyms, and

4 We used mystem [21] to extract lemmas.
5 http://www.ruscorpora.ru/corpora-freq.html.

http://www.ruscorpora.ru/corpora-freq.html
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cause/effect. We use Russian WordNet6 [15] as our initial data source, where
we count the number of matching associations for every relation type. Table 1
presents a list of associations and corresponding extracted ngram frequencies
and relations.

We measure the values listed above as percentages to the total number of
responses. We have done it for the full dataset and also for slices selected by
respondent’s gender or specialization.
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Fig. 3. Usage of Ngrams across various specializations.

Figures 2 and 1 show that men are more biased towards using semantically
inspired associations (paradigmatic) whereas women are more likely to produce
ngrams (syntagmatic)7. We observe a similar pattern (i.e. syntagmatic inversely
related to paradigmatic) by looking at the specializations. Figure 3 presents S
values for the top-20 most popular specializations. For instance, “chemistry”
presents the highest scores in semantic relations whereas lower than average for
ngrams. On the other hand, in the case of “sales” it is completely opposite.
Note that most of the technical specializations and natural sciences demonstrate
high scores for paradigmatic association types. We supposed that this is due to
correlation between gender and occupation and the fact that gender still plays a
significant role in the process of choosing the future career. In order to test that
hypothesis, we calculated ngram usage figures normalized over gender (Fig. 4).

6 http://wordnet.ru.
7 With p-value< 0.001.

http://wordnet.ru
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In this context, a normalized value is a half-sum of two corresponding average
values, each one being computed over its respective respondent gender. The
normalization didn’t seem to smooth differences in ngram usage over various
specializations. Therefore, one may conclude that the specialization standalone
plays as a significant factor influencing word association patterns (Fig. 5).

4.2 Personalization of Vector Models

Now we turn to our experiments with associative vector models. We propose gen-
der and specialization specific associative models. In order to create the models,
we first slice the data by the proposed attribute. For instance, for “gender” we
take two subsets corresponding to “male” and “female”, respectively.8 As we
described earlier, their association frequency distributions present some differ-
ences which we would like our model to capture. Unlike traditional language
modelling task, here we only rely on stimulus-reaction pair frequencies. There-
fore, we consider SVD-PPMI [14] approach to get the distributed vector repre-
sentations. The method had been shown to perform on par with neural models
[14,28], such as word2vec [16]. It is also less expensive in terms of the time com-
plexity and better fits our task setting.9 We additionally train a baseline model
on the full dataset to compare it to the personalised models. We would like to
emphasize that usage of distributed vector models allows us to go beyond the
scope of direct associations and generalize better.

Table 3 presents several examples for the top 10 nearest neighbours of “male”,
“female” and baseline models. In this case, we observe mainly semantic differ-
ences. Notice a substantial variation in the predictions of the models if we pro-
vide them with “I” stimulus. Table 4 illustrates the models work for “sales” and
“publishing” occupation types. In general, we find the ability to provide gender-
and specialization-sensitive information useful for addressing the issues related
to social language variation.

Table 5 additionally provides the difference in the model’s predictions for two
locations in Chelyabinsk oblast: a small town of Asha and an industrial city of
Magnitogorsk.

Unfortunately, there is no consensus in the research community on how to
evaluate the associative models. Most of the methods are based on direct com-
parison of statistical characteristics of the distributions of reactions each of the
models generates. More over, to our knowledge, no theoretical framework or
quality assessment or measures had been proposed for that so far. Therefore, we
consider this part of research for our future studies.

8 The dataset is quite balanced and we have roughly the same number of questionnaires
for both male and female participants.

9 We used the model implementation from https://bitbucket.org/omerlevy/
hyperwords. We set the size of the context window to 1 (left and right words),
embedding size to 100, context distribution smoothing of 0.75, token threshold value
of 5, all the other parameters were left with their default values.

https://bitbucket.org/omerlevy/hyperwords
https://bitbucket.org/omerlevy/hyperwords
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Table 3. A top−10 list of the nearest neighbours for each of the models.

Effectiveness I Work/Job

All Male Female All Male Female All Male Female

result usefulness result don’t think workaholic ego labour labour labour

practicality result process stupid bummer you well-paid high-paid effort

diligence diligence diligence ego lazy individual stock

exchange

stock

exchange

diligence

usefulness practicality quality individual quitter he deal to work ennoble

perspective labour science nihilist idler we ennoble worker deal

process quality perspective Alex pronoun selfishness succeed deal hard

quality high paid aspiration Narcissus student everyone effort activity worthy

stability work/job practicality loser sloven myself hard-

working

office workaholic

labour utility usefulness nothingness loafer Narcissus diligence effort salary

ambition absolute progress selfish sluggard selfishness to work diligence fervor

Table 4. A top−5 list of the nearest neighbours for “Sales” and “Publishing” special-
izations.

Time Money Red

All Sales Publishing All Sales Publishing All Sales Publishing

second together last spend gold income October color anger

60 result minute deficit a lot of fuel square sun Lenin

minute past deficit coin wealth import orange lamp edge

hour timely class cash give gas Lenin yellow spite

clock evening long tax rich penny revolution blue revolution

Table 5. A top−5 list of the nearest neighbours for “Asha” and “Magnitogorsk” cities.

Time Money Red

Asha Magnitogorsk Asha Magnitogorsk Asha Magnitogorsk

of fame boring expensive no money colour skin colour

second waiting to give numbers bright green

clock clock salary hope white yellow

no time minute income debt black colour

back train to sell change blue traffic lights

5 Conclusion

We presented a new dataset for Russian verbal associations. We also showed
that social factors such as gender and specialization provide a significant
amount of information on the type of association. Finally, we also proposed
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a gender-sensitive associative model and demonstrated the significance of incor-
porating of social factors into the traditional NLP models.
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Abstract. Consider a continuous word embedding model. Usually, the
cosines between word vectors are used as a measure of similarity of words.
These cosines do not change under orthogonal transformations of the
embedding space. We demonstrate that, using some canonical orthogonal
transformations from SVD, it is possible both to increase the meaning
of some components and to make the components more stable under
re-learning. We study the interpretability of components for publicly
available models for the Russian language (RusVectōrēs, fastText, RDT).

1 Introduction

Word embeddings are frequently used in NLP tasks. In vector space models
every word from the source corpus is represented by a dense vector in R

d, where
the typical dimension d varies from tens to hundreds. Such embedding maps
similar (in some sense) words to close vectors. These models are based on the
so called distributional hypothesis: similar words tend to occur in similar con-
texts [11]. Some models also use letter trigrams or additional word properties
such as morphological tags.

There are two basic approaches to the construction of word embeddings. The
first is count-based, or explicit [8,20]. For every word-context pair some measure
of their proximity (such as frequency or PMI) is calculated. Thus, every word
obtains a sparse vector of high dimension. Further, the dimension is reduced
using singular value decomposition (SVD) or non-negative sparse embedding
(NNSE). It was shown that truncated SVD or NNSE captures latent meaning in
such models [17,25]. That is why the components of embeddings in such models
are already in some sense canonical. The second approach is prediction-based,
or implicit. Here the embeddings are constructed by a neural network. Popular
models of this kind include word2vec [22,23] and fastText [5].

Consider a prediction-based word embedding model. Usually in such models
two kinds of vectors, both for words and contexts, are constructed. Let N be the
vocabulary size and d be the dimension of embeddings. Let W and C be N × d-
matrices whose rows are word and context vectors. As a rule, the objectives of
such models depend on the dot products of word and context vectors, i. e., on
the elements of WCT . In some models the optimization can be directly rewritten
as a matrix factorization problem [7,19]. This matrix remains unchanged under
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 116–128, 2018.
https://doi.org/10.1007/978-3-319-73013-4_11
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substitutions W �→ WS, C �→ CS−1T for any invertible S. Thus, when no
other constraints are specified, there are infinitely many equivalent solutions [9].

Choosing a good, not necessarily orthogonal, post-processing transforma-
tion S that improves quality in applied problems is itself interesting enough [24].
However, only word vectors are typically used in practice, and context vectors
are ignored. The cosine distance between word vectors is used as a similarity
measure between words. These cosines will not change if and only if the trans-
formation S is orthogonal. Such transformations do not affect the quality of the
model, but may elucidate the meaning of vectors’ components. Thus, the follow-
ing problem arises: what orthogonal transformation is the best one for describing
the meaning of some (or all) components?

It is believed that the meaning of the components of word vectors is hid-
den [10]. But even if we determine the “meaning” of some component, we may
loose it after re-training because of random initialization, thread synchroniza-
tion issues, etc. Many researchers [2,12,21,32] ignore this fact and, say, work
with vector components directly, and only some of them take basis rotations
into account [34]. We show that, generally, re-trained model differ from the
source model by almost orthogonal transformation. This leads us to the follow-
ing problem: how one can choose the canonical coordinates for embeddings that
are (almost) invariant with respect to re-training?

We suggest using well-known plain old technique, namely, the singular value
decomposition of the word matrix W . We study the principal components of dif-
ferent models for Russian language (RusVectōrēs, RDT, fastText, etc.), although
the results are applicable for any language as well.

2 Related Work

Interpretability of the components have been extensively studied for topic mod-
els. In [6,18] two methods for estimating the coherence of topic models with
manual tagging have been proposed: namely, word intrusion and topic intrusion.
Automatic measures of coherence based on different similarities of words were
proposed in [1,27]. But unlike topic models, these methods cannot be applied
directly to word vectors.

There are lots of new models where interpretability is either taken into
account by design [21] (modified skip-gram that produces non-negative entries),
or is obtained automagically [2] (sparse autoencoding).

Lots of authors try to extract some predefined significant properties from
vectors: [12] (for non-negative sparse embeddings), [34] (using a CCA-based
alignment between word vectors and manually-annotated linguistic resource),
[31] (ultradense projections).

Singular vector decomposition is the core of count-based models. To our
knowledge, the only paper where SVD was applied to prediction-based word
embedding matrices is [24]. In [4] the first principal component is constructed
for sentence embedding matrix (this component is excluded as the common one).
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Word embeddings for Russian language were studied in [3,14,15,28].

3 Theoretical Considerations

3.1 Singular Value Decomposition

Let m ≥ n. Recall [13] that a singular value decomposition (SVD) of an m × n-
matrix M is a decomposition M = UΣV T , where U is an m×n matrix, UTU =
In, Σ is a diagonal n×n-matrix, and V is an n×n orthogonal matrix. Diagonal
elements of Σ are non-negative and are called singular values. Columns of U are
eigenvectors of MMT , and columns of V are eigenvectors of MTM . Squares of
singular values are eigenvalues of these matrices. If all singular values are different
and positive, then SVD is unique up to permutation of singular values and
choosing the direction of singular vectors. Buf if some singular values coincide
or equal zero, new degrees of freedom arise.

3.2 Invariance Under Re-training

Learning methods are usually not deterministic. The model re-trained with sim-
ilar hyperparameters may have completely different components. Let M1 and
M2 be the word matrices obtained after two separate trainings of the model. Let
these embeddings be similar in the sense that cosine distances between words
are almost the same, i. e., M1M

T
1 ≈ M2M

T
2 . Suppose also that singular values

of each Mi are different and non-zero. Then one can show that M1 and M2 differ
only by the (almost) orthogonal factor. Indeed, left singular vectors in SVD of
Mi are eigenvectors of MiM

T
i . Hence, matrices U and Σ in SVD of M1 and M2

can be chosen the same. Thus, M2 ≈ M1Q, where QQT = Id. Here Q can be
chosen as V1V

T
2 where Vi are matrices of right singular vectors in SVD of Mi.

3.3 Interpretability Measures

One of traditional measures of interpretability in topic modeling looks as fol-
lows [18,26]. For each component, n most probable words are selected. Then for
each pair of selected words some co-occurrence measure such as PMI is calcu-
lated. These values are averaged over all pairs of selected words and all compo-
nents. The other approaches use human markup. Such measures need additional
data, and it is difficult to study them algebraically. Also, unlike topic model-
ing, word embeddings are not probabilistic: both positive and negative values of
coordinates should be considered.

Let all word vectors be normalized and W be the word matrix. Inspired
by [27], where vector space models are used for evaluating topic coherence, we
suggest to estimate the interpretability of kth component as

interpk W =
N∑

i,j=1

Wi,kWj,k (Wi · Wj) .
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The factors Wi,k and Wj,k are the values of kth components of ith and jth words.
The dot product (Wi · Wj) reflects the similarity of words. Thus, this measure
will be high if similar words have similar values of kth coordinates.

What orthogonal transformation Q maximizes this interpretability (for some,
or all components) of WQ? In matrix terms,

interpk W = (WTWWTW )k,k,

and
interpk WQ =

(
QTWTWWTWQ

)
k,k

because Q is orthogonal. The total interpretability over all components is

d∑

k=1

interpk WQ =
d∑

k=1

(
QTWTWWTWQ

)
k,k

= tr QTWTWWTWQ = tr
(
WTWWTW

)
=

d∑

k=1

interpk W,

because tr QTXQ = tr Q−1XQ = tr X. It turns out that in average the inter-
pretability is constant under any orthogonal transformation. But it is possible
to make the first components more interpretable due to the other components.
For example,

(QTWTWWTWQ)1,1 =
(
qTWTWq

)2

is maximized when q is the eigenvector of WTW with the largest singular value,
i. e., the first right singular vector of W [13]. Let’s fix this vector and choose other
vectors to be orthogonal to the selected ones and to maximize the interpretability.
We arrive at Q = V , where V is the right orthogonal factor in SVD W = UΣV T .

4 Experiments

4.1 Canonical Basis for Embeddings

We train two fastText skipgram models on the Russian Wikipedia with default
parameters. First, we normalize all word vectors. Then we build SVD decompo-
sitions1 of obtained word matrices and use V as an orthogonal transformation.
Thus, new “rotated” word vectors are described by the matrix WV = UΣ. The
corresponding singular values are shown in Fig. 1, they almost coincide for both
models (and thus are shown only for the one model). For each component both in
the source and the rotated models we take top 50 words with maximal (positive)
and bottom 50 words with minimal (negative) values of the component. Taking
into account that principal components are determined up to the direction, we
join these positive and negative sets together for each component.

1 With numpy.linalg.svd it took up to several minutes for 100 K vocabulary.
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Fig. 1. Decreasing of singular values for the rotated fastText models (dim = 100).

We measure the overlapping of these sets of words. Additionally, we use the
following alignment of components: first, we look for the free indices i and j such
that ith set of words from the first model and jth set of words from the second
model have the maximal intersection, and so on. We call the difference i − j the
alignment shift for the ith component. Results are presented in Figs. 2 and 3.

Fig. 2. The amount of common top and bottom words for the source models (blue)
and the rotated models (red). (Color figure online)
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Fig. 3. Alignment shifts for the rotated models.

We see that at least for the first part of principal components (in the rotated
models) the overlapping is big enough and is much larger that for the source
models. Moreover, these first components have almost zero alignment shifts.
Other principal components have very similar singular values, and thus they
cannot be determined uniquely with high confidence.

Normalized interpretibility measures for different components (calculated for
50 top/bottom words) for the source and the rotated models are shown in Fig. 4.

Fig. 4. Normalized interpretability values for different components calculated on
top/bottom 50 words for each component in source coordinates (blue) and principal
coordinates (red). (Color figure online)
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4.2 Principal Components of Different Models

We took the following already published models:

– RusVectōrēs2 lemmatized models (actually, word2vec) trained on different
Russian corpora [16];

– Russian Distributional Thesaurus3 (actually, word2vec skipgram) models
trained on Russian books corpus [29];

– fastText4 model trained on Russian Wikipedia [5].

For each model we took n = 10000 or n = 100000 most frequent words. Each
word vector was normalized in order to replace cosines with dot products. Then
we perform SVD W = UΣV T and take the matrix WV = UΣ. For each of
d components we sort the words by its value and choose top t “positive” and
bottom t “negative” words (t = 15 or 30). For clarity, every selection was clus-
tered into buckets with the simplest greedy algorithm: list the selected words in
decreasing order of frequency and either add the current word to some cluster if
it is close enough to the word (say, the cosine is greater than 0.6), or make a new
cluster. The cluster’s vector is the average vector of its words. Intuitively, the
smaller the number of clusters, the more interpretable the component is. Similar
approach was used in [30].

Tables 1, 2 and 3 in the Appendix show the top “negative” and “positive”
words of the first principal components for different models. We underline that
principal components are determined up to the direction, and thus the separation
into “negative” and “positive” parts is random. The full results are available at
https://alzobnin.github.io/. We cluster these words as described above; different
clusters are separated by semicolons. We see the following interesting features
in the components:

– stop words: prepositions, conjunctions, etc. (RDT 1, fastText 1; in
RusVectōrēs models they are absent just because they were filtered out before
training);

– foreign words with separation into languages (fastText 2, web 2), words with
special orthography or tokens in broken encoding (not presented here);

– names and surnames (RDT 8, fastText 3, web 3), including foreing names
(fastText 9, web 6);

– toponyms (not presented here) and toponym descriptors (web 7);
– fairy tale characters (fastText 6);
– parts of speech and morphological forms (cases and numbers of nouns and

adjectives, tenses of verbs);

2 http://rusvectores.org/ru/models/.
3 https://nlpub.ru/Russian Distributional Thesaurus.
4 https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.

md.

https://alzobnin.github.io/
http://rusvectores.org/ru/models/
https://nlpub.ru/Russian_Distributional_Thesaurus
https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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– capitalization (in fact, first positions in the sentences) and punctuation issues
(e. g., non-breaking spaces);

– Wikipedia authors and words from Wikipedia discussion pages (fastText 5);
– other different semantic categories.

We also made an attempt to describe obtained components automatically in
terms of common contexts of common morphological and semantic tags using
MyStem tagger and semantic markup from Russian National Corpus. Unfor-
tunately, these descriptions are not as good as desired and thus they are not
presented here.

5 Conclusion

We study principal components of publicly available word embedding models
for the Russian language. We see that the first principal components indeed are
good interpretable. Also, we show that these components are almost invariant
under re-learning. It will be interesting to explore the regularities in canonical
components between different models (such as CBOW versus Skip-Gram, differ-
ent train corpora and different languages [33]. It is also worth to compare our
intrinsic interpretability measure with human judgements.

Acknowledgements. The author is grateful to Mikhail Dektyarev, Mikhail Nokel,
Anna Potapenko and Daniil Tararukhin for valuable and fruitful discussions.

Appendix

Top/bottom words for the first few principal components
for different Russian models
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Table 1. RDT model, dim = 100, 10 K most frequent words
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Table 2. fastText model, 100 K most frequent words
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Table 3. RusVectōrēs web model, 100 K most frequent words
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Abstract. This paper presents a human gait data collection for anal-
ysis and activity recognition consisting of continues recordings of com-
bined activities, such as walking, running, taking stairs up and down,
sitting down, and so on; and the data recorded are segmented and anno-
tated. Data were collected from a body sensor network consisting of six
wearable inertial sensors (accelerometer and gyroscope) located on the
right and left thighs, shins, and feet. Additionally, two electromyogra-
phy sensors were used on the quadriceps (front thigh) to measure muscle
activity. This database can be used not only for activity recognition
but also for studying how activities are performed and how the parts of
the legs move relative to each other. Therefore, the data can be used
(a) to perform health-care-related studies, such as in walking rehabilita-
tion or Parkinson’s disease recognition, (b) in virtual reality and gaming
for simulating humanoid motion, or (c) for humanoid robotics to model
humanoid walking. This dataset is the first of its kind which provides
data about human gait in great detail. The database is available free of
charge https://github.com/romanchereshnev/HuGaDB.

1 Introduction

The increasing availability of wearable body sensors leads to novel scientific stud-
ies and industrial applications [1]. The main large areas include gesture recog-
nition, human activity recognition, and human gait analysis. Several databases
have been released for benchmarking; however, due to a wide variety of sen-
sor types and the complexity of activities, these databases are rather distinct.
Now, we will review these areas and the corresponding databases in a taxonomic
manner.

Gesture recognition (GR) mainly focuses on recognizing hand-drawn ges-
tures in the air. Patterns to be recognized may include numbers, circles, boxes,
or Latin alphabet letters. Prediction is usually made on data obtained from
smartphone sensors or some special gloves equipped with kinematic sensors, such
as 3-axis accelerometers, 3-axis gyroscopes, and occasionally electromyography
(EMG) sensors, to measure the electrical potential on the human skin during
muscular activities [2]. A database for gesture recognition is available in [3].
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 131–141, 2018.
https://doi.org/10.1007/978-3-319-73013-4_12
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Human activity recognition (HAR), on the other hand, aims at recogniz-
ing daily lifestyle activities. For instance, an interesting research topic is recog-
nizing activities in or around the kitchen, such as cooking; loading the dishwasher
or washing machine; preparing brownies or salads; scrambling eggs; light clean-
ing; opening or closing drawers, the fridge, or doors; and so on. Often these
activities can be interrupted by, for example, answering phones. Databases on
this topic include the MIT Place dataset [4,5], Darmstadt Daily Routine dataset
[6], Ambient Kitchen [7], CMU Multi-Modal Activity Database (CMU-MMAC)
[8], and Opportunity dataset [9,10]. In this topic, on-body inertial sensors are
usually worn on the wrist, back, or ankle, however, additional sensors are used,
such as temperature sensor, proximity sensor, water consumption sensor, heart
rate and so on. For instance, CMU-MMAC includes videos, audios, RFID tags,
motion capture system based on on-body markers, and physiological sensors such
as galvanic skin response (GSR) and skin temperature, which are all located on
both forearms and upper arms, left and right calves and thighs, abdomen, and
wrists.

Other types of HAR usually focus on walking-related activities, such as walk-
ing, jogging, turning left or right, jumping, laying down, going up or down
the stairs, and so on. Data on this topic can be found in the WARD dataset
[11], PAMAP2 dataset [12,13], HASC challenge [14–16], USC-HAD [17,18], and
MAREA [19]. For data collection, on-body sensors are often placed on the par-
ticipant’s wrist, waist, ankles, and back.

In some databases, exceptional efforts are taken to provide a reliable bench-
mark. The body sensor network conference (BSNC) (http://bsncontest.org) [20],
for instance, has carried out a contest where organizers provided three different
datasets from different research groups. Databases differ in sensor types used and
activities recorded. Another team, called the Evaluating Ambient Assisted Living
Systems through Competitive Benchmarking – Activity Recognition (EvAAL-
AR), provides a service to evaluate HAR systems live on the same activity scenar-
ios performed by an actor [21]. In this contest, each team brings its own activity
recognition system, and the evaluation criteria attempt to capture the practical
usability: recognition accuracy, user acceptance, recognition delay, installation
complexity, and interoperability with ambient-assisted living systems.

Gait analysis focuses not only on the recognition of activities observed but
also on how activities are performed. This can be useful in health-care systems
for monitoring patients recovering after surgery or fall detection or in diagnosing
the state of, for example, Parkinson’s disease [22,23]. For instance, the Daphnet
Gait dataset (DG) [24] consists of recordings of 10 participants affected with
Parkinson’s disease instructed to carry out activities that are likely to be diffi-
cult to perform, such as walking. The objective is to detect these incidents from
accelerometer data recorded from above the ankle, above the knee, and on the
trunk. On the other hand, Bovi et al. provide a gait dataset collected from 40
healthy people with various ages as a reference dataset [25]. In the aforemen-
tioned BSNC, the third database (ID:IC) contains gait data before knee surgery
and 1, 3, 6, 12, and 24 weeks (respectively) after it.

http://bsncontest.org
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2 Motivation and Design Goals

The main purpose of this dataset is to provide detailed gait data to study how
the parts of the legs move individually and relative to each other during activities
such as walking, running, standing up, and so on. A summary of the activities can
be found in Table 1. This dataset contains continuous recordings of combinations
of activities, and the data are segmented and annotated with the label of the
activity currently performed. Thus, this dataset is also suitable for analyzing
human gait and activities between transitions.

Table 1. Characteristics of HuGaDB

ID Activity Time sec (min) Percent Samples Description

1 Walking 11544 (192) 32.15 679073 Walking and turning at
various speeds on a flat
surface

2 Running 1218 (20) 3.39 71653 Running at various paces

3 Going up 2237 (37) 6.23 131604 Taking stairs up at
various speeds

4 Going down 1982 (33) 5.52 116637 Taking the stairs down at
various speeds and steps

5 Sitting 4111 (68) 11.45 241849 Sitting on a chair; sitting
on the floor not included

6 Sitting down 409 (6) 1.14 24112 Sitting on a chair; sitting
down on the floor not
included

7 Standing up 380 (6) 1.06 22373 Standing up from a chair

8 Standing 5587 (93) 15.56 328655 Static standing on a solid
surface

9 Bicycling 2661 (44) 7.41 156560 Typical bicycling

10 Up by elevator 1515 (25) 4.22 89144 Standing in an elevator
while moving up

11 Down by elevator 1185 (19) 3.30 69729 Standing in an elevator
while moving down

12 Sitting in car 3069 (51) 8.55 180573 Sitting while an travelling
by car as a passenger

Total 35903 598 100.00 2111962

Mainly inertial sensors were used for data acquisition. We decided to use
inertial sensors because they are inexpensive, simple to use anywhere such as
indoor and outdoor area, and widely available compared with other systems.
For instance, compared with video-based motion capture systems, they require
expensive video cameras and special full bodysuit with special markers on it. In
addition, they are restricted to being used in the installed test area and they are
sensitive to lightning and suffer from lost markers phenomenon.
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In total, six inertial sensors were placed on the right and left thighs, shins
and feet; and data were collected from 18 healthy participants, providing total
10 h of recording. This allows one to investigate how the parts of the legs move
individually and relative to each other within and in-between activities. Our
dataset could be used as control data, for instance, in health-care-related stud-
ies, such as walking rehabilitation or Parkinson’s disease recognition. In virtual
reality or gaming, our dataset can be used to model a virtual human movements
by reproducing the leg movements from the accelerometer data by simply taking
the integrals. In fact, it is not limited to virtual environment and could be used
to train to walk and move humanoid robots to make them more humanlike and
cope with the uncanny valley.

This dataset is unique in the sense that it is the first to provide human
gait data in great detail mainly from inertial sensors and contains segmented
annotations for studying the transition between different activities.

3 Data Collection and Sensor Network Topology

In data collection, we used MPU9250 inertial sensors and electromyography
(EMG) sensors. Each EMG sensor has a voltage gain is about 5000 and band-pass
filter with bandwidth corresponding to power spectrum of EMG (10–500 Hz). A
sample rate of each EMG-channel is 1.0 kHz, ADC resolution is 8 bits, input volt-
ages: 0–5 V. The inertial sensors consisted of a 3-axis accelerometer and a 3-axis
gyroscope integrated into a single chip. Data were collected with accelerometer’s
range equal to ±2 g with sensitivity 16.384 LSB/g and gyroscope’s range equal to
±2000◦/s with sensitivity 16.4 LSB /◦/s. All sensors are powered from a battery,
that helps to minimize electrical grid noise.

Accelerometer and gyroscope signals were stored in int16 format. EMG sig-
nals are stored in uint8. Therefore, accelerometer data can be converted to m/s2

by dividing raw data 32768 and multiplying it by 2g. Raw gyroscope data can
be converted to ◦/s by multiplying it by 2000/32768. Raw EMG data can be
converted to Volts by multiplying it 0.001/255. We kept the raw data in our
data collection in case one prefers other normalization techniques.

In total, three pairs of inertial sensors and one pair of EMG sensors were
installed symmetrically on the right and left legs with elastic bands. A pair of
inertial sensors were installed on the rectus femoris muscle 5 cm above the knee,
a pair of sensors around the middle of the shinbone at the level where the calf
ends, and a pair on the feet on the metatarsal bones. Two EMG sensors were
placed on vastus lateralis and connected to the skin with three electrodes. The
locations of the sensors are shown in Fig. 1. In total, 38 signals were collected,
36 from the inertial sensors and 2 from the EMG sensors.

The sensors were connected through wires with each other and to a microcon-
troller box, which contained an Arduino electronics platform with a Bluetooth
module. The microcontroller collected 56.3500 samples per second in average
with standard deviation (std) 3.2057 and then transmitted them to a laptop
through Bluetooth connection.
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Fig. 1. Location of sensors. EMG sensor are shown as circles while boxes represent
inertial sensors

The data were collected from 18 participants. These participants were healthy
young adults: 4 females and 14 males, average age of 23.67 (std: 3.69) years, an
average height of 179.06 (std: 9.85) cm, and an average weight of 73.44 (std:
16.67) kg.

The participants performed a combination of activities at normal speed and
casual way, and there were no obstacles placed on their way. For instance, a
participant was instructed to perform the following activities: starting from a
sitting position, sitting - standing up - walking - going up the stairs - walking -
sitting down. The experimenter recorded the data continually using a laptop
and annotated the data with the activities performed. This provided us a long,
continuous sequence of segmented data annotated with activities. We developed
our own data collector program. In total, 2,111,962 samples were collected from
all the 18 participants, and they provided a total of 10 h of data.

Data acquisition was carried out mainly inside a building. However, activi-
ties such as running, bicycling, and sitting in a car were performed outside. We
collected data in a moving elevator and vehicle. In these scenarios, the activi-
ties performed were simply standing or sitting. However, a force impact on the
accelerometer sensors and in certain applications, it may be important to con-
sider these facts. Note that we did not collect data on a treadmill.

4 Data Format

Data obtained from the sensors were stored in flat text files. We decided to store
the data in flat files because they have one of the most universal formats, and they
can be easily preprocessed in all programming languages on every system. One
data file contains one recording, which is either a single activity (e.g., walking)
or a series of activities. Every file name was created according to the template
HGD vX ACT PR CNT.txt. HGD is a prefix that means human gait data
and vX means the version of the data files, currently v1. ACT is a variable, and it
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denotes the activity ID that was performed. If a file contains a series of different
types of activities, then it is indicated as VARIOUS. PR indicates the ID of the
person who performed the activity. Data recording was repeated a few times, and
CNT is a counter for this. For example, a file named HGD v1 walking 17 02.txt
contains data from participant 17 while he was walking for the second time. The
file naming convention is summarized in Table 2.

Table 2. Description of the file naming convention

TAG Description Type Comment

HGD Prefix Fixed Data files start with this prefix

vX Version number Integer Indicates the version of the data format

ACT Activity String Indicates the type of activity

PR Participant ID Integer Indicates the subject whose data was recorded

CNT Counter Integer Counter for repeated experiments

The main body of the data files contains tab-delimited raw, unnormalized
data obtained from the sensors directly. Each data file starts with a header, which
contains metainformation. It summarizes the list of activities, the IDs of the
activities recorded, and the time and date of the recording. This is summarized
in Table 3.

Table 3. Description of the data file header

TAG Description Type Comment

#Activity List of the
activities

String Lists the activity types in
this file

#ActivityID List of the ID
of activities

List of integers Lists the activity types in
this file

#Date-Time Date and
Time

YEAR-MM-
DD-HR-MN

Year-Month-Day-Hour-Min
format

The main data body of every file has 39 columns. Each column corresponds
to a sensor, and one row corresponds to a sample. The order of the columns is
fixed. The first 36 columns correspond to the inertial sensors, the next 2 columns
correspond to the EMG sensors, and the last column contains the activity ID.
The activities are coded as shown in Table 1. The inertial sensors are listed in the
following order: right foot (RF), right shin (RS), right thigh (RT), left foot (LT),
left shin (LS), and left thigh (LT), followed by right EMG (R) and left EMG
(L). Each inertial sensor produces three acceleration data on x, y, z axes and
three gyroscope data on x, y, z axes. For instance, the column named ‘RT acc z’
contains data obtained from the z-axis of accelerometer located on the right
thigh.
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Sample data with respect to the activities are visualized through a heat map
representation in Fig. 2.

Fig. 2. Data visualization. For normalization data from initial sensors were divided by
32768 and data from EMG were subtracted by 128 and divided by 128

A screenshot of some part of data file can be seen in Fig. 3

Fig. 3. Screenshot of the data file

The data files can be loaded easily in most of the popular programming
languages. For instance, they can be loaded in Python using the following script:

import numpy as np
data = np . genfromtxt ( p a t h t o f i l e ,

d e l im i t e r=’ \ t ’ ,
s k ip heade r=4)

Please note that it requires NumPy library. It also can be loaded in Matlab with
the following one-line command:

data = dlmread( p a t h t o f i l e , ’ \ t ’ , 4 , 0 ) ;
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We have prepared a script to load the data into SQLite database, which
is available at the database’s website: https://github.com/romanchereshnev/
HuGaDB/blob/master/Scripts/create db.py.

5 Discussion on Data Variance

We were interested seeing the variance among the data collected, in particular,
the data variance (A) within a single user and (B) between several users. For this
reason, we plotted in Fig. 4 the x-axes acceleration data from the thigh recorded
during a short two-three-step walk. Panel A shows the data from various record-
ings performed by the same user. It can be seen that the data variance at a single

(A) Single user

(B) Various users

Fig. 4. Data variance during walking. (A) Activity performed by the same user multiple
times. (B) Activity performed by different users. Legend indicates the source of the
data. Data are scaled to the range [−1,+1].

https://github.com/romanchereshnev/HuGaDB/blob/master/Scripts/create_db.py
https://github.com/romanchereshnev/HuGaDB/blob/master/Scripts/create_db.py
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frame is quite low suggesting that people perform activities very similar way. On
the other hand, panel B shows data obtained from six different, randomly chosen
users. Here, a much higher variance can be seen in the same frames compared to
the previous case. The increased variance may arise from several facts including:
difference in gait, difference in leg shape, sensors mounted in slightly different
positions, etc. We obtained similar conclusions on data obtained from differ-
ent sensors during different activities. We note that, even higher variance was
observed in the EMG data, which resulted from the difference in the electricity
conduction characteristics of the skin, skin thickness, etc.

Taking into account the high data variance between different users, we
emphasize the importance of proper evaluation of machine learning methods
developed for human activity recognition. Therefore, we propose using the super-
vised cross-validation approach for constructing training and test sets [26]. In
this approach, all the data from a designated user are held out only for tests
and the data from the other 17 participants are used for training. Thus, this
approach provides a reliable estimation of how an activity recognition system
would perform with a new user whose data was not seen before.

Variance can arise from using different brands of sensors. Unfortunately, we
did not have the capacity to collect data from different brands of sensors. We
hope the measurement noise is small in general and that different sensors can
be calibrated to be compatible with each other.

6 Availability

The database is available free of charge at https://github.com/romanche
reshnev/HuGaDB (455 Mb).

7 Summary

The HuGaDB dataset contains detailed kinematic data for analyzing human gait
and activity recognition. This dataset differs from previously published datasets
in the sense that HuGaDB provides human gait data in great detail mainly
from inertial sensors and contains segmented annotations for studying the tran-
sition between different activities. Data were obtained from 18 participants, and
in total, they provide around 10 h of recording. This dataset can be used in
health-care-related studies, such as walking rehabilitation, or in modeling human
movements in virtual reality or humanoid robotics. The dataset will be updated
with new data from new participants in the future.
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Abstract. In this paper, we consider the problem of finding a maximum
cardinality subset of vectors, given a constraint on the normalized squared
length of vectors sum. This problem is closely related to Problem 1 from
(Eremeev, Kel’manov, Pyatkin, 2016). The main difference consists in
swapping the constraint with the optimization criterion.

We prove that the problem is NP-hard even in terms of finding a feasi-
ble solution. An exact algorithm for solving this problem is proposed. The
algorithm has a pseudo-polynomial time complexity in the special case of
the problem, where the dimension of the space is bounded from above by
a constant and the input data are integer. A computational experiment is
carried out, where the proposed algorithm is compared to COINBONMIN
solver, applied to a mixed integer quadratic programming formulation of
the problem. The results of the experiment indicate superiority of the pro-
posed algorithm when the dimension of Euclidean space is low, while the
COINBONMIN has an advantage for larger dimensions.

Keywords: Vectors sum · Subset selection · Euclidean norm
NP-hardness · Pseudo-polymonial time

1 Introduction

In this paper, we study a discrete extremal problem of searching a subset of
vectors with maximum cardinality, given a constraint on the normalized squared
length of vectors sum. The main goal of the study is to test experimentally
two different approaches to solving this problem. The first approach is based
on the dynamic programming and the second one is based on the mixed-integer
mathematical programming. We also comment on the computational complexity
of this problem and estimate the time complexity of a proposed algorithm based
on the dynamic programming principles.
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The Maximum Cardinality Subset of Vectors with a Constraint on Normal-
ized Squared Length of Vectors Sum (MCSV) problem is formulated as follows.

Given: a set Y = {y1, . . . , yN} of points (vectors) from R
q and a number

α ∈ (0, 1).
Find : a subset C ⊆ Y of maximum cardinality such that

1
|C|‖

∑

y∈C
y‖2 ≤ α

1
|Y|‖

∑

y∈Y
y‖2, (1)

where ‖ · ‖ denotes the Euclidean norm.
If the given points of the Euclidean space correspond to people so that the

coordinates of points are equal to some characteristics of these people, then the
MCSV problem may be treated as a problem of finding a sufficiently balanced
group of people of maximum size.

MCSV problem is closely related to Problem 1 from [5]. The main difference
consists in swapping the constraint with the optimization criterion. The problems
of finding a subset of vectors, analogous to the MCSV problem are typical in
the Data editing and Data cleaning, where one needs to exclude some error
observations from the sample (see e.g. [7,9,10]). A recent example of such a
problem may be found in [1], where a maximum cardinality subset of vectors is
sought, given a constraint that a quadratic spread of points in the subset w.r.t.
its centroid is upper-bounded by a pre-specified portion of the total quadratic
spread of points in the input set w.r.t. the centroid of that set.

To compare the MCSV to the problem considered in [1], we note that

1
|C|‖

∑

y∈C
y‖2 =

∑

y∈C
‖y‖2 −

∑

y∈C
‖y − ȳ(C)‖2.

In the right-hand side, the first sum is the total quadratic spread of points with
respect to zero, the second one is relative to the centroid ȳ(C) of C. The value
1

|Y|‖
∑

y∈Y y‖2 =
∑

y∈Y ‖y‖2 − ∑
y∈Y ‖y − ȳ(Y)‖2 characterizes the difference

of analogous quadratic spreads in the initial set. Therefore the MCSV problem
asks for a subset of maximum size such that, in this subset, the two mentioned
above total quadratic spreads differ by not more than α times from the same
difference in the input set Y.

The MCSV problem may be also treated as a Boolean optimization problem
with a quadratic constraint:

N∑

i=1

xi → max, (2)

s.t.
q∑

j=1

(
N∑

i=1

y
(j)
i xi

)2

≤ α
1
N

q∑

j=1

(
N∑

i=1

y
(j)
i

)2

·
N∑

i=1

xi, (3)

xi ∈ {0, 1}, i = 1, . . . , N, (4)
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where
N is the cardinality of set Y,
q is the dimension of the Euclidean space,
y
(j)
i is j-th coordinate of the i-th vector,

xi is a Boolean variable, xi = 1 if the i-th vector is included in the solution;
otherwise xi = 0 (i = 1, . . . , N).

Another problem related to the MCSV is the trading hubs construction prob-
lem, emerging in electricity markets under locational marginal pricing [2–4]. A
trading hub is a subset of nodes of the electricity greed that may be used to calcu-
late a price index as an average nodal price over the hub nodes. This price index
may be employed by the market participants for hedging by the means of futures
contacts [2]. Assume that the set of nodes of the electricity grid which may be
included into a hub is {1, . . . , N} and cit is the price at node i, i = 1, . . . , N,
at an hour t, t = 1, . . . , T , where T is the length of a historic period for which
the electricity prices are observed. Let prt denote the electricity price of partici-
pant r, r = 1, . . . , R, at hour t, and R is the number of participants. The single
hub construction problem consists in minimizing the sum of squared differences
of the prices of participants from the hub price, requiring that the hub contains
at least nmin nodes:

Min
T∑

t=1

R∑

r=1

(ct − prt)2 (5)

s.t.

ct =
∑N

i=1 xicit∑N
i=1 xi

, t = 1, . . . , T, (6)

N∑

i=1

xi ≥ nmin, (7)

xi ∈ {0, 1}, i = 1, . . . , N, ct ≥ 0, t = 1, . . . , T. (8)

Here the binary variables xi turn into 1 whenever node i is included into the hub.
The variables ct define the hub price at time t, t = 1, . . . , T . This problem is
proved to be NP-hard in [2], where a genetic algorithm was proposed for finding
approximate solutions to it. In the special case of a single market participant
problem (5)–(7) is equivalent to the MCSV problem, where the criterion (5) and
constraint (7) are swapped and instead of a lower bound on the hub size (which
turns into a maximization criterion in MCSV) we are given an upper bound on
the sum of squared differences of the prices of participants from the hub price.
Such a modification of single hub construction problem may be appropriate in
situations where the required closeness of a hub price to the prices of participants
may be defined, e.g. on the basis of an observation an already existing hub [8].

The paper has the following structure. In Sect. 2, we show that MCSV prob-
lem is NP-hard even in terms of finding a feasible solution. An exact algorithm
for solving this problem using the dynamic programming approach is proposed
in Sect. 3. The algorithm has a pseudo-polynomial time complexity in the spe-
cial case of the problem, where the dimension q of the space is bounded from
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above by a constant and the input data are integer. Section 4 describes how the
algorithm is implemented and a computational experiment is carried out. The
purpose of the experiment is to analyze the algorithm and compare it with the
COINBONMIN solver.

2 Problem Complexity

The following proposition shows that MCSV problem is NP-hard even in terms
of finding a feasible solution.

Theorem 1. Finding out whether MCSV has a feasible solution is NP-hard.

Proof. Consider an instance of the Exact Cover by 3-sets problem, i. e. the
family of subsets A1, . . . , An of a set A where |Ai| = 3 for all i and |A| = 3p
where p is an integer. The question is whether there are p subsets in this family
whose union is A. This problem is known to be NP-complete [6].

Put q = 3p, N = n + 1 and for each i = 1, . . . , n let yi be a characteristic
vector of the set Ai (i. e. the j-th coordinate of yi is 1 if j ∈ Ai and 0 otherwise).
Put yN = (−1, . . . ,−1) and choose α in such a way that α‖∑

y∈Y y‖2 < 3. Then
the constructed instance has a feasible solution if and only if there is an exact
cover by 3-sets. Indeed, if there is no such cover then for each non-empty set C
we have

1
|C|‖

∑

y∈C
y‖2 ≥ 3

N
>

α

|Y|‖
∑

y∈Y
y‖2

by the choice of α, i. e. there are no feasible solutions. The opposite implication
is trivial.

3 A Pseudo-polynomial Time Algorithm for Bounded
Dimension of Space

In this section, we show that in the case of a fixed dimension q of the space and
integer coordinates of vectors from Y, the MCSV problem can be solved in a
pseudo-polynomial time using the same approach as proposed in [5].

For arbitrary sets P,Q ⊂ R
q define their sum as

P + Q = {x ∈ R
q | x = y + y′, y ∈ P, y′ ∈ Q} . (9)

For every positive integer r denote by B(r) the set of all vectors in R
q whose

coordinates are integer and at most r by absolute value. Then |B(r)| ≤ (2r+1)q.
Let b be the maximum absolute value of all coordinates of the input vectors

y1, . . . , yN . Our algorithm for the MCSV problem successively computes the
subsets Sk ⊆ B(bk), k = 1, . . . , N , where each subset Sk contains all vectors
that can be obtained by summing different elements of the set {y1, . . . , yk}.

For k = 1 we assume S1 = {0, y1}. Then we compute

Sk = Sk−1 + ({0} ∪ {yk})

for all k = 2, . . . , N , using the formula (9).
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For each element z ∈ Sk we store an integer parameter nz and a subset
Cz ⊆ Y such that z =

∑
y∈Cz

y , where |Cz| = nz and nz is the maximum number
of addends that were used to produce z.

When the subset SN is computed, we find an element z∗ ∈ SN such that
‖z∗‖2/nz∗ ≤ α 1

|Y|‖
∑

y∈Y y‖2 and the value nz∗ is maximum (if such elements
exist in SN ). The result of the algorithm is the subset Cz∗ corresponding to the
found vector z∗ or a conclusion that the problem instance is infeasible. Let us
give a formal outline of the algorithm described above.

Initialization
Put C0 := ∅, n0 := 0, Cy1 := {y1}, ny1 := 1.
Let S1 := {0, y1}.
The main loop:
For all k = 2, . . . , N do

Sk := Sk−1.

For all z ∈ Sk−1 do
If Sk contains z′ such that z′ = z + yk then

If nz′ < nz + 1 then
nz′ = nz + 1.
Cz′ = Cz ∪ {yk}.

End if.
Else

Sk := Sk ∪ {z + yk}.
nz+yk

:= nz + 1.
Cz+yk

:= Cz ∪ {yk}.
End if.

End for.
End for.
Search for z∗ ∈ SN such that ‖z∗‖2

nz∗ ≤ α
|Y|‖

∑
y∈Y y‖2 and nz∗ is maximum.

Output z∗ if it exists, otherwise report the problem is infeasible.

Taking into account that computing Sk takes O(q · |Sk−1|) operations, we
have the following

Theorem 2. If the coordinates of the input vectors from Y are integer and each
of them is at most b by the absolute value then MCSV problem is solvable in
O(qN(2bN + 1)q) time.

In the case of fixed dimension q the running time of the algorithm
is O(N(bN)q), i. e. the problem is solvable in pseudo-polynomial time in this
special case.

4 Computational Experiments

This section contains the results of testing the dynamic programming algo-
rithm (DP) proposed in Sect. 3 and the results of COINBONMIN solver (CBM).



On Finding Maximum Cardinality Subset of Vectors 147

For the experiments, the DP algorithm was implemented in C++ and tested
on a computer with Intel Core i7-4700 2.40 GHz processor and amount of RAM
4GB. First of all, two series of instances were generated randomly. To generate
these series, we fixed parameter α = 0.1, the dimension of the space q = 5 and
number of vectors N = 1000. In Series 1, the values of the vector coordinates
varied from −1 to 1, in Series 2 they varied from −5 to 5 and were integers. In
both series the coordinates of vectors were generated with uniform distribution.

All testing instances were solved by DP algorithm and by the package COIN-
BONMIN, included in the GAMS package, using the quadratic programming
model from Sect. 1 (see formulas (2) to (4)).

Table 1. CPU time comparison of the solver CBM and DP algorithm on Series 1

Problem CBM DP CBM DP Problem CBM DP CBM DP
value value time time value value time time

1 977 977 106,8 40,4 16 975 975 91,1 32,1

2 971 971 131,5 17,0 17 984 984 132,3 36,3

3 972 972 129,3 65,5 18 986 986 20,7 18,6

4 986 986 17,7 15,2 19 971 971 180,6 55,1

5 986 986 18,7 17,2 20 983 983 97,5 63,1

6 981 981 91,7 23,5 21 978 978 36,7 27,4

7 984 984 55,5 19,7 22 984 984 191,5 39,1

8 965 965 232,3 43,2 23 977 977 64,6 42,5

9 979 979 98,6 57,8 24 958 958 57,6 31,6

10 968 968 99,5 20,7 25 986 986 20,7 18,6

11 970 970 127,7 29,1 26 966 966 77,3 40,4

12 990 990 27,6 21,5 27 965 965 324,9 45,3

13 974 974 25,6 23,1 28 986 986 24,9 22,9

14 964 964 255,1 37,5 29 965 965 65,4 47,4

15 981 981 542,1 46,4 30 973 973 408,7 53,8

The results of the computational experiment for the Series 1 are presented
in Table 1. Here and below, we use the bold font to emphasize the best CPU
time for each of the instances. For all problems of the series, both algorithms
have found optimal solutions. However in all cases, the DP algorithm found the
optimal solution faster than CBN. On Series 2, in the majority of the cases DP
works faster as well (The results are presented in Table 2). The Wilcoxon signed-
rank test showed that the CPU times of the DP and CBN on both Series 1 and
Series 2 differ with a significance level less than 5%.

We also made an experiment, with Series 3, based on the historical data on
electricity prices from PJM Interconnection (USA), available at http://www.
pjm.com. The dimension of the space turned out to be exceedingly large for the

http://www.pjm.com
http://www.pjm.com
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Table 2. CPU time comparison of the solver CBM and DP algorithm on Series 2

Problem CBM DP CBM DP Problem CBM DP CBM DP
value value value time value value time time

1 990 990 19,1 117,3 16 977 977 23,5 136,9

2 977 977 110,3 87,6 17 990 990 207,7 99,2

3 985 985 224,3 93,1 18 983 983 289,4 78,2

4 963 963 199,6 135,4 19 983 983 17,8 84,3

5 983 983 15,1 105,8 20 968 968 272,3 95,1

6 982 982 62,1 96,8 21 982 982 17,9 137,1

7 975 975 527,6 89,2 22 961 961 635,6 125,0

8 967 967 518,3 137,5 23 984 984 164,6 106,6

9 979 979 124,4 94,8 24 971 971 167,4 98,6

10 978 978 112,5 101,4 25 983 983 28 84,3

11 965 965 65,4 126,5 26 989 989 203,1 124,2

12 967 967 127,9 85,7 27 971 971 140,6 92,3

13 981 981 16,8 87,6 28 987 987 536,6 116,7

14 974 974 178,3 81 29 965 965 25,4 83,5

15 983 983 494,2 96 30 986 986 66,7 64,8

DP algorithm to meet these challenges, while CBM algorithm was able to solve
these problems. This is due to a dimension of the space q = 24. The value of the
α parameter was taken to be 0.1. The results of the experiment with Series 3
are shown in Table 3. The optimal solutions are marked with “*” symbol. It is
worth noting that CBM solver could not find the optimal solution to the 4-th
instance and managed to find only an approximate solution.

In additional experiments, we generated three series of instances in order to
investigate how the values of N, q and α affect the execution time of the DP
algorithm and COINBONMIN package. In Series 4, we fixed q = 5 and α = 0.1
and varied N from 5 to 1000, see Fig. 1. For Series 5 we put N = 1000, α = 0.1
and varied q from 1 to 7, see Fig. 2. In Series 6, we fixed q = 5 and N = 1000
and varied parameter α from 0.1 to 0.9, see Fig. 3. Six problem instances were
randomly generated and solved for each set of the parameters mentioned above.
Average CPU times of both algorithms are presented in Figs. 1, 2 and 3 where
the error intervals show the standard error of the mean.

The results of experiments with Series 1–5 indicate that in the cases where the
dimensionality of the space and the maximum value of the coordinates of input
vectors are not large, the DP algorithm is the most appropriate. However, when
the dimension of space increases, it is preferable to use COINBONMIN as a mixed
integer quadratically constrained program solver (miqcp mode). Experiments with
Series 6 show that the execution time of COINBONMIN solver is not stable w.r.t.
variation of α, while the CPU time of the DP algorithm does not depend on this
parameter (which clearly agrees with the DP algorithm description).
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Table 3. CPU time of the solver CBM for electricity prices “PJM Interconnection”

Problem CBM value CBM time N

1 40* 0.311 43

2 118* 2.293 152

3 177* 2.503 199

4 186 87,984 199

5 223* 0.867 233

6 397* 2,02 408

7 630* 3.686 642

8 625* 2.776 642

Fig. 1. The average execution time of the DP algorithm and COINBONMIN package
as a function of N

Fig. 2. The average execution time of the DP algorithm and COINBONMIN package
as a function of q
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Fig. 3. The average execution time of the DP algorithm and COINBONMIN package
as a function of α

5 Conclusions

The problem of finding a maximum cardinality subset of vectors, given a con-
straint on the normalized squared length of vectors sum is considered for the
first time. It is shown that even finding a feasible solution to this problem is
NP-hard and an exact dynamic programming algorithm for solving this prob-
lem is proposed. We prove a pseudo-polynomial time complexity bound for this
algorithm in the special case, where the dimension of the space is bounded from
above by a constant and the input data are integer. An alternative approach
to solving the problem is based on the mixed integer quadratic programming.
Both approaches are compared in a computational experiment. The results of
the experiment indicate that in the cases where the dimensionality of the space
and the maximum value of the coordinates of input vectors are not large, the
dynamic programming algorithm is the most appropriate. However, when the
dimension of the space increases, it is preferable to use a mixed integer quadrat-
ically constrained program solver, like COINBONMIN.

Acknowledgements. This research is supported by RFBR, projects 15-01-00462, 16-
01-00740 and 15-01-00976.
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Abstract. Computing and predicting testing metrics are highly impor-
tant software defect management tasks. Before testing metrics are used,
one needs to understand and evaluate the full array of software defects
found during testing. There can be thousands of software defects found
during testing, and it is difficult to process all of them en masse. Cluster
analysis solves this problem, as it can compress the data by grouping a
set of objects into a cluster. Moreover, clustering helps understand the
nature of defects, point out weak functional areas of the software, and
improve the testing strategy. This paper introduces a technique used for
software defect reports clustering.

Keywords: Software · Defect report · Cluster analysis

1 Introduction

According to a review of research in software defect reporting [25], develop-
ing appropriate testing metrics is one of the key open research problems. The
research in this area allows predicting how long it will take to fix a bug report,
whether it will get rejected, reopened, etc. [1,11,26,28]. Predictions of testing
metrics should give project managers a better picture of the risks associated with
software defects. As most of the test metrics are business- and task-specific, we
need to understand the peculiar properties of defect reports before using any
testing metrics.

This task is usually accompanied by several obstacles. Firstly, a project can
have thousands of defects, which is hard to process manually. Secondly, we need
to evaluate not only the statistical data, but also the heuristic links between the
different defect attributes. In this paper, these links are referred to as character-
istics of defect reports.

We propose cluster analysis of defect reports as a way to resolve these prob-
lems and achieve the prediction task. Clustering compresses data by grouping
a set of objects into clusters. This method gives an opportunity to understand
the nature of defects. Moreover, analyzing each cluster separately helps with
tackling software weaknesses and improving the testing strategy.

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 152–163, 2018.
https://doi.org/10.1007/978-3-319-73013-4_14
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Our experimental data consists of 8,583 defect reports that were derived
from our projects. Each defect was represented as a set of attributes. The
attributes are of numeric, Boolean and categorical types. All the data that we
got from the Component/s and the Summary text fields were transformed into
the Boolean type.

In this work, we use the k-means algorithm, setting the number of clusters
based on calculating the Silhouette and the Davies-Bouldin indices.

We claim the following contribution in this work:

– Expanding the scope of defect report attributes conventionally taken into
account by the researchers in the field and including implicit data to gain a
wider perspective in the process of bug examination.

– Calculating the Silhouette and the Davies-Bouldin indices to find the proper
number of clusters for the k-means clustering algorithm.

– Providing a description and interpretation of the received clusters.

The remainder of this paper is organized as follows. In Sect. 2, we present the
overview of the related work, in Sect. 3, we describe what defect attributes and
types of attributes were used in our work and why, and in Sect. 4, we outline the
process of clustering. Then, in Sect. 5, we present the results of the experimental
evaluations of this technique, and, in Sect. 6, we present the conclusions.

2 Related Work

There are many researchers who try to use cluster analysis in defect management
for different objectives.

P.N. Minh proposed to use cluster analysis in order to find defect report
duplicates [18]. He extracted defects from three open source projects (Argo UML,
Apache and Subversion). He used the comments for mapping, and the Title and
the Description fields for analysis.

Rus et al. [24] used clustering in order to understand the nature of defect
reports. They extracted the information about the bugs from Mozilla and applied
three algorithms: k-means, normalized cut and size regularized cut. The Sum-
mary and the Description text fields were used in this research. The experiments
showed that normalized cut achieved the best results.

Fry and Weimer [9] proposed to use cluster analysis for grouping defect
reports. In this research, defects are produced by special tools called defect
detectors. These defect detectors generate defects automatically using the pro-
gram code. However, these tools generate too many defects, making it difficult
to process all of them en masse. Cluster analysis can help to triage and fix the
defects via aggregation of bug reports.

Nagwani and Bhansali [20] proposed to predict the “complexity” of bugs as
it may significantly help to plan the testing workload automatically. For this
goal, they calculated the duration (fix time) of bugs extracted from the MySQL
repository. Then they clustered defects according to this calculated duration,
using the k-means algorithm.
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Limsettho et al. [16] proposed to categorize defect reports without a train-
ing set. They extracted defect reports from three projects (Lucene, Jackrabbit,
HTTP Client) and used cluster analysis to group the bug reports. This clustering
was based on the textual similarity of such bug properties as title, description
and comments.

Generally, cluster analysis compresses defects by grouping them into sets of
similar objects. We can find similar bug reports and then analyze the observed
groups of bugs. In all the papers mentioned above, this method proved its effec-
tiveness in finding bug duplicates, automating testing, predicting the testing
workload and improving the defect management practices.

However, the majority of them retrieve the text data from the bug reports
and ignore other important Boolean, numeric and categorical bug attributes. In
this paper, we propose a method of bug report clustering using a set of different
bug properties and setting the number of clusters for k-means by calculating the
Silhouette and the Davies-Bouldin indices.

3 Background

Every defect can be represented as a set of attributes. The defects submitted
to a bug tracking system (BTS) can be downloaded as CSV files for further
investigation. We used the defects from our company’s projects in a BTS as
material for our research.

Among the various kinds of attributes required for cluster analysis of bugs,
certain kinds are defined implicitly, such as the Time to resolve or the Area of
testing. QA Leads or Managers create test strategies and test plans, dividing the
whole scope of work into several areas of testing connected with each other. As a
rule, they do not assign distinct components like separate buttons or functions to
QA Engineers, as development team leads usually do. Instead, QA Leads assign
the areas of testing or their intersections. For instance, the area of interfaces
that includes different gateways, or the area of deployment that includes various
scripts, databases, etc. In creating a testing strategy, we do not use separate
scripts or gateways as a starting point. Rather, we employ the terms belonging
to a higher level of abstraction. An expert should be responsible for defining
the number of areas of testing for the project. We used the Summary and the
Component/s text fields from the defect report for the area of testing computa-
tion, because these fields include the necessary information about the software
component group. We did not use such text fields as Description or Comments
because they are aimed at explaining the problem (steps to reproduce, expected
and observed behaviour, etc.), which, for our research, is excessive information.

It is worth mentioning that manual classification was only used as the first
stage of our research. It is due to manual classification that we are able to use
these manually marked data for classifier training. So, classifier learning (with
the help of machine learning techniques) is the second stage of the process. The
third and final stage, as well as the ultimate goal of our research, is using these
trained classifiers for the analysis of new bug reports. Using them allows us
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to determine what cluster a bug belongs to and understand its characteristics
automatically, without any manual help. Thus, being able to perform automatic
classification of defects according to the area of testing will be of much value in
the future. For example, we will be able to predict the Time to Resolve.

The defect dataset is presented as follows: D = {d1, d2, . . . dj , . . . dn}, where
dj is a defect, n is the number of defects in the project.

Each defect is described by the following attributes: dj = {Priority, Sta-
tus, Resolution, Time To Resolve, Count Of Attachments, Count Of Comments,
Area1, . . . Areak}, where k is the number of defined areas of testing.

Every attribute of bug report has defined values in BTS. For example the
status can have the following values: open, reopened, resolved, closed, etc. The
attribute being computed by us, called The Area of Testing, also has its own
values. They include the area of interfaces, the area of deployment, etc. But for
the purposes of this paper, we obfuscated the real values for all attributes by
giving them consecutively numbered abstract values instead. The matter is that
a bug report is part of software development data and may contain confidential
information, so it is considered a trade secret.

The full list of attributes with their descriptions is presented in Table 1.

Table 1. Attribute description

Attribute Data type Values Computing Comments

Priority Categorical priority1, priority2,

priority3, priority4

An absolute

classification [15]

Status Categorical status1, status2, status3,

status4, status5, status6

Resolution Categorical resolution1, resolution2,

resolution3, resolution4,

resolution5, resolution6,

resolution7, resolution8,

resolution9, resolution10

Time to

resolve

Numeric Count of days between

data created and data

resolved. Data should be

normalized

The indicator of

how expensive a

bug report is [14]

Count of

attachments

Numeric Data should be

normalized

The attached files

improve the

quality of defect

description [14]

Count of

comments

Numeric Data should be

normalized

A large number of

comments is an

indicator of

insufficient defect

description [14]

Area i Boolean 0,1 Classification of defect

reports according to the

area of testing. If a defect

belongs to this area, then

the attribute is equal to 1

The area of

testing is a group

of software

components [10]
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4 Approach

4.1 Objects

We extracted 8,583 bug reports from our projects in a BTS. We analyzed the
defects from two projects. The first project contains 2,795 defects. The distri-
bution of defect reports by the Priority, Status, Resolution and Area of testing
attributes is illustrated in Fig. 1. Eight areas of testing were defined for the first
project. The second project consists of 5,788 bug reports. The distribution of
defect reports for this project is presented in Fig. 2. Ten areas of testing were
defined for the second project.

Fig. 1. Distribution of defect reports by the Priority, Status, Resolution, Area of testing
attributes for Project 1

Fig. 2. Distribution of defect reports by the Priority, Status, Resolution, Area of testing
attributes for Project 2
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4.2 Preprocessing

Text fields

For the purposes of our research, we needed the text information from the bug
reports. We used the information from the Summary and the Component/s text
fields in order to classify the defects according to the area of testing [10]. Our
experts defined the areas of testing for two projects, after which all the defects
were manually classified according to the defined areas. For the first project, the
expert defined eight areas of testing and for the second project - ten.

Every bug belongs to one or several areas, so this is a classification with
overlapping classes. In such a case, we needed to build eight binary classifiers for
the first project and ten binary classifiers for the second project. The marked
data were used for preprocessing the defect reports. Preprocessing consisted of
such steps as tokenization, removal of stop words, and stemming. Every defect
is considered a separate document, and a set of defects is considered a corpus.
Then we built a Bag-of-words vector space model via TF-IDF indexing [17]. We
matched every indexed bug report with its class 0, 1 for each area, where “1”
means that defect belongs to a specific area of testing. This column was used by
the machine learning techniques during the training phase.

In our research, we used six classification methods: logistic regression [8],
support vector machines [7], decision tree [22], random forest [2], Bayes net [23]
and Naive Bayes [23]. For feature selection, we used such methods as information
gain [21], the consistency-based [5] and correlation-based methods [12], and the
simplified silhouette filter [4]. It is important to mention that we had classifiers
learn both with and without feature selection in order to prove its usefulness.

After that, we compared the F-measure values among all combinations. We
also evaluated the performance of the classifiers in the cases of hold-out (we
divided the set into two parts: 70% training, 30% testing) and cross-validation
(the 10-fold variant). We discovered that the cases without feature selection
have lower F-measure values than others. Some of these values are lower than
0.5 (e.g. SVM without feature selection). Thus, feature selection is an integral
part of a successful classification process. In addition, we found out that the fol-
lowing combinations of the classifiers and the feature selection methods have the
best results for both projects: random forest and the consistency-based method,
support vector machines and the consistency-based method. Another significant
conclusion we have made is that cross-validation allows improving the results.
The F-measure values received are presented in [10]. These data include the best
combinations of methods in the case of cross-validation. Finally, we found out
that, in the cases with feature selection, the lowest F-measure values are typical
for the Bayes classifier.

Numeric fields

The numeric attributes were normalized via zero-mean normalization
(standardization). This method standardizes the features so that they are cen-
tered around 0 with a standard deviation of 1 [27]. The samples are calculated
as follows:
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z =
x − μ

σ
(1)

where μ is the mean and σ is the standard deviation from the mean.
We also determined whether the variables are highly correlating or not [19].

The Pearson correlation coefficient between the clustering variables is not higher
than 0.5, therefore, according to the Chaddock scale, this correlation is loose or
even very loose [3].

4.3 Clustering

The task of clustering is to construct set C = {c1, c2, . . . ck, . . . cg} where ck
is the cluster that contains similar objects from dataset D. ck is defined as
follows: ck = {dj , dq ∈ D, distance(dj , dq) < σ}, where σ is a value that defines
the proximity of objects to be included in one cluster. We used the k-means
algorithm for clustering [13,27]. Algorithm k-means is fast and simple. Also K-
means models clusters using the simplest model - a centroid. So massive data
are reduced to centroids and become easier for interpretation.

We used the Silhouette and the Davies-Bouldin indices [6] in order to define
the correct count of clusters. According to the received results, the optimal count
for clustering of this data is six for Project 1, and five for Project 2. The results
of the validity indices are presented in Table 2.

Table 2. The results of the validity indices

Index Count of

clusters/

Project

2 3 4 5 6 7 8 9

Silhouette Index 1 0.9993 0.9996 0.9999 1 1 0.6489 0.6335 0.6375

Davies-Bouldin Index 1 0.2733 0.2445 0.1098 0.0488 4.5635e−04 0.2367 0.3278 0.5492

Silhouette Index 2 0.9997 0.9997 0.9999 1 0.57 0.6284 0.6381 0.6002

Davies-Bouldin Index 2 0.2364 0.3939 0.1413 2.9406e−04 0.3364 0.4304 0.5329 0.6636

The approach is illustrated in Fig. 3.

5 Results

The final centroids are presented in Tables 3 and 4. According to zero-mean
normalization, any value that is lower than 0 is lower than the mean value; any
value that is higher than 0 is higher than the mean value. For the rows with areas
of testing, “0” means that bugs of this cluster does not belong to the mentioned
area of testing, “1” means that bug belongs.

Based on the final centroids of the clusters, let’s look into the characteristics
of the defects.
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Fig. 3. Clustering of defect reports

Table 3. Final centroids of the first project

Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Number of bugs/

attribute

653 175 909 426 208 424

Priority Priority3 Priority3 Priority3 Priority2 Priority2 Priority2

Status Status1 Status1 Status1 Status1 Status1 Status1

Resolution Resolution2 Resolution2 Resolution2 Resolution2 Resolution2 Resolution2

Time to resolve −0.112 0.2846 0.075 −0.2365 −0.2172 0.2385

Count of

comments

−0.0398 −0.3405 −0.0426 0.1529 −0.2418 0.2581

Count of

attachments

−0.1479 −0.1257 0.1182 0.1012 −0.1763 0.0111

Area 1 0 0 0 0 0 0

Area 2 0 0 0 0 1 0

Area 3 0 0 0 0 0 0

Area 4 0 0 1 0 0 0

Area 5 0 0 0 0 0 1

Area 6 0 0 0 1 0 0

Area 7 0 1 0 0 0 0

Area 8 1 0 0 0 0 0
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According to Table 3, the “fastest-to-resolve” defects belong to Clusters
3, 4, and 0. Cluster 3 contains the bugs with a large number of collateral
comments. This may be explained by the bug being poorly documented by the
QA, or by the fact that the developers fixed the symptoms of the bug instead
of eliminating the root cause. This, in turn, may result from area 6 being a
complex area. Clusters 0 and 4 contain the bugs that do not require collateral
comments and are easy to resolve. This may stem from these areas, i.e. area 8
and area 2, being simpler. The difference between the bugs of these two clusters
is in the levels of priority.

According to Table 3, the “longest-to-resolve” defects belong to Clusters
1 and 5. Cluster 5 comprises the defects that are hard to describe and/or
resolve. Since this cluster is related to area 5, this might be a signal of the
complexity of this area. Cluster 1 contains the “longest-to-resolve” defects, but
the lowest number of collateral comments among all the clusters. As these defects
correspond to area 7, this area might contain easy-to-resolve, but low-priority
bugs, that is also confirmed by the difference in the priority number between
Clusters 5 and 0.

The time to resolve in Cluster 2 is close to the mean. The number of collat-
eral comments in this area is low, but the number of attached files is high. Since
this cluster is related to area 4, this area might require several attachments,
such as transaction logs, screenshots, etc.

Table 4. Final centroids of the second project

Cluster 0 Cluster 1 Cluster 2 Cluster 3 Cluster 4

Number of bugs/
attribute

578 1855 2051 659 645

Priority Priority3 Priority2 Priority2 Priority3 Priority3

Status Status3 Status1 Status1 Status1 Status1

Resolution Resolution1 Resolution2 Resolution2 Resolution2 Resolution2

Time to resolve −0.4452 −0.0537 −0.2282 0.8606 0.3999

Count of comments 0.5361 −0.1157 −0.1576 −0.1688 0.526

Count of
attachments

0.0263 0.1243 −0.181 0.0025 0.1921

Area 1 0 0 0 0 0

Area 2 0 0 0 0 0

Area 3 0 0 0 0 0

Area 4 0 0 0 0 0

Area 5 0 0 0 0 0

Area 6 0 0 0 0 1

Area 7 0 0 0 0 0

Area 8 0 0 0 1 0

Area 9 0 1 0 0 0

Area 10 0 0 0 0 0
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According to Table 4, the “fastest-to-resolve” defects belong to Clusters
0, 1, and 2. Cluster 0 contains the bugs with a large number of collateral
comments, but, at the same time, the Priority and Status of this cluster differ
from Clusters 1 and 2. Thus, the bugs of this cluster are in a peculiar state, that
being a particular phase of a bug’s life cycle. In addition, Cluster 0 does not
have a pronounced area of testing. The majority of defects in this cluster belong
to areas 6, 8, and 9. Cluster 1 has few comments, but does have attachment
files. This cluster corresponds to area 9. Cluster 2 contains the bugs that do not
require collateral comments or attachments, so they are easy to resolve. Cluster
2 does not have a specific area of testing. However, most of its defects belong
to areas 2, 4, 6, and 8.

According to Table 4, the “longest-to-resolve” defects belong to Clusters 3
and 4. Cluster 3 contains the “longest-to-resolve” defects, but the lowest num-
ber of collateral comments among all the clusters. As these defects correspond to
area 8, this area might contain easy-to-resolve, but low-priority bugs. Cluster 4
comprises the defects that are hard to describe and/or resolve. Since this cluster
is related to area 6, this might be a signal of the complexity of this area. In some
cases, such defects require fixing, but this activity can influence the other areas,
so the time to resolve gets extended.

From this we can conclude that the clusters of the first and the second
projects constructed during the research are strongly connected to the areas of
testing. Some areas require more time to resolve and/or more additional informa-
tion in the description. Other areas need less time to resolve. So the specificity
of the area defines the nature of defects and allows us to correct our testing
strategy.

6 Conclusion

This paper is devoted to clustering software defects.
We made use of an extraordinary set of attributes for the cluster analysis that

we performed, which distinguishes our paper from other research in the field.
In addition to taking into account the numeric and the categorical attributes
that are described explicitly, we also used the following implicit attributes: the
Time to resolve and the Area of testing. These implicit attributes, especially the
latter, require additional computing, which calls for a preliminary classification
of defects. In this work, we used the k-means algorithm, setting the number of
clusters by calculating the Silhouette and the Davies-Bouldin indices.

Clustering provides an opportunity to understand the nature of defects and
the complexity of different testing areas, as well as to improve the testing
strategy.

In the nearest future, we plan to use this method to build an automated
recommendation system for Project Managers and QA Team Leads, to improve
the existing processes of developing the testing strategies and plans. Also we
plan to analyze threats to validity.



162 A. Gromova

References

1. Bhattacharya, P., Neamtiu, I.: Bug-fix time prediction models: Can we do better?
In: Proceedings of 8th Working Conference Mining Software Repositories, New
York, pp. 207–210. ACM (2011)

2. Breiman, L.: Random forests. J. Mach. Learn. 45(1), 5–32 (2001)
3. Chaddock, R.E.: Principles and Methods of Statistics, 1st edn. Houghton Miffin

Company, The Riverside Press, Cambridge (1952)
4. Coves, T.F., Hruschka, E.R.: Towards improving cluster-based feature selection

with a simplified silhouette filter. Inf. Sci. 181(18), 3766–3782 (2011)
5. Dash, M., Liu, H.: Consistency-based search in feature selection. J. Artif. Intel.

151(1–2), 155–176 (2003)
6. Desgraupes, B.: Clustering Indices. Journal of University Paris Ouest - Lab

ModalX, pp. 1–34 (2013)
7. Durgesh, K.S., Lekha, B.: Data classification using support vector machine. J.

Theor. Appl. Inf. Technol. 12(1), 1–7 (2010)
8. Freund, R.J., Wilson, W.J.: Regression Analysis: Statistical Modeling of a

Response Variable. Academic Press, San Diego (1998)
9. Fry, Z.P., Weimer, W.: Clustering static analysis defect reports to reduce main-

tenance costs. In: Proceedings of Working Conference on Reverse Engineering,
WCRE, pp. 282–291 (2013)

10. Gromova, A.: Defect Report Classification in Accordance with Areas of Test-
ing/Proceedings of TMPA 2017 Conference. To be published in Springer CCIS
series in 2017

11. Guo, P.J., Zimmermann, T., Nagappan, N., Murphy, B.: Characterizing and pre-
dicting which bugs get fixed: an empirical study of microsoft windows. In: Proceed-
ings of 32nd ACM/IEEE International Conference Software Engineering, vol. 1,
series ICSE 2010, New York, pp. 495–504. ACM (2010)

12. Hall, M.A.: Correlation-based Feature Subset Selection for Machine Learning.
Hamilton, New Zealand (1998)

13. Hartigan, J., Wong, M.: A k-means clustering algorithm. Appl. Stat. 28(1), 100–
108 (1979)

14. Hooimeijer, P., Weimer, W.: Modeling bug report quality. In: ASE 2007: Proceed-
ings of the Twenty-second IEEE/ACM International Conference on Automated
Software Engineering, pp. 34–43 (2007)

15. Lamkanfi, A., Demeyer, S., Soetens, Q., Verdonck, T.: Comparing mining algo-
rithms for predicting the severity of a reported bug. In: Proceedings of 15th
European Conference Software Maintenance Reengineering (CSMR), pp. 249–258
(2011)

16. Limsettho, N., Hata, H., Monden, A., Matsumoto, K.: Automatic unsupervised bug
report categorization. In: 2014 6th International Workshop on Empirical Software
Engineering in Practice, pp. 7–12 (2014)

17. Manning, C.D., Raghavan, P., Schutze, H.: Introduction to Information Retrieval.
Cambridge University Press, New York (2008)

18. Minh, P.N.: An approach to detecting duplicate bug reports using n-gram features
and cluster chrinkage technique. Int. J. Sci. Res. Publ. (IJSRP) 4(5), 89–100 (2014)

19. Sarstedt, M., Mooi, E.: A Concise Guide To Market Research. The Process, Data,
and Methods Using IBM SPSS Statistics. Springer, Heidelberg (2011). https://doi.
org/10.1007/978-3-642-53965-7

https://doi.org/10.1007/978-3-642-53965-7
https://doi.org/10.1007/978-3-642-53965-7


Using Cluster Analysis for Characteristics Detection 163

20. Nagwani, N.K., Bhansali, A.: A data mining model to predict software bug com-
plexity using bug estimation and clustering. In: Proceedings of 2010 International
Conference Recent Trends Information Telecommunication Computer series ITC
2010, pp. 13–17, IEEE Computer Society, Washington, DC. (2010)

21. Nicolosi, N.: Feature Selection Methods for Text Classification (2008)
22. Quinlan, I.R.: C4.5: Programs For Machine Learning. Morgan Kaufman,

San Francisco (1993)
23. Rish, I.: An empirical study of the naive bayes classifier. In: Proceedings of the

IJCAI 2001 Workshop on Empirical Methods in Artificial Intelligence, pp. 41–46
(2001)

24. Rus, V., Nan, X., Shiva, S., Chen, Y.: Clustering of defect reports using graph
partitioning algorithms. In: Proceedings of the 21st International Conference on
Software Engineering and Knowledge Engineering, pp. 442–445 (2009)

25. Strate, J.D., Laplante, P.A.: A literature review of research in software defect
reporting. IEEE Trans. Reliab. 62, 444–454 (2013)

26. Weiss, C., Premraj, R., Zimmermann, T., Zeller, A.: How long will it take to fix this
bug? In: Proceedings 4th International Workshop Mining Software Repositories,
series. MSR 2007, vol. 1, IEEE Computer Society, Washington, DC. (2007)

27. Witten, I.H., Frank, E.: Data Mining: Practical Machine Learning Tools and Tech-
niques, 2nd edn. Morgan Kaufman, San Francisco (2005)

28. Zhou, Y., Tong, Y., Gu, R., Gall, H.C.: Combining text mining and data mining
for bug report classification. In: Proceedings of 30th International Conference on
Software Maintenance and Evolution (ICSM/ICSME), pp. 311–320. IEEE (2014)



A Machine Learning Approach to Enhanced Oil
Recovery Prediction

Fedor Krasnov(B) , Nikolay Glavnov, and Alexander Sitnikov

Gazpromneft NTC, 75-79 Moika River emb., St. Petersburg 190000, Russia
krasnov.fv@gazprom-neft.ru

http://ntc.gazprom-neft.ru

Abstract. In a number of computational experiments, a meta-
algorithm is used to solve the problems of the oil and gas industry. Such
experiments begin in the hydrodynamic simulator, where the value of the
function is calculated for specific nodal values of the parameters based
on the physical laws of fluid flow through porous media. Then, the values
of the function are calculated, either on a more detailed set of parameter
values, or for parameter values that go beyond the nodal values.

Among other purposes, such an approach is used to calculate incre-
mental oil production resulting from the application of various methods
of enhanced oil recovery (EOR).

The authors found out that in comparison with the traditional com-
putational experiments on a regular grid, computation using machine
learning algorithms could prove more productive.

Keywords: Enhanced oil recovery · EOR · Random forest
Regular grid interpolation

1 Proxy Model Approach

One of the main reasons for the appearance of the meta-algorithms in Oil&Gaz
industry is the limitations on the speed of hydrodynamic modeling. In the future,
when any specialist of an organization will be able to vary the values of the
parameters at any time and within a wide range and get the required values of the
function in near-real-time mode, the need for a meta-algorithm will disappear.
Meanwhile, it takes experts hours or even days to perform modeling for one set
of parameters on high-cost, high-performance clusters (HPC). Thus, there is a
need for astute preparation of data for further processing. Since the need to
change the parameters can occur several times a day and with a whole variety
of specialists, an efficient meta-algorithm is an urgent necessity.

As a result of applying the meta-algorithm, a model - sometimes called a
proxy model - is obtained in [1,2]. At the input, the proxy model receives a set
of parameters. Then, it outputs the value of the physical function from these
parameters, performing interpolation or extrapolation based on the previously
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calculated values of the function in the nodal values of the parameters. The com-
pleted proxy model does not require a large amount of computational resources
and works in a close-to-real-time mode. It yields immediate results.

In this article, we consider two different approaches to constructing a proxy
model, using the example of a computational experiment to study the increment
in oil production using miscible displacement by carbon dioxide injection.

2 Hydrodynamic Simulation

To obtain the first estimate of additional oil production from tertiary methods
for increasing oil recovery, representative curves in the hydrocarbon pore volume
injection and the enhanced oil recovery coordinates are used.

Fig. 1. Representative curve of enhanced oil recovery versus HCPVI.

These curves on Figs. 1 and 2 are most often obtained as a result of statistical
analysis of the actually implemented field projects, or from simplified analyti-
cal dependencies and, less often, from the results of multivariate calculations
on synthetic simulation models. The latter method of obtaining representative
curves for the technology of alternating injection of carbon dioxide and water
into the reservoir with miscibility was applied in this article.

The simulation was carried out on an Eclipse 300 composite simulator
(Schlumberger) which allows to reproduce the process of miscible displacement.
The model is a segment of a five-point element of the development system, with
vertical wells in the corners. In our experiment, additional oil production is cal-
culated by varying the following parameters:

– Oil properties (density, viscosity, saturation pressure). In order to take into
account the influence of the properties of the reservoir system on the displace-
ment efficiency, three models of reservoir oil were created with characteristics
covering the entire range (223 objects) of the properties of the reservoir oil
of the available oil samples.
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Fig. 2. Representative curve of enhanced CO2 production versus HCPVI.

– The actual value of the residual oil saturation, obtained from the results of
core filtration experiments in the oil-water system, determines the amount of
oil that is not attracted by water flooding. During carbon dioxide displace-
ment, a decrease in the residual oil saturation is detected due to a decrease
in the tension between the displacing agent and the oil, accompanied by the
dissolution process.

– Heterogeneity of permeability: Based on the results of interpretation of logs
of exploratory wells through the formula for determining the Dykstra-Parsons
coefficient, the values for all the considered objects are calculated. For the sake
of variety, four values with almost uniform coverage of the whole interval are
picked out.

– Relative phase permeability: to determine the nodal values of the endpoints
of the relative phase permeability and the values of the residual water and
oil saturation, the results of the laboratory core studies are generalized. To
cover the whole range of phase permeability by modeling, the values of the
maximum relative phase permeability in gas and water were chosen to cor-
respond to the average value, as well as to two values close to the maximum
and the minimum values

– The current oil saturation: in the calculations, the degree of production of
stocks was computed by changing the initial oil saturation of the grid when
the model was initialized. Three values were identified: the first-production
fluid, the average yield, and the produced object.

A total of 324 simulation models were generated. Based on them, 972 calcu-
lations were performed (3 per each model). The results of the simulations were
grouped into one summary database, in which up to 486 representative curves
were processed.

Above on Fig. 3 are the statistics of the time spent on calculating one variant,
the average value of which was 90 min.
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Fig. 3. Simulation time.

2.1 An Approach to Creating a Proxy Model Based
on Multidimensional Linear Interpolation

One of the approaches to creating a proxy model is linear multidimensional
interpolation described in [3]. To understand it, we will consider the parameter
space as a multidimensional cube, in which each dimension is formed by a vector
of values of one parameter. Then, the resulting function can also be represented
as a vector. The process of creating a proxy-model will contain the following
steps:

1. Reading the parameters and values of the function from the results of hydro-
dynamic modeling;

2. Vectorizing the parameters and the resulting function;
3. Constructing a multidimensional cube of parameters;
4. Constructing an interpolation function;
5. Determining the dimensions of new parameter vectors;
6. Creating the new parameter vectors;
7. Performing interpolation of new parameter vectors by means of an interpola-

tion function;
8. Exporting the received proxy-model in a format convenient for use.

The essence of modeling based on multidimensional linear interpolation is
to choose the step of changing new parameters so that the resulting parameter
vectors would have the nodal values in their composition and cover the range,
necessary for the model, with a sufficient amount of steps. In other words, if you
have Parameter P1 with Dimension 3, for which calculations are made in the
nodal values of 0.1, 0.5, 0.9, and there is a need for the values of the function at
0.4 and 0.8, then for the new vector, it will be sufficient to select Step 0.1 and
Dimension 9. Thus, the parameters are meshed on a regular grid.

In the case when the dimension of the parameter space is greater than 2, we
can no longer apply the Spline methods described, among other resources, in [5].
In our case, the dimension of the parameter space is 6 (including the pumped
pore volume parameter).
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In addition, it is worth noting that the choice of the step should be made,
taking into account the capabilities of the computing resources. The vectorized
parameter space, represented as a multidimensional array of rational numbers,
must correspond to the sizes of the available server RAM for calculations. Under
the finished proxy model, in our case, we can understand an MS Excel table
with seven columns: six for input parameters and one for the resulting function.
Such a presentation is as clear as possible to a wide range of specialists within an
organization and allows further research based on the proxy mode data. Figure 4
below shows the dependence of additional production on residual oil saturation
and heterogeneity of permeability, with the other parameters having fixed values.

Fig. 4. Additional oil production on a regular interpolation grid model (Pvt = 1.00,
KwKg = 0.05, Knn= 0.40, Hcpv = 145).

2.2 An Approach to Creating a Proxy Model Based on Machine
Learning Methods

Our task belongs to the class of regression-building tasks, from the point of view
of machine learning methods. One common and universal regressor is Random
Forest - a method coined by Breiman [7]. Random forest is a set of decision
trees. In a regression problem, their answers are averaged, in the classification
problem - a decision is made by voting on the majority. All trees are constructed
independently according to the following scheme [6]:

– A subsample of a training sample of a certain size is chosen. Subsequently,
a decision tree is constructed on it (there is a separate subsample for each
tree);

– For the construction of each splitting in the tree, a certain number of random
features sets is observed. A separate random features set is defined for each
new splitting;

– Finally, the best feature is selected based on a predetermined criterion and
the splitting goes on according to that criterion. In the original algorithm,



A Machine Learning Approach to Enhanced Oil Recovery 169

the tree is constructed until the subsample is exhausted, and until the rep-
resentatives of only one class remain in the leaves. However, in the modern
implementations, there are parameters that limit the height of the tree, the
number of objects in the leaves, and the number of objects in the subsample,
under which the splitting is performed.

This construction scheme corresponds to the main principle of ensemble
training [9] - the construction of a machine learning algorithm based on sev-
eral, in this case, decision trees: the basic algorithms must be good and diverse.

In the above mentioned formulation of the problem of predicting additional
oil production, we are training the regressor on the six available parameters
and the values of the additional oil recovery factor. Then, we use the resulting
regression model for the calculation of values of the additional oil recovery factor
based on the new parameter values.

When evaluating the accuracy of the model by predicting the values of the
known parameters, the determination coefficient (scaling R-squared) is 0.99 for
a test sample of 100 parameter sets. We can also immediately distribute the
features by degree of importance (Table 1):

Table 1. Feature importance

Feature Importance

Oil properties (density, viscosity, saturation pressure) 0.016

The actual value of the residual oil saturation 0.032

Heterogeneity of permeability 0.488

Relative phase permeability 0.041

Current oil saturation 0.026

Pore volume injection (time) 0.397

The accuracy of the result will depend on the Heterogeneity of permeability
(Vdp) and Pore volume injection (Time) much more than on the other param-
eters, as shown in Fig. 5.

You can also evaluate the effect of the number of hydrodynamic simulations
on the accuracy of the prediction result.

3 Computational Methods and Algorithms

For calculations, the Python environment was chosen. The choice of Python
owes to its extensive capabilities for working with data arrays as matrices, pro-
vided by the NumPy library [13]. To work on exporting and importing data to
the MS Excel format, the Pandas library [14] was used. For the interpolation
of multidimensional surfaces, the SciPy library classes were used. 3D surfaces
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Fig. 5. Additional oil recovery factor on the random forest model.

are rendered using the Matplotlib library. As a software implementation of mul-
tidimensional linear interpolation, the Regular Grid Interpolator method from
the SciPy library was selected [11,12]. One of the advantages of this method is
that it uses the possibilities of a regular grid, instead of the resource-intensive
triangulation of the parameter space. Random Forest uses the implementation
of scikit-learn [10].

The performance of the libraries used fell within the requirements of the “on
demand” computing time. Calculations were performed on a 64-core Linux-run
OS (CentOS 7). For the fullest possible use of Multi-core processors, the authors
used the Math Kernel Library.

4 Conclusions and Future Directions of Research

It is important to note that this approach should be applied on a regional scale.
The authors made the calculation for the entire range of parameter values of
the Gazprom Neft fields. In other words, having calculated the additional oil
recovery factor once, you can continue working by proxy models (MS Excel
tables) without resorting to more calculations, but simply by finding the required
set of parameters and the corresponding additional oil recovery factor.

Multidimensional regression using the Random Forest method is a modern
and high-performance tool. It meets the requirements of the task of constructing
proxy models for calculating the additional oil recovery factor in the range of
properties covering all Gazprom Neft fields. It is important to notice complete
continuity with respect to multidimensional linear interpolation: on the same
data, the same results are obtained with accuracy. Multidimensional regression
using the Random Forest method has a number of additional advantages over
the method of multidimensional linear interpolation. Namely:
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– An ability to take into account the importance of the parameters.
– An ability to determine a sufficient number of calculations of the hydrody-

namic models, based on the required accuracy.

The main conclusion of this article is a significant simplification of computa-
tions, a significant reduction in the requirements for computational resources
and achievement of better predictability of the simulated function, when apply-
ing machine learning methods.
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Abstract. The topical problem of automatic establishing the correspon-
dence of spatial objects on different maps of the same terrain without a
priori information about key points is considered in the article. The basis
of the algorithm is the methods of persistent homology which allow us
to identify objects with topological deformations, but with the preserva-
tion of the structure of the object. These properties are manifested when
displaying objects on maps of different scales or for different periods of
time. The results of studies on the implementation of the algorithm for
comparing maps from natural objects and for data analysis in municipal
geographic information systems are shown.

Keywords: Barcode · Computational topology
Maps of different scales · Spatial objects · Topological relationships

1 Introduction

Comparison of spatial objects on two maps of the same area is an urgent task
[1–3]. It has a set of different applications such as updating of maps, comparison
of multi-scale maps, object search on a map, selection of similar objects according
to certain features [4–6]. Maps can store the heterogeneous information presented
in a raster or vectorial form. It is possible to select the following approaches for
the decision of this task. Many software applications used correlative approaches
to accomplishing this task. They are based on the computation of correlation
coefficient between the compared images [7]. Also, there is a number of algo-
rithms and approaches which apply geometrical features for comparing similar
objects. Such characteristics as the center of masses, the area and perimeter of
a convex shell, and also their relation, etc. are calculated. It is expedient to use
these methods when objects are identical to each other and these characteristics
remain in the case of affine transformations. Cartographical objects which are
located at different scales or change in time can have another form, but it can
be similar to the form of a compared object.

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 172–182, 2018.
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After generalization spatial objects become simpler. A source object is
deformed. That complicates the use of standard algorithms for comparison of
objects at different scales. However, the same object saves the structure and
global topological features in the case of generalization. Thus, it is natural to
use topological object properties which are invariant to similar deformations and
distortions [8,9].

Also very often key points apply in the case of comparison of heterogeneous
maps, for example, a point at the central intersection. Such comparison of maps
requires at least two points. However, most often these key points need to be
marked manually. Besides, there can be big errors while comparing objects.

Thus, the task of the comparison of spatial objects with small deformations
without the use of key points is considered in the article. In order to accomplish
this task, it is offered to take methods of persistent homology which consider
topological properties of a set of points as a basis [10–12].

2 Methodology

The persistent homology belongs to methods of topological data analysis [13–15].
It begins to be used widely in different areas such as image or signal process-
ing, the analysis of DNA, cluster analysis, text analysis [16,17]. The essence
of the method is in finding regularities from small-size data, i.e. to reveal such
structures which will steadily remain in the case of topological deformations and
distortions.

Data can be presented in a different way. We consider them as a set of
points. Mathematically the method of persistent homology can be described as
follows. The radius r circle is built around each point from a data set V =
{vα1 , vα2 , .., vαn

}. Vertices which are inside the circle are connected by an edge.
If three vertices are inside the circle, then the triangle with the filled internal part
is formed. Thus, we receive simplexes σn = 〈vα1 , vα2 , .., vαn

〉. We will consider
the following simplexes: point, line and triangle (Fig. 1(a–c)), i.e. σ1 = 〈vα1〉,
σ2 = 〈vα1 , vα2〉 and σ3 = 〈vα1 , vα2 , vα3〉.

Fig. 1. Simplexes in the form of a point, a line and a triangle with the filled internal
part.

The simplicial complex K represents a combination of all simplexes on radius
r provided that the boundary of each simplex belongs to K and for two any sim-
plexes this is correct: σ1 ∩ σ2 = ∅ or σ1 ∩ σ2 have the general edge σ1, σ2 ∈ K.
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Besides, topological properties such as quantity of components of connectiv-
ity and quantity of holes for each simplicial complex K are calculated. This
information is saved in a barcode. Edelsbrunner proposes an algorithm for the
computation of a barcode [13].

Initial distance r is a minimum distance between objects on a map and a max-
imum distance is equal to the greatest distance between objects respectively. The
number of simplexes and topological features changes in the case of an increase
in distance. The number of simplexes increases, making new components of con-
nectivity and holes afterwards integrating them. The number of components of
connectivity is equal to one on the longest distance r as all available components
are integrated into one.

Fig. 2. (a) The source raster object, (b) the object contour, (c) the rarefied point space,
(d, e, f, g, h, i) process of creation of simplicial complexes in case of different values
r(0; 80; 90; 130; 170; 210; 420) and (j) barcode.

The example of a process of formation of a simplicial complex K is presented
in Fig. 2(c–i). After receiving rarefied point space (Fig. 2(c)) we begin to increase
gradually radius and to connect points. We can watch formation of 8 components
of connectivity in Fig. 2(d). In Fig. 2(e) the new component and one component
received from two others are added. All components integrate in one in the case
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of further increase in radius (Fig. 2(f)). Also, we watch formation of two holes.
Six holes is formed in Fig. 2(g). Disappearance of some holes as a result of their
partition on simplexes is fixed in Fig. 2(h). Figure 2(i) represents an object where
all points are connected among themselves. The barcode of an object is shown
in Fig. 2(j).

As a result, we receive the sequence of simplicial complexes

∅ ⊂ K1 ⊂ K2 ⊂ ... ⊂ Km.

Bettie’s numbers β0(r) and β1(r) are applied to the computation of topological
features. β0(r) is the number of components of connectivity on radius r, and
β1(r) is the number of holes [18]. Each component of connectivity and hole have
creation start time and end time: d(χ)−b(χ), where χ is a life line of a topological
feature.

The chart of persistence represents a set of all life lines which will form
barcode

Dgm(V ) = {ci}(i = 1, 2, ..., l),

where V is a source point set.

ci = d(χi) − b(χi)},

where ci is the existence time of a component or hole, l is the number of com-
ponents of connectivity or holes.

Stable features are shown on the big ranges of distances ci of barcode
Dgm(V ) and are a basis for the further analysis. The features which are shown at
small distances ci are the “noise” distorting idea of the layout of spatial objects
and aren’t subject to review.

3 Algorithm for Barcode Analysis of Spatial Objects

In this section, we present our algorithm for comparing of barcodes of spatial
objects. It is an important step of our approach for establishing the correspon-
dence of spatial objects on heterogeneous maps.

Source data are two sets of points of contours of the bitmap image X =
{xα1 , xα2 , .., xαn

} and Y = {yα1 , yα2 , .., yαm
}. The number of points n and m

can be different. Besides, the number of points can be rather big therefore for
an acceleration of operation of an algorithm we will use rarefied space of points.
First, we will calculate key points which correspond to angles and characteristics
of a contour. Then the remained points will be uniformly distributed on all space
of points.

Barcodes Dgm(X) and Dgm(Y ) are built on each set of points X and Y . We
will consider barcodes for the analysis of holes. The algorithm works similarly for
barcode analysis of components of connectivity. In fact, we receive two vectors
of the topological features representing lines of the existence of each hole. The
number of holes, i.e. capacities |Dgm(X)| and |Dgm(Y )| can be also various.
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It is required to determine a level of similarity of topological features of two
objects on the basis of data of a barcode. Long lines of existence correspond
to steady characteristics and they play a key role in the case of identification
of objects. We will consider that if length of lines there is smaller some given
threshold, i.e. ci

X , cj
Y < ε(i ∈ 1, 2, .., lX , j ∈ 1, 2, .., lY ), then they are noise and

don’t join in the analysis.
We will sort two vectors Dgm(X) and Dgm(Y ) in decreasing order, i.e.

ci
X ≥ ci+1

X (i ∈ 1, 2, .., lX−1) and cj
Y ≥ cj+1

Y (j ∈ 1, 2, .., lY −1).
To allocate the significance of the first hole we normalize barcodes Dgm(X)

and Dgm(Y ) on the maximum element. We will find the greatest length among
two barcodes Dgm(X) and Dgm(Y ): max = max(c1X , c1Y ). If c1X < max, then
ci
X = ci

X · max
c1X

(i = 2, 3, .., lX). If c1Y < max, then cj
Y = cj

Y · max
c1Y

(j = 2, 3, .., lY ).
Then we will calculate the number of all values of each vector:

SX =
lX∑

i=1

ci
X , SY =

lY∑

j=1

cj
Y .

We will determine the weight of each parameter from barcodes Dgm(X) and
Dgm(Y ) on the basis of total amount. It becomes the relation of value of each
length of the line of existence of a hole in a barcode to the total amount of
all parameters: p = {p1, p2, .., plX}, where pi = ciX

SX
(i = 1, 2, .., lX), and t =

{t1, t2, .., tlY }, where tj = cjY
SY

(j = 1, 2, .., lY ).
To determine similarity of vectors Dgm(X) and Dgm(Y ), we will calculate

the relation of their elements which have identical indexes:

z = {z1, z2, .., zmin(lX ,lY )},

where zi =

⎧
⎨

⎩

ciX
ciY

, if ci
X < ci

Y

ciY
ciX

, otherwise
(i = 1, 2, ..,min(lX , lY )).

In places where the index goes beyond amount of values of one of vectors
Dgm(X) and Dgm(Y ), parameters are considered as unlike and zmin(lX ,lY )+1 =
zmin(lX ,lY )+2 = ... = zmax(lX ,lY ) = 0.

Further, we will increase similarity vector z on a vector of weights p or t
which is maximum on capacity (operation of multiplication) and we will add
these results to calculate a similarity index Q:

Q =

⎧
⎪⎪⎨

⎪⎪⎩

lX∑
i=1

zi · pi, if lX > lY

lY∑
i=1

zi · ti, otherwise
(1)

Having these indices for all objects, we have an opportunity to allocate the
most similar object on topology and to take it for an identical one.

Let Qh is the index of similarity on holes and Qc is the index of similarity on
connectivity components. These indices are calculated on the Eq. 1. Their dif-
ferences consist in source barcodes Dgm(X) and Dgm(Y ). In the case with Qh
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they are formed by the analysis of holes, and in the case with Qc are formed by
the analysis of connectivity components.

Experiments have shown which barcode on holes has the most part of the
percent of similarity in comparison with connectivity components. It can be
expressed as follows w is the share of a barcode on holes, and l − w is the share
of a barcode on connectivity components. In the article, w = 75 experimentally is
accepted, i.e. the barcode on holes gives a contribution of 75%, and the barcode
on connectivity components gives 25%. The index of similarity Qh is multiplied
by 0.75, and the index of similarity Qc is multiplied by 0.25. Thus, general index
of similarity of Qs = Qh+Qc. Completely similar objects will give Qs = 100.

4 Results

4.1 Comparison of Objects in the Case of Map Generalization

The part of the river on multi-scale maps is considered as an example for the
analysis of the operation of an algorithm. Contours of the river are shown in
Fig. 3(a–d). Objects with a large number of details in contrast to Fig. 3(d) are
shown in Fig. 3(a).

Fig. 3. Contours of maps of the rivers at different scales with different detailing.

We will build a barcode on the basis of a rarefied set of points (Fig. 4(a–d)).
Comparing barcodes (Fig. 6(a–c)), their visual similarity is noted though map

objects at each new scale have fewer details in comparison with a previous one.
Their form becomes more rough and angular. However, topological properties in
the form of holes remain (Fig. 5(a–d)). The barcode in Fig. 6(d) differs from all
the barcodes. This difference is caused by the strong simplification of the source
map. The numerical characteristics of similarity calculated according to Eq. 1
are presented in Table 1 where a, b, c, d are objects presented in Fig. 3.

From Table 1 it is visible that indices of similarity of objects a, b, c have the
close values. However, the object in Fig. 3(d) showed low results of similarity
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Fig. 4. Rarefied space of points of natural objects at different scales.

Fig. 5. Complexes in the course of formation of a barcode of natural objects at different
scales at which it is possible to see the general structural elements (holes) visually.

Fig. 6. Barcodes of holes of natural objects at different scales.
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Table 1. Numerical characteristics of topological similarity of natural objects at dif-
ferent scales.

Rivers

a b c d

Qh Qc Qs Qh Qc Qs Qh Qc Qs Qh Qc Qs

a 75 25 100 49,53 21,18 70,71 51,08 18,23 69,31 23,74 18,37 42,11

b 75 25 100 57,43 20,82 78,25 27,42 20,98 48,40

c 75 25 100 31,14 24,81 55,95

d 75 25 100

with other objects. In spite of the fact that all objects have similar main holes
(Fig. 5(a–d)). The object on Fig. 3(d) has the minimum width of the bed of the
river in difference from other objects. It is an important index because width of
the bed of the river throughout all research forms a steady hole.

Total similarity and similarity on holes, on components of connectivity are
specified for each object.

4.2 Comparison of Objects in the Case of Deformation of an Object

Comparison of objects in municipal GIS is complicated by the allocation of
contours in connection with the existence of the superimposed objects on a map
(Fig. 2(a)). We will execute deformation (Fig. 7(b)) and distortion (Fig. 7(c))
over the initial building (Fig. 7(a)). Further, we conduct similar researches, as in
Sect. 4.1. Their results are shown in Figs. 8, 9 and 10.

Fig. 7. Contours of municipal objects: (a) the source object, (b) the building with
stretching, (c) the building with stretching and distortions.

We remove noise and we compare objects on barcodes without noise in con-
trast to maps of the rivers in the analysis of buildings (Table 2).

Wee see in Table 2 that an object a is similar to an object c stronger than to
object b. It is connected with the fact that when stretching object b we increased
the distance between touch points of two objects, i.e. reduced narrowings visually
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Fig. 8. Rarefied space of points of municipal objects: (a) the source object, (b) the
building with stretching, (c) the building with stretching and distortions.

Fig. 9. Complexes in the course of formation of a barcode of municipal objects: (a) the
source object, (b) the building with stretching, (c) the building with stretching and
distortions.

Fig. 10. Barcodes of holes with noise (a, b, c) and without noise (d, e, f) of municipal
objects: (a, d) the source object, (b, e) the building with stretching, (c, f) the building
with stretching and distortions.

Table 2. Numerical characteristics of topological similarity of municipal objects in the
case of deformations and distortions.

City buildings

a b c

Qh Qc Qs Qh Qc Qs Qh Qc Qs

a 75 25 100 50,17 23,87 74,04 63,25 24,35 87,60

b 75 25 100 60,33 24,50 84,83

c 75 25 100
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dividing an object into several parts. As a result in the case of formation of holes
the edge in this place turned out longer and was created in the case of a bigger
radius. It influenced the later appearance of a hole.

It is necessary to note that as a result of deformation the bottleneck changed
the form towards narrowing again. Though stretching was applied to an object c
and the bottleneck was expanded. It led to the earlier appearance of a hole and
prolonged time of its existence, then having made it more similar to object a.

The analysis of results shows the close similarity of barcodes of natural
objects in the case of insignificant changes of detailing after generalization. How-
ever, the source barcode and the last one already strongly differ from each other
in the case of a strong generalization. But the structure of an object remains,
i.e. global characteristics of a source object match to global characteristics of
an object after generalization in spite of the fact that detail information on one
of the maps is absent. Also general topological features between buildings after
deformation and distortions were revealed in the analysis of municipal objects.

5 Conclusion and Future Work

The task of comparison of objects on heterogeneous maps is considered in the
article. The basis of an algorithm is the analysis of the form of objects which
are exposed to deformations and distortions. However, the general structure of
an object remains. Methods of persistent homology are invariant to such defor-
mations. In order to compare spatial objects from different maps, their barcodes
are analyzed. The algorithm for comparing of barcodes of two objects on raster
maps is developed. The research of operation of an algorithm for different defor-
mations of an object such as stretching an object and generalization of an object
with saving the general structure is conducted. Results of experiments and com-
parison of spatial objects for natural and municipal maps are given.

Further, this approach can be used for accomplishing the following tasks.
First, this automatic filling of attributive data of a map of one scale on the basis
of data of a map of another scale. It will allow to carry out a quicker integration of
spatial and semantic data of multi-scale maps. Also, an auto update of semantic
information is urgent for maps of the same terrain for a different time frame.
Another important direction of research in this field is an analysis of the video
sequence received from the flight vehicle and comparison to the 3D model of
terrain.

Acknowledgment. The reported study was funded by RFBR and Vladimir region
according to the research project №17-47-330387.
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Abstract. In this paper, we present novel winning team predicting mod-
els and compare the accuracy of the obtained prediction with TrueSkill
model of ranking individual players impact based on their impact in team
victory for the two most popular online games: “Dota 2” and “Counter-
Strike: Global Offensive”. In both cases, we present game analytics for
predicting winning team based on game statistics and TrueSkill.

Keywords: Game analytics · Rating systems · TrueSkill
Machine learning · Data mining · Counter-Strike · Dota 2

1 Introduction

eSport is a rapidly growing direction having the advantage over traditional sports
[1]. While some people still don’t take it seriously, the viewership count records
as well as prize pool records are being updated regularly during the biggest tour-
naments, reaching millions watching Dota 2 or Counter-Strike:GO. Both of the
games are most popular games with over 500 000 humans playing simultaneously
[2]. Such a popularity becomes a base for many betting companies oriented on
eSport events [3].

It is worth mentioning, that eSport has a great advantage for game analytics
over classic sport games providing structured information on the matches held
online [4]. Many studies compared forecasting market with several rankings that
appear not to be of high relevance to the real results [5,6] due to limitations of
information aggregation on the whole teams and bias of ratings with respect to
different artificial measures. We aim to study on the quality of winning team
prediction based on in-game analytics and individual rating systems. There are
two aspects of sport analytics that we wanted to take into account in the current
research: evaluation of players’ ratings system for match making in online games
and predicting the match outcome.

The task of assessing the level of the game of individual players in team
eSport online games is of high practical importance. This work is focused on
the popular eSport multiplayer online battle arena (MOBA) discipline Dota 2.
c© Springer International Publishing AG 2018
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The aim of the work is to develop a method for ranking players of one team
on the basis of personal contribution to the victory in the match. The Bayes
formula and logistic regression are used as the core idea of the ranking system.
The ratio of the estimated probabilities of team victory in the match based on the
information about each single player of this team and on the information about
the team as a whole. The result of the work is a model that allows estimating the
player’s contribution to the team victory using the basic game indicators and
their dynamics throughout the match. In addition, the model makes it possible
to compare the importance of factors influencing the victory, and can be used
for match making system [7].

We then focus on a dynamic match result prediction based on the large
dataset of demorecords for the core championships in multiplayer first-person
shooter (FPS) called “Counter-Strike: Global Offensive”. In fact, Counter-Strike
is one the most popular shooters in the world for more than 10 years. It was
originally developed in 1999 by Minh Le and Jess Cliffe as a Half-Life modifica-
tion before the title rights moved to Valve. This paper describes a data-driven
approach to identify game actions that lead to winning or losing in a game round
after the bomb was planted on defense maps in Counter Strike.

Moreover, Bayesian rating model called TrueSkill is evaluated for both, “Dota
2” and “Counter Strike: GO” video games, in order to compare specific aspects
of game analytics for different game genres similar to the comparison in [8].

2 Related Work

Several attempts were made to understand the key features of successful playing
multiplayer first-person shooter online games [9,10]. Most of the aspects under
consideration were devoted to individual characteristics of human players, which
sometimes are hard to measure [11]; moreover, these features may change over
time. Several researchers try to evaluate statistic-based approaches of mining
human behavior in FPS games [12,13] and MOBA games [14–16].

In practical applications for online games, it is important to create a rating
system for the problem of matchmaking, when the game should adapt team
members in order to have the prior probability of a certain team winning as
50%. Fairness of such a system in Dota 2 game was evaluated in [17,18], in
general. For Counter-Strike we are the first to verify it. In what follows, we
describe the individual and team ratings used in sport and eSport competitions.

2.1 Individual Ratings and Team Ratings

In many competitions, the organizers should compare players or teams while the
players should be ranked in according to their results in the whole tournament.
One of the first Bayesian rating system was the Elo rating developed for rating
Chess tournament players [19]. The Elo rating was designed to provide unified
ratings when there were no player who did not lose any match, which is the
usual case in Chess tournaments. The idea for rating system could also be used
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for matchmaking when we could see a battle of players with almost the same
skill inspiring entertainment component of holding a competition.

Basically, the first ratings evolve under paradigm that one could compare
several elements with respect to a certain number of simple properties, but could
not compare all elements precisely and at once. For example, Bradley–Terry
models [20] can be used for classification to multiple labels based on binary
classification [21–24]. The comparison of the mentioned above Elo and BT ratings
was presented in [25], while certain improvements of Elo system was published
in [26,27]. The application to sport ratings was presented in [28], in which the
problem of learning rate over time was improved. Since the Elo rating invention,
probabilistic rating systems have been generalized to handle team competitions
with different team members between matches.

2.2 TrueSkill

The TrueSkill matching system was presented in [29]. TrueSkill is a Bayesian
skill rating system which generalize the Elo rating used in Chess game [30,31].
The presented system deals with an arbitrary number of competing teams and
players. The main advantage of this system is that it can deduce individual skills
from team results only. Despite it discards individual skills, the player is rated
by the number of his impact on winning of his respective team. The system was
evaluated in the “Halo 2” video game made by Microsoft [32].

The idea of this rating comes from ELO system that was adopted by many
sports organizations around the world, including World Chess Federation FIDE
[33]. The basic assumption of both rating systems is that players’ skill is a
normally distributed random value. So players’ performance could slightly differ
on different days but basic belief of the model is that it would be concentrated
around some mean value. Two numbers, μ and σ, are used to describe the skill
of each player: skillteam ∼ N(μ, σ2).

What differs TrueSkill from the ELO rating is that the former is adopted to
work with any number of players in teams, including unequal teams. Another
difference is that the ELO rating has a fixed value for the σ parameter while the
TrueSkill algorithm generalizes the Elo rating by keeping track of two variables:
the average skill μ and the system’s uncertainty about that estimate σ2 [34].
These changes to the ELO system make TrueSkill more flexible, according to
original research by Microsoft [29]. In matchmaking application for “HALO 2”
video game, the lower bound μ−3 ·σ was taken in order to stabilize skill learning
policy for matching the players to opposing teams. Useful thing about both the
ELO and TrueSkill rating models is that they allow to get winning probability
for any two given teams in a direct way by simply subtracting two Gaussian
random variables that stand for the opposing teams’ skill. They use Gaussian
property that the sum/difference of two Gaussian random values is a Gaussian
one: P1 ∼ N(μ1, σ

2
1), P2 ∼ N(μ2, σ

2
2), P1−2 ∼ N(μ1 − μ2, σ

2
1 + σ2

2).
Basic idea of modeling opposing teams’ performance is to see what are the

chances that performance of one team would be better than the others. That
is exactly what P1−2 here describes. So, in case its value is greater than zero,
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the model assumption is that team1 will win. In other case the winner is team2,

according to the model. It means that P (P1−2 > 0) = Φ

(
μ2−μ1√
σ2
1+σ2

2

)
. Note that

because there are always two opposing teams and no draws in both, Dota 2 and
Counter-Strike games, two-teams case only is considered in this paper. However,
it should be noted that TrueSkill could also provide draw chances and account
any number of participants both in terms of teams and players.

The TrueSkill model was improved to handle ties (originally, omitted) [35]
and different team sizes [36] with a training algorithm based on Expectation
Propagation [37]. Later work experimented with additional information on tour-
nament results, taking into account for the match-score differences [38,39].

2.3 Machine Learning Ranking and Applications

A machine learning approach was used in order to evaluate player skill based on
mouse-tracking technologies [40]. While such an approach seems promising, it
could not be easily generalized for different games and require significant amount
of time in order to catch the dynamic of game statistics during real eSport com-
petitions. Neural networks were also used for predicting Bradley–Terry rating
[41]. The rating systems are quite useful when considering the application to
football ratings [42] and multi-label classification problems [43,44]. The applica-
tion of TrueSkill algorithm was suggested for context ads click prediction on the
Web [45]. In order to test predicting winning team based on individual impact
of team players, we use the implementation of Trueskill rating made in [46,47].

2.4 TeamSkill

The research on individual and team performance in FPS games was made in
[48]. In [49], the authors presented a prediction for winning team using the Elo,
Glicko, and TrueSkill ratings, called TeamSkill. In what follows, the authors
introduced several weighted approaches and included previously inseparable
game-specific features improving prediction quality for the teams [50]. Their
new TeamSkill-EVMixed classification method based on the threshold of the
prior probability of defeat outperforms all previous approaches in tournament
environments, even when a number of matches is small. The suggested approach
was evaluated on Halo 3 video game history and NBA records [51]. However,
in our work, we follow the standard definition of team score as a sum of team
players skills, which is sufficient to get high accuracy of team ratings.

3 Probabilistic Rating Systems for “Dota 2” Video Game

3.1 “Dota 2” Overview

“Dota” is a multiplayer online battle arena video game in which two teams of five
players try to destroy the opponent “Ancient” construction while defending their
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own. The defense of the Ancients uses real-time strategy controls, represented
on a single map with shadowed regions in 3D-isometric perspective.

Each player choose one of the 113 playable characters, known as “heroes”,
each having their own advantages and drawbacks. Heroes are divided into two
primary roles, known as the “carry” and “support”. Carrie are the weakest ones
on the start, but they are able to become the powerful ones, thus leading their
team to the victory. Support heroes lack the abilities of making heavy damage;
their purpose is to utilize the available resources to provide assistance for their
respective carries. The two teams — called Radiant and Dire — appear at the
fortified bases places in the opposite corners of the map, which itself is divided
in half by a crossable river and connected by three paths, called “lanes” [52].
The lanes are guarded by defensive towers constantly attacking opposing units
within their range. A small group of weak computer-controlled creatures called
“creeps” goes through the predefined paths along the lanes and tries to attack
any opposing units met on its way. Creeps spawn with some period from the two
buildings, called the “barracks”, that exist in each lane and are located within
on the team bases. The map is permanently covered for both teams in the “fog
of war”, which does not allow a team from seeing the opposing team’s actions
and units if they are not directly in sight of a player’s team unit.

4 Predicting Winning Team for “Dota 2”

The first stage in Dota 2 video game is also known as a pick stage or draft. Play-
ers from different teams alternately pick 10 heroes and ban 10 heroes which can
be useful to the enemy side, or they do not want to play. Draft stage prediction
was considered when building heroes recommender system made by Kevin Con-
ley and Daniel Perry. Their k-Nearest Neighbors (kNN) model results in 70%
of accuracy on test data which consists of 50,000 matches and 67.43% accuracy
on overall data cross-validation; the logistic regression classifier trained 18,000
matches and got 69.8% accuracy on the test set [53]. The improvements of pre-
dictions on draft stage was made in [54].

It appears that some heroes in Dota 2 become more useful in tandem with
some other heroes. In [55], the authors built the logistic regression model obtain-
ing 62% prediction accuracy on the test set. It was caused by high dimensionality
of model’s input vectors combined with the complexity of using hero statistics
represented by principal components. In [56], another group of authors studied
the tandem idea: they worked with history of 6,000 matches, representing fea-
ture space as 50 vectors of 2 hero interactions and obtained overfitted model
with the accuracy on the training set 72%, and only 55% on the test data. The
authors of [57] included interactions among the heroes and pairwise winning
rate for Radiant and Dire teams. Despite of the overfitting problem the Random
Forest and Logistic Regression algorithm demonstrated 67–73% accuracy on the
test set. In [58], the authors made a comparison of heroes statistics via Logistic
Regression, Support Vector Machines, Gradient Boosting, and Random Forest.
The last one showed the best result and after some parameters tuning it was
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used as a final classifier with 88.8% test accuracy showing that in-game process
information makes a great boost of an estimator’s accuracy.

In order to properly distribute the impact of each role in winning team, we
should make a proper mapping between team players and their positions [59].
Understanding positions in a “Dota 2” team was solved by machine learning
algorithms [60], and it is of great importance for predicting winning team [61].

4.1 Problem Setting

Consider a set of matches M = {m1, . . . ,mn} and a set of teams T =
{t1, . . . , tk}. The match involves two teams and there are only two possi-
ble outcomes, i.e. one of the teams won. Each team contains 5 players.
Let Pt = {p1, . . . , p5} be a set of players of team t ∈ T . Teams do not
change the composition of players, and the player can not be in several
teams. Players in teams are assigned to roles R = {r1, . . . , r5}, also denoted
as R = { Carry, Mid-Lane Solo, Hard-Lane Solo, Semi-Support, Full Support}.
Each member of a team performs one role throughout a match, moreover, he per-
forms the same role in all matches. Thus, there is a one-to-one correspondence
between the set of players of the given team and the roles ∀t ∈ T : Pt ←→ R. The
problem is to rank the players of the team on the basis of personal contribution
to the victory in this match.

4.2 Contribution Function

Because of one-to-one correspondence Pt ←→ R there is no difference between
ranking of players or roles of the team in the match. Let us denote the probability
of winning of a team t in a match m as Pm,t(w). Note also that the roles forms
a set of pairwise disjoint events whose union is the entire sample space. As a
result, the total probability law can be used in the following way:

Pm,t(w) =
5∑

i=1

Pm,t(ri) · Pm,t(w|ri).

By definition, all roles are equally probable ∀i, j : Pm,t(ri) = Pm,t(rj) = 1
5 . So,

Pm,t(w) =
1
5

·
5∑

i=1

Pm,t(w|ri), and
5∑

i=1

Pm,t(w|ri)
Pm,t(w)

= 5.

The roles’ contribution to the victory in the current match is determined as

Cm,t(ri) =
Pm,t(w|ri)
Pm,t(w)

, with mean value
5∑

i=1

Cm,t(ri)
5

= 1

This function allows us to compare the players of a team t in a match m based
on the contribution to the victory of the roles they perform.
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4.3 Role-Based Model Evaluation

The probability Pm,t(w|ri) can be estimated by using logistic regression model.
Every single role ri in a match m for a team t can be represented as a vector
x = x(m, t, ri) = (x1, . . . , xl). The vector consists of components which reflects
such in-game information as “Gold Earned”, “Damage Dealt”, “Used Hero”, etc.
It is allowed to estimate the probability of win based only on information about
current role/player in the following way:

Pm,t(w|ri) = σ(〈β,x〉),

where β is a vector of parameters, σ(t) = 1
1+e−x is a logistic sigmoid.

4.4 Experiments

We consider professional competitions for “Dota 2” during March–April 2017
from Opendota resource [62], containing participant of Kiev Major grand chal-
lenge. We choose the following features from the open stats table: amount of
gold and experience earned by each player on the end of the match, logs for
kills, purchases, and ward placements; we have collected over 5000 records and
150 features. All the data is split into five roles, for which individual models
are trained separately. 5-fold cross-validation quality metrics are represented in
Table 1.

Table 1. Quality metrics for role-based models in “Dota 2”

Role AUC F1 Recall Precision Accuracy

r1 - Carry 0.98 0.93 0.92 0.93 0.93

r2 - Mid-Lane Solo 0.97 0.93 0.93 0.93 0.93

r3 - Hard-Lane Solo 0.96 0.90 0.91 0.90 0.90

r4 - Semi-Support 0.97 0.90 0.91 0.91 0.90

r5 - Full Support 0.96 0.90 0.92 0.89 0.90

In addition, to evaluate predictions quality, aggregated team skill are
computed as a sum of individual role impacts in winning team Pm,t(w) =∑5

i=1 Pm,t(w|ri). For every match m between teams t1 and t2 the following
rule is used: if Pm,t1(w) > Pm,t2(w) then t1 won, else t2 won. On the other hand,
TrueSkill can be used as a baseline for predicting winning team in the middle of
the match bounding from below 0.92 accuracy of prediction model by the 0.72
accuracy based on TrueSkill only.
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4.5 Discussion on “Dota 2” Results

Without corresponding model of roles impact in Dota 2, we try to evaluate our
approach not only by predicting a winning team, but also using an expert opinion
represented below. Let us consider the match between OG and EG teams during
Kiev Major tournament [63]. The role distribution is given by EG and OG teams.

In Table 2, the information on the end of the match for EG team is shown.
We could see the players in positions 4 and 5 farm greater amount of gold than
expected, while the relations between kills, deaths, and assists is better than
for positions 1 and 3, meaning the lack of performance of the latter players.
Player 2 performs well in terms of all the characteristics except damage to the
opponent buildings, which should be one of the main priorities for positions 1
and 2, thus reducing performance of the second player. The described in-game
analysis is well predicted, which is shown in Table 2 with a small drawback
of decreased influence of role 1. As for OG team, players 4 and 5 performed
well, but spent much gold to buy together 37 sentry wards, which reduces their
impact for supporting computer-controlled players with lack of efficiency. Player
2 performed well in all the aspects except he died many times. Player 3 has less
damage than player 5 while player 5 should be support class, thus reducing self-
performance (Table 2). The lack of impact for player 1 who made 40% damage
of the hole team can be described by the great number of deaths and the lack
of damage to the opponent buildings.

Table 2. Estimated contribution to the victory

Team Role Player Contribution Team Role Player Contribution

EG Cr1t 5 0.35 OG 2 ana 0.28

zai 4 0.34 4 JerAx 0.26

Suma1L 2 0.26 5 Fly 0.23

Universe 3 0.04 3 s4 0.15

Arteezy 1 0.01 1 N0tail 0.08

5 Predicting Winning Team in Counter-Strike

5.1 Counter-Strike Overview

Counter-strike is a type of a game that is called tactical first-person shooter.
The gameplay is based on shooting your opponents and trying to kill them
looking from a first-person perspective. However, the game also provides a great
diversity on its strategical and tactical parts because the competitive matches
during world tournaments are played between two teams of five players each.

What differs tactical shooter from a DeathMatch or “Free-for-all” gaming
mode is that a gaming location (called a map) has some specific goal. Achieving
that goal leads to a victory in a round. Killing all of your opponents usually leads
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to a win too, but sometimes the map goal can be reached even if everyone from
a team was killed in a round. In competitive Counter-Strike maps, the goal of
“Terrorists” team is to plant the bomb at some specific location called BombSite
and prevent the Bomb from being defused. After the bomb is planted there is
a 35–40 s countdown. The opposing team called “Counter-terrorists” aims to
prevent bomb planting or defuse it in a limited amount of time after plant,
otherwise they lose a round after the bomb explodes. In both cases, the way of
winning by killing all the players from the opposite team is also a way to win the
round. Teams play rounds repetitively until the end of the 15th round when the
teams switch sides and continue playing until one of the teams would have 16
rounds won in total. In case of 15–15 score a few additional rounds can be played
to define a winner if needed. We consider the model of predicting a winning
team based on after-plant in-game situations. After the bomb is planted, the
40-s countdown is started. All of the situations are split into 1-s time intervals,
for which we try to measure the winning chances.

In order to build prediction model we, first, have downloaded game replays,
which are further used for loading game attributes with the self-made parser
based on OpenSource project by StatsHelix [64] and have extracted raw game
data into a .csv file. Using Google’s Protocol Buffers as a message/object serial-
ization language we parse the original .dem files for the game records from the
world changes in a sequential way [65]. The dataset covers the last four years
of demorecords from the storage [66]. A C# wrapper is built over the demoinfo
tool to get the raw data regarding game events, such as: kills, shots, move-
ments, player coordinates and view directions, and several descriptive statistics
over them. Most of the chosen features are related to after-plant situations with
respect to the round goal, i.e. to explode/defuse the planted bomb, depending
on a team: the number of players alive, difference in the current team sizes, the
total and average equipment cost, the number of damaged and healthy players,
the smoke cover on bomb plant, the total number of different grenades, the total
TS of a team, and TS prediction on a winner. 162 demos in total have been har-
vested to feed the after-plants model. It was noticed that most of these games
were played during the period October 2016–January 2017.

6 Experiments

6.1 Metrics Used

We use TrueSkill judged based on accuracy and Log-Loss, while metrics for pre-
diction of winning team with after-plant feature analysis using Decision Trees
and Logistic Regression were taken as accuracy and Log-Loss. In case of binary
classification problem one could imagine a naive prediction model of a fair
coin tossed for every prediction, which should be worse than god prediction
model. For a fair coin toss, Log-Loss on average is close to 0.7, while average
accuracy is exactly 50%.
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Table 3. Comparing ratings

data train data test acc logloss

all games all games 0.62 0.675

dust2 only dust2 only 0.59 0.69

all games dust2 only 0.57 0.75

6.2 TrueSkill for Winning Team Prediction in Counter-Strike

Each player is given with a personal rating. We go through the list of played
games and refresh the ratings after each game. Different pre-learn periods are
tested on a test sample of 6 different months. 9 months period is chosen for
maximizing accuracy or the prediction models, which stabilizes on 0.68 value
with 0.61 Log-Loss change. We choose learning TrueSkill from 2016-02 until
2016-09, with just 3 games from a set played in September, placing a gap before
the test dataset. The prediction period chosen is in between 2016-09-28 and
2017-03-11. Three combinations of train/test datasets based on all the games or
de dust 2 only games were used during evaluation. The results are shown in the
Table 3.

7 Discussion and Future Work

We have considered the application of machine learning techniques for predicting
winning team for the two most popular online games. The results obtained show
that the quality of prediction is higher when we check the in-game parameters
closer to the round end. We use TrueSkill rating system to measure baseline for
the prediction model when we want to step back from the end of the match and
have a prediction on game features that should not have less accuracy than pre-
diction based on a Bayesian probabilistic rating system. We are looking forward
to compare our system with other rating systems and improve TrueSkill model
[39] in order to take into account the role impact distribution during the game
round for both video games.
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Abstract. In this research we analyze the demand for performing arts.
Since the observed demand is limited by the capacity of house, one needs
to account for demand censorship. The presence of consumer segments
with different purposes of going to the theatre and willingness-to-pay
for performance and ticket characteristics compels to account for het-
erogeneity in theatre demand. In this paper we propose an estimator for
prediction of demand that accounts for both demand censorship and pref-
erences heterogeneity. The estimator is based on the idea of classification
and regression trees and bagging prediction aggregation. We extend the
algorithm for censored data prediction problem. Our algorithm predicts
and combines predictions from both discrete and continuous parts of cen-
sored data. We show that the estimator is better in prediction accuracy
compared with estimators which account for censorship or heterogeneity
of preferences only.

Keywords: Theatre demand · Bagging · Censored data

1 Introduction

Currently, firms, households and society as a whole generate, collect and store
enormous volume of data starting from the level of individuals to the level of
countries. This kind of data can be beneficial for forecasting of social develop-
ment and behavior of economic agents, and evaluation of state-run programs.
Availability of large data sets has made it possible to solve forecasting problems
by applying methods of machine learning.

Machine learning methods divide the prediction problem into problems of
variables and models selection. There are two common types of variables to be
predicted. Categorical variables express belonging of an object to a certain class
from discrete set. Continuous variables reflect a quantitative measure of object
state. Meanwhile, models of economic predictions require statistical methods
dealing with discrete-continuous variables such as censored or limited dependent
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variables. Censored data often arise in the models of individual consumption,
where consumers either do not demand the good (zero consumption) or demon-
strate positive amount of consumption. Since the consumption is left censored
by zero, the data consist of discrete (choice of zero or non-zero consumption)
and continuous (choice of amount when consumption is non-zero) components.
Models of product demand with limited capacity also suffer from the problem of
censored data. Since the seller cannot supply a good over particular amount per
unit time, the demand is right-censored by maximum stock level. In such a case,
the potential demand may exceed the observed demand, the amount of good
that the consumers are willing to purchase and the seller is capable to supply.
In the former case ignoring censored nature of data results in biased prediction.
Model calibration on uncensored observations allows to estimate the change in
consumption correctly but fails to predict transition to the group of consumers
with zero consumption. In relation to the latter, methods ignoring the fact of
censorship lead to underestimated effects and biased prediction of consumption.
Inaccurate estimation causes nonoptimal pricing and loss of expected gain.

Within the context of demand estimation, it is crucial to account for demand
heterogeneity, that arises from differentiated goods with a variety of character-
istics and consumers with different preferences. Model of demand that does not
take into account customer and product heterogeneity tends to estimate the
effects and predict the consumption for an averaged good. Modelling the het-
erogeneity allows to detect the differences in customer preferences towards good
characteristics, to reveal willingness-to-pay for different goods and to adapt pric-
ing policy to certain product and consumer segments.

Econometric methods applied researchers of demand progress in consistent
estimation of regressions on censored data. Traditional methods of limited depen-
dent variable (LDV) estimati on (Tobin 1958; Heckman 1977) are based on dis-
tributional assumptions of dependent variable or error term. This approach is
sensitive to the choice of distributional assumption. At the same time, the lack of
tests on assumption validity limits the accuracy of results. Modern nonparamet-
ric extensions of LDV models (Das et al. 2003; Matzkin 2012) relax distributional
assumptions. However, nonparametric estimation with several independent vari-
ables leads to computational burden and slow rate of convergence that result
in practical limitation on the number of explanatory variables and partial lin-
earizing of a model. Semiparametric approach of censored quantile regression
(Chernozhukov and Hong 2002; Chernozhukov et al. 2015) also allows to model
demand on censored data without distributional assumption. Model estimation
on different levels of quantile is a convenient way to account for heterogeneity
of effects. Meanwhile, this approach is not suitable for prediction goals, since it
requires the value of quantile for estimation of effects, that is unobservable in
out-of-sample data.

Modern methods of machine learning as well as nonparametric models are
based on the principle of model construction that would be optimal on some
criterion in each data subspace. ML methods assume heterogeneity of objects
and that source of heterogeneity is either unknown or unobserved for modeler.
The core of subject consists of partitioning the characteristic space into a series
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of hyper-cubes and model calibration for each of those partitions. One of the
approaches based on the principle is classification and regression trees (CART)
(Breiman et al. 1984). CART and its extensions (Breiman 1996; 2001) are grad-
ually spread among econometricians and even now are widely used in prediction
models of heterogeneous demand (Bajari et al. 2015). Machine learning methods
prove its worth in prediction models with heterogeneous objects, since they do
not require a priori assumptions on sources of heterogeneity. At the same time,
these methods possess higher rate of convergence compared to nonparametric
models that make them highly sought when data sets contain large number of
predictors.

In this research we adapt ML prediction methods to censored data. The
principles of machine learning methods can be carry over on calibration process
of censored quantile regression. Combination of regression trees and censored
quantile regression approaches allows to develop an algorithm for limited depen-
dent variable prediction. This approach does not rely on a priori distributional
assumptions as well as assumptions on sources of heterogeneity. Higher rate of
convergence permits to estimate the models with a huge number of explanatory
variable, that is complicated with nonparametric models. The algorithm con-
sists of three steps: (1) Bagging prediction of dummy whether the dependent
variable is on the censoring bound using classification trees; (2) Bagging predic-
tion of dependent variable for observations classified as uncensored using median
regression trees; (3) Trimming of second-step prediction and its combination with
first-step prediction of censored observations.

We apply the method to a demand estimation problem. We use data on
Perm Opera and Ballet tickets sales data that cover all performances for four
seasons between August 2011 and July 2015 and include information on ticket
purchase and performance characteristics. Structure of data disaggregated to
the level of particular pricing area in a house allows to control on quality of seat
as well. We use performance (production type, composer, band director etc.),
play (month, day of a week, time of a day, premiere play) and seat (seating area
dummies) characteristics to predict attendance rate and study variables impor-
tance. The unit of observation presents demand (attendance rate) for a particu-
lar seating area in a house on a particular performance. Since the prediction of
demand presents an important problem for theatre management, the results of
this research allow to propose recommendations upon price differentiation over
seats and performances.

We find better performance of our algorithm in terms of predictive power
compared with simple parametric methods (OLS and median regression), para-
metric methods (Tobit model and censored quantile regression) which accounts
for data censorship but not for heterogeneity and method (tree of median regres-
sions) that accounts for heterogeneity only. We study the mean structure of a
tree and find that the most frequent variables for splitting the sample on sub-
samples with different effects are type of production (ballet or opera), seating
area, nationality of composer (Russian or foreign), world fame of production and
band director. We estimate the distribution of price effect comparing the predic-
tions of attendance rate with current prices and prices increased by 10%. The
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estimated price elasticity varies form 0 to −0.30 with a median equal to −0.07
that indicates on weakly elastic demand. We find that price elasticity of demand
varies substantially with less elastic demand for ballets, Russian ballets among
ballets and foreign operas among operas, and seats in the center of stalls.

2 Data

The data for research are taken from the Perm Opera and Ballet Theatre, which
is considered as one the best regional opera theatre in Russia. It is famous
for its modern musical productions, nonstandard classical performances, and
unconventional festival projects. It is also a major Russian center for opera and
ballet, where the quality of the musical performance is paramount. Every year
the theatre performs forty regular productions and three to five new productions.
The Perm Opera and Ballet Theatre is a non-commercial organization and as
such is loss-making. Its main source of funding is a Perm state budget. As a
non-commercial venture the goal of the theatre is to make ballet and symphonic
art available for Perm residents. The theatre does have to, at least partially,
recoup the expenses with production revenue in order to produce new ones.
Consequently, the theatre constantly tries to balance between being affordable
and covering costs using pricing mechanism and charging different prices for
different performances and seats.

The data collected cover all performances for four seasons between August
2011 and July 2015. There were 298 performances out of 36 repertoire produc-
tions at the main venue. The data include information on the name of production,
the date and time of play (season, year, month, the day of week and time of day),
the price of a ticket, time and date of ticket purchase and the location of a seat in
a house. The house of the theatre is divided into sectors: loges, the stalls, tiered
stalls, the circle and the upper circle. In the sectors, the seats are identified by
row and place. Further, the house is divided into nine seating areas according
to the distance from the stage (Fig. 1). The seats in different areas vary by the
quality of view and sound, prestige and price. Whereas the seats located in one
area are considered as homogeneous in terms of price and quality.

In addition to the information provided by the theatre, we collect informa-
tion on performance characteristics which explains the demand according to
previous research (Corning and Levy 2002; Seaman 2006). We classify produc-
tions into operas and ballets, into classical (written before 1900) and modern
(written after 1900) ones. We collect information on the composer and construct
dummy responsible for the nationality of the composer (Russian/foreign) and
the dummy on whether the production is a premiere one. We classified perfor-
mances according to the age recommended for attendance: children (without
restriction), family (12+) and adult (16+). Information on conductors allows
estimating the contribution of a particular person. Among conductors, we iden-
tified two persons that are especially successful and in-demand. Perm Opera and
Ballet Theatre has been regularly nominated for the prestigious Russian theatre
award “Golden Mask”. For each production, we collect information on the num-
ber of nominations and awards won. In order to measure the world popularity
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Fig. 1. The scheme of the house

of musical composition, we collect the data on various ratings. We use data
from the worldwide rating of operas and their composers (operabase.com) and
of ballets (listverse.com). Descriptive statistics of performances characteristics
are presented in Table 1.

To estimate the model of demand, we aggregate data on sales and prices by
seating areas. For each seating area we calculate the attendance rate as a number
of sold tickets to the total number of seats in the area and assign the basic price
in accordance with one of 8 theatre pricing schemes. The pricing scheme is the
set of prices for 9 seating areas. Prices for the most expensive tickets (the first
seating area) vary from 300 to 2000 rubles while the cheapest tickets (the ninth
seating area) are always sold for 100 rubles.

Apart from the seats in the house, the productions may also be heterogeneous.
Figure 2 shows that half of the observations are filled over 80%. The remaining
seating areas show lower demand which tells us about the heterogeneity of pro-
ductions.

One more issue to be discussed is a potentially different quality of seats for
different types of productions. Seats are heterogeneous in terms of view and
sound quality which are not ordered strictly according to seating area number
(and price of a ticket). Thus, seats closer to the stage may be not the best

http://www.operabase.com
http://www.listverse.com
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Table 1. Descriptive statistics

Variable Total Share

Day of week 2682

Working days 1440 46.3

Weekend 1242 53.7

Time of day 2682

Before 2 am 342 12.8

After 2 am 2340 87.2

Type of performance 2682

Ballet 954 35.6

Opera 1728 64.4

World rating of performance 2682

Rated 1017 37.9

Not rated 1665 62.1

Language of opera 2682

Foreign 378 14.1

Russian 2304 85.9

Recommended age 2682

Without restrictions 1107 41.3

From 12 y.o 1170 43.6

From 16 y.o 405 15.1

Awards 2682

Presence 144 5.4

Absence 2538 94.6

The nationality of composer 2682

Russian 1521 56.7

Foreign 1161 43.3

Band director 2682

Valeriy Platonov 1494 55.7

Teodor Currentzis 279 10.4

Others 909 33.9

to watch a ballet since the level of stalls is lower than the level of the stage.
Theatre experts’ opinion is that the best seats for watching a ballet are located
in the center of circle which corresponds to fourth to sixth seating areas. This is
supported by the data on attendance of performances and seats disaggregated by
production type (Table 2). The most filled areas at ballets are areas 4–7 while
for operas the most filled areas are 2–4. This corresponds to a higher quality
of sound in this areas and the higher importance of sound quality in operas
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Fig. 2. The distribution of attendance

Table 2. Descriptive statistics for attendance rate

Variable Operas Ballets Total

Attendance rate 0.72 0.96 0.80

Attendance (area 1) 0.83 0.92 0.85

Attendance (area 2) 0.87 0.96 0.89

Attendance (area 3) 0.85 0.96 0.89

Attendance (area 4) 0.86 0.97 0.90

Attendance (area 5) 0.76 0.98 0.84

Attendance (area 6) 0.68 0.98 0.80

Attendance (area 7) 0.52 0.97 0.70

Attendance (area 8) 0.46 0.95 0.65

Attendance (area 9) 0.64 0.87 0.72

compared to ballets. The quality of seat in terms of the view and sound quality
should be also taken into account in a model of demand with an attention to
potentially different seats quality estimate for various production types. It also
may result in different estimates of price elasticity over types of production and
seats since willingness-to-pay for a particular seat associated with its quality
may vary over operas and ballets.

3 Methodology

Since the theatre attendees have various goals for visiting the theatre, they
have different willingness-to-pay for performance and play characteristics and
seats in the house. Self-segmenting of consumers among performances and seats
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determines a heterogeneity in theatre demand. ML methods for prediction of a
theatre attendance need to be focused on a model selection based on the partition
of data space according to consumer and product segments. Tree-based methods
include such property and are used in the paper. However, existed methods such
as CART (Breiman et al. 1984)and its more recent extensions deal only with clas-
sification or continuous data prediction problems but with a problem of censored
data prediction. In this paper we develop a CART-based algorithm addressed to a
prediction of censored data. Then we start with a description of known tree meth-
ods and follow with 4-step algorithm that accounts for data censorship.

A regression tree is a collection of rules that determine the value of a function.
Tree-based methods partition the characteristic space into a series of hyper-
cubes and fit effects to each partition depend on the X. Trees are characterized
by a hierarchical series of nodes, with a decision rule associated at each node.
Following (Bajari et al. 2015), define a pair of half-planes:

R1(j; s) = X|Xj ≤ s (1)

R2(j; s) = X|Xj > s

where j indexing a splitting variable and s is a split point. Starting with the base
node at the top of the tree, the rule for that node is formed by the following
optimization problem:

min
j,s

[min
θ1

∑

i:xi∈R1(j,s)

L(yi − f(xi|θ1)) + min
θ2

∑

i:xi∈R2(j,s)

L(yi − f(xi|θ2))] (2)

The inner optimization is solved by setting θ optimal according to prespeci-
fied loss function L and regression function f . For ordinary regression tree L is a
squared function and f is a linear function of x with parameters θ. We employ a
tree of median regressions setting L as an absolute deviation function to control
for influential observations. In a classification problem, the classification tree is
built based on binary choice (probit) function f with a loss L associated with
errors in classification. We use ordinary classification accuracy measure, a num-
ber of misclassified observations, since relative importance of type I and II errors
is not defined.

The outer optimization problem is a problem of finding an optimal splitting
point s for each possible splitting variable and then choosing a variable x to split
by. Once the splitting variable and point are found, the same procedure is then
performed on each resulting partitioning, resulting in a partition of characteris-
tics space.

In the limit, each value of x ∈ X is assigned to value of y = f(x), which is
a perfect reconstruction of the underlying function f for in-sample prediction.
In practice, we are interested in out-of-sample prediction. Therefore, the tree is
expanded until a value of loss function for out-of-sample data falls. Often, the is
grown until a specific number of splits or a minimal number of observations in
subsamples is achieved.
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The literature has proposed several variations on the regression tree esti-
mator to obtain “honest” prediction and predicted values robust to influential
observations. One is bagging (Breiman 1996), which uses resampling and model
combination to obtain a predictor. The idea is to sample the data with replace-
ment B times, train a regression tree on each resampled set of data, and then
predict the outcome at each x through a simple average of the predictions under
each of the B trees.

Since we have a problem of censored data prediction, we construct an algorithm
for prediction of both discrete and continuous components of dependent variable
x and a combination of these predictions. An algorithm has following steps:

1. Construct dummy for observation censorship d := I{y = 1}.
2. Classify observations into censored and uncensored (d̂ ∈ {0; 1}) based on

bagging prediction from classification (probit) trees and predict p̂ = E[d|X];
3. Predict y using median regression tree trained on classified as uncensored

(d̂ = 0) data with p̂ as predictor:

ŷ = min{Qy|X,p̂(0.5); 1}

4. Combine the predictions of discrete (d̂) and continuous (ŷ) components:

ˆ̂y =

{
1, d̂ = 1
ŷ, d̂ = 0

4 Results

Firstly, we compare the predictive accuracy of the proposed estimator compared
with parametric and nonparametric ones to predict seating area attendance rate.
We perform 4 parametric estimators and construct bagging predictions similar
to the proposed tree-based algorithm. Two parametric estimators (OLS and
quantile regression) do not account for censorship and heterogeneity while two
more (Tobit model and censored quantile regression) account for censorship only.
Tree of median regressions accounts for heterogeneity but not for censorship. Our
estimator (tree of censored quantile regressions) outperforms all estimators in
terms of prediction error and better explains variance compared to parametric
estimators. Results presented in Table 3 show that given the data on theatre
demand it is necessary to account for demand censorship and heterogeneity.

Secondly, we analyze the variables the importance for trees grown calculating
the share of partitions by a certain variable among all partitions in estimated
trees. Importance of variables for data partition shows the main sources of hetero-
geneity of effects which matters for demand prediction. We separately calculate
importance for growing trees for prediction of discrete (d̂) and continuous (ŷ)
and parts of the data. Results for variables importance are presented in Table 4.

Results vary for prediction of d̂ and ŷ since they are estimated on different
subsamples of the data. A model for d̂ is calibrated on the whole sample while a
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Table 3. Prediction power of estimators

y Mean SD R2 RMSE Min Max

0.803 0.263 0.009 1

Model for ŷ

CQR Tree 0.813 0.201 0.588 0.052 0.089 1

CQR 0.823 0.171 0.422 0.083 0.209 1

Tobit 0.823 0.183 0.488 0.080 0.188 1

QR Tree 0.804 0.206 0.618 0.059 0.043 1

QR 0.842 0.121 0.212 0.098 0.459 1

OLS 0.793 0.159 0.370 0.110 0.310 1

Number of observations 2682

Number of predictors 36

Number of replications 200

Table 4. Variables importance

Variable Share of splits

d̂ ŷ Total

Seating area 0.142 0.032 0.105

Premiere 0.080 0.105 0.088

Laureat of GM 0.244 0.050 0.180

Ballet 0.043 0.077 0.055

Rated opera 0.048 0.048 0.048

Rated ballet 0.095 0.153 0.114

Russian composer 0.085 0.052 0.074

Foreign language 0.043 0.087 0.058

Band director: Platonov 0.083 0.164 0.110

Band director: Currentzis 0.007 0.009 0.008

12+ 0.082 0.098 0.087

16+ 0.013 0.032 0.019

Evening 0.010 0.025 0.015

Friday 0.000 0.007 0.002

Saturday 0.002 0.025 0.010

Sunday 0.023 0.036 0.027

Number of trees 200 200 200

Number of splits 1204 1253 2457

Mean number of splits in a tree 6.0 6.1 6.0
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model for ŷ is calibrated only on the expectedly uncensored observations. Results
show that the main sources of observations heterogeneity are those related to
prestige of tickets (seating area, dummy for premiere play and dummy for play of
“Golden Mask” nominee), content of performance (type of performance, world
rating of the production, nationality of composer, language of opera singing and
recommended age) and band director while time and day of performance have
only small explanation of heterogeneity. Among all of the heterogeneous effects
on demand, we are interested in studying the heterogeneity in price elasticity of
demand. To calculate the price elasticity we construct two predictions of atten-
dance, the first one is a prediction with current prices and the second one is
a prediction with prices all increased by 10% from the current level. We find
the total elasticity range from −0.3 to 0, that corresponds to a weak elasticity
of demand (See Fig. 3). Zero elasticity for the substantial share of observations
indicates that for fully occupied seating areas the potential demand is signifi-
cantly higher than capacity. The increase of the price by 10% will decrease the
potential demand but not below the capacity level. Then the observed demand
will remain on the same level.

Fig. 3. The distribution of price elasticity

Given the relative importance of variables in the overall heterogeneity of
demand, we aggregate the estimates of price elasticities over subsamples of the
data (Table 5). Price elasticity substantially varies over types of production with
less elastic demand for ballets. Among the seats, the less elastic demand is in
the seating areas with the highest quality of sound and prestige (2–4). By the
content of the performance we observe less elastic demand for world famous
productions, Russian ballets and foreign operas performed on foreign language.
Demand also varies by band directors with less elastic demand for performances
conducted by the Theatre art director Theodor Currentzis on weekend evenings.
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Table 5. Price elasticity results by samples

Variable Operas Ballets Total

All seating areas −0.107 −0.043 −0.086

Seating area 1 −0.100 −0.059 −0.086

Seating area 2 −0.097 −0.030 −0.074

Seating area 3 −0.098 −0.028 −0.074

Seating area 4 −0.100 −0.032 −0.076

Seating area 5 −0.109 −0.049 −0.088

Seating area 6 −0.116 −0.038 −0.089

Seating area 7 −0.123 −0.048 −0.101

Seating area 8 −0.111 −0.050 −0.092

Seating area 9 −0.113 −0.056 −0.096

Rated −0.096 −0.033

Non-rated −0.112 −0.054

Russian composer −0.130 −0.038 −0.103

Foreign composer −0.073 −0.048 −0.063

Russian language −0.086

Foreign language −0.062

Band director: Others −0.111 −0.044 −0.087

Band director: Currentzis −0.085 −0.016 −0.075

Other days −0.087 −0.017

Friday −0.038

Saturday −0.004

5 Conclusion

In this research we analyze the demand for performing arts on the ticket sales
data obtained from Perm Opera and Ballet Theatre. Data contain information
on the attendance of seating areas for 298 performances played in 2011–2015.
Since the observed demand is limited by the capacity of the house and the third
of seating areas are fully occupied, one needs to account for demand censorship.
The presence of consumer segments with different purposes of going to the the-
atre and willingness-to-pay for performance and ticket characteristics causes a
heterogeneity in theatre demand.

We propose an estimator for prediction of demand that accounts for both
demand censorship and preferences heterogeneity. The estimator is based on
the idea of classification and regression trees (CART) and bagging prediction
aggregation. We extend CART for the problem censored dependent variable
prediction. The algorithm consists of three steps: (1) Bagging prediction of
dummy whether the dependent variable is on the censoring bound using classi-
fication trees; (2) Bagging prediction of the dependent variable for observations
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classified as uncensored using median regression trees; (3) Trimming of second-
step prediction and its combination with the first-step prediction of censored
observations.

We find a better performance of our algorithm in terms of predictive power
compared with parametric methods (OLS and median regression), parametric
methods (Tobit model and censored quantile regression) which account for data
censorship but not for heterogeneity and the method (tree of quantile regres-
sions) that accounts for heterogeneity only. We study the importance of vari-
ables for the explanation of demand heterogeneity. The most frequent variables
for splitting the sample on subsamples with different effects on demand are the
type of production (ballet or opera), a seating area, the nationality of composer
(Russian or foreign) and a band director. We estimate the distribution of price
effect comparing the predictions of attendance with current prices and prices
increased by 10%. The price elasticity varies form −0.30 to 0 with a median
equal to −0.07 that indicates on weakly elastic demand. We find that price elas-
ticity of demand varies substantially with less elastic demand for ballets, Russian
ballets among ballets and foreign operas among operas, and seats in the center
of stalls.
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Abstract. Vision-based simultaneous localization and mapping
(vSLAM) is a well-established problem in mobile robotics and monocular
vSLAM is one of the most challenging variations of that problem nowa-
days. In this work we study one of the core post-processing optimiza-
tion mechanisms in vSLAM, e.g. loop-closure detection. We analyze the
existing methods and propose original algorithm for loop-closure detec-
tion, which is suitable for dense, semi-dense and feature-based vSLAM
methods. We evaluate the algorithm experimentally and show that it
contribute to more accurate mapping while speeding up the monocular
vSLAM pipeline to the extent the latter can be used in real-time for
controlling small multi-rotor vehicle (drone).

Keywords: Loop-closure · Vision-based localization and mapping
Unmanned aerial vehicle · SLAM · vSLAM

1 Introduction

Vision-based simultaneous localization and mapping (vSLAM) is one of the most
challenging problems in computer vision and robotics. SLAM methods, that
rely only on the information gained from minimum set of miniature passive
sensors (monocular or stereo camera, inertial measurement unit), lie at the core
of navigation capabilities of various mobile robots. Especially, they are of great
value for compact unmanned aerial vehicles (which can not be equipped by the
heavy, powerful sensors by default).

Recently a notable progress in the field of UAV vSLAM methods was made,
see [1,2], for example. However, there’s still a large set of real-world problems
and scenarios that can not be successfully tackled by the existing vision-based
SLAM algorithms. The main reasons for that are the following.

First is the image processing time. Modern embedded computers that can
be installed on compact UAVs are not that powerful to execute typical vSLAM

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 210–220, 2018.
https://doi.org/10.1007/978-3-319-73013-4_19



Original Loop-Closure Detection Algorithm 211

pipelines in real time. Using external sources for remote computations is not
always the solution since it lowers the mobility (robotic system is forced to
continuously exchange huge amount of information with remote control station,
using wire or wireless channel) and prevents robotic system from being fully
autonomous.

Second is poor image quality [3]. Small cameras typically mounted on com-
pact UAVs are highly affected by the environment’s conditions (light, weather
etc.) and often produce video stream containing numerous jitters, noises and
other artifacts. Thus one needs to apply different filtering techniques to pre-
process the video stream and thus to improve the efficiency of vSLAM methods.

On top of that, all vSLAM methods are prone to accumulating error [4] and
that negatively affects the accuracy of constructed map and trajectory. One way
to correct this error, and thus to increase the overall performance, is to handle,
i.e. detect, loop-closures - see Fig. 1. More precisely one needs to detect that
the current image comes from an already perceived scene and, in case it’s true,
correct the map and the trajectory.

Fig. 1. Solving SLAM problem with and without use of the loop-closure algorithm.
(a) A raw map obtained with monocular vision-based SLAM method. The inner curve
represents the trajectory of mobile robotic system. The outer points represent the map.
(b) Trajectory and map optimized with the loop-closure algorithm

In this paper, we focus on improving the accuracy and performance of loop-
closure detection algorithms. The ultimate goal is to keep the algorithm as robust
and fast as possible along with making it compatible with dense, semi-dense and
feature-based vSLAM methods. We introduce two enhancement steps (within the
loop-closure detection algorithm) that contribute towards reaching this goal.

The latter of the paper is organized as follows. In Sect. 2, we present a brief
overview of existing methods. Section 3 introduces our implementation of loop-
closure algorithm. The experimental results, showing the accuracy and perfor-
mance of implemented algorithm, are given in Sect. 4. Section 5 concludes.
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2 Loop-Closure Methods

Accumulating error is one of the main bottlenecks of almost all known monoc-
ular vSLAM methods and algorithms. Even state-of-the-art algorithms suffer
from this [5]. At the same time, results of numerous feasibility studies show,
that detecting loop-closures can drastically improve the overall performance
of monocular vSLAM. No wonder many of the vSLAM methods have loop-
closure detection procedures built-in [6–8]. There exist also standalone loop-
closure detectors [9,10] that may be plugged in to some of the vSLAM methods.

The earlier work [11–13] mostly rely on the so-called global loop detection,
when the current image was compared against all previous visual data. This
approach is quite reliable, but comes at the cost of high computation load and
memory usage as one needs to keep all the information (such as keypoints, intense
areas, depth map etc.) for every image processed during algorithm runtime. This
leads to poor scaling for large environment localization and mapping. The recent
approaches [14–18] use different constraints (i.e. using keyframes for keypoint
matching) to optimize the time required for loop detection and map correction,
but their usage is usually limited to specific vSLAM method.

In general loop-closure detection algorithms can be classified into three
groups [19]: map-to-map, image-to-map and image-to-image:

– map-to-map loop closure is done by splitting the global map into sub-maps
and finding correspondences between them [20].

– image-to-map performs the search of the matches between image and a map
and recovers the system’s position, relative to the map [21].

– image-to-image founds a correspondences between images, usually based
on vocabulary of image features [22].

Map-to-map approach is very intense performance-wise, since it deals with
large amount of information on each iteration while comparing sub-maps. As
the result it scales poorly to large environments. Image-to-map approach is fast
and accurate, but in practice it is very memory intensive because one needs to
store both point-cloud map and all the image features. The image-to-image loop-
closure scales well to large environments, and can be computed fast with feature
based approaches, but highly relies on a vocabulary. Thus one can infer that
a combination of different approaches is desirable to reach higher performance
while keeping the accuracy and the robustness at the high level. In this work we
propose a solution that contributes towards this goal.

Proposed loop-closure method aims to combine image-to-image and image-to-
map approach to achieve scalability, robustness and accuracy of both approaches,
while keeping moderate runtime and low memory usage. Besides the proposed
method is compatible with a large number of existing vSLAM methods, including
feature-based, semi-dense and dense vision-based SLAM methods (for monoc-
ular, stereo and RGB-D cameras) and can be seen as a general enhancement
approach to loop-closure detection.
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3 Proposed Method

In a nutshell all loop-closure algorithms generally consist of the two steps:
(1) loop detection, (2) global optimization. Loop detection aims at establishing
that the particular image is part of the scene, that has already been captured
by previous image sequences. The simple interpretation is that this may be a
sign, that the robotic system has reached the place that had already been vis-
ited before. The global optimization is performed after the loop is detected. This
step corrects the accumulated run-time error for both the map and the trajec-
tory (in a background). The illustration of the loop-detection process is depicted
on Fig. 2.

Fig. 2. Main steps of the loop-closure detection. (a) Given (current) setting. Green
curve represents the trajectory of the robotic system, black points represent the mapped
features. (b) The loop-detection step. Red points represent the matched features, e.g.
the ones that are present on the current image (perceived in current position) and
previously observed images. (c) Map and trajectory of the robot after loop-closure
detection. (Color figure online)

Since the robotic system’s motion consists of continuous rotations and trans-
lations, we assume that the trajectory is continuous as well (unless vSLAM
method’s tracking is lost), so loop-detection algorithm usually checks for trajec-
tory loops once per N images for performance optimization purposes. In cases,
when tracking is lost, detection may be needed to recover the state and position
of robotic system and rebuild the map.

We suggest 2 enhancement procedures to be performed while detecting the
loop. They both aim at lowering down the number of features to be compared
thus speeding up the algorithm. The enhancements include the image detection
optimization and imposing geometric constraints. For fast and accurate image
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matching we found that storing a particular amount of informative keypoints
(instead of all keypoints) for each image allows us to keep the image matching
accuracy. Also, the keypoints search area can be reduced to the only mapped
points. The image comparison search area can be reduced by the geometric con-
strained, that is based on current camera position. We choose only images from
the field, that may be observed from the camera in current position. High-level
pseudocode of the loop-detection algorithm with the aforementioned procedures
built-in is shown as Algorithm 1.

Algorithm 1. The proposed loop-closure detection algorithm.

1. Get an image from video flow
2. Extract keypoints and get their descriptors from corresponded

mapped points on image
3. Get and store K informative features from image
4. if The trajectory loop is in camera search area
5. Match corresponding images in search area with current image
6. if the correspondence found
7. Perform the map optimization
8. endif
9. endif

First procedure (lines 2-3) affects the feature extraction area of image. We
rely only on dense and semi-dense vision-based SLAMs that were used for depth
map computation and mapping purposes, e.g. points with high gradient of inten-
sity. Thus, we reduce the extraction area by using only high gradient pixels, that
were previously chosen to reconstruct the 3D space from 2D image (line 2). This
allows us to avoid the image areas that are not going to be mapped anyway and
provides an opportunity to reduce feature extraction process time. We limit the
keypoints amount per any image in video flow to K (line 3). These K keypoints
with their descriptors are stored during loop-closure algorithm run-time since
the number of keypoints per frame is relatively small (see Sect. 4).

Second procedure (line 4) is the loop detection search area limitation. This
allows to identify the patch on the whole trajectory that, with high probabil-
ity, has a loop-closure point in it (i.e. the place, where the robot has already
been). Assuming the robotic system’s motion is mostly horizontal, we project
the motion vector and continue it with a straight line. Then we draw a per-
pendicular to this line. If the perpendicular intersects the built trajectory, then
we draw a α degree line between normal and the projected motion line. The
closest position (with corresponding image) to the point of intersection is going
to be a start point for loop detection algorithm with the whole loop detection
area constrained by two points - the intersection of normal and motion line with
trajectory.
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Fig. 3. Loop detection search area. Red vectors shows the bounds for image compari-
son. Blue dot represents the start point for loop detection algorithm. And the trajectory
picked out with blue color is our search area. (Color figure online)

If motion line has no intersection point, then a search starts from the initial
position of vision-based SLAM algorithm. The illustration of suggested method
is demonstrated in Fig. 3.

More formally one can put it as follows. Assuming, that raw localization and
mapping (without optimization) for each moment of time t is done by vSLAM
method. Thus, for a given moment of time t, we have a point cloud M = {mi}, i ∈
N , that represents the map, sequence of images I = {I1, I2, ..., It}. For each
image It we have corresponding observation zt ∈ M and position vector xt.

As a part of loop-closure detection algorithm, we project each position xt

on xy plain x′
t = Pxt. For each x′

k, k < t − 1, k ∈ N we check if vector −→w =−−−−−→
x′
t−1sx

′
t, s > 0 has intersection point p with any of vectors −→v =

−−−−→
x′
k−1x

′
k and

vector
−−−−−−→
x′
1(−lx′

2), l > 0. We assume the position x′
k closest to intersection point p

to be the starting point for image matching. As an end point for image matching,
we take the intersection point p′ of perpendicular h to vector −−−−−→xt, xt−1. As the
result, the current image matching with corresponded images from positions
between points p and p′.

3.1 Implementation

As the main image identifier for loop detection we’ve chosen ORB detector [23]
as one of the most fast, robust and efficient feature detector. For each image we
extract at least K ORB features and store their oriented and rotated BRIEF [24]
descriptors, that have high element sum, with associated images. The require-
ment of having element sum in BRIEF descriptors comes from their interpreta-
tion. Higher values mean higher intensity gradient at this points, that provides
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more robust feature matching. That means that such a keypoints are informative
and can be stored for further image matching.

As a part of map and trajectory global optimization, we use one of the most
popular and effective graph optimization framework g2o [25]. That allows us
to keep a high accuracy while optimizing map and trajectory in comparison to
other modern vSLAM methods.

4 Experimental Results

For performance and accuracy testing purposes of the developed method we use
a Robot Operating System (ROS) [26], that provides a powerful tools for robotic
algorithms researches in general and in vision-based SLAM testing in particular.
The open-source realizations of ORB-SLAM and LSD-SLAM were taken as ones
of the most popular feature-based and semi-dense SLAMs respectively.

Table 1. Loop detection success table

Dataset Method ORB Features

8 9 10 11 12 13 14 15 16 17 18

Sequence 13 ORB-SLAM – – – – + + + + + + +

LSD-SLAM – – – – – – + + + + +

Sequence 14 ORB-SLAM – – + + + + + + + + +

LSD-SLAM – – – + + + + + + + +

Sequence 15 ORB-SLAM – + + + + + + + + + +

LSD-SLAM – + + + + + + + + + +

Machine ORB-SLAM – – – – – – + + + + +

LSD-SLAM – – – – – – – + + + +

Foodcourt ORB-SLAM – – – – – + + + + + +

LSD-SLAM – – – – – – + + + + +

The introduced method is used with raw point cloud output of this methods.
The experiment was made using LSD-SLAM Dataset1, KITTI vision benchmark
suit [27,28]2 and Malaga Dataset [29]3, which video fragments was divided into
subsequences (distinguishing fragments with loops) to make the experimental
research more relevant.

We took the Sequences 13, 14 and 15 from KITTI dataset and Machine and
Foodcourt Sequences from LSD-SLAM dataset, because that sequences contain
trajectories with loop-closures. KITTI dataset includes ground truth, that allows

1 http://vision.in.tum.de/research/vslam/lsdslam.
2 http://www.cvlibs.net/datasets/kitti/eval odometry.php.
3 http://www.mrpt.org/MalagaUrbanDataset.

http://vision.in.tum.de/research/vslam/lsdslam
http://www.cvlibs.net/datasets/kitti/eval_odometry.php
http://www.mrpt.org/MalagaUrbanDataset
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us to compare the optimized trajectory with real one. For LSD-SLAM datasets
we only test the performance of our algorithm and the accuracy in comparison
with trajectories, built by LSD-SLAM and ORB-SLAM. For Malaga Dataset we
took the whole 6th, 7th and 8th sequence, since they present single loop, and
sequences 10 and 13 (which contain multiple loops) where divided into 7 and 3
single loop subsequences respectively. Thus, we used 13 sequences from Malaga
Dataset.

The first experiment was made to test the minimum required ORB features
(K value) for loop detection algorithm to function successfully (e.g. with 100%
success rate). The Fig. 4 shows the results of such an experiment. The Table 1
shows the if the loop was successfully detected depending on number of ORB
features (R) used for image matching (Figs. 5 and 7).

Fig. 4. Overall success rate of loop-
closure detection algorithm with differ-
ent amount of keypoints.

Fig. 5. The histogram shows run time (in
seconds) for loop-closure algorithms used
in ORB-SLAM and LSD-SLAM in com-
parison with our algorithm.

Fig. 6. Average translation error over
1.5 km distance for ORB-SLAM and
LSD-SLAM with proposed loop-closure
detection method.

Fig. 7. Average rotation error over
1.5 km distance for ORB-SLAM and
LSD-SLAM with proposed loop-closure
detection method.

As was already mentioned in Sect. 2, we need to store at least K features
to successfully match the images if the loop-closure occurred. The experimental
data shows that K = 15 is a minimum value for loop to be detected. The
presented result also allows us to dramatically reduce the memory usage, since
we don’t have to store hundreds of BRIEF descriptors, and increase the overall
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performance by the average of 7-10% in comparison with LSD-SLAM’s and ORB-
SLAM’s loop-closure algorithms as shown in Fig. 8.

For KITTI and Malaga sequences, the trajectory ground truth is presented,
so we tested our algorithm using the available data. Figure 6 shows the ground
truth trajectory and the trajectory optimized with our method. The overall
error values vary from 1.5% to 2.5% that is comparable with LSD-SLAM’s and
ORB-SLAM’s loop-closure precision.

Fig. 8. Ground truth comparison between LSD-SLAM, ORB-SLAM and developed
method for sequence 13.

The overall precision depends on trajectory’s length and geometry. We found
that longer trajectories with multiple loops give more accurate trajectory opti-
mization for our method, while being more time consuming.

5 Conclusion

We have developed the original loop-closure method, that can be used for dense,
semi-dense and feature-based vSLAM methods. The introduced optimization
techniques showed, that the combination of image-to-image approach for loop
detection and image-to-map approach for global optimization keeps an accurate
trajectory error correction (around 1.5-2.5% translation error) while decreasing
process time by 7-10%.
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We found, that introduced method works in large outdoor environment with-
out major issues. The experimental results showed, that described method can
be used for mini unmanned aerial vehicle autonomous navigation tasks, even
onboard.
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Research. Grant 15-07-07483.
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Abstract. In this paper we propose the two-stage approach of orga-
nizing information in video surveillance systems. At first, the faces are
detected in each frame and a video stream is split into sequences of
frames with face region of one person. Secondly, these sequences (tracks)
that contain identical faces are grouped using face verification algorithms
and hierarchical agglomerative clustering. Gender and age are estimated
for each cluster (person) in order to facilitate the usage of the organized
video collection. The particular attention is focused on the aggregation
of features extracted from each frame with the deep convolutional neural
networks. The experimental results of the proposed approach using YTF
and IJB-A datasets demonstrated that the most accurate and fast solu-
tion is achieved for matching of normalized average of feature vectors of
all frames in a track.

Keywords: Organizing video data · Video surveillance system
Deep convolutional neural networks · Clustering · Face verification

1 Introduction

Nowadays, due to the growth of the multimedia data volume, the task of form-
ing an automatic approach to the ordering of digital information is attracting
increasing attention [1]. The various photo organizing systems allows the user to
speed up the search for the required frame, and also to increase the efficiency of
work with the media library. Such modern solutions include services like Apple
iPhoto, Google Photos, etc., which are designed to store, organize and display
media data. However, multimedia data organization systems are required not
only for a particular user who has an archive of photographs, but also for the
field of public safety, where video surveillance technologies are used for moni-
toring purposes [2]. Consequently, there is a challenge of ordering the visitors,
whose faces are observed in a surveillance system. To solve the problem the
clustering of video tracks that contains the same person can be performed using
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 223–230, 2018.
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the known face verification methods [3,4] based on deep convolutional neural
networks (CNNs) [5–8]. Unlike the traditional technologies of ordering digital
information, video surveillance systems are characterized by a large amount of
data, because hundred frames can be obtained in dynamics in a few seconds
[4,9]. Therefore the goal of our research is to improve the verification efficiency
by the combination for features extracted from individual frames. The rest of
the paper is organized as follows: in Sect. 2, we formulate the pro-posed app-
roach of organizing multimedia data in video surveillance system. In Sect. 3, we
present the experimental results in unconstrained face verification. Concluding
comments are given in Sect. 4.

2 Automatic Organization of Video Data

The task of this paper is to split the given video sequence of T frames into
subsequences with observations of one person, and then unite different subse-
quences containing the same person. At first, the facial regions are detected [9]
using, e.g., the Viola-Jones method. For simplicity, we assume that each frame
in the given video consists of images (frames) of exactly one face. Next, an
appropriate tracker algorithm [9,10] divides the input sequence into M < T
disjoint subsequences (tracks) {X(m)}, m = 1, 2, ...,M , where the m-th frame
is characterized by its borders (t1(m),t2(m)), where the m-th track contains
Δt(m) = t2(m) − t1(m) + 1 frames. Finally, we search for similar tracks using,
e.g., hierarchical agglomerative clustering methods [11]: similar objects are
sequentially grouped together. In order to implement any clustering method,
a dissimilarity measure between video tracks should be defined. Let us extract
appropriate facial features from every frame.

Nowadays feature extraction is implemented using the deep CNNs trained
with an external large dataset, e.g., Casia WebFaces or MS-Celeb-1M [6,12].
The outputs of the CNN’s last (bottleneck) layer for the t-th frame are stored
in the D-dimensional feature vector x(t). These bottleneck features are usually
matched with the Euclidean distance (x(t1), x(t2)) [12]. It is possible to define
the dissimilarity of tracks X(m1) and X(m2) as a summary statistic of distances
between individual frames. In our experiments the highest accuracy was achieved
with the average distance:

ρ(X(m1),X(m2)) =
1

Δt(m1)Δt(m2)

t2(m1)∑

t=t1(m1)

t2(m2)∑

t′=t1(m2)

ρ(x(t), x(t′)). (1)

However, the run-time complexity of such distance is high due to the pair-wise
matching of all frames in these tracks causing the computation of Δt(m1)Δt(m2)
distances between high-dimensional features. Hence, in this paper we examine
the computation of the distance between tracks X(m1) and X(m2) as the dis-
tance between their fixed-size representations. Yang et al. [5] proposed the 2-
layer neural network with attention blocks to aggregate the CNN features of all
frames. However, in our experiments the robustness of this approach was insuf-
ficient, hence, we use straight-forward aggregation (or pooling [5]) techniques:
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1. The distance between tracks is defined as the distance between their medoids:

ρ(X(m1),X(m2)) = ρ(x*(m1),x*(m2)),

x*(mi) = argmin
x(t),t∈[t1(mi),t2(mi)]

t2(mi)∑

t′=t1(mi)

ρ(x(t), x(t′)), i ∈ {1, 2}. (2)

2. Average features of each track are matched:

ρ(X(m1),X(m2)) = ρ(x̄(m1), x̄(m2)), x̄(mi) =
1

Δt(mi)

t2(mi)∑

t′=t1(mi)

x(t). (3)

It is worth noting that in static image recognition tasks the CNN bottleneck
feature vectors are typically divided into their L2 norm [12]. Such normalization
is known to make these features more robust to variations of observation condi-
tions, e.g., camera resolution, illumination and occlusion. However, in our task
the sequences of frames are matched, so it is possible to slightly defer the nor-
malization. Thus, in this paper we consider either conventional approach with
aggregation of the normalized features (hereinafter “L2-norm -> Medoid” (2)
and “L2-norm -> AvePool” (3)), or its slightly modified version with normal-
ization of aggregated vectors (2), (3) (hereinafter “Medoid -> L2-norm” and
“AvePool -> L2-norm”, respectively).

We implemented the described approach in a special in MS Visual Studio
2015 project (github link will be provided after double-blind peer review) using
C++ language and the OpenCV library, especially, its DNN and Tracking extra
modules. The complete data flow in this system is presented in Fig. 1.

Fig. 1. The data flow in the organizing video data system.

Here we detect faces using the Viola-Jones cascades with the Haar features.
The obtained facial regions are verified by additional eye detection [9] and
tracked using the KCF algorithm [10]. Face detection is repeated periodically
in order to: (1) verify the tracking results; (2) look for new faces, and (3) mark
disappeared persons. In the latter case we extract D CNN bottleneck features
for each frame of the track. These features are extended with the probabilities
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at the output of the gender and age prediction CNNs [13]. In the data flow
(Fig. 1) the simple online clustering of the normalized features is presented [14]:
the feature vector of the last track is matched with the features of previously
detected clusters. If the distance to the nearest cluster does not exceed a certain
threshold, this track is added to the cluster, and the information about the latter
is updated. Namely, we compute the aggregated features (2) or (3) of a whole
cluster and re-estimate the gender and age of persons discovered in the input
video in order to facilitate the navigation through the organized collection of
tracks.

3 Experimental Results

In this section we provide experimental study of the key part of the proposed
system (Fig. 1), namely, the matching of video tracks in unconstrained face ver-
ification task. In addition to described aggregation techniques (“L2-norm ->
Medoid” and “Medoid -> L2-norm” (2), “L2-norm -> AvePool” (3)) we exam-
ined the pairwise comparison of all frames in both tracks (1). Moreover, we
implemented the described techniques (1)–(3) unnormalized features. To extract
features, we used the Caffe framework and two publicly available CNNs suitable
for face recognition, namely, the VGGNet [6] and Lightened CNN (version C)
[12]. The VGGNet extracts D = 4096 non-negative features in the output of
“fc7” layer from 224× 224 RGB images. D = 256 features (“eltwise fc2” layer)
are computed when 128× 128 grayscale image of the facial region is fed into
the Lightened CNN. All experiments were performed on the computer Lenovo
ideapad 310, 64-bit operating system with NVIDIA GeForce 920MX.

Our first experiments were conducted on the YouTube Faces (YTF) database
[15], which contains 3,425 videos of 1,595 different people. An average of 2.15
videos are available for each subject. The shortest track duration is 48 frames,
the longest track contains 6,070 frames, and the average length of a video clip is
181.3. The estimates of AUC (Area under curve) and FRR (False Reject Rate)
for fixed FAR (False Accept Rate) using the YTF face verification protocol are
presented in Table 1 (in the format mean ± standard deviation). Here we do not
display a row for “L2-norm -> Medoid”, because its results are identical to the
“Medoid -> L2-norm” due to the independence of the computed medoid (2) on
the order of normalization.

These results emphasize the need for proper normalization of feature vectors.
The most efficient algorithm is to normalize the features of all frames and then
find the average distance (1). The obtained state-of-the-art result is 0.982, the
difference be-tween it and 0.988 [5] is not statistically significant. However, the
normalization of AvePool (3) features is characterized by practically the same
quality, though it is much faster. The AUC for matching of medoids (2) is 10–
12% less when compared to the AUC of the AvePool (3). It is worth noting that
the latter method is also 1–2% more accurate than the conventional approach
[4,5] of averaging the preliminarily normalized features.

In the next experiment we obtained a cluster threshold by fixing FAR =
1% and using training set, then applied the clustering of all tracks from the
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Table 1. Results of video-based face verification, YTF dataset

Lightened CNN VGGNet

AUC (%) ERR (%) FRR@FAR = 1% AUC (%) ERR (%) FRR@FAR = 1%

Distance (1) 90.7± 0.6 15.7± 0.2 77.0± 8.4 83.3± 0.8 24.0± 0.3 85.8± 9.0

L2-norm -> Distance (1) 98.2± 0.4 6.0± 0.1 14.1± 3.6 97.9± 0.6 6.0± 0.1 23.2± 6.3

Medoid (2) 84.7± 0.7 25.0± 0.3 72.9± 7.8 80.8± 1.2 27.0± 0.4 83.9± 7.7

Medoid (2) -> L2-norm 88.8± 0.6 19.0± 0.2 54.1± 5.9 85.2± 0.7 23.0± 0.2 69.9± 7.9

AvePool (3) 91.8± 1.4 13.0± 0.1 72.3± 11.5 87.4± 1.2 39.0± 0.3 81.2± 5.8

L2-norm -> AvePool (3) 96.8± 0.5 12.0± 0.1 37.2± 7.6 96.3± 0.7 39.0± 0.3 76.9± 6.8

AvePool (3) -> L2-norm 97.6± 0.5 7.5± 0.1 12.5± 3.1 97.7± 0.6 13.0± 0.1 25.3± 7.8

YTF. By using the Lightened CNN features, 1800 clusters were identified, 20 of
them contain videos of different persons. The application of the VGGNet feature
extraction increases the number of clusters to 2000 with 30 incorrect clusters.

The first experiment was repeated for rough grouping of tracks with the
persons of approximately identical age and same gender using the probabilities
at the outputs of the pre-trained CNNs [13]. Table 2 contains AUC achieved for
matching of D = 8 posterior probabilities of age categories, D = 2 ((male/female)
posterior probabilities) and the union of these two feature sets. We used L1-
norm to treat the features as posterior probabilities and compared them with
either Euclidean (L2) distance of the Kullback-Leibler (KL) divergence, which is
assumed to be more suitable for comparison of discrete probability distributions.
Here the prior feature normalization is not needed, as the outputs of the CNNs
softmax layers are L1 normed. These results are much worse when compared to
facial features from the previous experiment. Nevertheless, the age and gender
features can be potentially used to refine the results obtained by conventional
face verification techniques (Table 1) AUC is 8-19% higher than the random
guess.

Table 2. AUC (%) of video-based face verification, YTF dataset, age and gender
features

Distance Age Gender Age and Gender

Distance (1) L2 60.8± 1.3 65.8± 0.8 68.7± 0.8

KL 61.6± 1.1 65.8± 1.0 65.8± 0.9

Medoid (2) L2 58.4± 1.4 63.3± 1.0 64.9± 1.0

KL 58.9± 1.4 63.4± 1.0 64.8± 0.9

AvePool (3) -> L2-norm L2 60.4± 1.3 65.7± 0.9 67.9± 0.9

KL 63.2± 1.2 65.3± 0.9 68.8± 0.8

The last experiment was conducted on the IARPA Janus Benchmark A (IJB-
A) (IJB-A) dataset [16] with 2043 videos of 500 identities. Table 3 contains the
results of several best aggregation techniques in the face verification with bot-
tleneck features extracted by VGGNet and Lightened CNN.
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Table 3. Results of video-based face verification, IJB-A dataset

Lightened CNN VGGNet

AUC (%) ERR (%) FRR@FAR = 1% AUC (%) ERR (%) FRR@FAR = 1%

L2-norm -> Distance (1) 87.9± 0.5 20.5± 0.9 67.9± 3.3 97.5± 0.4 8.0± 0.4 30.3± 4.6

Medoid (2) -> L2-norm 76.6± 0.4 30.0± 1.2 77.1± 4.0 92.4± 0.7 15.5± 0.6 50.0± 6.9

L2-norm -> AvePool (3) 79.6± 0.7 27.8± 0.8 67.5± 4.4 96.1± 0.4 13.6± 0.8 40.0± 4.4

AvePool (3) -> L2-norm 88.2± 0.4 20.0± 0.4 59.3± 2.9 97.7± 0.3 8.0± 0.3 26.8± 4.2

In contrast to the first experiment, here the VGGNet [6] is much more accu-
rate than the Lightened CNN [12]. Our conclusions about relative efficiency of
discussed aggregation techniques remain similar to the previous experiments.
However, this dataset highlights the superiority of the normalized average fea-
tures (AvePool -> L2-norm): it drastically improves AUC and FRR, when com-
pared to traditional imple-mentation of average pooling in aggregation of video
features [3,4].

4 Conclusion

In this paper we considered the automatic organizing the data in video surveil-
lance systems (Fig. 1). We particularly focused on the ways to efficiently compute
the dissimilarity of video tracks by using rather simple aggregation techniques.
We experimentally supported the claim that the most accurate and computa-
tionally cheap technique involves the L2-normed average vector of unnormalized
frame features. It was noticed that the sequence of this two operations is very
important. In fact, much more widely used aggregation of normalized features
[2] is usually less accurate (Table 3).

The main direction for further research is applying our approach in organiz-
ing data from real video surveillance systems. It is also important to examine
more sophisticated distances between video tracks, e.g., metric learning [17] or
statistical homogeneity testing [11]. If the number of observed persons is high, it
is necessary to deal with insufficient performance of our simple online clustering
by using, e.g., approximate nearest neighbor search [7,8,14,18]. Moreover, we
are planning to introduce the weighing for different features including age and
gender probabilities to make our algorithm more accurate. In fact, the accuracy
of the age and gender prediction CNNs [13] is rather low, hence, it is necessary
to implement contemporary CNN architectures including Inception or ResNets.
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Abstract. Satellite images are to be effectively protected nowadays. There are a
lot of ways of changing image content to hide important information: resam-
pling, copy-move, object replacement and other attacks. When these changes are
applied to satellite data inclination angles of shadows can be also changed. We
propose a new method for satellite image forgery detection based on the analysis
of high buildings shadows inclination angles on high resolution snapshots
(0.5 m and less). In the proposed solution, the shadows are detected using
Canny edge detector with further edge tracing. The comparison of both edge
detection methods is presented in the experiments section. The next step is
shadows inclination angles estimation using special model-oriented descriptors.
The experiments show high accuracy of changed areas detection.

Keywords: Satellite image � Forgery � High buildings � High resolution
Shadow detection � Inclination angle � Canny edge detector � Tracing

1 Introduction

Remote sensing data are widely used in modern world. They consist of two main
components: a digital image and metadata, which describes the conditions of image
creation process. During satellite data transmission from source to destination, these
data can be distorted accidentally (due to errors) and artificially (by malicious users).
When this happens, the satellite image itself or its metadata can be changed. The
problem of forgery detection in digital images without additional information about the
process of image creation is solved in [1–4].

Nowadays, the analysis of light parameters inconsistency for local parts of a single
object in digital image is carried out. That solution was based on the usage of vector
data of the snapshot territory to estimate the inclination angle of shadows of buildings.
Moreover, satellite images metadata and vector maps of images territory allow to
analyze the consistency of objects and their shadows. The analysis of papers showed
that there is a little number of works aimed at the detection of inconsistency in shadows
and objects in satellite images using a priori data or not.

In this paper, we propose a new solution for forgery detection in high resolution
satellite images based on the analysis of high buildings shadows. The first stage of the
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algorithm is edge detection with further edge tracing to detect the buildings and their
corresponding shadows. During the second stage inclination angles of shadows are
estimated and artificially changed areas are detected. Experimental results showed that
the proposed solution has high accuracy and can be used as a forgery detection step in
sophisticated software for remote sensing data analysis.

2 Proposed Solution

If we have no additional information about the territory of the snapshot we need to
detect buildings and corresponding shadows using only image analysis methods. We
will use high resolution images as the object of analysis. In this paper, we propose the
algorithm that allows to identify the corresponding buildings corners and shadows of
these corners using Canny detector [5]. This method provides precise edge detection
results for noisy images and the edges are one pixel in width, which enables to trace
them on the next step [6].

Let f m; nð Þ;m 2 0;M½ Þ; n 2 0;N½ Þ be an analyzed satellite image (see Fig. 1),
where M, N are image linear dimensions.

Firstly, we execute some preprocessing operations:

• convert the image to grayscale (if it is multichannel);
• filter noise to smooth the edges.

After that we need to detect edges to find the buildings and shadows corresponding
to them. To solve this task, we apply Canny edge detection algorithm to the prepro-
cessed image. The edge detection result is stored in the image f 0 m; nð Þ. We use two
parameters of Canny edge detection method: the first one is used to select the most

Fig. 1. Geoeye satellite image of Samara and its fragment
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significant boundaries (th1), the second one is used to combine edge segments into
contours (th2). In our solution, we applied empirically selected parameters for edge
detection th1 ¼ 50; th2 ¼ 120. These values lead to the best precision for edge detec-
tion. The result of Canny edge detector will be denoted as cf 0 m; nð Þ.

The next step of the algorithm is line tracing of cf 0 m; nð Þ for image verification. It
consists of two steps:

1. detection of corresponding angles of buildings and their shadows;
2. detection of shadows edges parts that are collinear with shadow inclination angle,

calculated using the values of analyzed image metadata.

The first step of the proposed shadow detection algorithm is to detect angles
between the edges close to 90�. The proximity measure of these values will be
determined by a threshold parameter DrightAngle. Each building has a square corner of
the roof, which corresponds to a square corner of its shadow. For each edge pixel
xb; ybð Þ we execute eight-connected tracing procedure [6] in opposite directions and
estimate the angle c between these traced edge parts. If the following condition c 2
p
2 � DrightAngle ;

p
2 þDrightAngle

� �
is satisfied, then xb; ybð Þ point is added to the list of

points, which expect to be a building roof angle or a shadow angle. Then the points list
is filtered to select the points x1; y1ð Þ; x2; y2ð Þ which satisfy the following conditions:

arctg2
y1 � y2
x1 � x2

� �
� as

����

����\Ds; ð1Þ

heightmin\
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
y1 � y2ð Þ2 þ x1 � x2ð Þ2

q
\heightmax; ð2Þ

where as is the shadow angle, calculated from satellite image metadata, Ds is the
threshold for angle deviation, heightmin and heightmax are the values of buildings
minimum and maximum height.

The result of detection of buildings roofs and their shadows corresponding angles is
presented in Fig. 2 (a part of Geoeye image).

The second step of the proposed algorithm is to identify edges of the shadows,
which direction coincides with shadow inclination angle, calculated using the values of
analyzed image metadata. In the basis of this operation also lies the tracing of cf 0 m; nð Þ.
Let Ks be a restriction on the maximum pixel length of the traced edge. When we
determine a list of Ks points for a given point, we define a line using Line2DFitting
function of OpenCV. We then obtain a point xline; ylineð Þ belonging to this line and line
direction vector dx; dy

� 	
. The result of this operation is presented in Fig. 3.

In this case, the following problem arises in Fig. 3 (dark gray color indicates all the
detected areas for which the approximated straight lines have a direction close to the
metadata shadow angle). It can be seen from the figure that two curved segments are
false detected as correct shadow borders (in Fig. 3 highlighted in red curved and linear
segments are for which are detected as having inclination angle close to the true
shadow angle). To solve the problem, we need some post processing procedure to filter
false detected shadow borders. We propose the following solution. All the detected
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segments are divided into k sequential parts and each of them is approximated as a line.

If for k shadow border parts there are k2 pieces, which have inclination angle more than
Ds, that such a segment is removed from the list of potential shadow borders of
buildings. After this post processing procedure, the result of shadow borders detection
will have less false detected segments (see Fig. 4).

Having these shadow segments detected we can estimate the shadow inclination
angle value and compare it with the valid value from metadata. One approach is to use
model-oriented descriptor (MOD) to estimate the angle value [7]. It is calculated for the
neighborhood of the shadow border. If the building has close inclination angle to the
valid value, the descriptor value is close to 1. If the angle differs from the valid for at
least 5°, the descriptor value will be close to 0.

Fig. 3. Shadow borders detection result (Color figure online)

Fig. 2. Corresponding angles detection for a building
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3 Experiments

To conduct an experiment, we take a Geoeye-1 satellite image (0.5 m resolution) and
insert in it rotated buildings (20 objects) copied from the same image. Rotation leads to
appearance of buildings with wrong shadows directions. Considering the randomness
of objects location, some shadow borders may intersect with shadows of other objects.

The valid angle for the test satellite image is 76°. Then we copy and paste 20
objects with changed inclination angle from 0 to 360°. The result of validation pro-
cedure based on shadow borders detection and estimation of the inclination angle is
presented in Fig. 5. For shadow inclination angle from 0 to 65 and from 85 to 360 most
of inserted objects are detected.

Fig. 4. Shadow borders detection result after filtering

Fig. 5. Dependency of test sample objects number that failed validation test from shadow
inclination angle.
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4 Results and Conclusion

We proposed a new algorithm for satellite image forgery detection, when some
malicious user adds some image fragment with incorrect shadow inclination angle to
hide some important information. The proposed solution provides detection of image
fragments with incorrect shadow inclination angles analyzing the buildings shadows
with Canny edge detector and further edge tracing. Experimental results showed high
accuracy of the proposed method for shadow inclination angle deviation more than 10°.
Further we will carry out research in decreasing this deviation.
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Abstract. In this paper, we propose a novel dimensionality reduction
method, which is based on the principle of preserving the pairwise spec-
tral correlation measures. For the proposed method, we introduce the
corresponding quality measure, and derive the numerical optimization
algorithm based on a stochastic gradient descent technique. We provide
the results of the experimental study that compares the method to the
principal component analysis method using well-known hyperspectral
scenes. The results of the study show that the proposed method can be
successfully applied to process hyperspectral images.

Keywords: Hyperspectral image · Spectral correlation
Nonlinear dimensionality reduction · Nonlinear mapping
Principal component analysis

1 Introduction

Despite a huge number of works devoted to the processing and analysis of hyper-
spectral data, a relatively small number of works are devoted to a nonlinear
dimensionality reduction of hyperspectral data. Among such works it is possi-
ble to indicate the works, which use locally linear embedding (LLE) [1], lapla-
cian eigenmaps (LE) [2], isometric embedding (ISOMAP) [3], nonlinear mapping
(NLM) [4] and curvilinear component analysis (CCA) [5] as particular nonlin-
ear dimensionality reduction methods. All these methods require to specify the
measure of dissimilarity between pixels in a hyperspectral image. The most fre-
quently used measure for this purpose is Euclidean distance. Although we can
indicate a few studies [3,7,8] in which spectral angle mapper (SAM) measure
was used with nonlinear dimensionality reduction methods, other dissimilarity
measures remain poorly studied.

In this context, the spectral correlation measure [9] is of particular interest,
as it proved to have advantages [10] over the Euclidean distance and spectral
angle mapper measure in the field of hyperspectral image analysis.

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 237–244, 2018.
https://doi.org/10.1007/978-3-319-73013-4_22
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In this paper, we propose a novel nonlinear dimensionality reduction method
based on the principle of preserving the pairwise spectral correlation measures
between pixels of a hyperspectral image.

The paper is organized as follows. In the next section we introduce the objec-
tive function, and derive a nonlinear dimensionality reduction method based on
the principle of preserving the pairwise spectral correlation measures. In Sect. 3,
we describe the numerical optimization algorithm that can be applied to hyper-
spectral images. Section 4 describes the experimental studies. The paper ends
with conclusions.

2 Nonlinear Dimensionality Reduction Based on Spectral
Correlation Measure

Let us consider the hyperspectral image X of width W and height H. This
image contains N = W ∗ H pixels xi, i = 1..N . Each pixel of the image X can
be considered as a vector in the M -dimensional hyperspectral space RM . In this
paper, we study the spectral correlation measure [9]. This measure is expressed
as the following:

r(xi, xj) =
K

K∑

k=1

xikxjk −
K∑

k=1

xik

K∑

k=1

xjk

√

K
K∑

k=1

x2
ik − (

K∑

k=1

xik)2
√

K
K∑

k=1

x2
jk − (

K∑

k=1

xjk)2
. (1)

Here xi and xj are hyperspectral image pixels, K is the number of overlapping
spectral bands.

This measure is often written in another form, which is known as a Pearson
correlation coefficient:

r(xi, xj) =

K∑

k=1

(xik − x̄i)(xjk − x̄j)
√

K∑

k=1

(xik − x̄i)2
√

K∑

k=1

(xjk − x̄j)2
, (2)

where x̄ is the mean of x.
In this paper, we derive a dimensionality reduction method based on the

principle of preserving the pairwise spectral correlation measures between pix-
els of a hyperspectral image. To do this let us introduce the following quality
measure of spectral correlation preservation:

εr = μ

N∑

i,j=1(i<j)

(r(xi, xj) − r(yi, yj))
2
. (3)

Here xi are pixels of the source hyperspectral image, and yi are corresponding
vectors in a reduced low-dimensional space Rm. The normalizing factor
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μ =
1

N∑

i,j=1(i<j)

r2(xi, xj)
(4)

is a constant for a given image.
This measure (3) shows how well pairwise spectral correlation measures (1)

are preserved by the dimensionality reduction procedure.
As we would like to minimize the quality measure (3), we solve the following

optimization problem:

εr →Y min. (5)

Here Y is the parameter set, which consists of all the vectors in the reduced
low-dimensional space Rm: Y = (y1, ...yN ).

To find optimum values for the optimized parameters Y , we use a gradient
based algorithm as the most often used technique in similar cases.

To solve the problem (5), this algorithm starts with some initial configura-
tion Y (0), and then sequentially narrows the optimized parameters using the
following equation:

Y (t + 1) = Y (t) − α�εr. (6)

Here t is a number of an iteration, �εr is a gradient of the objective function
(3), α is a coefficient of the gradient descent.

Now let us calculate the partial derivatives of the quality measure (3):

∂εr
∂yik

= μ

N∑

j=1(j �=i)

(

−2 (r(xi, xj) − r(yi, yj))
∂r(yi, yj)

∂yik

)

(7)

Here the partial derivatives of the spectral correlation measure (1) can be
written as:

∂r(yi, yj)
∂yik

=
1

gij
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Finally, the recurrent equation for the coordinates of the output vectors in
the reduced space takes the following form:
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yik(t + 1) = yik(t)

+ 2αμ
N∑

j=1(i�=j)

r(xi,xj)−r(yi,yj)
gij

(

myjk −
m∑

l=1

yjl −
(

myik −
m∑

l=1

yil

)

fij

)

.
(11)

Thus, the proposed dimensionality reduction procedure reduce a dimension-
ality based on the spectral correlation preserving principle. The proposed method
can be considered as an analogue of the approaches [11,12] for the spectral corre-
lation measure. A similar technique for the spectral angle measure can be found
in [8].

3 Numerical Optimization Algorithm

The described above dimensionality reduction method cannot be applied to
hyperspectral remote sensing images directly due to the high computational
complexity and memory limitations of this method. It is required to execute
O(MmN2) operations per one iteration of the optimization process. Thus, the
computational complexity depends on the dimensionality of input (M) and out-
put (m) spaces, and the number of pixels (N). Optionally, it is possible to cal-
culate and store the matrix of input spectral correlation measures {r(xi, xj)},
but it takes N(N − 1)/2 floating point values. To overcome this problem, we
adopted stochastic gradient descent algorithm. For this algorithm, the value of
the gradient �εr in the Eq. (6) is estimated using a random subsample [13]. In
this case, the Eq. (11) takes the following form:

yik(t + 1) = yik(t)

+ 2αμ
S∑

j=1

r(xi,xsj
)−r(yi,ysj

)

gisj

(

mysjk −
m∑

l=1

ysj l −
(

myik −
m∑

l=1

yil

)

fisj

)

.
(12)

where s is a random subsample (mini-batch) used to approximate the gradient
at the iteration t of the optimization process, sj is the j-th element of this sub-
sample, S is the cardinality of the subset s. Using this approach, the cardinality
of mini-batch determines the computational complexity of the algorithm per one
iteration. Thus, for subsets of size S, the computational complexity is reduced
to O(MmSN).

Finally, the overall numerical optimization algorithm can be expressed as the
following:

1. Initialize yi(0), i = 1..N using the principal component analysis (PCA) tech-
nique;

2. While the stop criterion is not met:
(a) Generate the random subsample s used to approximate the gradient,
(b) Update each vector yi(t), i = 1..N using (12),
(c) (Optionally) Estimate the intermediate value of the objective function

(3) using a random subsample;
3. Estimate the final value of the objective function (3).
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4 Experimental Results

In this section, we present the results of the experimental study of the proposed
nonlinear dimensionality reduction method. The experiments were conducted on
the well-known Indian Pines Test Site 3 hyperspectral image [14] (see Fig. 1a).

This image was acquired by the AVIRIS sensor in North-western Indiana. It
contains 145× 145 pixels containing 224 spectral reflectance bands.

Fig. 1. Indian Pines Test Site 3 hyperspectral image: false color representation of the
image produced using the nonlinear mapping technique (a), ground truth image (b),
classified pixels are shown with colors (Color figure online).

At first, we estimated the quality indicator (3) and the average time per one
iteration of the optimization algorithm. Some results of the study are presented in
the Figs. 2a and 3. As it can be seen from the Fig. 2a the proposed method allows
us to significantly reduce the error (3) compared to the initial value, which was
obtained using the PCA technique. This indicates that the proposed technique
operates properly, so that the pairwise spectral correlation measures (1) between
vectors in output lower-dimensional space approximate corresponding spectral
correlation measures in the source hyperspectral space.

As it can be seen from the Fig. 3a the final values of the error (3) decrease
with the growth of the dimensionality of the output space. This observation
is logical as it is easier to preserve similarity measures in higher- dimensional
spaces. At the same time, the error values for dimensionality of the output space
m < 10 are considerably higher then for m ≥ 10.

The average time per one iteration in the Fig. 3b grows as a linear function
of the output dimensionality. This is consistent with theoretical estimation of
the computational complexity.

To compare the proposed method to similar alternative approaches we
implemented the classical nonlinear dimensionality reduction algorithm [11,12]
using the stochastic gradient descent approach. In our implementation, we used
δ(xi, xj) = 1 − r(xi, xj) as the dissimilarity measure between input vectors in
the hyperspectral space. According to the base approach, we used the Euclidean
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distance d(xi, xj) as the dissimilarity measure in the output lower-dimensional
space. Thus, this alternative approach minimizes the following error:

εr−>d =
1

N∑

i,j=1(i<j)

δ2(xi, xj)

N∑

i,j=1(i<j)

(δ(xi, xj) − d(yi, yj))
2
. (13)

This approach provided considerably higher (an order of magnitude and greater)
values of the error (13) compared to the corresponding values of (3) provided by
the proposed method (compare Fig. 2(a), (b)).

Fig. 2. The dependency of the quality measure (3) εr for the proposed method (a),
and the quality measure (13) εr−>d for the alternative approach (b) estimated using a
random sample on the number of an iteration t (output dimensionality m = 5).

Fig. 3. The dependency of the quality measure (3) εr (a) and the average time τ per
one iteration, in milliseconds (b), on the dimensionality (m) of the reduced space for
the proposed method.

To indicate possible applications of the proposed method, we compared the
classification quality of the nearest neighbor classifier using the features obtained
by the PCA technique and by the proposed method. To perform the experiment,
we used the ground-truth classification of the test image shown in the Fig. 1b to
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Fig. 4. The dependency of the classification accuracy (CA) on the dimensionality of
the reduced space (m) for the proposed nonlinear dimensionality reduction method and
the PCA technique with nearest neighbor classifier based on the Euclidean distance
(ED) and spectral correlation measure (SCM).

compare the quality of the classification. We divided the whole set of 10249 clas-
sified ground-truth samples into a training subset and a test subset, consisting
of 60 and 40% of samples respectively. The dimensionality of the reduced space
ranged from 2 to 180. To assess the classification quality, we used the classifica-
tion accuracy, which is defined as a proportion of correctly classified pixels of a
test subset. The results of the experiment is shown in the Fig. 4.

As it can be seen from the results, the nearest neighbor classifier performed
better for the features obtained using the proposed method, if the dimensionality
of the output space was greater then 20. For lower dimensionality, the nearest
neighbor classifier with PCA-based features provided better results.

5 Conclusion

In this paper, we proposed a novel dimensionality reduction method, which is
based on the principle of preserving the pairwise spectral correlation measures.
For the proposed method, we introduced the corresponding quality measure, and
derived the numerical optimization algorithm based on the stochastic gradient
descent technique. We conducted the experimental study, which showed that
the proposed method significantly decrease the corresponding objective function,
and can be successfully applied in hyperspectral data analysis.

In the near future, we plan to apply the similar approach to study other dis-
similarity measures and consider exploiting spatial context in nonlinear mapping
of hyperspectral image data.

Acknowledgments. This work is supported by Russian Foundation for Basic
Research, project no. 16 − 37 − 00202 mol a.
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Abstract. In this paper we present results of performance evaluation of
S3DCNN — a Sparse 3D Convolutional Neural Network — on a large-
scale 3D Shape benchmark ModelNet40, and measure how it is impacted
by voxel resolution of input shape. We demonstrate comparable classi-
fication and retrieval performance to state-of-the-art models, but with
much less computational costs in training and inference phases. We also
notice that benefits of higher input resolution can be limited by an ability
of a neural network to generalize high level features.

Keywords: Deep Learning · Sparse 3D Convolutional Neural Network
Voxel resolution

1 Introduction

For computer vision systems a precise and robust operations in real environments
is only possible by harnessing information from 3D data. To achieve this we need
to overcome some challenges of this kind of problems.

Data, received from such devices as 2.5D scanners, is often given in the form
of noisy meshes or point clouds, which is not the best fit for new kinds of models
such as Convolutional Neural Networks (CNN’s) [14].

In the current state-of-the-art systems Convolutional Neural Networks are
widely used, their effectiveness at processing 2D images is also suggestive of their
efficacy to process 3D objects if presented in the form of several rendered views of
the object. For example on one ModelNet40 [22] benchmark three recent papers,
based on this idea, showed incremental improvements in recognition performance
[8,10,18]. However, it can be argued that high performance is predicated by the
usage of CNNs pre-trained on ImageNet [6].

Voxel representation of 3D shapes (i.e. a shape is represented as a three-
dimensional grid, where occupied cells are binary values) are compatible with
ConvNets input layers but create a number of difficulties. Adding a third spa-
tial dimension in the input grid correspondingly increases computational costs.
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 245–254, 2018.
https://doi.org/10.1007/978-3-319-73013-4_23
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Number of cells scales as a power of three w.r.t. the resolution of the voxel grid.
Low resolution grids make it difficult to differentiate between similar shapes, and
lose some of the fine details available in 2D renderings of equivalent resolution.

Some 3D Dense Convolutional Networks have been evaluated on the Model-
Net40 benchmark [3,16,17,22], but they still not perform as well as their multi-
rendering 2D counterparts.

At the same time using Modified Spatially Sparse Neural Networks algo-
rithms [7] to process data we are able to have reasonable training and inference
time even with input resolution up to 1003 voxels.

In this work, we present Sparse 3D Deep Convolutional Neural Networks
and explore their ability to perform large-scale shape retrieval on the popular
benchmark ModelNet40 [22] depending on an input resolution and a network
architecture.

Sparse 3D CNNs are able to generate relevant features for retrieval analo-
gously to 2D extractors. To have a system that uses many 2D rendered projec-
tions for inference is computationally very costly, especially for the task of Large
Scale 3D Shape Retrieval. In this paper we present some preliminary results of
our attempt to find out if the resolution of an object Voxelization impacts on
descriptive feature extraction as measured by the retrieval performance on a suf-
ficiently big dataset. Also we demonstrate ability of Sparse 3D CNNs to perform
metric learning in the triplet loss setup. Lastly we train our model to perform
classification on the ModelNet40 benchmark.

In Sect. 2 we formulate the problem in more detail and discuss latest relevant
methods. In Sect. 3 we describe our approach to neural networks that helps
us to solve the problem posed in Sect. 2. In Sect. 4 we document conditions of
computational experiments we performed. In Sect. 5 we discuss results and make
conclusions about our approach to the problem.

2 3D Large-Scale Retrieval

2.1 Large-Scale 3D Shape Datasets

As can be seen the great improvements in recent years for the problem of 2D
large-scale image recognition, are not just the result of wide-spread adoption of
Deep Learning techniques, but also it is due to the availability of large datasets
that capture sufficient variety of features at different scales to be representative
of some domain. However, only recently in the 3D recognition and retrieval such
datasets started being published.

The recent competition ModelNet evaluated several models utilizing Neural
Networks for 3D retrieval. ModelNet40 is a subset of this dataset, and it is going
to be our main benchmark for the retrieval task. The approach for creating
descriptors from multiple projections of a 3D shape with a transfer learning
from ImageNet showed the best performance [18]. No full 3D algorithms that
process voxels directy have been described up to now.
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2.2 Shape Descriptors

To make inferences about 3D objects for purposes of computer vision or computer
graphics, researchers developed a big amount of shape descriptors [4,11–13].

Shape descriptors usually fit into two categories: one where shape descrip-
tors are computed using 3D representations of objects, e.g. voxel discretizations,
meshes, point clouds, or implicit surfaces, and the second one that describes
a shape of a 3D object by a collection of 2D projections, often from multiple
viewpoints.

Before large-scale 3D shape datasets such as ModelNet [22] and 3dShapeNet
model which learns shape descriptors from voxel representation of a mesh object
through 3D convolutional nets, 3D shape descriptors were mostly special func-
tions capturing specific geometric properties of the shape surface or volume, for
example: spherical functions computed on volumetric grids [11], generalization
of SIFT and SURF feature descriptors for voxel grids [12], or for non-rigid bod-
ies and deformable shapes heat kernel signatures on meshes [4,13]. Developing
classifiers and other supervised machine learning algorithms on top of such 3D
shape descriptors poses a number of challenges. The success of CNNs image
descriptors allows us to hope that descriptors based on 3D convolutional nets
can be also beneficial compared to classic descriptors.

2.3 Triplet Learning

Recent work in [9] shows that learning representations with triplets of exam-
ples gives much better results than learning with pairs using the same network.
Inspired by this, we focus on learning feature descriptors based on triplets of
patches.

Learning with triplets involves training from samples of the form (a, p, n),
where

– a is an anchor object,
– p denotes a positive object, which is a sample we want to be closer to a and

usually being a different sample of the same class as p, and
– n is a negative sample belonging to a different class than a and p.

Optimizing parameters of the network brings a and p close in the feature space,
and pushes apart a and n.

Finally, let us introduce this triplet loss, also known as the ranking loss. It
was first proposed for learning embedding using CNNs in [21] and can be defined
as follows:

– Let us define δ+ = cosine(f(a), f(p)) and δ− = cosine(f(a), f(n)), i.e. this
is a cosine distance between some feature representations f(·) for different
objects,

– Then for a particular triplet we calculate the triplet loss using the formula

λ(δ+, δ−) = max(0, μ + δ+ − δ−) ,

where μ is a margin parameter. The correct order should be δ− > δ+ + μ,
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– If order of objects, provided by their corresponding descriptors are incorrect
w.r.t. the triplet loss, then the network adjusts its weights through back-
propagation signal to reduce the error.

3 Sparse Neural Networks

Using sparsity to make a neural network computations more efficient is pioneered
by Benjamin Graham [7], who developed a low-level C++/CUDA library Spar-
seConvNet1 that implements strided convolutions and max-pooling operations
on a D-dimensional sparse tensors using GPU. Due to this inherited sparsity
we are able to process data in reasonable training and inference time even with
input resolution up to hundreds of voxels. More precisely an information about
voxels in a given layer is not stored in a 3-dimensional array, but in a sparse
vector with active cells as elements.

Transformation of data between layers (e.g. convolutions, pooling, nonlinear
activation functions), are performed on those sparse vectors. Data in areas with
inactive voxels, which are most of them, does not depend on a voxel relative
position, therefore it can be replaced by vectors of a smaller size without explicit
spatial dimensions.

It’s well known that, operating with a sparse data structures is more efficient
than working with dense data. Another useful property is that we need to store
much less data for each object. We have computed sparsity for all classes of
ModelNet40 train dataset at voxel resolution equal to 40, and it’s only 5.5%.

Paper [22] describes using 3D convolutions for their deep model. Voxel
labeled as active when it’s intersects with a mesh object, and inactive other-
wise. This binary representation of 3D shape given as input to a 3D CNN,
which has a structure similar to a 2D one. The main problem of this app-
roach is ineffectiveness with which data is represented and processed. Men-
tioned model uses 303 cells, which is approximately the number of pixels in
2D applications of CNN. If we take into account linear dimensions it’s obvi-
ously not a lot, as can be seen from Fig. 2. That resolution was primarily cho-
sen because of computational resource limitation. Besides that, — convolution
is very computationally expensive operation, complexity of which rises very
fast with input scale. Computational complexity of 3D convolution for image
with dimensions of N × M × K with filters sizes of n × m × k is equal to
O(NMKnmk). If we use Fast Fourier Transform (FFT), complexity can be
reduced to O((N +n)(M +m)(K +k) log((N +n)(M +m)(K +k))) in exchange
for more memory cost [15]. But even in that case, complexity of convolutions
makes it impossible to work with objects in big voxel resolutions.

3.1 PySparseConvNet

The SparseConvNet Library is written in C++ programming language, and uti-
lizes a lot of CUDA capabilities for speed and efficiency. But it is very limited
when it comes to
1 https://github.com/btgraham/SparseConvNet.

https://github.com/btgraham/SparseConvNet
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– extending functionality — class structure and CUDA kernels are very com-
plex, and require re-compilation on every modification,

– changing loss functions — the only learning configuration was SoftMax with
log-likelihood loss function,

– fine grained access to layer activations — there was no way to extract activa-
tions and therefore features from hidden layers,

– interactivity for models exploration — every experiment had to be a compiled
binary with no way to perform operations step by step, to explore properties
of models.

Because of all these problems we developed PySparseConvNet2. On imple-
mentation level it’s a python compiled module that can be used by Python inter-
preter, and harness all of it’s powerful features. Most of modern Deep Learning
tools, such as [1,19,20], use Python as a way to perform interactive computing.

Interface of PySparseConvNet is much simpler, and consist’s of 4 classes:

– SparseNetwork — Network object class, it has all the methods to change
it’s structure, manipulate weights and activations,

– SparseDataset — Container class for sparse samples and their labels,
– SparseBatch — Gives access to data in dataset when processing separate

mini-batches,

Table 1. S3DCNN network architecture.

Layer # Layer type Size Stride Channels Spatial size Sparsity (%)a

0 Data input - - 1 126 0.18

1 Sparse convolution 2 1 8 125 -

2 Leaky ReLU (α = 0.33) - - 32 125 0.35

3 Sparse MaxPool 3 2 32 62 0.69

4 Sparse convolution 2 1 256 61 -

5 Leaky ReLU (α = 0.33) - - 64 61 1.07

6 Sparse MaxPool 3 2 64 30 1.93

7 Sparse convolution 2 1 512 29 -

8 Leaky ReLU (α = 0.33) - - 96 29 3.26

9 Sparse MaxPool 3 2 96 14 7.32

10 Sparse convolution 2 1 768 13 -

11 Leaky ReLU (α = 0.33) - - 128 13 15.14

12 Sparse MaxPool 3 2 128 6 46.30

13 Sparse convolution 2 1 1024 5 -

14 Leaky ReLU (α = 0.33) - - 160 5 97.54

15 Sparse MaxPool 3 2 160 2 100.00

16 Sparse convolution 2 1 1280 1 -

17 Leaky ReLU (α = 0.33) - - 192 1 100.00
a Last column “sparsity” is computed for render size = 40 and averaged for all samples

2 https://github.com/gangiman/PySparseConvNet.

https://github.com/gangiman/PySparseConvNet
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– Off3DPicture — Wrapper class for 3D models in OFF (Object File Format),
used to voxelize samples to be processed by SparseNetwork.

4 Experiments

4.1 ModelNet40 Dataset

In our experiments we used well known data set of 3D objects ModelNet40. It
is a subset of 40 classes of larger data set called ModelNet [22] that contains
different 3D CAD models in OFF format.

The total size of ModelNet40 data set 12311. The data set is split into training
and test subsets, their sizes are 9843 and 2468 correspondingly. The data set is
not balanced. Number of samples per class vary: from 64 to 889, see Fig. 1.

Fig. 1. ModelNet40 data set: distribution of samples per class.

4.2 Implementation Details

To demonstrate the impact that the triplet based training has on the performance
of CNN descriptors we use a deep network architecture shown in a Table 1. This
network was implemented in PySparseConvNet, which is our modification of the
SparseConvNet library [7]. Besides new loss functions PySparseConvNet can be
accessed from Python for a more interactive usage.

When forming a triplet for training we choose uniformly randomly a positive
pair of objects from one class and select a negative sample uniformly randomly
from one of other classes.

For the optimization we use the SGD [2], and the training is done
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– in batches of size from 45 to 90 depending on a GPU video memory,
– with a learning rate of 0.002,
– and a momentum equal to 0.99.

Training can take up to a week on a server with advanced GPU, such as NVIDIA
Titan X or GTX980ti.

Fig. 2. Examples of some objects voxelizations at different resolutions 30, 50, 70, 100
(from left to right), left-most objects are depicted using original meshes

We train Sparse 3D Convolutional Neural Network (S3DCNN) on the 3D
shape classification dataset by splitting it into training and validation subsets,
adding augmentation of data to achieve rotational and translational invariance.
After training a model on a dataset of pairs, we use it to embed voxel representa-
tions of 3D meshes into 192-dimensional space. The retrieval consist of ranking
search objects by a cosine distance of vectors from a query vector.

The most popular metrics for evaluating retrieval performance are

– Precision-Recall Curve shows a trade-off between these two measures and how
quickly the precision drops with the recall increase,

– Mean average precision (mAP). Given a query, its average precision is the
average of all precision values computed on all relevant objects in the retrieved
list. Given several queries, the mean average precision (mAP) is the mean of
average precisions for these queries.

We evaluated mAP for different voxel rendering sizes of 3D shapes both at train
and test times, see also Fig. 2.

To check if our model is comparable with other architectures, we consider a
classification task. So, we trained our model for the classification task using the
ModelNet40 train subset with

– SoftMax last layer for 200 epochs,
– with exponentially discounting learning rate,
– and performed retrieval evaluation on the test subset,
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Fig. 3. Dependence of the retrieval per-
formance on the input spatial resolution

Fig. 4. Precision-Recall curve for
our method

– taking 20 images from every class, and ranking them w.r.t their L2-norm by
activations taken from the 17-th layer.

Results of these experiments are provided in Table 2. We can see that in case
of classification task setup our model is comparable in terms of the classification
accuracy, but mAP values are worse. But in case of metric learning performace
of S3DCNN on mAP metric is much better. Superior performance of retrieval
task with MVCNN is not a surprising result, since MVCNN uses neural nets,
pre-trained on ImageNet. On the other hand our model only requires 3D Shape
dataset to learn.

In Fig. 3 we provide the dependence of mAP on the input spatial resolution.
We can see that the retrieval performance improves with increase in the input
spatial resolution up to around 45–50, after that it drops slightly and goes to
plateau. It can be attributed to the insufficient amount of layers for the same
scale of features, that can be separated in higher layers. Light blue color shows
range of mAP on validation for top 30 trained architectures.

We would like to note that in Fig. 3 mAP values provided for different valida-
tion epochs and variability of best model can be explained by difference in total
learning time.

5 Results

We found that the retrieval performance improves with increase in the input
spatial resolution. However, such an effect is difficult to check experimentally
and to use in practice, as e.g. for usual 3D dense CNNs the computational
time is prohibitively large. In our case, data sparsity helps us to process data
in reasonable time even with input resolution up to 1003 voxels, therefore we
can benefit from the increase of the input spatial resolution when performing
retrieval. In Fig. 4 we can see that our method is comparable to [22] in low
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Table 2. Evaluation on Modelnet40

Method Classification Retrieval AUC Retrieval mAP

3DShapeNet [22] 77.32% 49.94% 49.23%

MVCNN [18] 90.10% — 80.20%

VoxNet [16] 83.00% — —

VRN [3] 91.33% — —

S3DCNN (proposed) 90.30% 36.05% 33.67%

S3DCNN + triplet (proposed) — 48.81% 46.71%

recall, and better at higher recall values, that indicates better scalability of our
method. In Table 2 for the retrieval we used features from the one before last
layer of the network of size 192, which in comparison to 4000 in 3DShapeNet
model [22] is 20 times smaller but achieves almost the same retrieval metrics.

We evaluated our network architecture described in Table 1 on popular state-
of-the-art frameworks for Deep Learning, such as Tensorflow [1] on GPU and
Theano [19] on CPU. Using Keras [5] 2.0.2 with Tensorflow [1] 1.2.1 backend
on Nvidia Titan X GPU with 12Gb of GPU memory, we were able to exhaust
all of it with batch size equal to 12, and performed forward passes on average
0.0301 s/sample, which is comparable to processing speed of our implementation
with render size of about 60–70. Other setup was an implementation of our
network architecture on Keras with Theano backend using Intel i7-5820K 6-core
CPU processor, took 1.53 s/sample, which is significantly slower.
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Abstract. In this paper, we propose a Floor-Ladder Framework (FLN)
based on age evolution rules to generate beautified human faces. Beside
the shape of faces, younger faces achieve more attractiveness. Thus we
process the beautiful face by applying the reversed aging rules. Inspired
by the layered optimization methods, the FLN adopts three floors and
each floor contains two ladders: the Single Layer Older Neural Network
(SLONN) and the extended Skull Model. The Peak Shift algorithm is
designed to train the SLONN aiming to capture the reversed aging rules
of the face skin. Due to the growth rules of the face shape, we extended
the Skull Model by adding Marquardt Mask. Given the input portrait,
our algorithm effectively produces a beautified human face without losing
personal features.

Keywords: Face beautification · Floor-Ladder Framework
The Peak Shift Algorithm
The Single Layer Older Neural Network · The extended Skull Model

1 Introduction

Face beautification has a wide range of applications in the daily life. Individuals
who look neat and clean will not only show respect and please to others, but
also enhance their confidence and inner strength [4]. Thus, there exists a variant
of methods to improve the beauty of faces, including makeup, plastic surgery,
etc. Two key issues of face aging process are the face texture and the face shape.
Firstly, we improve the face skin beautification method. In terms of the variance
of age features and the invariance of personalized features, algorithms aiming to
divide faces into special layers with different functions have gained more atten-
tion. A variant of face beautification algorithms [7,20–22] utilize the detail or
the age layer to keep the nature of human face. However, those layered methods
are designed specifically for these algorithms which can hardly meet our require-
ments. In this paper, we propose a novel method based on Gaussian model to
extract the detail of faces, which effectively eliminate the overexposure problem.
Along with the process of aging, there will be some defects appeared on the

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 255–266, 2018.
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face, such as wrinkles, splashes etc. In terms of assumption, Chen et al. [7] pro-
posed a face beautification method based on the reversed age processing. They
apply SVM to learn the aging features on the detail layer of faces, which shows
younger faces have fewer defects than the aged ones. This method produces nat-
ural results, but it focuses on the global features, while pays little attention to
the local characteristics. Face aging is a local driven process, which means that
the face growing older started from a wrinkle or a spot.

Deep learning algorithms perform well in solving high-dimension problems
for nonlinear mapping, which contains several popular networks: the deep neural
network [5,11,12,33], the deep Boltzmann machine [13,14], the deep Bayesian
network [6,15,16]. The nonlinear features extracted by neural networks are effec-
tive in many tasks. Thus, combining the short term feature selection method [1]
and the feature separation training method [6], we propose the Floor-Ladder
Framework to simulate the reversed aging revolution process. Figure 1 represents
introduced framework for face beautification. The Floor-Ladder Framework has
three floors and each floor has two ladders. Floors represent different genera-
tion groups, while the ladders contain the process of modifying facial texture
and shape. We divide all the faces into three groups according to the age range:
0–20, 21–35 and 36–80. Then we can learn the special rules which can adapt to
different generations. We also implement the SLONN reflecting the aging rule of
face defects.

Fig. 1. The Floor-Ladder Framework contains three floors and two ladders. The floor
represents the age group, while the ladder represents the beautification algorithm for
each age group

Face shape beautification is also an important way to improve the attrac-
tiveness of human faces in the image. Todd et al. [9] proposes the facial growth
model which shows that the face shape changes with age. They perform a hydro-
static analysis based on the gravity to generate the growth rule of human faces.
One of the models [9] is expressed in Fig. 2. The human faces become larger and
longer when a man grows up in the result of the pressure. Thus, we apply the
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Fig. 2. (a) The extended skull model. The Maquardt mask made for women (b), while
another is made for man (c).

growth rule of the model to the input face, and generate a face with the younger
shape.

The Skull model provides a great visual impact and it can only represent
the growth rule of face shape from 0 years old to 20 years old. It is necessary to
learn the growth rule when the person is older than 20. The Marquardt mask is
an ideal beautiful face model, which is adapted to all the races. Generally, we
hold that the human faces which are closer to the mask are more beautiful. The
authors [30] show that human faces go away from the Marquardt mask, as the
growth of age. Thus, we extend the skull model by adding the Marquardt mask
to generate adult faces.

In particular, we combine these methods and achieve efficient improvements
in the experimental results. The contribution of this paper is shown as follows.
Firstly, we propose the Floor-Ladder Framework to generate beautiful human
faces, which contains totally five stages and is trained by the Peak Shift algo-
rithm. Also, we update weights in SLONN by adding the Gaussian Distribution
to get the continuous result and finally in the fifth stage we combined skull model
and the Marquardt Mask to gain the extended Skull Model.

This paper is organized as follows: in Sect. 2, we overview the proposed app-
roach of the face beautification and face aging. In Sect. 3, we describe the Floor-
Ladder Framework in detail. In Sect. 4, we show our experiments with compar-
isons. Finally, we conclude this paper and discuss the future work.

2 Related Work

In recent years, a considerable number of researchers are interested in the
face beautification methods. These methods are brought up into two ways: the
directed face beautification and the face makeup. In this paper, we beautify
human faces by generating younger face in both shape and skin based on reversed
age revolution, which produces more natural results.

2.1 Directed Face Beautification

The wide application of machine learning methods especially DCNNs access a
huge success in the image processing area, including identification, recognition,
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reconstruction. Face beautification also benefits from the method and makes a
rapid development. Two directions, one as face texture and other as face shape,
have recently demonstrated remarkable results for beautification.

Face skin beautification is designed to reduce the wrinkles and spots to
increase the luster of the skin. The most basic way to achieve the effect is to use a
low-pass filter. However, the filter destroys the personal information on the face
while it removes the wrinkles. To protect the nature and reality of the human
face, the layered model is proposed to protect the user from changing the basic
skin texture. Chen et al. [7] proposes the layered method based on L*a*b* color
space because this color space can divide the face skin into structure and color
parts. Then they can apply the reversed face aging method to beautify human
faces without changing personal information. In this paper, we improve Chen’s
method [7] to better adapt to the Floor-Ladder Framework.

Face shape beautification method is proposed to morph the input human
face to a more attractive one. Zhang et al. [17] transfers human faces toward
and away from the average face shapes to prove that the human faces which
are similar to the average ones look more beautiful. Leyvad et al. [18] utilizes
Support Vector Regression (SVR) to learn the beauty score and morphs the
input face to the one with higher beauty score. These methods lead to great
results. Li et al. [19] improves the score-learning method by using deep learning
instead of SVR, which generally produce more natural results. According to the
requirement of being natural, we generate the human face by using the improved
skull model based on the face growth rule.

2.2 Face Aging Methods

The researchers of face aging achieve great success by using the machine learning
methods based on a large amount of human faces. Face aging is of fundamental
importance to various domains, including cross-age face verification and recog-
nition. Kemelmachershlizerman et al. [2] applies the average face skin and skull
model, which can produce the aging face from 1 to 80 years old. This method
can adapt to various illuminations. Shu et al. [1] proposes an aging dictionary
to modeling face aging based on the neighbor age groups. Wang et al. [23] pro-
posed a recurrent face aging framework based on RNN. An increasing number
of the face aging methods [1,2,23,24] provide improvement based on these two
characteristics. In this paper, we also take them into consideration and provide
the special improvements of skull model and texture optimization algorithm in
our reversed face aging methods.

2.3 Face Makeup Methods

Face makeup is the technology to improve the appearance of human faces, which
is widely used by women. We can improve the attractiveness of a human by
choosing a proper haircut and adaptive makeup. In 2016, Lee et al. [22] improves
the makeup transfer method by using the Gaussian weight map. Liu et al. [27]
proposes a deep face makeup transfer method to synthesise the makeup on the
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female face. The Euclidean method is used to choose the suitable makeup faces
based on the deep feature, while the deep localized makeup transfer network
synthesizes the beautified face. The beautified face has various makeup lightness
ranging from light to dark. These face makeup methods are well designed for
the female users.

2.4 Commercial Systems

Many commercial systems are used to generate beautified faces. Portraiture [29]
is a plug-in of the Photoshop with a masking tool that enables selective smooth-
ing face’s skin. MeituPic [28] is an image editing software, which offers various
filters for face beautification. We demonstrate a comparison between these com-
mercial systems and the proposed method.

3 Floor-Ladder Framework

Floor-Ladder Framework is a nonlinear framework based on deep neural net-
work, which processes human face from neighboring generations, which contains
three floors and two ladders. The floors in the framework represent different age
groups, while the ladders are the methods to generate younger faces. The first
ladder is the SLONN, while the second ladder is the extended Skull Model.

We train the SLONN to generate younger texture for different age groups
without losing the special features of the corresponding generation. The aging
parameters are features learned from the details of layers that is extracted from
the human skin. Then we use tested faces as the input for the SLONN to generate
the younger face skin. The face shape changes as the person grow up. So, we
extend the Skull Model [9] by adding the Marquardt mask. The Skull Model only
records the face shape growth rule from age 0 to 20. The face shape goes away
from the Marquardt mask when the person is older than 20. Thus we combine
them to represent the face shape growth rule and apply them to the input faces
to process the younger face shape.

The workflow of proposed framework is illustrated in Fig. 3. There are 3 main
steps. Firstly, we decompose both training and test data into three layers by
decomposition. Secondly, we train weights and bias of the network on the detail
layer separately. Thirdly, we combine the reconstructed detail layer, lighting and
color layers, to obtain a complete image. Finally, we apply the extended skull
model depending on the age and gender of the input image.

3.1 Training Dataset and Test Data

In this paper, some face images are obtained from the FG-Net database [3] and
others are collected from the MORPH dataset [32]. Furthermore, we drop out
one channel images and blurred images in the datasets to constitute the required
dataset. We used around 1800 pictures of our database as the training set and
around 180 pictures as the validation set, around 180 pictures of our dataset as
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Fig. 3. The workflow of our approach. Step 1: Image layer decomposition. Step 2:
Single Layer Older NN learning. Step 3: Extended Skull Model by Marquardt mask.

a test set. All images were resized to 100 × 150 pixels. We extract the face skin
texture by using the face detection method [8]. The Explicit Shape Regression
(ESR) algorithm [31] was used for face alignment. We generate 88 points on the
human faces based on this algorithm, which contains the shape of faces and the
five sense organs. To protect the personality, we extract the age layer and the
identity layer by using the extended weighted-last-squares (WLS) method [10].
Nouveaeu-Richard and Lacharrie’re [26] researchers established the relationship
of different face areas and the growth speed of wrinkles. The growth speeds of
wrinkles are different in different areas. Thus, we establish the SLONN to learn
the growth rule in local areas.

3.2 Single Layer Older Neural Network (SLONN)

We use the SLONN to process the texture of the human face on the first ladder of
every floor. The weights and biases are trained based on extracted detail layers.

Training Weights. We use the Peak Shift method to train the weights of the
SLONN based on the pixel’s order. The peak shift means that we shift the next
Gaussian peak of the SLONN. When the loss is positive, the next Gaussian peak
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is the pixel on the right of the current peak, otherwise, we choose the left one.
The delta is calculated by using the formula:

Δ = Iy − h(x) (1)

where the Iy is the ground truth, the x is the input image and the h(x) is the
output image. The output image for train the network is next existed image
in the dataset, age-target older than the initial one. The delta represents the
difference of ground truth and output value, which is used to update weights in
SLONN. We train weights by using Gaussian Distribution:

pijk = pijk + |Δ|Gk (2)

Gk =
1

σ
√

2π
e− (k−μ)2

2σ2 (3)

where i, j, represent the position of the center pixel of the grid. k is the order
of pixels. G denotes the Gaussian distribution model. μ is the mean and σ is
the variance. In this paper, we set μ = 0 and σ = 0.5 The back propagation
algorithm is a basic method to train the network. So, we calculate the loss and
update the weights in the network, which is used to train the network effectively.
The value of image pixel is continuous in the local area and the weight is deal
with a pixel in neighbor location, which means that the values of two weights
are close to each other. So, we add the Gaussian distribution instead of adding
the delta to the specific pixel to get a continuous transformation. Finally, we
normalized output data of the SLONN to keep images in the same color range
with the input images.

Training Bias. The same person has similar skin texture in his or her whole
life compared to another person. With the time going by, the texture is chang-
ing according to the environment. We learned the age-related parameters based
on the standard deviation in each generation by using support vector machine
(SVM). First, we calculate the standard deviation σ of the detail layers:

σ2 =
∑

i

(pi − μ)2 (4)

Then we update each value by reducing the whole standard deviation:

Iij = μ +
σage−pre

σage−img
(Iij − μ) (5)

We extract the detail layer which does not contain the color so that this algorithm
can benefit all the ethnic groups.

3.3 Extended Skull Model

The Skull Model [9] shows the growth rules of human faces younger than twenty.
With the person growing up, the face shape goes away from the Marquart mask.
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According to the findings, the Skull Model is extended by adding the Marquardt
Mask which is shown in Fig. 2. After that, we use two masks to generate the face
shape for male and female respectively. By considering the difference between
two parts of the model, we develop two methods to change the face shape.
The first one is an image-based algorithm. We use this method to search for the
most similar face shape in the same age group of the input image. Furthermore,
we assume that the similar input faces have similar younger face shapes. Thus, we
morph the input face to the corresponding younger faces shape. However, this
issue is not entirely straightforward and we cannot find all the corresponding
younger faces in some case. The second method named model-based method
which is used to morph the face to the Marquardt mask by using the warping
method [7]. We also add the features of symmetrical faces to the beautification
process to enhance the attractiveness.

4 Experiments and Results

For the execution of the experiments, we used Matlab R2016b. In term of compu-
tation, the approximate training time is 1.5 min. The proposed method divides
the human face into 3 age groups based on the age ranges: 0–20, 21–35, 36–80.
Normalizing can reduce the damage which is caused by different image numbers.

Fig. 4. In comparison to the face texture beautification algorithms. (a) Original image.
(b) Portaiture. (c) Liang et al. (d) MeituPic. (e) Our result.
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The growth rhythm of wrinkles is different in each generation. As is known to
all of us, the face with fewer wrinkles or stains is considered to be healthier and
more beautiful, which accelerates the development of facial texture beautifica-
tion techniques. In comparison to previous face texture beautification methods
proposed by Liang et al. [25], our algorithm generates more natural face skin
without strange color, but it cannot deal with all the defects on the faces. The
result is shown in Fig. 4. Furthermore, we compare our result with two commer-
cial systems. We apply chosen commercial systems on the same test images, and
use the more appropriate technique for face beautification. As a plug-in in Pho-
toshop CS 6, we run Portraiture with proposed default settings for face image
enhancement. For MeituPic, we use one of four main functions to beautify face
image. All these methods accomplish good results in face beautification, but
there were obvious differences among their results. MeituPic performed an unre-
markably smooth operation on the input image. Moreover, MeituPic globally
applies some filters to the whole image, without detecting face and skin region
of the image. Portraiture successfully accomplishes significantly satisfying result
in removing unwanted spots on the face. Figure 5 shows beautification results of
proposed design in comparison with other methods. Leyvand et al. [18] morph

Fig. 5. The beautification result with a comparison to the face shows beautification
algorithm. The images in the first row are original portraits. The algorithm proposed
by Leyvand et al. [18]. Images in the last row are result of the proposed algorithm.
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human faces towards the face with higher beauty score predicted by SVR, while
we use the extended Skull Model.

We print these faces in the form of color printing and find 30 volunteers in the
campus. They are forced to vote to more beautiful faces between previous results
and our results. In the face texture exam, 12 raters like our results for the natural
appearances, while 18 raters prefer the smoother face skin. In the face shape
exam, we found that 25 raters (more than 80%) prefer our beautification results.
Generally, they hold that produced results are younger and more beautiful faces
than input faces. We found that there are several limitations in our method. Our
framework focuses on the front face, which can only deal with the front human
faces for that SLONN is set to train the texture in the corresponding position.
We are aiming to change the structure of the SLONN to establish a nonlinear
mapping to apply the transformation to the large-scale position of human faces.
It seems advisable that in the future we could extend this framework to generate
the younger face sequence of different generations and different poses of the face.

5 Conclusion

In this paper, we described an efficient algorithm for the beautification of the
face using Floor-Ladder Framework to automatically generate beautified faces
with generation rules to reverse the human faces’ age. This framework contains 2
main steps: the SLONN and the extended Skull Model. Our method can benefit
all the races and it can adapt to both male and female faces. The extended Skull
Model is adapted to all the human beings. The global texture transformation
rule contains the detail layers of all ethnic groups. The comparison with some
recent existing algorithms and commercial systems shows that the proposed
framework has strong ability to process a younger face in the neighbor genera-
tion. Our method produces the beautiful face without losing the personalities of
the original faces and achieves higher scores than previous methods.

Aknowledgments. This work is supported by the National Natural Science Founda-
tion of China (No.61472245), and the Science and Technology Commission of Shanghai
Municipality Program (No.16511101300).
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Abstract. Satellite imagery have always been “big” data. Array DBMS
is one of the tools to streamline raster data processing. However, raster
data are usually stored in files, not in databases. Respective command
line tools have long been developed to process these files. Most of the
tools are feature-rich and free but optimized for a single machine. The
approach of partially delegating in situ raster data processing to such
tools has been recently proposed. The approach includes a new formal
N -d array data model to abstract from the files and the tools as well as
new formal distributed algorithms based on the model. ChronosServer is
a distributed array DBMS under development into which the approach is
being integrated. This paper extends the approach with a new algorithm
for the reshaping (tiling) of arbitrary N -d arrays onto a set of overlapping
N -d arrays with a fixed shape. Cutting arrays with an overlap enables
to perform a broad range of large imagery processing operations in a
distributed shared-nothing fashion. Currently ChronosServer provides a
rich collection of raster operations at scale and outperforms SciDB up to
80× on Landsat data. SciDB is the only freely available distributed array
DBMS to date. Experiments were carried out on 8- and 16-node clusters
in Microsoft Azure Cloud.

Keywords: ChronosServer · SciDB · Cloud computing
Array DBMS · Satellite imagery · In situ · Command line tools
Big data · Landsat

1 Introduction

Satellite sector is data-rich, practically important and commercially attractive.
For example, the Landsat Program is the longest continuous space-based record
of Earth’s land in existence running from 1972 onwards. It has accumulated over
6.8 × 106 scenes mostly in GeoTIFF format (one scene is ≈1 GB) [13]. Landsat
popularity made Amazon and Google to provide Landsat scenes via commercial
clouds [7]. The number of practical Landsat applications is rapidly growing [12].

File-based raster data storage resulted in a broad set of highly optimized
raster file formats. For example, GeoTIFF is an effort by over 160 compa-
nies and organizations to establish interchange format for georeferenced raster

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 267–279, 2018.
https://doi.org/10.1007/978-3-319-73013-4_25
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imagery [8]. Decades of development resulted in many elaborate tools for process-
ing these files: work on ImageMagic started in 1987 [10], GDAL (Geospatial Data
Abstraction Library) has ≈106 lines of code and hundreds of contributors [5].

The idea of partially delegating raster data processing to existing com-
mand line tools was first presented and proved to outperform SciDB on
NetCDF data 3× to 193× on a single machine [21] and 1000× running both
SciDB and ChronosServer on a computer cluster (Microsoft Azure Cloud) [22].
ChronosServer is the system into which the delegation ability is being inte-
grated [20].

The formal array model and formal distributed algorithms are given in [22].
The new two-level data model was designed to uniformly represent diverse raster
data types and formats, take into account the distributed context, and be inde-
pendent of the underlying raster file formats at the same time [22].

This paper further shows that existing tools can equip an array DBMS with
a powerful and rich functionality. Many raster processing algorithms require
significant implementation efforts but already existing command line tools are
largely ignored in the array DBMS research field. SciDB was first released in 2008
and still lacks (July 2017) even core raster operations like interpolation [11].

Satellite imagery arrive at ChronosServer in their native file formats. Then,
files are preprocessed (Sect. 3) which is much faster than SciDB import (Sect. 5).
The storage layer of ChronosServer sits on top of files in diverse raster formats
distributed between cluster nodes. For the sake of completeness, Sect. 2 formally
describes ChronosServer data model [22] which is basic for distributed raster
processing algorithms in Sect. 4. Algorithms delegate portions of work to GDAL
and ImageMagic within a single cluster node by launching them directly on
a file. ChronosServer is responsible for proper data exchange between cluster
nodes. This synergy of existing raster file formats, command line tools, and
their distributed orchestration outperforms SciDB from 5× to 80× (Sect. 5).

2 ChronosServer

2.1 ChronosServer Multidimensional Array Model

In this paper, an N -dimensional array (N -d array) is the mapping A : D1×D2×
· · · × DN �→ T, where N > 0, Di = [0, li) ⊂ Z, 0 < li is a finite integer which is
said to be the size or length of ith dimension, and T is a standard numeric type.
In this paper, i ∈ [1, N ] ⊂ Z. Let us denote the N -d array A by

A〈l1, l2, . . . , lN 〉 : T (1)

By l1 × l2 × · · · × lN denote the shape of A, by |A| denote the size of A such
that |A| =

∏
i li. A cell value of A with index (x1, x2, . . . , xN ) is referred to as

A[x1, x2, . . . , xN ], where xi ∈ Di. Each cell value of A is of type T. An array
may be initialized after its definition by listing its cell values: A〈2, 2〉 : int =
{{1, 2}, {3, 4}}, where A is 2-d array of integers, A[0, 1] = 3, |A| = 4, and the
shape of A is 2 × 2.
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Indexes xi are optionally mapped to specific values of ith dimension by coor-
dinate arrays A.di〈li〉 : Ti, where Ti is a totally ordered set, and di[j] < di[j +1]
for all j ∈ Di. In this case, A is defined as

A(d1, d2, . . . , dN ) : T (2)

A hyperslab A′ 	 A is an N -d subarray of A defined by the notation

A[b1 : e1, . . . , bN : eN ] = A′(d′
1, . . . , d

′
N ) (3)

where bi, ei ∈ Z, 0 � bi � ei < li, d′
i = di[bi : ei], |d′

i| = ei − bi + 1, and for all
yi ∈ [0, ei − bi] the following holds

A′[y1, . . . , yN ] = A[y1 + b1, . . . , yN + bN ] (4a)
d′
i[yi] = di[yi + bi] (4b)

Equations (4a) and (4b) state that A and A′ have a common coordinate subspace
over which cell values of A and A′ coincide. Note that the original dimensionality
is preserved even if some bi = ei (in this case, “: ei” may be omitted in (3)).
Also, “bi : ei” may be omitted in (3) if bi = 0 and ei = |di| − 1.

2.2 ChronosServer Datasets

A dataset D = (A,M,P ) contains a user-level array A(d1, . . . , dN ) : T and the
set of system-level arrays P = {(Ak, Bk, Ek,Mk,Kk, nodek)}, where Ak 	 A,
k ∈ N, nodek is the cluster node storing Ak, Mk is metadata for Ak, B〈N〉 : int =
{b1, . . . , bN}, E〈N〉 : int = {e1, . . . , eN} such that Ak = A[b1 : e1, . . . , bN : eN ],
and Kk is the key of Ak assigned on the data preprocessing stage (Sect. 3).
A user-level array is never materialized and stored explicitly: operations with
A are mapped to operations with respective arrays Ak. Let us call a user-
level array and a system-level array an array and a subarray respectively for
short. Dataset metadata M = {(key, val)} includes general dataset proper-
ties (name, description, contacts, etc.) and metadata valid for all p ∈ P (data
type T, storage format, date, cartographic projection, etc.). For example, M =
{(name = “Landsat 8 Band 1”), (type = int16), (format = GeoTIFF)}. Let us
refer to an element in a tuple p = (Ak, Bk, . . . ) ∈ P as p.A for Ak, p.B for Bk,
etc.

2.3 ChronosServer Architecture

ChronosServer runs on a computer cluster of commodity hardware. Files of
diverse raster file formats are distributed between cluster nodes without chang-
ing their formats. A file is always stored entirely on a node in contrast to parallel
or distributed file systems. Workers are launched at each node and are responsi-
ble for data processing. A single Gate at a dedicated node receives client queries
and coordinates workers.
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Gate stores metadata for all datasets and subarrays. Consider a dataset D =
(A,M,P ). Arrays A.di and elements of ∀p ∈ P except p.A are stored on Gate. In
practice, array axes usually have coordinates such that A.di[j] = start+j×step,
where j ∈ [0, |A.di|) ⊂ N, start, step ∈ R. Only |A.di|, start and step values
have to be usually stored. ChronosServer array model merit is that it has been
designed to be generic as much as possible but allowing to establish 1:1 mapping
of a p ∈ P to a real dataset file at the same time.

Upon startup workers connect to Gate and receive the list of all available
datasets and file naming rules. Workers scan their local file systems to discover
datasets and create p.M , p.B, p.E by parsing file names or reading file metadata.
Workers transmit to Gate the described information.

3 Generic N -d Retiling Algorithm with an Overlap

Data providers disseminate satellite imagery in very diverse forms. For example,
Landsat scenes overlap irregularly and sides of a scene bounding polygon are
not parallel to the coordinate axes. A satellite usually does not capture exactly
the same area during each pass due to the orbit drift: scenes for different dates
may overlap for 99% and be shifted relatively to each other. Even basic raster
operations with raw scenes from the same dataset are complex.

Algorithm 1 performs tiling of subarrays from their initial diverse forms to a
fixed one: N -d arrays with shape s1 × s2 × · · · × sN and edges parallel to the
coordinate axes. The algorithm is used on the “data cooking” (data preprocess-
ing) stage. Uniformity of subarrays greatly simplifies raster algorithms (Sect. 4).
More importantly, often this kind of data transformation makes it possible to
leverage existing command line tools. For example, some tools refuse to perform
operations on rasters that do not cover exactly the same area. The data cooking
time is negligible compared to SciDB data import time (Sect. 5).

The basic idea is to cut each p ∈ P onto smaller pieces P ′ = {p′ : p′ 	 p},
assign each piece a key, and merge all pieces with the same key into a single,
new subarray. For x ∈ Z, lag(x) = 0 if x � 0, lag(x) = x − 1 if x � 1. We skip
detailed description of the algorithm due to space constraints.

Thick blue lines on Fig. 1 are borders of the initial subarrays, dashed red
lines are borders of the resulting subarrays (an overlap is not shown). Resulting
subarrays will share border cells if overlap is given: e.g., if ρi = 1, A[5 : 8, 1 : 4]
and A[5 :8, 3:6] will share A[5 :8, 3:4]. This allows to perform many raster oper-
ations in parallel without network exchange of border cell values (e.g. calculate
convolution for cells A[2 :6, 4:4], Sect. 4.1).
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Fig. 1. An example of system-level arrays retiling: s1 = s2 = 2. (Color figure online)

Algorithm 1.Generic N -d Retiling with an Overlap.
Input: D = (A, M, P ) � Dataset, section 2.2

S = (s1, s2, . . . , sN ) � Target shape for subarrays from P
ρ = (ρ1, ρ2, . . . , ρN ) � Overlap

Output: D
′ = (A, M, P ′) � A is the same, ∀p′ ∈ P ′ shape is s′

1 × s′
2 × · · · × s′

N ,
� where s′

i = si + ρi × 2 (except border cases)
Require: si ∈ [1, Θaxis] ⊂ N, � Resulting pieces are not too large∏N

i=1 si � Θshape, 0 � ρi < si div 2
1: function Retile(D, S, ρ)
2: C ← {} and K ← {} � C: line 12, K: line 13 of procedure Cut-One
3: for each p ∈ P do Cut-One(C,K, p, S, ρ)
4: for each key ∈ K do
5: C ← {a ∈ C : a.key = key}
6: pnew ← merge all a ∈ C given a.Bnew and a.Enew � DELEGATION
7: P ′ ← P ′ ∪ {pnew}
8: return D

′ = (A, M, P ′)

1: procedure Cut-One(C,K, p, S, ρ)
2: xb

i ← bi div si � bi = p.B[i], ei = p.E[i]
3: xe

i ← ei div si
4: for each yi ∈ [xb

i − sgn(xb
i ), x

e
i + sgn((|A.di| − 1) div si − xe

i )] ⊂ Z do
5: b′

i ← max(yi × si − bi − ρi, 0)
6: e′

i ← min((yi + 1) × si − bi + ρi, ei − bi) � b′
i, e

′
i are local indexes within p

7: if e′
i < 0 ∨ b′

i > ei − bi then continue

8: p′ ← p[b′
1 : e′

1, b
′
2 : e′

2, . . . , b
′
N : e′

N ] � DELEGATION to an external tool
9: key ← (y1, y2, . . . , yN ) � yi � 0 � key ⊂ Z

N
�0

10: Bnew〈N〉 : int = {b1 + b′
1, b2 + b′

2, . . . , bN + b′
N} � global indexes for p′

11: Enew〈N〉 : int = {e1 + e′
1, e2 + e′

2, . . . , eN + e′
N} � within A.di

12: C ← C ∪ {(p′, key, Bnew, Enew)} � C is the set of cuts from all p ∈ P
13: K ← K ∪ {key} � K is the set of all generated merge keys

Many geospatial softwares tile 2-d arrays. However, most vendors do not
publish their techniques in the research community (e.g. SciDB chunking
algorithm). While not necessarily completely new to implementation, the
algorithm is nevertheless new to publication: it performs tiling of arbitrarily
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shaped N -d arrays, is formalized, fits ChronosServer data model, and amenable
to parallelization.

4 Raster Operations

Although many raster operations exist, SciDB has very limited functionality.
This section focuses on operations that are most relevant to imagery processing
and supported by SciDB.

4.1 Convolution

The convolution operator Ξ : A,K �→ Aconv for a 2-d array A(d1, d2) : T and a
kernel K〈k1, k2〉 : T, where ki � |di|, and ki mod 2 = 1 for all i, produces the
2-d array Aconv(d′

1, d
′
2) : T such that d′

i = di[ki div 2 : |di| − ki div 2 − 1], and

Aconv[x1, x2] =
∑

∀x′
1∈[0,k1)

∀x′
2∈[0,k2)

K[x′
1, x

′
2] × A′[x′

1, x
′
2] (5)

where A′ = A[x1 − k1/2 : x1 + k1/2, x2 − k2/2 : x2 + k2/2], and ki/2 � xi <
|A.di| − ki/2 for all i (the division “/” is integer).

Convolution is frequently used for satellite imagery processing [19]. For
example, edge detection with the Sobel Kernels K1〈3, 3〉 = {{−1,−2,−1},
{0, 0, 0}, {1, 2, 1}} and K2〈3, 3〉 = {{−1, 0, 1}, {−2, 0, 2}, {−1, 0, 1}} happens as
follows. First, local gradients are calculated at each array cell along axes d1
and d2: Ad1 = Ξ(A,K1) and Ad2 = Ξ(A,K2), Fig. 2. Then, array Aedges =√

A2
d1 + A2

d2 will contain higher values for cells classified as edges and lower
values for other types of cells.

Fig. 2. An illustration of the array convolution with K2 kernel

SciDB 16.9 (the latest version) does not have a convolution operator [11].
The closest SciDB operator to convolution is “moving window” producing the
array where each cell is the result of an aggregate function (min, max, etc.)



Array DBMS and Satellite Imagery: Towards Big Raster Data 273

calculated over the cells contained in an N -d rectangle around the respective
cell in a source array. User-defined functions are not accepted [24].

Implementing the Sobel filter within moving window has only 3 options which
are quite labor-intensive (two of them require extending SciDB by coding in
C++) [24]. As a workaround, we implemented the Sobel filter using other SciDB
functions. Our script contains 277 lines of code (many parts of it are similar to
each other). We still think this is the easiest way to have Sobel filter in SciDB.

ChronosServer performs convolution of each 2-d p ∈ P using ImageMagic
assuming that algorithm 1 has been already applied to the dataset with ρi � 1 for
∀i. Since the subarrays overlap, the convolution can be applied to each subarray
in parallel without data exchange between cluster nodes.

4.2 Multiresolution Pyramid

Digital maps like Google or Bing Maps display satellite imagery depending on the
current map scale. First, several zoom levels are defined, e.g. Z = {0, 1, . . . , 16}.
A digital map switches its current zoom level when a user zooms in/out the
map. Usually, at zoom level z ∈ Z the image resolution is 2z× less than the
original one. A multiresolution pyramid is the stack of images for all zoom lev-
els, Fig. 3. Display of downsampled images for coarser map scales significantly
reduces network traffic and system load. Hence downsampling functionality is
very important for an array DBMS.

Fig. 3. Multiresolution pyramid (3 levels)

Numerous techniques exist for image downsampling [19]. However, we chose
simple averaging of cells for evaluation in Sect. 5 since SciDB does not support
anything more advanced. In contrast, large number of command line utilities
with plethora of options exist specifically targeted at creating coarser image
versions. ChronosServer delegates downsampling of a p ∈ P to gdalwarp.

Formally, given a 2-d array A(d1, d2) : T, its coarser version is the array
A′(d′

1, d
′
2) : T such that A′[x′

1, x
′
2] =

∑
∀xi:xi div 2=x′

i
A[x1, x2]/4, d′

i〈li/2〉 =
{(di[0] + di[1])/2, . . . , (di[li − 2] + di[li − 1])/2}, where li = |di|, Fig. 3.
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At least two versions of array downsampling are possible: exact and inexact.
Exact version creates A′ with cell values calculated strictly according to the
formulas above. In order to ensure no data exchange between the subarrays
during the pyramid construction, they must be retiled beforehand such that
si = 2|Z|−1 for ∀i. Inexact version creates A′ by downsampling each p ∈ P in
parallel without data exchanges. It is useful for creating quick outlooks.

4.3 Interpolation

Given an array A(d1, . . . , dN ) : T, a value at a coordinate (y1, . . . , yN ) can be
estimated by the operation called interpolation; yi ∈ (di[j], di[j + 1]) ⊂ Ti, and
j ∈ [0, |di| − 1) ⊂ N. Interpolation is a core raster processing operation with
many applications [19]. For example, image resolution can be increased twice by
interpolation when yi = (di[j] + di[j + 1])/2.

As in case with downsampling, numerous interpolation techniques exist [19].
The most basic technique is the nearest neighbor: unknown cell value at a given
coordinate is obtained by copying the value from the nearest cell with a known
value. SciDB xgrid operator mimics nearest neighbor interpolation. The oper-
ator increases the length of input array dimensions by an integer scale with
replication of the original values, Fig. 4. This is almost equivalent to the near-
est neighbor approach since a generic interpolation must be able to increase the
image resolution not only by an integer scale. ChronosServer delegates interpola-
tion of each p ∈ P to gdalwarp (no retiling is required for the nearest neighbor).

Fig. 4. Nearest neighbor interpolation (the resolution is increased twice)

5 Performance Evaluation

Microsoft Azure Cloud was taken for the experiments. Azure cluster creation,
scaling up and down with given network parameters, number of virtual machines,
etc. was fully automated using Java Azure SDK [22]. The latest version of
Ubuntu Linux on which SciDB 16.9 runs is 14.04 LTS. We rented standard
D2 v2 machines with 2 CPU cores (Intel Xeon E5-2673 v3 (Haswell) 2.4 GHz),
7 GB RAM, 100 GB local SSD drive (4 virtual data disks), max 4 × 500 IOPS.
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A mosaic of 4×4 Landsat 8 scenes was created (band 4, paths 195–198, rows
24–27, 02–11 July 2015, 2279.94 MB in total). The average cloud cover for the
scenes is 23.46%. All scenes were projected into UTM zone 31N. The resulting
SciDB array shape is 24937×22855, chunk shape is 512×512. We used the latest
SciDB version 16.9 released in November 2016. A Java program was written to
convert GeoTIFF files to CSV files to feed the latter to SciDB. To date, this
is the only way to import an external file into SciDB 16.9. SciDB import time
of the mosaic takes ≈2 h on a powerful local machine. ChronosServer retiles 16
raw Landsat 8 scenes in ≈10min on a single node.

Table 1 presents the results. Hyperslabbing is an extraction of a hyperslab
from an array, the algorithm is in [22]. All queries persist their result as a new
array object inside a DBMS. For the given operations, ChronosServer and SciDB
distribute the resulting subarrays and chunks respectively between cluster nodes
almost in the same way. Currently ChronosServer leaves an output subarray on
the same cluster node as an input subarray. SciDB 16.9 also supports only one
way of chunk distribution: store operator shuffles output chunks between cluster
nodes using a hash function. The assignment of a chunk to a SciDB instance (a
cluster node usually runs several SciDB instances) happens via a hash over chunk
position minus array origin, divided by chunk size [23]. However, xgrid used to
benchmark the interpolation inflates chunks in the way such that the output
chunks are colocated with the input chunks [23]. The same assumption can be
made about regrid operator used for creating the pyramid.

The mosaic was imported into SciDB on a local machine, the resulting SciDB
array was exported into a file of proprietary SciDB binary format and copied in
the Cloud (SciDB imports data from its proprietary format much faster). The
area of 4× 4 Landsat 8 scenes is not big data. However, very long SciDB import
time prevents testing SciDB on a larger data portion.

SciDB is mostly written on C++, parameters used: 0 redundancy, 2 instances
per machine, 5 execution and prefetch threads, 1 prefetch queue size, 1 operator
threads, 1024 MB array cache, etc. ChronosServer has 100% Java code, ran one
worker per node, OracleJDK 1.8.0 111 64 bit, max heap size 978 MB. The tools
available from the standard Ubuntu 14.04 repository were used: GDAL v1.10.1
(released 2013/08/26), ImageMagick 6.7.7-10 (2017-03-14 Q16). Ubuntu 14.04 is
the latest Linux version on which SciDB 16.9 is able to run.

For ChronosServer, a node contained |P ′|/M subarrays after “data cooking”,
where M is the number of cluster nodes. SciDB also distributes data uniformly.
Cold query runs were evaluated (a query is executed for the first time on given
data). Every runtime reported is the average of 3 runtimes of the same query.
Respective OS commands were issued to free pagecache, dentries and inodes
each time before executing a cold query to prevent data caching at various OS
levels. ChronosServer benefits from native OS caching and is much faster during
hot runs when the same query is executed the second time on the same data.
There is no significant runtime difference between cold and hot SciDB runs.
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Table 1. Results of performance evaluation, seconds

Pyramid (3 levels) 8 nodes 16 nodes

ChronosServer 13.41 8.28

SciDB 148.57 76.28

Ratio, SciDB/Chronos 11.08 9.21

Interpolation 2× 8 nodes 16 nodes

ChronosServer 24.00 11.65

SciDB 190.83 108.36

Ratio, SciDB/Chronos 7.95 9.30

Hyperslabbinga 8 nodes 16 nodes

ChronosServer 3.24 1.52

SciDB 5.67 3.47

Ratio, SciDB/Chronos 1.75 2.28

Sobel Filter 8 nodes 16 nodes

ChronosServer 179.22 92.71

SciDB 82087.2b 7527.06c

Ratio, SciDB/Chronos 458.02 81.19
aExtract 1/4th of the image from its center
b1/256 size of the original image
c1/64 size of the original image; SciDB fails on full 4 × 4 scenes mosaic

6 Related Work

Numerous techniques exist for remote sensing imagery processing. This work is
novel because it is in the context of array DBMS research field. Four modern
raster data management trends are relevant to this paper: industrial raster data
models, formal array models and algebras, in situ data processing algorithms,
and array DBMS. A good survey on the algorithms is in [4].

A recent survey on array models and algebras as well as industry stan-
dard data models is in [22]. Work [22] gives the peculiar features and merits
of ChronosServer data model. It is shown that the most popular array models
and algebras can be mapped to Array Algebra [3]. Industry data models are also
mappable to each other [14]. SciDB does not have a formal description of its data
model. SciDB neither allows array dimensions to be of temporal or spatial types
making it difficult or sometimes impossible to process many real-world datasets.

ChronosServer was compared only to SciDB [6] since it is the only freely
available distributed array DBMS to date. The latest SciDB version does not
operate in-situ and imports raster data only converted to CSV format – a very
time-consuming, error-prone, and complex undertaking.

PostGIS/PostgreSQL [17] and RasDaMan [2] work on a single machine
and allow registering out-database raster data in a file system. Enterprise
RasDaMan version claims to be in-situ enabled and distributed but it is not freely
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available [18]. To the best of our knowledge, no performance comparison between
SciDB and RasDaMan has been ever published. Intel released open source
TileDB on 04/04/2016. It is yet not distributed neither in-situ enabled [16,26].
SciQL was an effort to extend MonetDB with functionality for processing multi-
dimensional arrays [27]. SciQL does not provide in-situ raster processing. How-
ever, it has not yet finished nor its active development is seen so far. Commer-
cial Oracle Spatial does not provide in-situ raster processing [15]. Commercial
ArcGIS ImageServer claims in-situ raster processing with custom implementa-
tion of raster operations [1]. However, in a clustered deployment scenario all
cluster nodes are recommended to hold copies of the same data or fetch data
from a centralized storage. All commercial systems are not freely available.

Hadoop [9] and experimental SciDB streaming [25] allow to launch a com-
mand line tool, feed text or binary data into its standard input and ingest its
standard output. Note two time-consuming data conversion phases in this case:
data import into an internal database format and their conversion to other rep-
resentation to be able to feed to an external software. ChronosServer directly
submits files to external executables without additional data conversion steps.

There are also other efforts for in-situ and distributed raster data processing:
SAGA, SWAMP, SciHadoop, SciMate, Galileo, and others. However, none of
them is an array DBMS. Most of them were not released or no longer actively
maintained. These systems are reviewed in [21].

7 Conclusions

ChronosServer delegates major raster data processing work to feature-rich and
highly optimized command line tools. This makes it run much faster than SciDB
and provide much wider functionality. At the same time, the formal array model
of ChronosServer maintains a high level of independence from the underlying
raster file formats and the tools.

ChronosServer is 5× to 80× faster on Landsat 8 data in GeoTIFF format than
SciDB on its native storage (the same data imported into SciDB). ChronosServer
data preprocessing stage takes about 10 min versus 2 h of SciDB import time not
taking into account writing import code. Future work includes parallelizing the
proposed tiling algorithm.
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Abstract. This paper deals with impulse noise removal from color
images. The proposed noise removal algorithm employs a novel approach
with morphological filtering for color image denoising; that is, detec-
tion of corrupted pixels and removal of the detected noise by means of
morphological filtering. With the help of computer simulation we show
that the proposed algorithm can effectively remove impulse noise. The
performance of the proposed algorithm is compared in terms of image
restoration metrics and processing speed with that of common successful
algorithms.

Keywords: Color image · Impulsive noise removal · Denoising
Morphological filtering

1 Introduction

Color image processing has received much attention in the last years [1]. Digital
image processing algorithms are generally sensitive to noise. A color image is
treated as a mapping Z2 → Z3 that assigns to a point x = (i, j) on the image
plane a three-dimensional vector (xr, xg, xb), where the superscripts correspond
to the red, green, and blue color image channels. In this way, a color image is
considered as a two-dimensional vector field, and each vector has three color
components.

The most popular algorithms for removal of impulsive noise in color images
utilize the ordering of pixels belonging to a local window W [2], and assign a
dissimilarity measure to each color pixel from the window. Several switching
techniques are proposed [3,4] to adapt parameters of filters to the processed
image. A switching algorithm verifies the following hypothesis: is the central
pixel of window W affected by noise? If the central pixel is corrupted by noise
then it is replaced by the output of a local robust filter; otherwise, it is left
unchanged (see Fig. 1). One of efficient switching schemes is referred to as the
sigma vector median filter (SVMF) [4].

The performance of a switching filtering depends mainly on the impulse noise
detection. If the detector fails to identify corrupted pixels, the performance of the
algorithm yields errors of missed impulse noise. On the other hand, if the detector

c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 280–291, 2018.
https://doi.org/10.1007/978-3-319-73013-4_26
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Fig. 1. Switching filtering scheme.

wrongly identifies uncorrupted pixels as noisy, the performance of the algorithm
yields false impulse noise errors. In the both cases the overall performance of
image restoration is poor. The performance of switching filtering algorithms can
be compared with various image restoration measures [3,4]. In this paper, type I
and type II errors are used to characterize the performance of tested algorithms.
A type I error occurs when the algorithm asserts something that is absent, a
false hit. A type I error is called false positive (FP). A type II error occurs when
the algorithm fails to assert what is present, a miss. A type II error is called
false negative (FN).

Mathematical morphology describes the shape and structure of certain
objects, and is used to extract the useful components in the image. It is uti-
lized for image filtering, image segmentation, image measurement, area filling
and so on [5,6]. In the image denoising aspect, we can get fairly good effect
by applying the gray morphology, having the characteristics of nonlinearity and
parallelism [7,8].

In this paper a novel approach to color image denoising by morphological
filtering is proposed. With the help of computer simulation we show that the
proposed algorithm can effectively remove impulse noise. The performance of
the proposed algorithm is compared in terms of image restoration metrics with
that of common successful algorithms [9].

The paper is organized as follows. In Sect. 2, we describe the proposed switch-
ing algorithm by morphological filtering. Section 3 describes impulsive noise mod-
els. Computer simulation results are provided in Sect. 4. Finally, Sect. 5 summa-
rizes our conclusions.

2 Proposed Algorithm

A common impulse noise removal algorithm is based on the reduced vector order-
ing, which assigns a dissimilarity measure to each color pixel xi from the local
window W = {x1, x2, . . . , xn} of the size n = 9. Let ρ(xi, xj) be the distance
between two vectors xi, xj , then the inner product is defined as

di =
n∑

j=1

ρ(xi, xj), xj ∈ W. (1)
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The meaning of the product is the distance associated with the central pixel xi

inside the filtering window W . The ordering of the distances as d(1) ≤ d(2) ≤
. . . ≤ d(n), implies the same ordering to the corresponding vectors xj x(1) ≤
x(2) ≤ . . . ≤ x(n).

The original value of the central pixel x1 in the window W is being replaced
by x(1) which means that

x(1) = argmin
xi∈W

di. (2)

This concept of replacing is a common way to define the mean scale in vector
spaces. It is called the Vector Median Filter (VMF) [10]. Most commonly the L2

metric is used for the design of the VMF

ρ(xi, xj) =

(
3∑

k=1

(xk
i − xk

j )
2

)1/2

.

2.1 Rank Weighted Vector Median Filter

The reduced ordering schemes are based on the sum of the dissimilarity measures
between a given pixel and all other pixels from the filtering window W [3]. In
this way, the output of the VMF is the pixel whose average distance to other
pixels is minimized.

The distances dij = ‖xi − xj‖ between the pixel xi and all other pixels
xj belonging to W, (j = 1, . . . , n) can be ordered as di1, di2, . . . , din → di(1) ≤
di(2) ≤ · · · ≤ di(n), and the ranks of the ordered distances can be used for
building the cumulative distances in Eq. (1).

Let r denote the rank of a given distance, and di(r) stand for the correspond-
ing distance value. So, instead of the aggregated distances in Eq. (1) we can build
a weighted sum of distances, utilizing the distance ranks as

Δi =
n∑

i=1

f(r)di(r),

where f(r) is a decreasing weighting function of the distance rank r, like f(r) = 1,
f(r) = 1/r and f(r) = 1/r2. The f(r) = 1/r weights for the design of the
adaptive switching filter is recommended in [3].

Then, the rank weighted sum of distances calculated for each pixel belong-
ing to W can be sorted and a new sequence of vectors can be obtained
Δ1,Δ2, . . . ,Δn → x∗

(1) ≤ x∗
(2) ≤ · · · ≤ x∗

(n), where the vector x∗
(1) is the output

of the rank weighted vector median filter (RWVMF) [3].
Similarly to Eq. (2) the RWVMF output x∗

(1) an be defined as

x∗
(1) = argmin

xi∈W

n∑

r=1

f(r)di(r).
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The structure of the switching filter is defined [3] as follows. If the difference
Δ1 − Δ(1) exceeds a threshold value α, then a pixel is declared as corrupted by
a impulsive noise; otherwise, it is treated as uncorrupted

y1 =

{
xAMF , if Δ1 − Δ(1) > α,

x1, otherwise,
(3)

where y1 is the switching filter output, x1 is the central pixel of the filtering
window W and xAMF is the Arithmetic Mean Filter (AMF) output computed
over the pixels declared by the detector as uncorrupted. Extensive experiments
revealed that very good denoising results can be achieved using the following
switching filter:

y1 =

{
xVMF , if Δ1 − Δ(1) > α,

x1, otherwise,

where xVMF is the standard VMF output computed for all the pixels in the
filtering window W .

Detection noise method DetectionMethod1 for pixel x1 of the filtering win-
dow W in RWVMF in Eq. (3) can be defined as follows:

DetectionMethod1(x1) =

{
1, if Δ1 − Δ(1) > α,

0, otherwise,
(4)

where 1 means the successful detection of noise and 0 means no noise detected.
We propose the following modification of the noise detection given in Eq. (4).

This detection noise method DetectionMethod2 for pixel x1 of the filtering
window W in RWVMF can be defined as follows:

DetectionMethod2(x1) =

{
1, if Δ(1) > α,

0, otherwise.

The detection method DetectionMethod1 and DetectionMethod2 use the
predefined parameter α.

2.2 Fast Peer Group Filter

Recently, a peer group filter has been proposed [11,12]. The peer group associated
with the central pixel of the window denotes a set of such pixels whose distance
to the central pixel does not exceed a predefined threshold. The Fast Peer Group
Filter (FPGF) replaces the center of the filtering window with the VMF output
when a specified number of the smallest distances between the central pixel and
its neighbors differ not more than a predefined threshold.

Let vector components xi ∈ [0, 1] represent the color channel values in a
given color space quantified into the integer domain. In the first step, the size of
the peer group, or in other words, the number of close neighbors of the central
pixel of the filtering window x1 is determined. A pixel xi �= x1 belonging to W is
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a close neighbor of x1, if the normalized Euclidean distance d(xi, x1) in a given
color space is less than a predefined threshold valued d ∈ [0, 1].

In the RGB color space, the peer group size denoted as mk is the number of
pixels from W contained in a sphere with radius d centered at pixel xk mk =
#{xj ∈ W : ‖xj − xk‖ < d}, where # denotes the cardinality and ‖ · ‖ stands
for the Euclidean norm.

If the peer group size of the central pixel x1 of the filtering window W is
m1 ≤ 2, then this pixel is treated as an outlier. The structure of the switching
filter can be defined as follows:

y1 =

{
xVMF , if mk ≤ k,

x1, otherwise,
(5)

where xVMF is standard VMF output computed for all the pixels of window W ,
and k is a parameter that determines the minimal size of the peer group.

Detection noise method DetectionMethod3 for the pixel x1 of the window
W in Eq. (5) can be defined as follows:

DetectionMethod3(x1) =

{
1, if mk ≤ k,

0, otherwise.
(6)

The detection method DetectionMethod3 has parameter d and k.
We propose a modification of the detection noise method DetectionMethod3

in Eq. (6). The proposed method DetectionMethod4 utilizes iteratively the
detection noise method DetectionMethod3. At first step DetectionMethod3 is
used with parameters d = 0.25 and k = 3. This step corresponds to a prelim-
inary detection of noise. Then, the DetectionMethod3 is iteratively used with
modified parameters d and k. Experiments showed that good denoising results
can be achieved using the proposed detection method.

2.3 Morphological Filter

Morphological processing is constructed with operations on sets of pixels. Binary
morphology uses only set membership and is indifferent to the value, such as gray
level or color, of a pixel. We will deal here only with morphological operations for
binary images. Therefore we use a threshold operation BW(A, level) to convert
the grayscale image A to a binary image. The output image replaces all pixels
in the input image with than the threshold level by 1 (white) and replaces all
other pixels with 0 (black).

The operation intersection A ∩ B produces a set that contains the elements
in both A and B. The operation union A ∪ B produces a set that contains the
elements of both A and B. The complement Ac is the set of elements that are
not contained in A. The difference of two sets A and B, denoted by A − B is
A ∩ Bc. A standard morphological operation is the reflection of all of the points
in a set Â about the origin of the set A.
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Dilation and erosion are basic morphological processing operations. Let A be
a set of pixels and let B be a structuring element. Let (B̂)s be the reflection of B
about its origin and followed by a shift by s. Dilation operation is the set of all
shifts that satisfy the following: A⊕B = {s|((B̂)s ∩A) ⊆ A}. Erosion operation
is the set of all shifts that satisfy the following: A � B = {s|(B)s ⊆ A}.

Closing operation is a dilation followed by an erosion: A ◦ B = (A ⊕ B) � B.
Opening operation is an erosion followed by a dilation: A • B = (A � B) ⊕ B.

Morphological “bottom hat” operation is an image minus the morphological
closing of an image: A � B = ((A ⊕ B) � B) − A.

Morphological “remove” operation is a removing interior pixels of an image
A, written as remove(A). This operation sets a pixel to 0 if all its 4-connected
neighbors are 1, thus leaving only the boundary pixels on.

Let a color image X be three-dimensional vector (xr, xg, xb) each channel is
processed individually. We propose the following DetectionMethod5(X) method
of the noise detection for color image X with a morphological filter. The output
of this method is

M = M1 ∪ M2 ∪ M3 ∪ M4 ∪ M5.

M1 =
⋃

i=r,g,b

(set1(xi,mset) � B)
⋃

i=r,g,b

(set2(xi, pset) � B),

M2 = remove

⎛

⎝
⋃

i=r,g,b

BW(set2(xi, pset), level)

⎞

⎠ ,

M3 = remove

⎛

⎝
⋃

i=r,g,b

BW(set3(xi,mset), level)

⎞

⎠ ,

M4 = (BW(rgb2gray(X), level) � B) ,

M5 = (BW(rgb2gray(set2(X, pset)), level) � B) ,

where B is the standard structuring element, set1(A,mset) is subtraction of all
the pixels A value mset, set2(A,pset) is subtraction of the values pset of all
the pixels A, set3(A,mset) is addition of all the pixels A value mset, rgb2gray
is conversion of the color image X to the grayscale intensity image.

The detection method DetectionMethod5 uses the parameters: pset, mset,
level.

3 Model of Impulse Noise

Color images may be contaminated by various types of impulse noise [3,10,
13,14]. Impulse noise corruption often occurs in digital image acquisition or
transmission process as a result of photo-electronic sensor faults or channel bit
errors. Image transmission noise may be caused by various sources, such as car
ignition systems, industrial machines in the vicinity of the receiver, switching
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transients in power lines, lightning in the atmosphere and various unprotected
switches. This type of transmission noise is often modeled as impulse noise. Let
us consider models of impulse noise used for computer simulation. Let Xi be
the vector characterizing a pixel of a noisy image, q be the vector describing
one of the noise models, xi be the noise-free color vector, p be the probability
of impulse noise occurrence. Each tested image can be corrupted with different
probabilities, that is, p ∈ {0.1, 0.2, 0.3}. Depending on the type of vector q, either
fixed-valued or random-valued impulse noise models are considered.

Assume that channels are corrupted independently (CI). So, we use the fol-
lowing models of impulse noise:

Xi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(q1, x
g
i , x

b
i ), with probability p(1 − p)2,

(xr
i , q2, x

b
i ), with probability p(1 − p)2,

(xr
i , x

g
i , q3), with probability p(1 − p)2,

(q1, q2, xb
i ), with probability p2(1 − p),

(xr
i , q2, q3), with probability p2(1 − p),

(q1, x
g
i , q3), with probability p2(1 − p),

(q1, q2, q3), with probability p3,

(xr
i , x

g
i , x

b
i ), with probability (1 − p)3,

where q1, q2, q3 are spatially uniform distributed independent random variables
with the probability of p. The corrupted pixels can be defined in different manner;
that is, CI1 means that they take values of either 0 or 255; CI2 means that
corrupted pixel is a random variable with uniform distribution in the interval
of [0, 255]; CI3 means that corrupted pixel is a random variable with uniform
distribution in the intervals of [0, 55] and [200, 255]. Additionally, we introduce a
model CT when all channels of the color image are contaminated simultaneously
by impulsive noise as follows:

Xi =

{
(q1, q2, q3), with probability p,

(xr
i , x

g
i , x

b
i ), with probability (1 − p).

The corrupted pixels can be defined in different manner as CT1, CT2, CT3.

4 Computer Simulation

The performance of the detection methods DetectionMethod(1-5) is compared
with respect to FP and FN errors. Since FP and FN errors depend on the
parameters of the detection methods, then the receiver operating characteristic
(ROC) curve as a function of FP and FN errors is utilized. The parameters
of detection methods can be chosen from the ROC curve to provide the min-
imum FP and FN errors. Minimum FP and FN errors for all tested methods
DetectionMethod(1-5) with the type of noise CI1-3, CT1-3, p = 0.1, 0.2, 0.3
are summarized in Table 1. One can be observe that the proposed method
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DetectionMethod5 detects noise very well comparing with other detection tech-
niques. The algorithm of the removal of impulsive noise by a switching filter can
be defined as follows:

y1 =

{
xVMF , if DetectionMethod(x1) = 1,
x1, otherwise,

where xVMF is the standard VMF output computed for all the pixels of the
window W .

Table 1. Minimum FP and FN errors for DetectionMethod(DM) 1–5 with type of
noise (TN) CI1-3, CT1-3, p = 0.1, 0.2, 0.3.

TN FPDM1 FNDM1 FPDM2 FNDM2 FPDM3 FNDM3 FPDM4 FNDM4 FPDM5 FNDM5

CI1 0.1 0.037 0.094 0.094 0.062 0.067 0.099 0.021 0.075 0.033 0

CI2 0.1 0.100 0.145 0.099 0.107 0.115 0.212 0.063 0.123 0.113 0.263

CI3 0.1 0.090 0.107 0.097 0.087 0.121 0.155 0.048 0.092 0.075 0.034

CT1 0.1 0.016 0.013 0.085 0.017 0.043 0.007 0.004 0.009 0.03 0

CT2 0.1 0.042 0.022 0.086 0.036 0.089 0.062 0.027 0.043 0.111 0.001

CT3 0.1 0.049 0.043 0.086 0.042 0.078 0.064 0.027 0.044 0.062 0.004

CI1 0.2 0.143 0.098 0.104 0.109 0.312 0.065 0.05 0.088 0.037 0

CI2 0.2 0.175 0.134 0.118 0.144 0.181 0.207 0.083 0.112 0.205 0.218

CI3 0.2 0.173 0.101 0.108 0.125 0.184 0.136 0.064 0.102 0.092 0.028

CT1 0.2 0.022 0.086 0.060 0.083 0.152 0.044 0.007 0.071 0.131 0

CT2 0.2 0.023 0.047 0.062 0.096 0.054 0.052 0.010 0.034 0.158 0.026

CT3 0.2 0.031 0.110 0.062 0.099 0.078 0.110 0.023 0.083 0.068 0.004

CI1 0.3 0.397 0.087 0.159 0.132 0.659 0.036 0.167 0.107 0.043 0

CI2 0.3 0.289 0.237 0.15 0.304 0.280 0.311 0.161 0.261 0.14 0.446

CI3 0.3 0.294 0.153 0.067 0.240 0.438 0.079 0.163 0.122 0.158 0.024

CT1 0.3 0.041 0.112 0.098 0.084 0.342 0.009 0.020 0.065 0.028 0

CT2 0.3 0.041 0.113 0.103 0.102 0.169 0.030 0.024 0.075 0.082 0.023

CT3 0.3 0.048 0.210 0.106 0.111 0.197 0.138 0.033 0.172 0.087 0.005

We use the mean square error (MSE) and the peak signal to noise ratio
(PSNR) as measures of restoration quality. They are defined as

MSE =
1

3N

N∑

i=1

3∑

k=1

(xk
i − yk

i )2, PSNR = 20 log10

(
255√
MSE

)
,

where xk
i , k = 1, 2, 3 are the component of the original image, and yk

i are the
restored components.

In order to provide comparison of noise removal techniques taking into
account subjective human evaluation, we use FSIMc [15], SR-SIM [16] and
IFS [17] quality metrics which are suitable for inspection of color images. The
results of impulsive noise removal presented in Tables 2 and 3 show that pro-
posed method DetectionMethod5 with morphological filtering achieves the best
performance with respect to the all considered quality color image metrics.
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Table 2. Comparison of efficiency of denoising by switching filter based on Detection-
Method(DM) 1–5 using quality measure (QM) PSNR, MSE, IFS, FSIM, SRSIM with
type of noise CI1-3, CT1-3, p = 0.1, 0.2.

QM CI1 0.1 CI2 0.1 CI3 0.1 CT1 0.1 CT2 0.1 CT3 0.1 CI1 0.2 CI2 0.2 CI3 0.2

PSNR DM1 28.986 27.685 27.832 30.692 30.259 29.145 24.262 24.732 24.470

PSNR DM2 28.529 30.154 29.715 30.345 31.808 30.947 23.318 25.531 24.721

PSNR DM3 28.294 27.770 27.843 30.411 28.881 28.822 23.395 24.559 24.734

PSNR DM4 29.852 30.570 29.983 32.408 31.853 31.600 25.687 25.620 25.689

PSNR DM5 32.025 27.754 30.835 34.254 31.052 31.664 27.482 24.784 27.042

MSE DM1 82.109 110.78 107.10 55.447 61.252 79.159 243.70 218.69 232.31

MSE DM2 91.234 62.748 69.433 60.050 42.878 52.275 302.83 181.94 219.24

MSE DM3 96.306 108.65 106.85 59.141 84.117 85.278 297.55 227.59 218.58

MSE DM4 67.270 60.363 66.304 37.343 42.723 51.624 175.53 178.23 175.44

MSE DM5 40.798 109.067 53.659 24.418 51.041 44.328 116.128 216.119 128.499

IFS DM1 0.9636 0.9493 0.9532 0.9796 0.9717 0.9578 0.9005 0.9025 0.9029

IFS DM2 0.9576 0.9675 0.9668 0.9780 0.9754 0.9643 0.8932 0.9194 0.9155

IFS DM3 0.9546 0.9498 0.9509 0.9754 0.9568 0.9501 0.8918 0.9040 0.9113

IFS DM4 0.9690 0.9687 0.9685 0.9860 0.9887 0.9677 0.9256 0.9199 0.9228

IFS DM5 0.9756 0.9514 0.9696 0.9876 0.9656 0.9699 0.9437 0.9141 0.9337

FSIM DM1 0.9789 0.9669 0.9680 0.9865 0.9834 0.9730 0.9378 0.9349 0.9380

FSIM DM2 0.9772 0.9767 0.9749 0.9856 0.9860 0.9775 0.9330 0.9422 0.9435

FSIM DM3 0.9744 0.9669 0.9654 0.9856 0.9753 0.9681 0.9316 0.9302 0.9424

FSIM DM4 0.9823 0.9769 0.9753 0.9912 0.9864 0.9783 0.9542 0.9436 0.9520

FSIM DM5 0.9845 0.9694 0.9769 0.9928 0.977 0.9785 0.9622 0.9407 0.9564

SRSIM DM1 0.9903 0.9827 0.9835 0.9946 0.9911 0.9869 0.9754 0.9713 0.9734

SRSIM DM2 0.9905 0.9895 0.9895 0.9944 0.9932 0.9900 0.9737 0.9762 0.9770

SRSIM DM3 0.9884 0.9829 0.9832 0.9933 0.9872 0.9838 0.9695 0.9681 0.9748

SRSIM DM4 0.9921 0.9897 0.9896 0.9967 0.9935 0.9921 0.9812 0.9770 0.9795

SRSIM DM5 0.9932 0.9869 0.9921 0.9978 0.9893 0.9984 0.9842 0.9749 0.9808

The result of denoising based on the proposed detection method
DetectionMethod5 presented in Figs. 2, and 3. We see that the proposed method
with morphological filtering yields good results in terms of objective and sub-
jective criteria.

Next we provide execution time of denoising algorithms with switching filter
based on DetectionMethod5 with type of noise CI1-3, CT1-3, p = 0.1, 0.2, 0.3.
20 experiments were carried out and the results are averaged. Table 4 show that
the proposed algorithm with morphological filtering yields the best results in
terms of execution time.
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Table 3. Comparison of efficiency of denoising by switching filter based on Detection-
Method(DM) 1–5 using quality measure (QM) PSNR, MSE, IFS, FSIM, SRSIM with
type of noise CI1-3, CT1-3, p = 0.2, 0.3.

QM CT1 0.2 CT2 0.2 CT3 0.2 CI1 0.3 CI2 0.3 CI3 0.3 CT1 0.3 CT2 0.3 CT3 0.3

PSNR DM1 23.572 25.547 25.126 18.246 19.246 20.556 18.393 20.720 19.674

PSNR DM2 23.026 24.637 25.683 19.206 19.245 20.316 19.426 21.052 22.297

PSNR DM3 26.004 25.753 26.528 16.929 18.738 20.153 21.077 22.704 23.182

PSNR DM4 26.436 26.573 26.893 20.368 19.533 21.808 21.404 22.717 23.574

PSNR DM5 27.626 25.242 28.549 22.666 18.522 23.262 23.715 22.362 25.01

MSE DM1 285.64 181.28 199.74 973.69 773.49 572.01 941.25 550.90 700.85

MSE DM2 323.95 223.51 175.67 780.66 773.58 604.55 741.98 510.38 383.16

MSE DM3 163.16 172.87 144.62 1318.5 869.44 627.63 507.42 348.84 312.50

MSE DM4 155.95 143.13 132.95 597.33 723.92 428.82 502.49 329.36 352.54

MSE DM5 112.32 194.49 90.82 351.93 913.89 306.84 276.43 377.44 205.15

IFS DM1 0.8963 0.8961 0.8931 0.7523 0.6922 0.7904 0.7687 0.8296 0.7655

IFS DM2 0.8887 0.8820 0.8981 0.7833 0.6799 0.8189 0.8099 0.8441 0.8371

IFS DM3 0.9358 0.9037 0.9122 0.7598 0.6741 0.7975 0.8519 0.8771 0.8577

IFS DM4 0.9367 0.9163 0.9267 0.8186 0.6972 0.8500 0.8539 0.8783 0.8592

IFS DM5 0.9393 0.8968 0.9341 0.8824 0.6946 0.884 0.9029 0.8739 0.8964

FSIM DM1 0.9289 0.9349 0.9307 0.8373 0.8015 0.8663 0.8317 0.9084 0.8320

FSIM DM2 0.9277 0.9235 0.9398 0.8510 0.8006 0.8640 0.8599 0.9076 0.8929

FSIM DM3 0.9564 0.9436 0.9414 0.8106 0.7824 0.8562 0.8862 0.9247 0.9077

FSIM DM4 0.9566 0.9482 0.9456 0.8778 0.8211 0.8882 0.8867 0.9254 0.9095

FSIM DM5 0.9584 0.9273 0.9496 0.9154 0.8194 0.9052 0.9265 0.9136 0.9187

SRSIM DM1 0.9752 0.9769 0.9701 0.9312 0.8973 0.9448 0.9315 0.9512 0.9289

SRSIM DM2 0.9751 0.9724 0.9735 0.9377 0.8957 0.9431 0.9446 0.9472 0.9570

SRSIM DM3 0.9817 0.9788 0.9725 0.9136 0.8752 0.9369 0.9557 0.9584 0.9623

SRSIM DM4 0.9830 0.9826 0.9777 0.9517 0.9125 0.9561 0.9563 0.9621 0.9625

SRSIM DM5 0.9877 0.9708 0.9782 0.9651 0.9122 0.9582 0.9728 0.9512 0.9688

Fig. 2. Results of denoising by switching filter based on DetectionMethod5 with type
of noise CI1 p = 0.1, 0.2, 0.3.
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Fig. 3. Results of denoising by switching filter based on DetectionMethod5 with type
of noise CT1 p = 0.1, 0.2, 0.3.

Table 4. Execution time (seconds) of denoising algorithms based on Detection-
Method(DM) 1-5 with type of noise CI1-3, CT1-3, p = 0.1, 0.2, 0.3.

DM DM1 DM2 DM3 DM4 DM5

Execution time 16.12 16.02 7.43 7.23 0.06

5 Conclusion

In the paper, new noise detection techniques for switching filtering of impulse
noise with morphological filtering were proposed. Computer simulation per-
formed on test images contaminated by six noise models revealed a very high
efficiency of the proposed method. The performance of the proposed algorithm
was evaluated in terms of objective and subjective criteria of image restoration.
With the help of computer simulation we showed that the proposed algorithm
with morphological filtering can effectively remove impulse noise. Moreover the
proposed algorithm is the faster among all tested algorithms.
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Abstract. The Unbounded Facility Location Problem on outerplanar
graphs is considered. The algorithm with time complexity O(nm3) was
known for solving this problem, where n is the number of vertices, m is
the number of possible plant locations. Using some properties of maxi-
mal outerplanar graphs (binary 2-trees) and the existence of an optimal
solution with a family of centrally-connected service areas, the recurrence
relations are obtained allowing to design an algorithm which can solve
the problem in O(nm2.5) time.

Keywords: Outerplanar graph · Exact algoritm · Time complexity
Dynamic programming

1 Introduction

One of the important mathematical models of the clustering problem is the
Unbounded Facility Location Problem (UFLP) on graphs and networks [4,10,
11,13]. In this model, it is required to find a suitable partition of a certain set of
elements of the lower level (consumers) into clusters served by top-level elements
(suppliers).

The UFLP can be formulated as follows [11]: minimize the function of total
costs ∑

i∈M

fixi +
∑

j∈V

∑

i∈M

bjcijxij (1)

subject to ∑

i∈M

xij = 1, j ∈ V, (2)

xij ≤ xi, i ∈ M, j ∈ V, (3)

xij , xi ∈ {0, 1}, (4)

where
M is the set of possible locations of suppliers, |M | = m;
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 295–303, 2018.
https://doi.org/10.1007/978-3-319-73013-4_27
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V is the set of consumers, |V | = n;
bj is the size of demand at the site j;
fi is the fixed cost of establishing of the supplier on the site i;
cij is the transportation cost of the product unit from the supplier on the site i
to the consumer j;
xi and xij are variables of a choice and an assignment respectively.

A more compact formulation of the UFLP can be written as follows: find the
minimum of the function

∑

i∈S

fi +
∑

j∈V

bj min
i∈S

cij (5)

over all nonempty subsets S of M .
For the UFLP analysis it is another convenient compact formulation which

uses the supplier assignment vector π as a variable: minimize the function
∑

i∈I(π)

fi +
∑

j∈V

bjcπjj (6)

over all vectors π = (π1, . . . , πn), where πj ∈ M is the index of the supplier-
site serving the customer-site j ∈ V and I(π) is the set of plants included in
a solution π.

In the general case, the problem that arises is NP-hard in the strong sense,
since the Vertex Cover Problem [5] reduces to it evidently. This stimulates the
search for polynomially solvable particular cases of the problem. In the article
such a case is presented in the form of the network UFLP. Nevertheless the
UFLP on an arbitrary network to be NP-hard also [11].

The network UFLP is defined by means of a simple connected undirected
weighted graph G = (V,E) with the vertex set V of the sites (consumers) and
the edge set of communications connecting these sites. It is assumed that M ⊂ V
and that the transportation cost cij is equal to the sum of edge weights (lengths)
in a shortest path connecting sites i and j (the distance between i and j). It is
known that The N

The tree-network UFLP was solved in O(n3)-time by Trubin [12]. Later the
same algorithm was rediscovered by Kolen [9].

In [6] it was established that

Statement 1. The tree-network UFLP can be solved in O(nm) time.

This time does not exceed O(n2) certainly. Later similar O(n2) time algo-
rithms for solving the tree-network UFLP were presented in [3,11].

The algorithm of [6] uses the notion of connected service areas.
A service area A ∈ V will be called connected with respect to the graph

G = (V,E) if the subgraph induced by A is connected.
Denote by

i ≤v k, i <v k, i =v k
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the relations giv ≤ gkv, giv < gkv, and giv = gkv, respectively. Notations

i ≤V ′ k, i <V ′ k, and i =V ′ k

mean that respective relations hold for every v ∈ V ′, V ′ ⊂ V . We say that a
matrix (gij)(i ∈ M, j ∈ V ) possesses a connectedness property with respect to
an acyclic network G if for each pair i, k ∈ M there exists a partition (V ′, V ′′)
such that the subgraphs induced by V ′ and V ′′ are connected and the following
relations hold:

i ≤V ′ k, i <V ′′ k.

In [2] the connectedness property of the matrix (gij) was reformulated as the
notion of a matrix (gij)(i ∈ M, j ∈ V ) connected with respect to an arbitrary
graph G.

The next claim uses the notion of central connectedness [7] of the transporta-
tion matrix. A matrix (gij) is said to be centrally-connected with respect to a
network G (briefly, C-matrix), if gi1,v < gi2,v for all i1, i2 ∈ M, v ∈ V implies
gi1,j < gi2,j for all sites j on a shortest path connecting the sites i1 and v.

Statement 2 [7]. For an arbitrary network UFLP with C-matrix (gij), there
exists an optimal solution with a family of centrally-connected service areas.

In this case the network UFLP is solved in O(nm2+ |E|) time, if the network
contains only pseudo-tree quasiblocks, and in O(n2m) time, if the number of
possible suppliers locations in each not pseudo-tree quasiblock does not exceed
log n [7].

An example of C-matrix is a matrix with components gij = ci + c̃ij , where
ci are arbitrary vertex weights and c̃ij is the distance between vertices i and j.

In this paper we consider a class of location problems on outerplanar graphs.
By definition, an outerplanar graph is a graph that has a planar drawing for

which all vertices belong to the outer face of the drawing. The outerplanar graphs
are subgraphs of parallel-series graphs. The maximum outerplanar graphs are
graphs, to which one can not add an edge without loss of outerplanarity. This is
exactly 2-trees [14].

Ageev [1] designed a polynomial-time transformation from the UFLP with
the matrix connected with respect to outerplanar graphs to the UFLP with
the matrix connected with respect to cycles and, as a consequence, designed
an algorithm for this problem with running time O(n3m). In [2] the UFLP on
partial 2-trees (including series-parallel networks) was solved in O(nm3)-time
using the technique similar to the algorithm for the tree-network UFLP [6,7].

Somewhat earlier using different techniques Hassin and Tamir presented an
O(nm3)-time algorithm for the UFLP on series-parallel networks [8].

So in the case of known algorithms with the linear (relative to the cardinal-
ity n of the vertex set) running time there is an essential gap between O(nm)
time and O(nm3) time of the algorithms for the UFLP on trees and on 2-trees
respectively.

Below we present an algorithm solving the UFLP on outerplanar graphs, in
which the expression m3 in evaluation of time complexity is replaced by the
expression m2.5.
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2 Main Result and Preliminary Considerations

The main statement of the presented paper is the following result:

Theorem 1. An optimal solution of UFLP on outerplanar networks can be
found in O(nm2.5) time.

In order to prove this statement, we will present several recurrence relations
allowing to design an algorithm which solves the outerplanar UFLP in O(nm2.5)
time.

Note that the outerplanar UFLP can be reduced to the UFLP on a maximal
outerplanar graph, adding at most (n− 3) new edges with large enough lengths.
A maximal outerplanar graph on n vertices has (2n − 3) edges.

We will call an edge of a maximal outerplanar graph outer if it is adjacent
to exactly one triangle and inner otherwise.

Below it will be convenient to use an alternative definition of a maximal
outerplanar graph, namely, a binary 2-tree. An undirected graph G without cut
vertices we will call a 2-tree if either G is a triangle, or it can be constructed
from any its triangle by means consecutive connection to one of its edge (p, q)
two new edges (p, s), (s, q) with a new vertex s. A binary 2-tree is a 2-tree whose
every edge is adjacent to at most two triangles.

Choose as the root edge of the given graph an outer edge e1 ∈ E.
Let Vpq ⊂ V denote the set of vertices-descendants of the edge (p, q) (except

the endpoints of this edge). For each v ∈ Vpq, the edge (p, q) is contained in
a minimal sequence of edge-coupled triangles joining the vertex v and the root
edge e1 ∈ E.

Set Npq = |Vpq|; V 0
pq = Vpq ∪ {p} ∪ {q}; Mpq = Vpq ∩ M .

Assign the numbers {1, . . . , n} to nodes of G in the counterclockwise order
on the outer face so that the chosen edge e1 is labeled as (1, n). Moreover p < q
for all edges (p, q).

Note that the set V 0
pq coincides with the segment [p, q].

For every inner edge (p, q) (and outer edge e1), denote by Son(p, q) the only
vertex s ∈ [p, q] such that there are edges (p, s) and (s, q). For s = Son(p, q), we
will denote by L(s) and R(s) nodes p and q, respectively.

Consider the family of the following SPLP on subgraphs of the original binary
2-tree: {

Gpq; i, j

∣∣∣∣ πp = i, πq = j

}
, 1 ≤ p < q ≤ n; i, j ∈ M, (7)

if we do not take into account the costs fi, fj , gip, gjq. Here Gpq is the subgraph
induced by the vertex set defined by the segment [p, q]. Note that Gpq may be
not the binary 2-tree, but if (p, q) ∈ E, Gpq is a binary 2-tree.

Let {Fpq(i, j)} be optima of corresponding problems (7). Then using the
notation

f ij
k =

{
0 if k ∈ {i, j},
fk otherwise,
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for every i, j, k ∈ M , the optimum of the original problem is equal to

F ∗ = min
i∈M

{
fi + gi1 + min

j∈M
{f ii

j + gjn + F1,n(i, j)}
}

.

Lemma 1. For any vertex s ∈ V (with p = L(s), q = R(s)) and a pair (i, j) ∈
M , the following recurrence relations hold:

Fpq(i, j) = min
{

Dpq(i, j), min
k∈{i, j}

{Fps(i, k) + gks + Fsq(k, j)}
}

,

where

Dpq(i, j) = min
k∈Mpq

{
Fps(i, k) + (fk + gks) + Fsq(k, j)

}
. (8)

Proof. Correctness of the statement follows from the existence of a central-
connected optimal solution by Statement 2 and a representation of the graph
Gpq with (p, q) ∈ E in a form of two subgraphs Gps and Gsq, connected by the
edge (p, q) and the vertex s = Son(p, q).

Lemma 1 is proved.

Using these relations we can solve the outerplanar FLP within the same time
bound O(nm3) as in [2,8]. The time complexity of the algorithm depends mainly
on the calculation of values Dpq(i, j). Below we present a more efficient way for
computing the values Dpq(i, j).

3 On Some Property of Binary 2-Trees

We continue with auxiliary property of binary trees. Namely, given an integer
r, 0 ≤ r < n/2 we establish an upper bound for the cardinality of the set

V (n, r) =
{

s ∈ V

∣∣∣∣ NL(s)s ≥ r, NsR(s) ≥ r

}
.

Lemma 2. The following inequalities hold:

|V (n, r)| ≤ n − 1
r + 1

− 1, 0 ≤ r < n/2. (9)

Proof. It is clear that the statement is true for the minimal 2-tree with n = 3.
Let the conclusion of the statement hold for the binary 2-trees with less than n
vertices. In a binary n-vertex 2-tree G = G(n) select the binary 2-trees G(n1) =
G1s and G(n2) = Gsn, induced by the vertex sets V 0

1s and V 0
sn respectively,

where s means Son(1, n). Setting n1 = |V 0
1s|, n2 = |V 0

sn| we have the relation
n1 + n2 − 1 = n. This relation and the inequalities (9) for the graphs G(n1) and
G(n2) imply that

|V (n, r)| ≤ |V (n1, r)| + |V (n2, r)| + 1

≤
(

n1 − 1
r + 1

− 1
)

+
(

n2 − 1
r + 1

− 1
)

+ 1 =
n1 + n2 − 2

r + 1
− 1 =

n − 1
r + 1

− 1.

Lemma 2 is proved.
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4 Computing Dpq(i, j)

4.1 CASE Son(p, q) ∈ V (n, r)

Lemma 3. A collection of values
{

Dpq(i, j)
∣∣∣∣ Son(p, q) ∈ V (n, r), (p, q) ∈ E, i, j ∈ M

}
(10)

can be calculated in O(nm3/r) time.

Proof. For fixed i, j ∈ M and (p, q) ∈ E, the value Dpq(i, j) determined by
(8) is calculated in O(m) time. By Lemma 2 the number of edges (p, q) with
Son(p, q) ∈ V (n, r) does not exceed n/r. Taking into account all pairs i, j of
suppliers we obtain the required time bound.

Lemma 3 is proved.

4.2 CASE Son(p, q) �∈ V (n, r)

Lemma 4. A collection of values
{

Dpq(i, j)
∣∣∣∣ Son(p, q) �∈ V (n, r), (p, q) ∈ E, i, j ∈ M

}

can be found in O(nm2r + nmr3) time.

Proof. Fix s ∈ V (n, r) and put p = L(s), q = R(s). By the statement of the
Lemma either Nps < r or Nsq < r. say that first inequality holds.

For any i, j ∈ M represent the expression (8) in the following form:

Dpq(i, j) = min
{
DL

pq(i, j), DR
pq(i, j)

}
,

where

DL
pq(i, j) = min

p<k<s

{
Fps(i, k) + (fk + gks) + Fsq(k, j)

}
. (11)

DR
pq(i, j) = min

s≤k<q

{
Fps(i, k) + (fk + gks) + Fsq(k, j)

}
. (12)

By Lemma 1 the collection of values
{

DL
pq(i, j)

∣∣∣∣ (p, q) ∈ E, i, j ∈ M

}

can be calculated in O(nm2r) time.
Now we need a proper way for finding the collection of values

{
DR

pq(i, j)
∣∣∣∣ (p, q) ∈ E, i, j ∈ M

}
(13)

in case Nps < r (which means s ≤ p + r).
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In order to complete the proof of Lemma 4 we have to show the following

Lemma 5. The collection (13) can be calculated in O(nmr3) time.

Proof. The proof of Lemma 5 is based on the following two facts.

Fact 1. For every edge (p, q) ∈ E and a pair i, j ∈ M , the following recurrence
relations hold:

DR
pq(i, j) = min

p<v<s

{F ′
vs(i) + F ′′

vs(j)
}
, (14)

where s = Son(p, q) and

F ′
vs(i) = min

p≤k′<s

{
Fpv(i, k′) + f ii

k′ + gk′v

}
, (15)

F ′′
vs(j) = min

s≤k<q

{
gk,v+1 + Fv+1,s(k, k) + fk + gks + Fsq(k, j)

}
. (16)

Proof. For a vertex s ∈ {p, q}, denote by F
(s)
pq (i, j) the optimum of an objective

for the UFLP on the outerplanar graph induced by the vertex set {p, p+1, . . . , q}
provided that πp = i, πq = j and without costs fπs

and gπss.
Then the value Fps(i, k) in (12) can be represented as follows:

Fps(i, k) = min
p<v<s

{
min

p<k′≤v
F (p)

pv (i, k′) + F
(s)
v+1,s(k, k)

}
.

Hence (12) can be written as

DR
pq(i, j) = min

s≤k<q

{
min

p<v<s
{ min

p<k′≤v
F (p)

pv (i, k′)+F
(s)
v+1,s(k, k)}+(fk+gks)+Fsq(k, j)

}
.

Changing the order of minima over k and v we obtain the following expres-
sion:

DR
pq(i, j) = min

p<v<s

{
min

p<k′≤v
F (p)

pv (i, k′)+ min
s≤k<q

{F
(s)
v+1,s(k, k)+(fk+gks)+Fsq(k, j)}

}
.

Finally since
F (p)

pv (i, k′) = Fpv(i, k′) + f ii
k′ + gk′v,

F
(s)
v+1,s(k, k) = gk,v+1 + Fv+1,s(k, k),

the expression DR
pq(i, j) can be written in the form (14)–(16). The proof of Fact 1

is complete.

Note that (15) does not depend on the supplier j and (16) does not depend
on the supplier i. Each of them can take m values. Instead of those relations we
obtain a dependence on v and on k′ respectively. The number of different values
of v (and of k′) does not exceed r.
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Fact 2. Both collections of values
{

F ′
vs(i)

∣∣∣∣ L(s) < v < s, s �∈ V (n, r), i ∈ M

}
(17)

and {
F ′′

vs(j)
∣∣∣∣ L(s) < v < s, s �∈ V (n, r), j ∈ M

}
(18)

can be calculated in O(nmr3) time.

Proof. Consider the collections (17) and (18) separately.
Put p = L(s). Let ]a, b[ be the segment without the endpoints a and b.
Finding the collection (17) requires O(mnc2) time if we already know the

values Fvs(i, k′) for all v, k′ ∈ ]p, s[. A part of these values was found already:
namely, for v, k′ ∈ ]p, s′[, where s′ = Son(p, s). The remaining values Fpv(i, k′)
for v, k′ ∈ ]s′, s[ we can calculated (using the values Fs′v(i′, k′) for v, i′, k′ ∈ ]s′, s[
which we already have) by means of the following recurrence relation:

Fpv(i, k′) = min
p<i′<v

{
Fps′(i, i′) + f ik′

i′ + gi′s′ + Fs′v(i′, k′)
}

.

This can be done in total O(nmr3) time.
Calculation of (18) has complexity if we already have the necessary values

Fv+1,s(k, k) for all v ∈ ]p, s[ and k ∈ ]s, q[. They can be found in O(nmr) time
with the help of the following recurrence relation:

Fv,s(k, k) = gk,v + Fv,R(v)(k, k) + FR(v),s(k, k),

where (v,R(v)) ∈ E, v ∈ ]p, s[, and Fs,s(k, k) = 0.
Hence all necessary values (16) can be found in O(nmr2) time.
Both collections (17) and (18) require O(nmr3) time for their calculation,

completing the proof of Fact 2.

So Lemma 5 and furthermore Lemma 4 are proved.

5 Proof of the Main Result

It follows from Lemmas 3 and 4 that we can find the values Dpq(i, j), for every
(p, q) ∈ E, i, j ∈ M , in O(nmψmr) time, where

ψmr = m2/r + mr + r3.

Setting r = 	√m � we obtain the upper bound O(m1.5) for the value ψmr and
the exact algorithm with time complexity O(nm2.5) for solving the Outerplanar
UFLP. This completes the proof of Theorem 1 and the paper.
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Abstract. We consider the maximum m-Peripatetic Salesman Problem
(MAX m-PSP), which is a natural generalization of the classic Traveling
Salesman Problem. The problem is strongly NP-hard. In this paper we
propose two polynomial approximation algorithms for the MAX m-PSP
with different and identical weight functions, correspondingly. We prove
that for random inputs uniformly distributed on the interval [a, b] these
algorithms are asymptotically optimal for m = o(n). This means that
with high probability their relative errors tend to zero as the number n
of the vertices of the graph tends to infinity. The results remain true for
the distributions of inputs that minorize the uniform distribution.

Keywords: Maximum m-Peripatetic Salesman Problem
Time complexity · Edge-disjoint Hamiltonian cycles

1 Introduction

We consider the maximum m-Peripatetic Salesman Problem (MAX m-PSP),
where given a complete undirected n-vertex graph G = (V,E) and m weight
functions wi : E → R+, i = 1, . . . ,m, one for each salesman, the problem is to
find m edge-disjoint Hamiltonian cycles H1, . . . , Hm ⊂ E that maximize their
total weight:

m∑

i=1

wi(Hi) =
m∑

i=1

∑

e∈Hi

wi(e) .

Recall that Hamiltonian cycle is a simple cycle that contains all vertices of the
graph. If all m weight functions are identical, we will refer to the problem as
the MAX m-PSP with identical weight functions, or simply MAX m-PSP as is
common in the literature. If all the weight functions differ from each other, the
problem is referred to as the MAX m-PSP with different weight functions.

The m-PSP was first introduced by Krarup in 1975 [19]. It was shown that the
problem of finding two edge-disjoint Hamiltonian cycles is NP-complete [6]. Hence,
it follows that the 2-PSP is NP-hard both in the maximization and minimization
variants. These results can be extended to the general m-PSP, m > 2.
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 304–312, 2018.
https://doi.org/10.1007/978-3-319-73013-4_28
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The most common application of the m-PSP is optimizing delivery routes or
design of transportation loops for automated guided vehicles serving manufac-
turing cells in a factory, where in order to avoid congestion edge-disjoint loops
are preferred [8]. Another example is the construction of patrol routs, where
to improve safety and efficiency several edge disjoint routes that maximize the
gathered information are used [8]. The m-PSP also arise in a network design
application where several edges-disjoint cycles are determined in order to pro-
tect the network from link failure [7].

The m-PSP is a natural generalization of the well-known NP-hard Traveling
Salesman Problem (TSP). The goal of the TSP is to find only one Hamiltonian
cycle of optimal total weight in the given graph. Note that the optimal Hamil-
tonian cycle corresponds to a cyclic permutation or, in other words, ordering of
the vertices of the graph, so each time we need to place items in an optimal order
the TSP arise. For example, the TSP was used as a step in Abstract Meaning
Representation-to-text generation problem to place the fragments of the AMR-
graph in an optimal order [22]. Another application is the superstring problem,
which is given a set of strings find the shortest superstring that contains each
given string as a substring. The problem can be reduced to the MAX TSP in
the overlap graph [17]. A widespread MAX TSP application in data analysis is
the matrix reordering. Given a large object-feature matrix in which the rows
correspond to objects and the columns correspond to some numerical features of
the objects, the problem is to reorder the rows or the columns of the matrix to
maximize the sum of similarities between adjacent rows or columns. This gives
a visualization of patterns in data. Similar columns that are adjacent in the
reordered matrix can indicate the dependent or duplicated features. Similarity
of the rows provides ideas for clustering of the objects. The latter property was
studied for clustering and ordering human genes, proteins, web-users [5,16,21],
and also for the problem of compressing and storing data [15]. The solution of the
MAX m-PSP, in turn, gives m disjoint permutations or m different orderings,
so for each object we can obtain a set of m most similar objects.

As it was mentioned before, the m-PSP is NP-hard, which means that in
solving the problem we have to choose between fast and exact algorithms. We
are interested in constructing polynomial approximation algorithms with proven
performance guarantees.

The most studied is the case of 2-PSP. For the symmetric MAX 2-PSP
algorithms with guaranteed approximation ratios 3/4 and 7/9 were designed
in [1,14]. Paper [12] propose polynomial approximation algorithms for the
2-PSP with weights in a given interval [1, q] and for the MAX 2-PSP with weights
1 and 2. For the metric MAX m-PSP, where the weighs of edges satisfy the trian-
gle inequality, a 5/6-approximation algorithm is given in [13]. Paper [3] presents
an asymptotically optimal algorithm with running-time O(n3) for the Euclidean
MAX m-PSP.

In [10,11] two approaches to asymptotically optimal solving the MIN m-PSP
on random inputs in polynomial time are developed. In this paper we discuss how
these approaches can be modified for the MAX m-PSP in the case of uniformly
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distributed random inputs and possess even better performance guarantees, that
don’t depend on the boundaries of the distribution domain.

To describe the quality of the algorithms we will use the
(
εA(n), δA(n)

)

notation. An approximation algorithm A for a maximization problem has per-
formance guarantees εA(n) and δA(n) on the set of random inputs of the problem
of size n, if

Pr
{

FA(I) <
(
1 − εA(n)

)
OPT (I)

}
≤ δA(n) , (1)

where FA(I) and OPT (I) are the approximate and the optimum value of the
objective function of the problem on the input I, respectively, εA(n) is an assess-
ment of the relative error of the solution obtained by algorithm A, δA(n) is an
estimation of the failure probability of the algorithm, which equals to the pro-
portion of cases when the algorithm fails, i.e. it does not hold the relative error
εA(n) or doesn’t produce any answer at all.

An algorithm A is called asymptotically optimal on the class of instances of
the problem, if there exist performance guarantees such that εA(n) → 0 and
δA(n) → 0 as n → ∞.

2 Algorithm for the MAX m-PSP with Different Weight
Functions

To solve the MAX m-PSP with different weight functions we will use the greedy
algorithm Ã1 from [10] modified for the maximum case of the problem. Algo-
rithm Ã1 consists of Stages i = 1, . . . ,m; m < n/4, where at i-th Stage we build
the i-th Hamiltonian cycle Hi.

Stage i of Algorithm Ã1:
For a fixed i consider graph G(V,E) with the remaining edges and the i-th weight
function of edges wi : E → R+. Set the partial path Pi = {u1}, s = 1.

Step 1 (Greedy). Let Pi = {u1, . . . , us} be the constructed partial path. If
s = n−4i, go to Step 2. Otherwise find an edge (us, us+1) ∈ G\Pi with maximum
weight and add it to the path Pi = {u1, . . . , us, us+1}. Set s = s + 1 and return
to the beginning of Step 1.

Step 2 (Extension-rotation). Consider an undirected graph H = (VH , EH)
with a vertex set VH = (V \ Pi) ∪ {us, u1}, and the set of edges EH containing
all edges of G between the vertices of VH .

Note that the minimum degree of a vertex in H is at least |VH |/2, so according
to Dirac’s Theorem H contains a Hamiltonian path, which can be found by
standard extension-rotation procedure. At each step the procedure grows the
partial path (v1, . . . , v�) as follows. If possible, it adds a new edge from the end-
vertex v� to a vertex outside the constructed path. Otherwise, it rotates the
path, i.e. it adds an edge from the end-vertex v� to a vertex vi in the path and
deletes the edge (vi, vi+1) making vertex vi+1 the new end of the path.

Applying the extension-rotation procedure build a Hamiltonian path {us =
v1, v2, . . . , vn−s, vn−s+1 = u1} in graph H.
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Finally, set cycle

Hi = {u1, . . . , us, v2, . . . , vn−s, un, u1} = {u
(i)
1 , u

(i)
2 , . . . , u(i)

n , u
(i)
1 } .

Delete all edges of the constructed Hi from G, so they won’t be used in building
cycles Hj , j > i, thus all cycles will be edge-disjoint. Go to Stage i + 1.

As a result we have m edge-disjoint Hamiltonian cycles of total weight
F

˜A1
=

∑m
i=1

∑
e∈Hi

wi(e). The construction of each Hamiltonian cycle takes
O(n2) time, so the time complexity of Algorithm Ã1 is O(mn2).

2.1 Probabilistic Analysis of Algorithm Ã1

Our goal here is to show the conditions under which the algorithm Ã1 is asymp-
totically optimal. Let the weights wijk = wi(j, k) of edges of the input graph be
independent identically distributed (i.i.d.) random reals with uniform distribution
UNI[a, b] on [a, b]. Let the random variable ξis = wi(u

(i)
s , u

(i)
s+1) be the weight of

the s-th edge of the i-th Hamiltonian cycle constructed by algorithm Ã1. Accord-
ing to (1), the performance guarantees (εn, δn) of algorithm Ã1 for MAX m-PSP
are determined by the inequality:

Pr
{ m∑

i=1

n−4i−1∑

s=1

ξis +
m∑

i=1

n∑

s=n−4i

ξis <
(
1 − ε

˜A1
(n)

)
OPT

}
≤ δ

˜A1
(n) . (2)

Here the first sum consists of the weights of the edges that were chosen at the
greedy Step 1 of Ã1, and the second sum corresponds to Step 2. Consider a term
ξis from the first sum in (2). It is equal to maximum of at least n − 2(i − 1) − s
independent reals with UNI[a, b] distribution, since for each vertex 2 incident
edges were deleted from G at each of previous (i − 1) Stages, and when adding
the s-th edge to the partial path Pi at Step 1, s vertices of the graph already
belong to Pi. We estimate the weights ξis from the second sum as ξis ≥ a.

Now we normalize the initial weights of edges as w′
ijk = (b − wijk)/(b − a) ∈

[0, 1], and set random variables ξ′
is = (b−ξis)/(b−a). If ξis is a maximum weight

of an edge chosen at the greedy step of algorithm Ã1 for a problem with the set
of weights (wijk), then the ξis is the corresponding minimum edge weight for a
problem with the set of weights (w′

ijk). Using OPT ≤ bnm we get the upper
bound for (2):

Pr
{ m∑

i=1

n−4i−1∑

s=1

ξis +
m∑

i=1

n∑

s=n−4i

ξis < (1 − ε
˜A1

)OPT (I)
}

≤ Pr
{ m∑

i=1

n−4i−1∑

j=1

b − ξis

b − a
+

m∑

i=1

n∑

s=n−4i

b − a

b − a
>

bmn − (1 − ε
˜A1

)bmn

b − a

}

≤ Pr
{ m∑

i=1

n−4i−1∑

s=1

ξ′
is > mnε

˜A1
− m(2m + 3)

}
≤ δ

˜A1
. (3)
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The elements of the sum in (3) are independent random variables, thus their
sum can be estimated using Petrov’s Theorem [20, Chap. 2.2].

Theorem 1. [20] Let X1, . . . , Xk be independent random variables. Let there be
positive constants g1, . . . , gk and T , such that

E exp(tXj) ≤ exp(gjt
2/2)

for j = 1, . . . , k, 0 ≤ t ≤ T . Then

Pr
{ k∑

i=1

Xj > x
}

≤
{

exp
(
− x2

2G
)

if 0 ≤ x ≤ GT,

exp
(−Tx

2

)
if x ≥ GT .

were EX is the expected value of random variable X, G =
∑k

i=1 gj.

In [10] the estimations were made for a probabilistic inequality similar to (3).

Theorem 2. [10] Let the random variables ξ′
is ∈ (0, 1) be defined as above. Then

for

Pr
{ m∑

i=1

n−4i−1∑

s=1

ξ′
is > mnε′a/b − m(2m + 3)

}
≤ δ′

using Theorem1, we can estimate (ε′, δ′) as:

(1) ε′ = O
( bn/an

n/ lnn

)
, δ′ = n−9, if 2 ≤ m < ln n ;

(2) ε′ = O
( bn/an

nθ

)
, δ′ = n−9, if ln n ≤ m ≤ n1−θ .

Using Theorem 2 with ε
˜A1

= aε′/b for (3) we obtain the following result.

Theorem 3. In the case of random inputs with distribution UNI[a, b], 0 ≤ a ≤
b, algorithm Ã1 for the MAX m-PSP gives asymptotically optimal solutions with
performance guarantees, that don’t depend on the boundaries of [a, b]:

(1) ε
˜A1

= O
(
ln n/n

)
, δ

˜A1
= n−9, if 2 ≤ m < ln n ;

(2) ε
˜A1

= O
(
n−θ

)
, δ

˜A1
= n−9, if lnn ≤ m ≤ n1−θ .

3 Algorithm for the MAX m-PSP with Identical Weight
Functions

The probability analysis of the algorithm from the previous section crucially
depends on the use of Petrov’s Theorem and the independence of different weight
functions. This is clearly not the case for the MAX m-PSP with identical weight
functions. Therefore we cannot expect the algorithm Ã1 to give good results for
this variant of the problem.

In this section we propose algorithm Ã2 for MAX m-PSP with identical or
different weight functions. Algorithm Ã2 consists of the following three steps.
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Step 1. Uniformly split the initial complete n-vertex graph G into subgraphs
G1, . . . Gm, so that V (Gi) = V (G), and for each edge e in E(G) choose with
equal probability 1/m a subgraph Gi, and put e to E(Gi).

Step 2. Construct subgraphs G̃1, . . . , G̃m deleting all edges in Gi, 1 ≤ i ≤ m,
which are lighter than w∗. Later we will select w∗ so as to retain only heavy
edges in subgraphs, though still providing enough edges in each G̃i for Step 3.

Step 3. In each subgraph G̃i build a Hamiltonian cycle, using a polynomial
algorithm, that with high probability or whp (with probability → 1 as n → ∞)
finds Hamiltonian cycle in a sparse random graph.

Steps 1 and 2 take O(n2) time, at Step 3 the chosen algorithm with time
complexity T (n) runs m times. So the total time complexity is O(n2 +mT (n)).

Though finding a Hamiltonian cycle is NP-hard in general, the problem can
be efficiently solved with small failure probability for suitably randomly selected
graphs. In particular, almost all undirected graphs with 1/2(n log n+n log log n+
ω(1)) edges contain a Hamiltonian cycle [18], whereas for any ε > 0 a graph with
less than (1/2 − ε)n log n edges whp is not Hamiltonian [9].

At Step 3 of algorithm Ã2 we will use algorithm ABFF from [4]. It works
for Erdős-Rényi graphs with at least N = 1/2(n log n + n log log n + cn) edges,
has very small failure probability δBBF = O(e−2cn), where cn = ω(1), and
the running-time O(n3+o(1)). This is one of the best algorithms in terms of
number of required edges and failure probability. Faster algorithms like [2] with
O(n log2 n) running-time usually have much worse δ and N . The algorithms from
[2,4] exploit similar ideas: they grow the partial path from its one or both ends,
adding a new edge that leads outside the constructed path or rotating the path,
and run until they meet some restriction on the number of allowed steps or the
number of allowed rotations.

3.1 Probabilistic Analysis of the Algorithm Ã2

Proposition 1. [2] For all n, p, β, with n integer, 0 ≤ p ≤ 1, 0 ≤ β ≤ 1

�(1−β)np�∑

k=0

(
n

k

)
pk(1 − p)n−k ≤ exp{−β2np/2} .

Theorem 4. Let the weights of the input graph be i.i.d. random reals with a
uniform distribution UNI[a, b], 0 ≤ a ≤ b. Using algorithm ABBF [4] at Step 3,
for m = O(n1−θ) , 0 < θ < 1, algorithm Ã2 is asymptotically optimal with the
following performance guarantees:

ε
˜A2

= O
(
ln n/nθ

)
, δ

˜A2
= O

(
e−n+(1−θ) log n

)
.

Proof. Recall that Erdős-Rényi random graph is a graph, where each edge is
present with probability p, independent from every other edge. Another definition
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of Erdős-Rényi random graph is that it is a graph chosen uniformly and indepen-
dently from a collection of all graphs with n vertices and N edges.

At Step 1 we create random graphs G1, . . . , Gm, where each edge is present
with probability 1/m, independently of other edges. At Step 2 we delete edges that
are lighter than w∗ from G1, . . . , Gm. Thus, G̃1, . . . , G̃m are random Erdős-Rényi
graphs, where each edge exists with probability

p =
1 − UNI(w∗)

m
=

b − w∗

(b − a)m
, (4)

independently of other edges.
For the algorithm ABBF at Step 3 to succeed whp, each subgraph

G̃1, . . . , G̃m should contain at least 1/2(n log n + n log log n + cn) edges. Set
cn = n log(n/ log n). Let δ′ be the probability that there are less than n log n

edges in G̃i, 1 ≤ i ≤ m, at the beginning of Step 3. Using Proposition 1 we have:

δ′ =
n log n−1∑

j=0

(n(n−1)
2

j

)
pj(1 − p)

n(n−1)
2 −j ≤ exp

(
−4(log n + 1)

n − 1
pn

)
≤ e−n ,

if p ≥ 4(log n+1)
n−1 . Combining it with (4), we get the following lower bound w∗ on

the weight of edges left in subgraphs:

w∗ = b − 4m(log n + 1)
n − 1

(b − a) . (5)

The optimum weight of the MAX m-PSP solution in our case is OPT ≤ mnb.
If the algorithm ABFF at Step 3 does not fail for each subgraph G̃i, 1 ≤ i ≤ m,
then the weight of the obtained approximate solution is FA > w∗mn. So if
m = O(n1−θ) , 0 < θ < 1, for the relative error we have:

ε
˜A2

=
OPT − FA

OPT
< 1 − w∗mn

mnb
≤ 4m(log n + 1)

n − 1
= O

(
ln n

nθ

)
.

Finally, the failure probability δ
˜A2

of the algorithm is at most the union
bound of the probabilities that the Step 3 fails for subgraphs G̃i. This happens
with probability δ′, if there were not enough edges in G̃i, and with probability
δBFF = O

(
e−2n log(n/ log n)

)
the algorithm ABFF at Step 3 fails on G̃i. Thus, if

m = O(n1−θ), where 0 < θ < 1, we have:

δ
˜A2

≤ m(δ′ + δBFF ) ≤ m
(
e−n + O(e−2n log(n/logn))

)
= O

(
e−n+(1−θ) log n

)
. 	


4 Conclusion

In this paper we propose two algorithms Ã1 and Ã2 solving the MAX m-PSP
with different and identical weight functions, respectively. The algorithms are
simple and run in polynomial time. Algorithm Ã1 has O(mn2) running-time
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which is linear, considering that the input is an (m × n × n) matrix. The time
complexity of the algorithm Ã2 is O(mn3+o(1)), but it can be improved up to
O(n2 + mn log2 n), if at Step 3 we use the algorithm from [2], which is faster
but has worse failure probability. For both algorithms we have carried out the
probabilistic analysis. Assuming that the given weights of edges are i.i.d. ran-
dom reals with uniform distribution on [a, b], we proved that the algorithms
are asymptotically optimal for m = o(n). In contrast to the minimum problem,
the asymptotic optimality conditions do not depend on the boundaries of the
interval [a, b], 0 ≤ a ≤ b. Since the algorithm Ã2 is less sophisticated than the
algorithm Ã1, it has worse relative error, that nevertheless tends to zero as the
number of vertices n grows. On the other hand, the algorithm Ã2 is suitable for
solving both problems with different and identical weight functions, whereas for
the algorithm Ã1 the proven performance guarantees are obtained only in the
case of different weight functions.

It is also worth noting that the obtained results can be extended to a larger
class of instances.

Corollary 1. For both algorithms Ã1 and Ã2 the obtained performance guaran-
tees are also valid in the case of a distribution function of inputs f̂(x) dominated
by the uniform distribution UNI(x): f̂(x) ≤ UNI(x) for all x ∈ (−∞,+∞).
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Abstract. In the paper we consider one strongly NP-hard problem of
partitioning a finite Euclidean sequence into two clusters minimizing the
sum over both clusters of intracluster sum of squared distances from clus-
ters elements to their centers. The cardinalities of clusters are assumed
to be given. The center of the first cluster is unknown and is defined
as the mean value of all points in the cluster. The center of the second
one is the origin. Additionally, the difference between the indexes of two
consequent points from the first cluster is bounded from below and above
by some constants. A randomized algorithm for the problem is proposed.
For an established parameter value, given a relative error ε > 0 and fixed
γ ∈ (0, 1), this algorithm allows to find a (1+ ε)-approximate solution of
the problem with a probability of at least 1 − γ in polynomial time. The
conditions are established under which the algorithm is polynomial and
asymptotically exact.

Keywords: Partitioning · Sequence · Euclidean space
Minimum sum-of-squared distances · NP-hardness
Randomized algorithm · Asymptotic accuracy

1 Introduction

The subject of this study is a strongly NP-hard problem of partitioning a finite
sequence of points of Euclidean space into two clusters. The goal of the study is
to substantiate a randomized algorithm for its solution.

This study is motivated by the lack of studies on the problem and its rele-
vance, in particular, to clustering and analysis of sequences (time series) and also
to natural science and technical applications in which one needs to classify the
time-ordered data from numerical experiments or results of monitoring of states
of some objects (see, e.g., [1–6], the references therein, and the next section).

Other motivations for the study are the following two facts: (1) the absence
of randomized algorithms for the considered problem (existing algorithms are
characterized in the following section), (2) a well known [7] property of random-
ized algorithms — in many cases, they take less time than algorithms of other
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 313–322, 2018.
https://doi.org/10.1007/978-3-319-73013-4_29
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types to find an efficient approximate solution with guaranteed accuracy and
failure probability. The last fact is especially important for the solution of the
Big data problem.

This is the incremental work to the results previously obtained in [8–11] for
the considered problem. In fact, below we propose the first randomized algorithm
for this strongly NP-hard problem.

The paper has the following structure. The next section contains the problem
formulation and its treatment. In Sect. 3, known results are presented and our
new result is announced. In Sect. 4 we formulate and prove some basic properties
exploited by our algorithm. A randomized algorithm is presented in Sect. 5.
Finally, we give some directions for future researches.

2 Problem Formulation, Its Treatment, and Related
Problems

Everywhere below R denotes the set of real numbers, ‖ · ‖ denotes the Euclidean
norm, and 〈·, ·〉 denotes the scalar product.

Formally, we consider the following problem (see also [8–11]).

Problem 1 (Minimum Sum-of-Squares 2-Clustering problem on sequence with
given center of one cluster and cluster cardinalities). Given a sequence Y =
(y1, . . . , yN ) of points from R

q and positive integers Tmin, Tmax and M > 1.
Find a subset M = {n1, . . . , nM} ⊆ N = {1, . . . , N} of indexes of elements in
sequence Y that minimizes the objective function

F (M) =
∑

j∈M
‖yj − y(M)‖2 +

∑

j∈N\M
‖yj‖2,

where y(M) = 1
|M|

∑
j∈M yj is the centroid (the geometric center) of set {yj | j ∈

M}, provided that

Tmin ≤ nm − nm−1 ≤ Tmax ≤ N, m = 2, . . . ,M, (1)

for the elements of (n1, . . . , nM ).

For readers interested in applied aspects we recall one of the treatments of
the problem (see [8–14]). Given a sequence Y containing N time-ordered results
y1, . . . , yN of measurements of the tuple y of q numerical characteristics of some
object that can be in two states, active and passive. In the passive state all
elements of the tuple equal to zero, while in the active state at least one element
is nonzero. In addition, the positive integers Tmin and Tmax are given, which
correspond to minimal and maximal time intervals between two consecutive
active states of the object. The correspondence of the sequence elements to
some state of the object is unknown. The problem is to divide the sequence into
the two clusters (subsequences) corresponding to the passive and active states
of the object and estimate the set of characteristics of the object in the active
state.
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Formalization of this simple meaningful problem, in particular, in the form
of an approximation problem, induces (see [12–14]) Problem 1. The approxima-
tion problem is to find an approximating sequence for Y having the following
structure

. . . 0x0 . . . 0x0 . . . 0x0 . . .

under the criterion of minimum sum-of-squared deviations. Here x ∈ R
q is an

unknown point corresponding to the active state, 0 is the origin corresponding
to the passive state, and the number of zero points is unknown and defined by
the constraints (1). Herein the optimal approximating sequence has the following
form

. . . 0y(M)0 . . . 0y(M)0 . . . 0y(M)0 . . . .

In this sequence y(M) is a centroid of the first cluster {yj | j ∈ M}, where M
is determined as the result of solving Problem 1. The centroid is an estimate for
the point x. The multisubset {yj | j ∈ M} of the sequence Y corresponds to the
active state of the object.

For the problem’s statistical treatment related to noise-proof analysis of time
series, which also induces Problem 1, the reader is referred to [12–14].

3 Known and Obtained Results

Recall the known results for Problem1. First, note that a special case of Prob-
lem 1 where Tmin = 1 and Tmax = N is equivalent [8] to the strongly NP-hard
problem of partitioning a set [15], which does not admit [16] FPTAS unless P =
NP. In other words, Problem1 of partitioning a sequence is the generalization of
the strongly NP-hard problem of partitioning a set. Therefore, according to [17],
Problem 1 also admits neither exact polynomial, nor exact pseudopolynomial,
nor FPTAS unless P = NP.

In [8], the variant of Problem1 in which Tmin and Tmax are the parameters
was analyzed. In the cited work it was shown that Problem1 is strongly NP-
hard for any Tmin < Tmax. In the trivial case when Tmin = Tmax, the problem is
solvable in polynomial time.

A 2-approximation algorithm for Problem1 with O(N2(MN + q)) running
time was presented in [9].

Special cases of the problem were studied in [10,11]. In [10], for the case of
integer inputs and fixed space dimension q, an exact pseudopolynomial algorithm
was proposed. The running time of the algorithm is O(N3(MD)q), where D is
the maximal absolute value of the coordinates of input points. For the case with
fixed space dimension in [11] an FPTAS was constructed which, given a relative
error ε, finds a (1 + ε)-approximate solution of Problem1 in O(MN3(1/ε)q/2)
time.

The main result of this paper is a randomized algorithm for Problem1. For
an established parameter value, given a relative error ε > 0 and fixed γ ∈ (0, 1),
this algorithm allows to find a (1 + ε)-approximate solution of the problem with
a probability of at least 1− γ in O(qMN2) time. The conditions are established
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under which the algorithm is asymptotically exact and its time complexity is
O(qMN3).

4 The Basics of the Algorithm

To construct the algorithm, we need several basic assertions, an auxiliary prob-
lem and an exact polynomial algorithm for its solution.

The probabilistic base of the algorithm is the following lemma (see [18]).

Lemma 1. Let Z be an arbitrary set of points from R
q of cardinality N , C ⊆ Z

with |C| = M , and T be a multiset obtained by randomly and independently
choosing k elements from Z with replacement. Additionally, let z(C) = 1

M

∑
z∈C z

and z(T ∩ C) = 1
|T ∩C|

∑
z∈T ∩C z be the centroids of set C and multiset T ∩ C,

respectively. Then, for any positive integer t ≤ k and arbitrary δ ∈ (0, 1),

Pr

(
∑

z∈C
‖z − z(T ∩ C)‖2 ≥

(
1 +

1
δt

)∑

z∈C
‖z − z(C)‖2

∣∣∣ |T ∩ C| ≥ t

)
≤ δ.

The geometrical foundations of the algorithm are given by the following
lemma (see [16]).

Lemma 2. Let

S(M, x) =
∑

n∈M
‖yn − x‖2 +

∑

n∈N\M
‖yn‖2, x ∈ R

q, M ⊆ N , (2)

where elements of the set M = {n1, . . . , nM} satisfy the constraints (1). Then
the following statements are true:

(1) for any fixed subset M ⊆ N the minimum of function (2) over x ∈ R
q is

reached at the point x = y(M), and is equal to F (M);
(2) for any fixed point x ∈ R

q the minimum of function

Sx(M) =
∑

n∈M
‖yn − x‖2 +

∑

n∈N\M
‖yn‖2, M ⊆ N ,

over set M of fixed cardinality M is reached at the subset Mx of the element
indexes of Y that maximize function

Gx(M) =
∑

n∈M
〈yn, x〉, M ⊆ N . (3)

The computational basis of our algorithm is an exact polynomial-time algo-
rithm for solving the following auxiliary problem.

Problem 2. Given a sequence Y = (y1, . . . , yN ) of points from R
q, a point

x ∈ R
q, and some positive integers Tmin, Tmax, and M > 1. Find a subset

M = {n1, . . . , nM} ⊆ N of the element indexes of Y that maximize (3) under
constraints (1) on the members of (n1, . . . , nM ).
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To explain the algorithm for solving this auxiliary problem, we define the
function

gx(n) = 〈yn, x〉, n ∈ N , (4)

where x ∈ R
q is an arbitrary fixed point, and yn is the nth element of the input

sequence Y.
In accordance with the definition (4), for the objective function (3) we have

Gx(M) =
∑

n∈M
gx(n), M ⊆ N ,

where the members of M = {n1, . . . , nM} satisfy constraints (1), and, in accor-
dance with the second statement of Lemma 2, the following equality holds

Mx = arg min
M

Sx(M) = arg max
M

Gx(M).

The next lemma and its corollary contain the dynamic programming scheme
which finds an optimal solution Mx of Problem 2. The scheme is based on the
results of [9,19].

Lemma 3. For any positive integer M > 1 such that (M − 1)Tmin ≤ N − 1,
and an arbitrary point x ∈ R

q, the optimal value Gx
max = maxM Gx(M) of the

objective function of Problem2 can be found as

Gx
max = max

n∈ωM

Gx
M (n) , (5)

and the values Gx
M (n), n ∈ ωM , are calculated by the recurrent formulas

Gx
m(n) =

{
gx(n), for n ∈ ω1, m = 1 ;
gx(n) + max

j∈γ−
m−1(n)

Gx
m−1(j), for n ∈ ωm, m = 2, . . . , M, (6)

where ωm and γ−
m−1(n) are given as

ωm =
{
n | 1 + (m − 1)Tmin ≤ n ≤ N − (M − m)Tmin

}
, m = 1, . . . ,M,

γ−
m−1(n) =

{
j | max{1 + (m − 2)Tmin, n − Tmax} ≤ j ≤ n − Tmin

}
,

n ∈ ωm, m = 2, . . . ,M.

Corollary 1. The elements nx
1 , . . . , nx

M of an optimal set Mx can be found by
the following recurrent formulas:

nx
M = arg max

n∈ωM

Gx
M (n) , (7)

nx
m−1 = arg max

n∈γ−
m(nx

m)
Gx

m(n), m = M,M − 1, . . . , 2 . (8)
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The algorithm that implements this scheme can be written in the following
form.

Algorithm A1

Input: sequence Y, point x ∈ R
q, positive integers Tmin, Tmax, and M .

Step 1. Compute the values gx(n) for n ∈ N using Formula (4).
Step 2. Using Formula (6), compute the values Gx

m(n) for each n ∈ ωm and
m = 1, . . . ,M .

Step 3. Find the maximum Gx
max of the objective function Gx by Formula

(5), and the optimal set Mx = {nx
1 , . . . , nx

M} by Formulae (7), (8).
Output: the set Mx.
In [9,19], it was shown that Algorithm A1 finds the optimal solution of Prob-

lem 2 in O(N(M(Tmax −Tmin +1)+ q)) time. At that the value Tmax −Tmin +1
is at most N . Therefore, the algorithm running time can be estimated as
O(N(MN + q)).

5 Randomized Algorithm

The idea of the proposed approach to Problem1 is as follows. A finite multiset
is formed by random and independent choice (with replacement) of elements
from the input sequence. For the centroid of each nonempty multisubset of this
multiset, using dynamic programming scheme, we solve Problem 2 of maximizing
the auxiliary objective function. As a result of solving this problem, we find a
feasible set of element indexes. This set is treated as a candidate for the solution
of the initial problem and is included in the family of solution candidates. From
the obtained family as the final solution we choose the set for which the objective
function value of Problem1 is minimal.

Let us formulate an algorithm for Problem1 that implements the described
approach.

Algorithm A
Input: sequence Y, positive integers Tmin, Tmax, and M , and positive integer

parameter k.
Step 1. Generate a multiset T by independently and randomly choosing k

elements one after another (with replacement) from Y.
Step 2. For each nonempty multisubset H of T , compute the centroid y(H)

and, using Algorithm A1, construct an optimal solution My(H) of Problem 2
(for x = y(H)).

Step 3. In the family of sets found at Step 2 choose My(H) minimizing the
value F (My(H)) as a solution MA of the problem. If there are several optimal
values, then choose any of them.

Output: the set MA.

Theorem 1. For arbitrary δ ∈ (0, 1) and positive integer t ≤ k, Algorithm A
finds a (1 + 1

δt )-approximate solution of Problem1 in O(2k(qk + N(M(Tmax −
Tmin + 1) + q))) time with a probability of at least 1 − (δ + α), where α =
t−1∑
i=0

(
k
i

)(
M
N

)i(
1 − M

N

)k−i

.
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Proof. Let M∗ be the optimal solution of Problem1, and let T ′ be the multiset
of element indexes of T , that is, T = {yi

∣∣ i ∈ T ′}.
Assume that, at Step 1, the multiset T is chosen so that |T ′∩M∗| ≥ 1. Then,

obviously, the multiset H = {yi

∣∣ i ∈ T ′ ∩ M∗} was considered at Step 2. Let
M′ be the optimal solution of Problem2 (for x = y(H)), which was constructed
at the same step.

By the definition of Step 3,

F (MA) ≤ F (M′). (9)

Additionally, from the first statement of Lemma2 we have

F (M′) = Sy(M′)(M′) ≤ Sy(H)(M′). (10)

Furthermore, since Algorithm A1 finds an optimal solution of Problem2 of max-
imization of (3), from the second statement of Lemma 2 we have the inequality

Sy(H)(M′) ≤ Sy(H)(M∗). (11)

Combining (9)–(11), we conclude that, for |T ′ ∩ M∗| ≥ 1, it holds that

F (MA) ≤ F (M′) ≤ Sy(H)(M′)

≤ Sy(H)(M∗) =
∑

j∈M∗
‖yj − y(H)‖2 +

∑

j∈N\M∗
‖yj‖2 . (12)

It is easy to show that Lemma 1 can be applied for the indexes sets. In this way,
we have that, for |T ′ ∩M∗| ≥ t, with a probability of at least 1−δ, the following
holds ∑

j∈M∗
‖yj − y(H)‖2 <

(
1 +

1
δt

) ∑

j∈M∗
‖yj − y(M∗)‖2 . (13)

Finally, combining (12) and (13), we conclude that, for |T ′ ∩ M∗| ≥ t, with a
probability of at least 1 − δ,

F (MA) ≤
∑

j∈M∗
‖yj − y(H)‖2 +

∑

j∈N\M∗
‖yj‖2

<

(
1 +

1
δt

) ∑

j∈M∗
‖yj − y(M∗)‖2 +

∑

j∈N\M∗
‖yj‖2

≤
(

1 +
1
δt

)⎛

⎝
∑

j∈M∗
‖yj − y(M∗)‖2 +

∑

j∈N\M∗
‖yj‖2

⎞

⎠ =
(

1 +
1
δt

)
F (M∗).

Consequently,

Pr
(

F (MA) <

(
1 +

1
δt

)
F (M∗)

∣∣∣ |T ′ ∩ M∗| ≥ t

)
> 1 − δ.
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Passing from the conditional to unconditional probability yields

Pr
(

F (MA) <

(
1 +

1
δt

)
F (M∗)

)
> 1 − (δ + Pr (|T ′ ∩ M∗| < t)) ,

which establishes the probability and accuracy bounds for Algorithm A, taking

into account equality Pr
(
|T ′ ∩ M∗| < t

)
=

t−1∑
i=0

(
k
i

)(
M
N

)i(
1 − M

N

)k−i

.

Let us estimate the time complexity of the algorithm. The time complexity
of Step 1 is determined by the cardinality of T and is equal to O(k). At Step
2, for each multisubset H of multiset T , it needs O(qk) operations to compute
the centroid y(H) and O(N(M(Tmax − Tmin + 1) + q)) operations to find the
optimal solution of Problem 2. The choice of the least element at Step 3 requires
O(2k) operations. Summing up the costs required at all steps yields the time
complexity bound for the algorithm. 
�

Remark 1. The algorithm running time can be estimated as O(2k(qk+N(MN +
q))), since the value Tmax − Tmin + 1 is at most N .

Note that in accordance with Theorem 1 the value 1
δt is the relative error

of the algorithm, the value δ + α is the algorithm’s failure probability, and the
value 1 − (δ + α) is the probability of success of the algorithm.

In the next statement we establish the value of the parameter k as the func-
tion of real number β, the relative error ε, and the failure probability γ.

Corollary 2. Assume that M ≥ βN , where β ∈ (0, 1) is a constant. Then,
given ε > 0 and γ ∈ (0, 1) for the fixed parameter k = max(� 2

β � 2
γε, � 8

β ln 2
γ ),

Algorithm A finds a (1+ε)-approximate solution of Problem 1 with a probability
of at least 1 − γ in O(2k(qk + N(M(Tmax − Tmin + 1) + q))) time.

We omit the proof of Corollary 2 since it is similar to the proof of the corollary
to Theorem 1 in [18]. We note only that in the proof, the value α = Pr

(
|T ′ ∩

M∗| < t
)

=
t−1∑
i=0

(
k
i

)(
M
N

)i(
1 − M

N

)k−i

is bounded by γ
2 using the Chernoff

inequality.

Remark 2. Corollary 2 and Remark 1 imply that for fixed β, γ, and ε the com-
plexity of the algorithm is estimated as O(qMN2), since under these conditions
the parameter k is also fixed.

Below are the conditions for Algorithm A to be asymptotically exact.

Theorem 2. Under the conditions of Theorem1, let k = �log2 N, δ =
(log2 N)−1/2, t = �kM

2N . Assume that M ≥ βN , where β ∈ (0, 1) is a con-
stant. Then Algorithm A finds a (1 + εN )-approximate solution of Problem1
with a probability of at least 1 − γN in O(qMN2(Tmax − Tmin + 1)) time, where

εN ≤ 2
β

(log2 N)−1/2 −−−−→
N→∞

0 ,
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γN ≤ (log2 N)−1/2 + N− β
8 ln 2 −−−−→

N→∞
0.

Proof. The proof of these properties of Algorithm A of finding a subsequence is
similar to the proof of estimates for the algorithm of finding a subset [18].

The time complexity bound of the algorithm follows from the fact that, for
k = �log2 N,

2k(qk + N(M(Tmax − Tmin + 1) + q))
= O(N(q log2 N + N(M(Tmax − Tmin + 1) + q)))

= O(qMN2(Tmax − Tmin + 1)). 
�

Theorem 2 establishes the conditions under which Algorithm A is asymptot-
ically exact and, according to Remark 1, its running time is O(qMN3).

In Sect. 3 it was noted that in [9], a 2-approximation polynomial-time
algorithm was proposed for Problem1; the running time of the algorithm is
O(N2(MN + q)). It is easy to verify that under the conditions of Remark 2
Algorithm A is N times faster than the algorithm of [9]. Under the conditions
of Theorem 2, Algorithm A have the same time complexity as the algorithm of
[9], but allows to find an asymptotically exact solution instead of 2-approximate
solution.

6 Conclusion

In this paper, we proposed a randomized algorithm for a strongly NP-hard prob-
lem of partitioning a finite sequence of points of Euclidean space into two clusters.
The proposed algorithm allows to find an approximate solution of the problem
in polynomial time for the fixed relative error, failure probability, and an estab-
lished parameter value. The conditions are found under which the algorithm is
asymptotically exact and has polynomial time complexity.

In our opinion, the presented technique will be useful for constructing efficient
randomized algorithms for other NP-hard problems with close statements that
arise, in particular, in natural science and technical applications connected with
analysis of time series (signals).

A task of much interest is to construct faster randomized algorithms for the
problem and to find special cases of the problem for which construction of linear
and sublinear randomized algorithms is possible.

Acknowledgments. This work was supported by the Russian Foundation for Basic
Research, project nos. 15-01-00462, 16-31-00186, and 16-07-00168.
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Abstract. We consider the problem of partitioning a set of Euclidean
points into two clusters to minimize the weighted sum of the squared
intracluster distances from the elements of the clusters to their centers.
The center of one of the clusters is unknown and determined as the
average value over all points in the cluster, while the center of the other
cluster is the origin. The weight factors for both intracluster sums are
given as input. We present an approximation algorithm for the problem,
which is based on an adaptive-grid-approach. The algorithm implements
a fully polynomial-time approximation scheme (FPTAS) in the case of
the fixed space dimension. In the case when the dimension of space is
not fixed but is bounded by a slowly growing function of the number
of input points, the algorithm realizes a polynomial-time approximation
scheme (PTAS).

Keywords: Weighted 2-clustering · NP-hardness · Euclidean space
FPTAS · PTAS

1 Introduction

The subject of this study is a weighted two-cluster partition problem for a finite
set of Euclidean points when the center of one cluster is fixed. Our goal is to
substantiate an approximation scheme for this problem.

Our research is motivated by insufficient study of the problem into an algo-
rithmic direction and its importance in some applications including, for example,
data clustering, pattern recognition, machine learning, statistical problems of
joint evaluation and hypotheses testing with heterogeneous samples (see [1–10],
papers cited therein and the next section).

This paper develops results of constructing the approximations schemes from
[1–3] and has the following structure. Section 2 contains the problem formulation,
its interpretation and related problems. In the same section we present known
results and announce our new results. In Sect. 3 we formulate and prove some
basic geometrical properties exploited in order to substantiate the algorithm.
In Sect. 4, our approximation algorithm is presented. Also in Sect. 4 we show
that our algorithm is a fully polynomial-time approximation scheme (FPTAS)
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 323–333, 2018.
https://doi.org/10.1007/978-3-319-73013-4_30
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when the space dimension is fixed (or bounded by some constant). Finally, in
Sect. 5 we present improved algorithm and show that it realizes a polynomial-
time approximation scheme (PTAS) when the space dimension is bounded by a
slowly growing function of the number of input points.

2 Problem Formulation and Related Problems, Known
and New Results

Everywhere below we use the standard notations, namely: R is the set of the
real numbers, R+ is the set of positive real numbers, Z is the set of integers, ‖ · ‖
is the Euclidean norm, and 〈·, ·〉 is the scalar product.

We consider the following problem.

Problem 1 (Weighted variance-based 2-clustering with given center). Given an
N -element set Y of points from R

q, a positive integer M ≤ N , and real numbers
(weights) w1 > 0 and w2 ≥ 0.

Find a partition of Y into two clusters C and Y \ C minimizing the value of

F (C) = w1

∑

y∈C
‖y − y(C)‖2 + w2

∑

y∈Y\C
‖y‖2 , (1)

where |C| = M and y(C) = 1
|C|

∑
y∈C y is the centroid of C.

It is obvious that we can interpret this problem as a problem of weighted
partitioning or clusterization (w1 and w2 are the weights). Earlier, the following
strongly NP-hard variants of problem under study were explored: ω1 = 1 and
ω2 = 0 (see [1,4–6,11–13]), ω1 = ω2 = 1 (see [2,7–9,14–16]), ω1 = |C| and
ω2 = N − |C| (see [3,10,17,18]).

The first variant, when ω1 = 1 and ω2 = 0, is known as M -Variance problem
[13]. This variant is induced (see, for example, [1,4,5,11]) by the problem of
searching the subset of similar points. This is one of the easiest problem of data
analysis and pattern recognition.

In the second variant, when w1 = w2 = 1, we need to find a partition of the
input set into two clusters so as to minimize the sum of two intracluster sums.
The first sum is the sum of squared distances from the elements of the cluster to
its centroid. The second one is the sum of squared distances from the elements
of the cluster to the origin. This problem is induced by one of the problems of
the noise-proof data analysis (see, in particular, [2,7–9,14]).

The third variant of the problem, when w1 = |C| and w2 = N − |C|, one
can interpret as a weighted by the cardinalities two-cluster partition problem.
This variant arises, in particularly, in the hypothesis testing problems when the
sample is inhomogeneous (see, for example, [3,10,17,18]).

As the noted above variants of the problem, the general weighted problem
under study arises, in particular, in Data analysis, Pattern recognition, Machine
learning and Data mining (see, for example, [19–23]). Models of the cluster par-
titioning play the key role in these problems.
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Today there are a lot of publications and results for the variants of the
problem that could be found in [1–10,12,13,15,16].

The goal of our research is to generalize the results from [1–3] on the
case of an arbitrary w1 > 0 and w2 ≥ 0. In the cited papers, approximation
schemes that allows to find (1 + ε)-approximate solution with time complexity

O
(

qN2
(√

2q
ε + 2

)q
)

were proposed.

In this paper an approximate algorithm for any w1 > 0 and w2 ≥ 0 is
constructed. It allows to find a (1 + ε)-approximate solution of the problem

for an arbitrary ε ∈ (0, 1) in O
(

qN2
(√

2q
ε + 2

)q
)

time. It is the same time

complexity as time complexity in [1–3].
Moreover, we propose the modification of this algorithm with improved

time complexity: O
(√

qN2
(

πe
2

)q/2(√ 2
ε + 2

)q
)
. The algorithm implements an

FPTAS in the case of fixed space dimension and remains polynomial for
instances of dimension O(log n). In this case it implements a PTAS with
O

(
NC (1.05+log(2+

√
2
ε ))

)
time, where C is a positive constant.

3 Basics of the Algorithm

In order to substantiate the algorithms we will need some basic statements. We
provide them in this section.

The following two lemmas are well known. Their proofs are presented in
many publications (see, for example, [1,4]).

Lemma 1. For an arbitrary point x ∈ R
q, a finite set Z ⊂ R

q and z =
1

|Z|
∑

z∈Z z (z is the centroid of Z), it is true that

∑

z∈Z
‖z − x‖2 =

∑

z∈Z
‖z − z‖2 + |Z| · ‖x − z‖2 .

Lemma 2. For a finite set Z ⊂ R
q, if a point u ∈ R

q is closer (in terms of
distance) to the centroid z of Z than any point in Z, then

∑

z∈Z
‖z − u‖2 ≤ 2

∑

z∈Z
‖z − z‖2 .

Lemma 3. Let

S(C, x) = w1

∑

y∈C
‖y − x‖2 + w2

∑

y∈Y\C
‖y‖2, C ⊆ Y, x ∈ R

q .

Then the next statements are true:

(1) for any nonempty fixed set C ⊆ Y the minimum of the function S(C, x) over
x ∈ R

q is reached at the point y(C) = 1
|C|

∑
y∈C

y;
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(2) if |C| = M = const, then for any fixed point x ∈ R
q the minimum of function

S(C, x) over C ⊆ Y is reached at the subset Bx that consists of M points of
the set Y, at which the function

gx(y) = (w1 − w2) ‖y‖2 − 2w1 〈y, x〉 , y ∈ Y , (2)

has the smallest values.

Proof. The first statement follows from Lemma 1 and the definition of the func-
tions S and F . Since |Y| = N and |C| = M , the second statement follows from
the next chain of equalities:

S(C, x) = w1

∑

y∈C
‖y − x‖2 + w2

∑

y∈Y\C
‖y‖2

= w1

∑

y∈C
‖y‖2 − 2w1

∑

y∈C
〈y, x〉 + Mw1‖x‖2 + w2 (

∑

y∈Y
‖y‖2 −

∑

y∈C
‖y‖2)

=
∑

y∈C

{
(w1 − w2)‖y‖2 − 2w1〈y, x〉

}
+ Mw1‖x‖2 + w2

∑

y∈Y
‖y‖2 .

It remains to note that in the last equality the last two addends do not depend
on C. ��
Lemma 4. Let C∗ be the optimal solution of Problem 1 and let t be the point
from the subset C∗ closest to its centroid. Then the following inequality is true

‖t − y(C∗)‖2 ≤ 1
Mw1

F (Bt) . (3)

Proof. By the definition of point t we have

‖t − y(C∗)‖2 ≤ ‖y − y(C∗)‖2 ,

where y ∈ C∗.
Summing up both sides of this inequality over all y ∈ C∗, we obtain

M‖t − y(C∗)‖2 ≤
∑

y∈C∗
‖y − y(C∗)‖2 .

Since C∗ is the optimal solution, by using the definition of the function (1) we
obtain

w1

∑

y∈C∗
‖y − y(C∗)‖2 ≤ F (C∗) ≤ F (Bt) .

That yields the statement of the lemma. ��
Lemma 5. Let

‖x − y(C∗)‖2 ≤ ε

2Mw1
F (Bt) (4)

for an arbitrary ε > 0 and for some x ∈ R
q. Then the subset Bx (defined in

Lemma 3) is a (1 + ε)-approximate solution of Problem 1.
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Proof. By Lemma 3 it is true that

F (Bt) = S(Bt, y(Bt)) ≤ S(Bt, t) ≤ S(C∗, t) . (5)

On the other hand, by Lemma2
∑

y∈C∗
‖y − t‖2 ≤ 2

∑

y∈C∗
‖y − y(C∗)‖2 ,

so we have
S(C∗, t) ≤ 2F (C∗) . (6)

Combining (4), (5) and (6) we obtain

‖x − y(C∗)‖2 ≤ ε

2Mw1
F (Bt) ≤ ε

2Mw1
S(C∗, t) ≤ ε

Mw1
F (C∗) .

Combining Lemmas 1, 3 and (3) we obtain final estimation

F (Bx) = S(Bx, y(Bx)) ≤ S(Bx, x) ≤ S(C∗, x)

≤ F (C∗) + Mw1 ‖x − y(C∗)‖2 ≤ (1 + ε)F (C∗) .
��

4 Approximation Algorithm

In this section, we present the approximation algorithm for Problem1. Its main
idea can be schematically described as follows. For each point of the input set
we construct a domain (cube) so that the center of the desired subset neces-
sarily belongs to one of these domains. We generate, using given (as input) the
prescribed relative error ε of the solution, a lattice (a grid) that discretizes the
cube with a uniform step in all coordinates. For each lattice node, a subset of
M points from the input set that have the smallest values of the function (2)
is formed. The resulting set is declared as a solution candidate. The candidate
that minimizes the objective function is chosen to be the final solution.

This essentially grid approach was used in [1–3] for solving three strongly NP-
hard problems that were formulated in the Sect. 1. This paper demonstrates the
effectiveness of the grid approach for solving the intractable generalized problem
under study.

For an arbitrary point x ∈ R
q and positive numbers h and H, we define the

set of points

D(x,h,H)
= {d ∈ R

q| d = x + h · (i1, . . . , iq), ik ∈ Z, |hik| ≤ H, k ∈ {1, . . . , q}} (7)

which is a cubic lattice of size 2H centered at the point x with node spacing h.

Remark 1. If for arbitrary points x and z ∈ R
q is true ‖z − x‖ ≤ H, then the

distance from z to the nearest node of the lattice D(x, h,H + h/2) does not
exceed h

√
q

2 .
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For constructing an algorithmic solution we need to determine adaptively
the size H of the lattice and its node spacing h for each point y of the input set
Y so that the domain of the lattice contains the centroid of the desired subset.
The node spacing is defined by the relative error ε. To this end we define the
functions:

H(y) =
√

1
Mw1

F (By), y ∈ Y , (8)

h(y, ε) =
√

2ε

qMw1
F (By), y ∈ Y, ε ∈ R+ , (9)

where By is the set determined in Lemma 3.

Remark 2. For an arbitrary point y ∈ Y the cardinality of the lattice D(y, h,H+
h/2) does not exceed the value

L =
(

2
⌊H + h/2

h

⌋
+ 1

)q

≤
(

2
H

h
+ 2

)q

=

(√
2q

ε
+ 2

)q

due to (8) and (9).

The step-by-step description looks like as follows.

Algorithm A
Input : N -elements set Y ⊂ R

q, natural number M ≤ N , real numbers w1 > 0,
w2 ≥ 0 and ε ∈ (0, 1).

For each point y ∈ Y Steps 1–5 are executed.
Step 1. Compute the values gy(z), z ∈ Y, using formula (2); find an M -

elements subset By ⊆ Y with the smallest values gy(z), compute F (By) using
formula (1).

Step 2. If F (By) = 0, then put CA = By; exit.
Step 3. Compute H and h using formulae (8) and (9).
Step 4. Construct the lattice D(y, h,H + h/2) using formula (7).
Step 5. For each node x of the lattice D(y, h,H + h/2) compute the values

gx(y), y ∈ Y, using formula (2) and find M -elements subset Bx ⊆ Y with the
smallest values gx(y). Compute F (Bx) using formula (1), remember this value
and the set Bx.

Step 6. In the family {Bx|x ∈ D(y, h,H + h/2), y ∈ Y} of candidate sets
that have been constructed in Steps 1–5, choose as a solution CA the set Bx, for
which F (Bx) is minimal.

Output : the set CA.

Theorem 1. For any fixed ε ∈ (0, 1) Algorithm A finds a (1 + ε)-approximate
solution of Problem1 in time:

O
(

qN2
(√

2q

ε
+ 2

)q
)

.
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Proof. Let us bound the approximation factor of the algorithm. It is obvious,
that the algorithm meets the point t ∈ Y that is the closest one to the centroid of
the optimal subset C∗ while running. By Lemma 4, inequality (3) holds for this
point. This inequality and (8) mean that ‖t − y(C∗)‖ ≤ H(t), so the centroid of
the optimal subset lies within the cube with the diameter 2H(t) and the center
in point t.

Let x∗ be the node of the grid D(t, h,H + h/2) that is the nearest to the
centroid C∗. The squared distance from the optimal centroid y(C∗) to the nearest
node x∗ of the lattice does not exceed h2q

4 due to Remark 1. It yields the estimate

‖x∗ − y(C∗)‖2 ≤ h2q

4
=

ε

2Mw1
F (Bt) . (10)

Therefore, the point x∗ satisfies the conditions of Lemma 5, and, hence, the set
Bx∗

is a (1 + ε)-approximate solution of Problem1.
Let us evaluate the time complexity of the algorithm. At Step 1 calculation

of gy(z) requires at most O(qN)-time. Finding the M smallest elements in the
set of N elements requires O(N) operations (for example, using the algorithm
of finding the n-th smallest value in an unordered array [24]). Computation of
the value F (By) takes O(qN) time.

Steps 2 and 3 are executed in O(q) operations. It requires O(qL) operations
for generating the lattice at Step 4 (by Remark 2).

At Step 5, computation of the elements of the set Bx for each node x of the
grid requires O(qN) time, and the same is true for the computation of F (Bx)
(as computations at Step 1). Thus, at this step the computational time for all
nodes of the lattice is O(qNL).

Since Steps 1–5 are performed N times, the time complexity of these steps is
O(qN2L). The time complexity of Step 6 is bounded by O(NL), and the total

time complexity of all Steps is O(qN2L) = O
(

qN2

(√
2q
ε + 2

)q)
. ��

Remark 3. It is clear that in the case of the fixed dimension q of the space
Algorithm A is an FPTAS.

5 Improved Algorithm

We can improve proposed algorithm by an exception of the considerable part of
nodes from the process of the calculation.

Indeed, the distance between the centroid of the optimal cluster and one of
the points of the input set does not exceed some threshold value H. Hence, it
is enough to consider only those nodes of the constructed grids that are located
at the distance from there centers that does not exceed H plus a small reserve
(defined below in Lemma 6).



330 A. Kel’manov et al.

For each y ∈ Y let R = H + h
√

q

2 , where H = H(y), h = h(y, ε) — the
parameters of the grid defined by (8) and (9). Let us construct the reduced
spherical lattice

DR(y, h,H + h/2) = D(y, h,H + h/2) ∩ B(y,R) ,

where B(y,R) = {x ∈ R
q| ‖x − y‖ ≤ R} is the ball of radius R and center y.

Then the next statements are true.

Lemma 6. For an arbitrary point x of B(y,H), y ∈ Y, the distance from x
to the closest node of the spherical grid DR(y, h,H + h/2) does not exceed the
value h

√
q

2 .

Proof. Let z be the closest to x node of the cubic lattice D(y, h,H +h/2). Then
due to Remark 1 it is true that ‖z −x‖ ≤ h

√
q

2 . On the other hand, ‖x− y‖ ≤ H.
Combining this fact and the triangle inequality we obtain ‖z−y‖ ≤ H+h

√
q

2 = R.
Hence, z ∈ DR(y, h,H + h/2). ��
Lemma 7. For an arbitrary point y ∈ Y the cardinality of the lattice
DR(y, h,H + h/2) does not exceed the value

1√
πq

(2πe

q

)q/2(H

h
+

√
q
)q

.

Proof. Since each node z of the lattice DR(y, h,H+h/2) lies into the ball B(y,R),
by using the triangle inequality we obtain that all points of the q-dimensional
cube with the side h and center z lies into the ball B(y,R + h

√
q

2 ). Hence, the
total volume of all this cubes does not exceed the volume of an q-dimensional
ball of radius R + h

√
q

2 = H + h
√

q. That yields

LRhq ≤ Vq

(
H + h

√
q
)q

,

where LR is the cardinality of the lattice DR(y, h,H +h/2) and Vq is the volume
of the q-dimensional unit ball that is estimated by well-known formula (see, for
example, [25])

Vq ≤ 1√
πq

(2πe

q

)q/2

.

Combining two last estimations we note the statement of the lemma. ��
Let AR be an algorithm that is differ from algorithm A at Steps 4 and 5. At

this steps instead of grids D(y, h,H + h/2) let us use grids DR(y, h,H + h/2).
Then the next theorem is true.

Theorem 2. For any fixed ε ∈ (0, 1) Algorithm AR finds (1 + ε)-approximate
solution of Problem1 in

O
(

√
qN2

(πe

2

)q/2(√
2
ε

+ 2
)q

)
(11)

time.
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Proof. Due to the equality H
h = 1√

2

√
q
ε and Lemma 7 we obtain

LR ≤ 1√
πq

(2πe

q

)q/2( 1√
2

√
q

ε
+

√
q
)q

=
1√
πq

(πe

2

)q/2(√
2
ε

+ 2
)q

.

This fact and the estimations for the time complexity (for Algorithm A) at Steps 1–
6 in Theorem 1 yields the time complexity estimation (11) for Algorithm AR.

It remains to note that the approximation factors are similar for both algo-
rithms. Indeed, for some y ∈ Y the centroid of the optimal cluster lies in the
ball B(y,H) and so, due to Lemma 6, the distance from y to one of the nodes of
the reduced lattice DR(y, h,H + h/2) does not exceed the value h

√
q

2 . It means
that the estimation (10) is true, hence, the algorithm finds (1 + ε)-approximate
solution of Problem1. ��
Remark 4. Due to DR(y, h,H + h/2) ⊂ D(y, h,H + h/2), the time complexity of
Algorithm AR is less than time complexity of Algorithm A for any N , q and ε.

Remark 5. Algorithm AR remains polynomial even when the dimension q of the
space is bounded by the value C log N , where C is a positive constant. In this
case, due to Theorem 2, algorithm finds (1+ε)-approximate solution of Problem1

in O(Nd log N) time, where d = C
2 log πe

2 + C log(2 +
√

2
ε ) < C (1.05 + log(2 +

√
2
ε )). Thus algorithm implements a PTAS in this case.

6 Conclusion

In this paper we presented an approximation algorithm for a quadratic Euclidian
problem of weighted partitioning a finite set of point into two clusters with the
given center of one cluster. Our algorithm based on an adaptive-grid-approach. It
was proved that the algorithm is a fully polynomial-time approximation scheme
if the space dimension is bounded by a constant (i.e., if the space dimension is
fixed).

The algorithm remains polynomial even in the case when the space dimension
is bounded by the value O(log N), i.e., in the case when the dimension of space is
the slowly growing function of the number of input points. This case is important
because the space dimension O(log N) is the minimum one when there exist an
N -elements set of points with the coordinates from the fixed finite set of values.

In the algorithmical sense, the considered problem is poorly studied. So, it
seems important to continue studying the questions on algorithmical approx-
imability of the problem.

Acknowledgments. This work was supported by the Russian Science Foundation
(project 16-11-10041).
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Hitting Set Problem for Axis-Parallel Squares
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Abstract. The Hitting Set Problem is the well known discrete opti-
mization problem adopting interest of numerous scholars in graph the-
ory, computational geometry, operations research, and machine learning.
The problem is NP-hard and remains intractable even in very specific
settings, e.g., for axis-parallel rectangles on the plane. Recently, for unit
squares intersecting a straight line, a polynomial time optimal algorithm
was proposed. Unfortunately, the time consumption of this algorithm was
O(n145). We propose an improved algorithm, whose complexity bound
is more than 100 orders of magnitude less. We extend this algorithm to
the more general case of the problem and show that the geometric HSP
for axis-parallel (not necessarily unit) squares intersected by a line is
polynomially solvable for any fixed range of squares to hit. We believe
that the obtained theoretical complexity bounds for our algorithms still
can be improved further. According to the results of the numerical eval-
uation presented in the concluding section of the paper, at least for unit
squares, an average time consumption bound of our algorithm is less then
its deterministic counterpart by 9 orders of magnitude.

Keywords: Hitting Set Problem · Dynamic programming
Computational geometry · Parameterized complexity

1 Introduction

We consider exact algorithms and parameterized complexity of one geometric
setting of the famous Hitting Set Problem (HSP), engaging researchers in com-
binatorial optimization, computational geometry and statistical learning from
the early 1980-th.

To the best of our knowledge, HSP gains theoretical interest because it
was the first intractable combinatorial optimization problem, whose approxi-
mation algorithms were dramatically improved [12] on the basis of Vapnik and
Chervonenkis’s [17] results in statistical learning theory. The development of
randomized algorithms for HSP and related combinatorial problems defined on
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 334–345, 2018.
https://doi.org/10.1007/978-3-319-73013-4_31
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range spaces of finite VC-dimension, initiated by seminal papers [1,6] established
a new field in modern computational geometry.

On the other hand, the concepts of hitting set and classifier ensemble, making
decisions by some voting logic, seem to be related very closely. Consequently,
approximation techniques developed for HSP and its dual Set Cover problem
are closely related to the well-known boosting learning technique [16], especially
in the context of the minimal committee problem looking for minimum VC-
dimension correct majoritary classifier ensemble (see, e.g., [8–10]).

In addition, new efficient optimal and approximation algorithms for Hitting
Set and Set Cover problems have a practical importance, e.g. in design of reliable
wireless networks [15].

The Hitting Set Problem for Axis-Parallel Rectangles (HSP-APR) is a well-
studied geometric setting of the HSP. This setting is also NP-hard [5] and
remains intractable even for unit squares. In papers [2,7], first polynomial time
approximation schemes (PTAS) are proposed for axis-parallel squares. Paper [3]
introduces 6-approximation polynomial time algorithm for the case of rectangles
intersecting some axis-monotone curve. In [4], this particular case of HSP-APR is
proved to be NP-hard even for the case when of rectangles intersecting a straight
line and the first 4-approximation algorithm is constructed.

In this paper, we improve one of the recent results describing a polynomial
time solvable subclass of this problem. Recently, Mudgal and Pandit [13] intro-
duced an optimal polynomial time algorithm for the Hitting Set Problem for Axis
Parallel Unit Squares Intersecting a given Straight Line (HSP-APUS-ISL). The
theoretical importance of this result can hardly be overestimated, since almost
all known geometric settings of the HSP, including extremely specific ones, are
intractable. Unfortunately, this algorithm is impractical due to its incredibly
high time consumption of O(n145). In Sect. 2, we propose the improved version
of the algorithm, whose complexity bound O(n37) is still high but by more than
100 orders of magnitude less. Further, in Sect. 3, we extend this algorithm on
a case of squares of different sizes (HSP-APS-ISL) and show that this problem
can be solved to optimal in polynomial time for any fixed range of square sizes.
The preliminary version of these results were published in [11].

Main contribution of this paper is twofold. First, we present new numeri-
cally improved version of our algorithm augmented with low-degree polynomial
time preprocessing of the instance. Source code of its implementation can be
downloaded from github1. Second, in Sect. 4, we provide results of numerical
evaluation of the algorithm proposed. Using the classic approach to statistical
model selection, we show that, for unit squares, average time complexity of the
algorithm is roughly O(n28).

2 Problem Statement

We consider the following geometric setting of the well-known Hitting Set
Problem, which is called the Hitting Set Problem for Axis-Parallel Squares
1 https://github.com/EnsignDaniels/Python.

https://github.com/EnsignDaniels/Python
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Intersecting a Straight Line (HSP-APS-ISL). An instance of HSP-APS-ISL is
given by a finite collection S = {Q1, . . . , Qn} of axis-parallel (closed) squares in
the Euclidean plane intersecting some straight line d. The goal is, for the collec-
tion S, to find a hitting set P ∗ of the minimum size, i.e. |P ∗| = min{|P | : P ⊂
R

2, P ∩ Qj �= ∅, j = 1, . . . , n}.
Without loss of generality we assume that the line d is defined by the equation

kx + y = 0 for some k ≥ 1. The collection S partitions the plane onto mutually
interior-disjoint regions θ1, . . . , θK such that, any points p1 and p2 belong to the
same region θ if and only if

(∀Qj ∈ S) ((p1 ∈ Qj) ⇐⇒ (p2 ∈ Qj)).

Since each minimal hitting set contains at most one point pk taken from any
region θk, the initial continuous problem is polynomially equivalent to the cor-
responding combinatorial one, which is of finding a minimal hitting set among
subsets of the finite set P = {pk, . . . , pK}, pk ∈ θk \ ⋃

l �=k θl.

Fig. 1. The number K of different regions θi does not exceed the number of rectangular
cells induced by the borders of Q1, . . . , Qn

For any collection of n axis-parallel squares (and even rectangles), the cor-
responding set P contains at most O(n2) elements (see Fig. 1) and can be con-
structed efficiently. Moreover, without loss of generality, we can assume that any
time the set P satisfies the following assertion

Assertion 1. For any p ∈ P there is no q ∈ P, q �= p, for which S(p) ⊂ S(q),
where S(p) = {Q ∈ S : p ∈ Q}.
Indeed, points violating this condition can be filtered out in time O(n4), which
is negligible small with respect to time complexities of the proposed algorithms.
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3 Improved Algorithm for Unit Squares

In this section we describe a new parameterized optimal algorithm for HSP-APS-
ISL and discuss its application to solving of the special case of HSP-APUS-ISL,
where collection S consists of equal squares (without loss of generality, which
are assumed to be unit).

We start with the similar (but not the same) notation to introduced in [13]
First, we partition the plane by straight lines l0, . . . , lr+2 orthogonal to d with
distance of

√
2/2 between each neighboring lines such that, for each square Qj ∈

S, its center Cj is located between l1 and lr+1 (hereinafter all tights are broken
arbitrarily). For any i = 0, . . . , r+1, we denote by Ri the stripe located between
li and li+1. Next, we introduce the notation Si = {Qj : Qj ∩ Ri �= ∅}, Sin

i =
{Qj ∈ Si : Cj ∈ Ri}, and Sout

i = Si \ Sin
i . By construction, Sout

i ⊂ Sin
i−1 ∪ Sin

i+1.
As in [13], we assume that any stripe Ri is intersected at least by a single

square Qj . Further, we find an optimal hitting set recursively, by the dynamic
programming procedure presented in Algorithm1.

Indeed, for any i ∈ 1, . . . , r, denote Pi = P ∩ Ri. Let, for U ⊂ Pi−1 and
V ⊂ Pi, T (i, U, V ) be the size of a smallest hitting set P for

⋃
l≥i Sl such that

P ∩ Pi−1 = U and P ∩ Pi = V . Similarly to [13], we express T (i, U, V ) in terms
of T (i + 1, U ′, V ′) but for a substantially smaller subsets U ′ and V ′.

Algorithm 1. Parameterized exact DP based algorithm
Input: a collection S = {Q1, . . . , Qn} of axis-parallel squares intersecting a given
straight line d
Outer parameter: an upper bound q of the size of subsets to search for
Output: the minimum size hitting set P for S.

1: Construct a set P induced by the collection S; let Pi = P ∩ Ri;
2: for all U ⊂ Pr−1 and V ⊂ Pr, s.t. |U |, |V | ≤ q do
3: define Wr = {W ⊂ Pr+1 : |W | ≤ q, U ∪ V ∪ W ∩ Qj �= ∅ (Qj ∈ Sin

r )} and

T (r, U, V ) =

{
min{|U ∪ V ∪ W | : W ∈ Wr}, if Wr �= ∅,

+∞, otherwise

4: end for
5: for all 1 ≤ i ≤ r − 1 do
6: for all U ⊂ Pi−1 and V ⊂ Pi, s.t. |U |, |V | ≤ q do
7: define Wi = {W ⊂ Pi+1 : |W | ≤ q, U ∪ V ∪ W ∩ Qj �= ∅ (Qj ∈ Sin

i )} and

T (i, U, V ) =

{ |U | + min{T (i + 1, V, W ) : W ∈ Wi}, if Wi �= ∅,
+∞, otherwise

8: end for
9: end for

10: Output
P = arg min{T (1, U, V ) : U ⊂ P0, V ⊂ P1, |U |, |V | ≤ q}.
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Algorithm 1 has an outer parameter q, which meaning is twofold. On the
first hand, q depends on size-length of the squares to hit and provides a uniform
upper bound for the smallest size of a hitting set for an arbitrary Si. On the
other hand, q bounds the number of subset enumerated at each iteration of
Algorithm 1. Therefore, its complexity bound can be defined in terms of q again.

The following Theorem summarizes the properties of Algorithm 1.

Theorem 1. For q = 6, time complexity of Algorithm1 is O(n37).

Proof. We start with the following simple fact. By construction, for any i ∈
{1, . . . , r} and any j ∈ Sin

i , Qj ∩{A,B} �= ∅. As a consequence, for any optimal
hitting set P and any i ∈ {1, . . . , r}, |Pi| ≤ 6, where Pi = P ∩Ri. Indeed, assume
by contradiction that, for some i, |Pi| > 6. Since Si ⊂ Sin

i−1 ∪ Sin
i ∪ Sin

i+1 and
Pi ∩ Qj = ∅ for any Qj /∈ Si, we can substitute Pi by an appropriate 6-point
subset P ′

i such that P ∪ P ′
i \ Pi remains a hitting set for S and |P ′| < |P |.

The contradiction obtained with optimality of P finalizes our argument. Hence,
Algorithm 1 realizing classic dynamic programming technique finds an optimal
hitting set for the given collection S.

To obtain an upper bound for its running time, notice that the loop 5–9
having r − 1 = O(n) iterations is the most time consuming part of Algorithm 1.
In each iteration, O(|Pi−1|6)×O(|Pi|6) = O(n24) subproblems each having time
complexity of O(n12) should be solved. Therefore, the overall running time is
O(n37). �

4 General Case of HSP-APS-ISL

By scaling, we can easily show that the result of Sect. 2 remains valid in the case
of equal squares of any side-length. In this section, we extend this result to the
more general case. Let a and b be the minimum and the maximum values of
side-lengths of the given squares. For the same reason, assume that a = 1.

Fig. 2. Partition of the plane for b = 4
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4.1 Case of k = 1

We proceed with the following observation. For k = 1, as in Sect. 2, any square
Q of size at least 1, whose center belongs to some stripe R′ of width

√
2/2

orthogonal to the line d, is hitted by the points A and B introduced in the proof
of Theorem 1. Therefore, in this case, we can adapt Algorithm 1 to take into
account the squares, whose side-lengths are greater then 1.

Indeed, as above, consider stripes Ri of width b
√

2/2 consisting all the
squares. Then, partition each of them onto b� substripes of width

√
2/2 (see

Fig. 2) and use all other notation introduced in Sect. 2 as is. The following asser-
tion is valid.

Theorem 2. Let the given collection S consists of squares with side-lengths from
[1, b]. Algorithm1 with q = 6b� finds an optimal hitting set for this collection in
time of O(n6q+1) = O(n36�b�+1).

The argument for Theorem2 is similar to the proof of Theorem 1. For the
sake of brevity, we skip the proof.

4.2 What if k > 1

In this section, we show that to find an optimal solution for HSP-APS-ISL we can
use Algorithm 1 again with an adjusted value of the parameter q. As above, this
value is defined by the number of points needed to hit any square intersecting
the line d, whose center belong to some stripe of the width

√
2/2. Although, for

k > 1, points A and B (as in Fig. 2) do not hit all such squares, we can still
provide a finite point collection that does.

Without loss of generality, assume that the strip R (of width
√

2/2)) orthogo-
nal to the line d is located symmetrically with respect to the origin. An arbitrary
square Q intersecting the line d, whose center C belongs to the stripe R is called
R-centered.

Consider finite point sequences {At} and {Bt} defined by the following equa-
tion

At = −Bt =

[
k + 2t

2
√

2(1 + k2)
,

1 − 2tk

2
√

2(1 + k2)

]

(t ∈ {−1, . . . , p}). (1)

Theorem 3. For any k > 1, any R-centered square Q of size belonging to the
range [1, p

√
2] is hitted by the points A0, . . . Ap, B0, B1, . . . Bp.

Proof. 1. Consider an arbitrary R-centered square Q. Theorem 3 is evidently
valid if the center C of this square belongs to one of

√
2/2-squares centered at

A0 or B0. Consider the other option. Without loss of generality, assume that C
belongs to right-upper part of the stripe R (as in Fig. 2). The square Q coincides
with an intersection of four closed halfplanes bordering it from the left, top,
right, and bottom sides. We denote them by HL,HT ,HR, and HB , respectively.
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Fig. 3. Hitting of large squares by the centers of neighboring
√

2/2-squares

To proceed with the argument, it is sufficient to prove that there exists a point
At ∈ Q = HL ∩ HT ∩ HR ∩ HB (Fig. 3).

The inclusion At ∈ HT is valid for any t = 0, 1, . . . , p, since yAt
≤ yC by the

location assumption for the square Q. Furthermore, this assumption implies that
A−1 can not be located to the right of the border of HL. Suppose, At−1 �∈ HL

and Ai ∈ HL for any i ≥ t. Now, we show that At is the desired point hitting
the square Q. Indeed, consider the intersection point D of the line d with the
vertical line visiting the point Ai−1. Since

xD =
k + 2(t − 1)
2
√

2(1 + k2)
and kxD + yD = 0,

we obtain

yAt
− yD =

1 − 2tk + k(k + 2(t − 1))
2
√

2(1 + k2)
=

(k − 1)2

2
√

2(1 + k2)
≥ 0.

Therefore, At ∈ HB .
Inclusion At ∈ HR follows easily from Eq. (1). Indeed, for any k > 1

xAt
− xAt−1 =

1
2
√

2(1 + k2)
< 1/2 ≤ xC − xAt−1 ,

since a size of the square Q is at least 1. Thus, At ∈ HL ∩ HT ∩ HR ∩ HB = Q
(Fig. 4).

2. To obtain the upper side-length bound of the fittable squares, it is sufficient
to calculate the minimum side-length of the R-centered square touching the point
Ap by its left side (Fig. 6).
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Fig. 4. Estimation of s(k̄).

It is easy to show that this length coincides with s = 2(xF −xAp
), where XF

can be found from the following system
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

xE = xAp
= k+2p

2
√

2(1+k2)

kxE + yE = 0
−xE + yE = z

−xF + kyF = −
√
1+k2

2
√
2

−xF + yF = z,

i.e. xF =
k3 + 2pk2 + 2pk − 1
2
√

2(k − 1)
√

1 + k2

and

s =
k3 + 2pk2 + 2pk − 1
(k − 1)

√
2(1 + k2)

− k + 2p
√

2(1 + k2)
=

√
2(1 + k2)

2
+

p
√

2(1 + k2)
k − 1

.

To complete our proof, we should minimize s = s(k) for k > 1.
The derivative

s′(k) =
√

2
2

k(k − 1)2 − 2p(k + 1)
(k − 1)2

√
1 + k2

is vanishing if and only if

k3 − 2k2 + k = 2p(k + 1). (2)

For p = 0, the function s(k) has no minimizers in (1,∞). The right limit

lim
k→+1

s(k) = inf{s(k) : k > 1} = 1,

although s(1) = +∞, as it follows from Subsect. 4.1.
Given by p ≥ 1, it is sufficient to consider a few cases. If p = 1 we have a

single root (in the feasible domain {k : k > 1}) and it is easy to see that this
root is a minimizer of s(k), since s′(k) changes its sign at this point. Further, it
can be verified that, for any p > 1, we also have the unique extremal point.

Denote by k̄ = k̄(p) this extremum for the given p. Using Eq. (2), we obtain
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s(k̄) =
√

2(1 + k̄2)3/2

2(1 + k̄)
.

Therefore, since k̄ > 1,

s(k̄(p))
p

=
√

2(1 + k̄2)3/2

k̄(1 − k̄)2
≥

√
2(3/2 + k̄2)
(k̄ − 1)2

>
√

2.

Theorem is proved. �
Remark 1. It is easy to verify that k̄ = k̄(p) is a monotonically increasing
function and tends to +∞ as p → +∞. Therefore,

lim
p→+∞

s(k̄(p))
p

= lim
k̄→+∞

√
2(1 + k̄2)3/2

2(1 + k̄)
=

√
2.

Applying the approach proposed in Subsect. 4.1, we obtain our final result.
Indeed, let we should find the minimum hitting set for n squares intersecting
the line d; sizes of the squares belong to [a′, b′]. First, by scaling, transform their
sizes to the range [1, b], where b = b′/a′.

Further, partition the plane onto d-orthogonal stripes of width b
√

2/2; we call
these stripes wide. Finally, we partition each wide stripe onto b� √

2/2-width
narrow substripes.

By construction, any square intersecting a wide stripe is centered at this or
two neighboring wide stripes. Therefore, by Theorem3, it can be hit by q =
6b� + 2b/√

2�, and the optimal hitting set can be found by Algorithm1 using
this value of q. Hence, we proved the following theorem.

Theorem 4. For any constant c and any square collection with size-range
[a, cȧ], the problem HSP-ASP-ISL can be solved to optimality in time O(n6q+1),
where q = 6c� + 2c/√2�.
Remark 2. Results of Theorems 2 and 4 shows that HSP-APS-ISL is polyno-
mial solvable for any fixed range of squares, since the running time bound of
Algorithm1 in this case is O(n6(6�c�+2�c/√

2�)+1). Unfortunately, the question of
constructing for this problem an FPT algorithm having parameterized complexity
bound like f(c) · nO(1) still remains open.

5 Numerical Evaluation

The numerical experiment described in this section is motivated by the following
observation. Any time, when the raw point set P (assigned to the given instance
of HSPAPSISL) was distilled to filter out points violating Assertion 1, its size
was decreased significantly (Fig. 5). But, having no theoretical bounds for such
a decreasing, in Theorems 1–3, we use a rough upper bound |P| = O(n2) during
time complexity estimation of Algorithm 1. Therefore, we decided to evaluate
numerically the dependency between an average value of |P| and instance size
on a random sample of instances of the problem in the simplest case of unit
squares.
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Fig. 5. Set of axis-parallel squares S and the set P

Fig. 6. Scatter-plot for n and |P|

Experiment setup. We take the fixed value of k =
√

3, sample at random
500 instance sizes (n1, . . . , n500), ni ∈ {25, . . . , 300} and consider appropriate
instances of HSP-APS-ISL, each of them is defined by ni unit squares, whose
centers are taken from the uniform distribution at the stripe of fixed length
N = 50 centered at the line d. For any instance, we produce a filtered set P and
measure its size. Such a way, we obtain the scatter-plot as follows (Fig. 6).

To obtain the best fit dependence, we evaluate statistically several models
and take the most confident in terms of R2 criterion (Fig. 7). Further, residual
analysis helps us to take the most adequate model |P| ≈ 0.056n1.5, where the
coefficient is estimated with the confidence 95%. Taking into account the depen-
dency evaluated, we obtain O(n28) as an average time complexity of Algorithm 1
for the case of unit squares.
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Fig. 7. Evaluation for different dependencies between |P| and n

6 Conclusion

Improved version of the optimal polynomial time hitting set construction
algorithm for axis-parallel squares intersecting the given straight line introduced
in [13] is proposed. Our modification has a significantly better upper time com-
plexity bound by 100 orders of magnitude.

Also, we have managed to extend this algorithm to the case of non-unit
squares and show that the problem can be solved to optimality in polynomial
time for any fixed range of squares.

However, it would be interesting to establish the complexity status of the
considered problem in the case, where this parameter is a part of an instance.
Also, it can be interesting to apply the recent results on shallow cell complexity
(see, e.g. [14]) to refine complexity bounds of the algorithms proposed.

Acknowledgements. This research was supported by Russian Foundation for Basic
Research, grants no. 16-07-00266 and 17-08-01385, and Complex Program of Ural
Branch of RAS, grant no. 15-7-1-23.
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Abstract. The Generalized Traveling Salesman Problem on Grid Clus-
ters (GTSP-GC) is the geometric setting of the famous Generalized Trav-
eling Salesman Problem, where the nodes of a given graph are points on
the Euclidean plane and the clusters are defined implicitly by the cells
of a unit grid. The problem in question is strongly NP-hard but can
be approximated in polynomial time with a fixed ratio. In this paper
we describe a new non-trivial polynomially solvable subclass of GTSP-
GC. Providing new min-max guarantee for the optimal clustering loss in
one-dimensional 2-medians problem, we show that any instance of this
subclass has a quasi-pyramidal optimal route, which can be found by
dynamic programming in polynomial time.

Keywords: Generalized traveling salesman · Grid clusters
Pyramidal tour

1 Introduction

The Traveling Salesman Problem (TSP) is the famous combinatorial optimiza-
tion problem having many valuable applications in operations research and
attracting interest of scientists for decades (see, e.g. [11,18]).

It is known that TSP is strongly NP-hard and hardly approximable in its
general setting [19]. Although, the problem remains intractable in metric and
Euclidean settings, it can be approximated well in these cases admitting fixed-
ratio algorithms for an arbitrary metric [7] and Polynomial Time Approximation
Schemes (PTAS) for Euclidean spaces of any fixed dimension [1]. Many gener-
alizations of TSP, e.g. Cycle Cover Problem [10,12,13,16], Peripatetic Salesman
Problem [2,9], have the similar approximation behaviour.

Algorithmic issues of finding optimal restricted tours, for several kinds of
restrictions, e.g. precedence constraints, are also actively investigated (see., e.g.
[3,6]). Among others, restriction of TSP to considering so called pyramidal
tours (see, e.g. [5]) seems to be especially popular. Pyramidal tour respects
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 346–355, 2018.
https://doi.org/10.1007/978-3-319-73013-4_32
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the initial order defined on the nodeset of a given graph and has the form 1 =
vi1 , vi2 , . . . , vir = n, vir+1 , . . . , vin such that vij < vij+1 for any j ∈ {1, . . . , r − 1}
and vij > vij+1 for any j ∈ {r + 1, . . . , n − 1}. It is widely known [15] that an
optimal pyramidal tour can be found in time of O(n2) for any weighting function.
In papers [8,17], several generalizations of pyramidal tours, for which optimal
tour can be found efficiently were introduced. Recently it was shown [4] that, for
the Euclidean setting, optimal pyramidal tour can be found in time O(n log2 n).
Despite their fame, pyramidal tours have one shortcoming. Known settings of
TSP and its generalizations, for which existence of optimal pyramidal tours is
proven, are very rare. Actually, they are exhausted with settings satisfying the
well known sufficient conditions by Demidenko and van der Veen (see, e.g. [11]).

Contribution of this paper is two-fold. At first, we introduce (in Sect. 2) the
notion of l-quasi-pyramidal tour extending the classic notion of pyramidal tour
to the case of Generalized Traveling Salesman Problem (GTSP) and show that
optimal l-quasi-pyramidal tour can be found in time O(n3) for any fixed l. At
second, we describe (in Sect. 3) a non-trivial polynomially solvable subclass of
GTSP, for which the existence of optimal l-quasi-pyramidal tour (for some fixed
l) is proved.

2 Quasi-Pyramidal Tours

We proceed with the common setting of the Generalized Traveling Salesman
Problem (GTSP). Instance of the GTSP is defined by complete edge-weighted
graph G = (V,E,w) with weighting function w : E → R+, and by a given
partition V1 ∪ . . . ∪ Vk = V of the nodeset V = V (G) of graph G. Feasible
solutions are cyclic tours vi1 , . . . , vik visiting each cluster Vi once. Hereinafter,
we call such routes Clustered Hamiltonian tours or CH-tours. The problem is to
find a CH-tour of the minimum weight1.

In this section, we extend the well-known notion of a pyramidal tour to the
case of partial orders defined implicitly by the orderings of clusters. Indeed, linear
ordered finite set (V1, . . . , Vk) of clusters induces a partial order on the nodeset
V of the graph G as follows, for any u ∈ Vi and v ∈ Vj , u ≺ v if i < j.

Definition 1. Let τ be a CH-tour v1, vi1 , . . . , vir , vk, vjk−r−2 , . . . , vj1 such that
vt ∈ Vt for any t. We call τ an l-quasi-pyramidal tour, if ip − iq ≤ l and
jp′ − jq′ ≤ l for any 1 ≤ p < q ≤ r and 1 ≤ p′ < q′ ≤ k − r − 2.

The following theorem extends the results proposed in [17, Theorem 3.6] for the
classical TSP.

Theorem 1. For any weighting function w : E → R+, a minimum cost l-quasi-
pyramidal CH-tour can be found in time of O(4ln3).

1 To the sake of brevity, we restrict ourselves to the case of undirected graphs. Our
argument can be easily extended to the case of digraphs and asymmetric weighting
functions w.
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We present a short sketch of the proof of Theorem 1 postponing its full version
to the forthcoming paper. First of all, we introduce some necessary notation.

For any integers i > j, we use common shortcuts [j, i], [j, i), and (j, i) for
intersections with N of the sets {j, . . . , i}, {j, . . . , i − 1}, {j + 1, . . . , i − 1},
respectively. For any nodes u ∈ Vi and v ∈ Vj , i �= j, and an arbitrary sub-
set S ⊂ [i − l, i) \ {1, j} or S ⊂ [j − l, j) \ {1, i}, let g(v, S, u) be the weight of
a shortest (|S| + 1)-edge path from u to v visiting all the clusters {Vt : t ∈ S}
(see Fig. 1). Values of the function g can be easily calculated recursively, since
g(v, ∅, u) = w({v, u}) and

g(v, S, u) =

⎧
⎨

⎩

min
m∈S

min
v′∈Vm

{g(v, S \ {m}, v′) + w({v′, u})}, if S ⊆ [j − l, j) \ {1, i},
min
m∈S

min
v′∈Vm

{w({v, v′}) + g(v′, S \ {m}, u)}, if S ⊆ [i − l, i) \ {1, j}. (1)

Fig. 1. Path from u to v through the clusters Vtj , tj ∈ S.

Further, for any 1 ≤ j < i ≤ k, let f(u, v, T ) be the weight of a shortest path
P from u ∈ Vi to v ∈ Vj visiting all the clusters with numbers from [1, i)∪[1, j)\T,
where T ⊆ [i − l, i) ∪ [j − l, j) \ {1, i, j}, and the path P has the form

u = vi0 , vi1 , . . . , vir = v̄ = vj0 , vj1 , . . . , vjs = v,

for pairwise defferent indexes i0, . . . , ir, j1, . . . , js, such that v̄ ∈ V1, it < i for
1 ≤ t ≤ r, jt′ < j for 0 ≤ t′ ≤ s − 1, and

iq − ip ≤ l, (0 < p < q ≤ r),
jp′ − jq′ ≤ l, (0 ≤ p′ < q′ ≤ s).

As the function g, values of the function f can be obtained recursively. We
start with values f(u, v, (1, t)) = w({u, v}) for any u ∈ V1 and v ∈ Vt, 2 ≤
t ≤ l + 2. All other necessary values f(u, v, T ) for any u ∈ Vi, v ∈ Vj and any
T ⊂ [i − l, i) ∪ [j − l, j) \ {1, i, j} can be computed in ascending order by i and
j < i as follows. Let m be the maximum number of cluster (excluding i and j)
visited by the path P . If m > j, then f(u, v, T ) can be calculated by formula

f(u, v, T ) = min
S⊆[m−l,m)\(T∪{1,j})

min
u′∈Vm

{g(u, S, u′) + f(u′, v, T ∪ S)}, (2)



Polynomial Time Solvable Subclass 349

otherwise

f(u, v, T ) = min

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min
S⊆[m−l,m)\(T∪{1})

min
u′∈Vm

{g(u, S, u′) + f(u′, v, T ∪ S)},

if m ∈ {i1, . . . , ir−1}
min

S⊆[m−l,m)\(T∪{1})
min

u′∈Vm

{f(u, u′, T ∪ S) + g(u′, S, v)}
otherwise.

(3)

Finally, we obtain f(u, v, T ) for any u ∈ Vk and v ∈ Vk−1 and for any T ⊆
[k − l − 1, k − 1). The weight of optimal l-quasi-pyramidal tour (see, Fig. 2) is
given by

min
T⊆[k−l−1,k−1)

min
u∈Vk

min
v∈Vk−1

{f(u, v, T ) + g(v, T, u)}. (4)

Fig. 2. Constructing a minimum weight l-quasi-pyramidal tour

Compute a näıve upper bound for time complexity of the algorithm. At
first, we calculate the necessary values g(v, S, u) by formula (1) in time O(2ln3).
Then, the initial values f(u, v, (1, t)) can be computed in O(n2). Further, for
any fixed u, v and T , the complexity of Eqs. (2) and (3) do not exceed O(2ln).
Since, formulas (2) and (3) are invoked at most O(2ln2) times, the overall time
complexity bound is O(4ln3), which completes the sketch of our proof.

Remark 1. Since any CH-tour τ is l-quasi-pyramidal for some l = l(τ) ∈ [0, n],
the result of Theorem 1 can be considered in the context of the parameterized
complexity. Actually, Theorem 1 claimes that, in the most general setting, GTSP
is fixed-parameter tractable with respect to parametrization induced by quasi-
pyramidal tours.

3 Polynomial Time Solvable Subclass of GTSP on Grid
Clusters

In this section, we describe polynomially solvable subclass of Generalized Trav-
eling Salesman Problem on Grid Clusters, GTSP-GC for short. In this special
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case of the GTSP, an undirected edge-weighted graph G = (V,E,w) is given
where the set of vertices V correspond to a set of points in the planar rectan-
gular grid. Every nonempty 1 × 1 cell of the grid forms a cluster. The weighting
function is induced by distances between the appropriate points with respect to
some metric. To put it simple, we consider Euclidean distances, but the similar
results can be easily obtained for some other metrics, e.g. for l1. In Fig. 3, we
present an instance of the Euclidean GTSP-GC with 6 clusters.

Fig. 3. An instance of the Euclidean GTSP-GC and its optimal solution

It is known that for two special cases of the problem, when the number k
of clusters is O(logn) or n − O(logn), polynomial time approximation schemes
(PTAS) were proposed [14]. Meanwhile, the question of systematic description
of polynomial time solvable subclasses of GTSP-GC, which is closely related to
complexity analysis of Hamiltonian cycle problem on grid graphs, is still far from
its complete answer.

Let H and W be height and width (number of rows and columns) of the given
grid, respectively. We consider a special case of the GTSP-GC, for which one of
these parameters, say H does not exceed 2 (while another one is unbounded). We
call this case GTSP-GC(H2). We show that any instance of GTSP-GC(H2) has
an optimal l-quasi-pyramidal CH-tour for some l independent on n. Therefore,
this subclass of GTSP-GC is polynomially solvable due to Theorem1.

Our argument is based on the introduced tour straightening transformation,
which is closely related to the well-known class of local search heuristics. To
describe the transformation, assign to columns of the grid defining the given
instance of GTSP-GC(H2), integer numbers 1, 2, . . . , W (from the left to the
right). Consider an arbitrary CH-tour τ . Assigning to each node vi of τ the
number ci of the column it belongs, obtain a sequence σ of column numbers
presented in the order induced by the tour τ . Without loss of generality, assume
that σ has the form

1 = c1, c2, . . . , cr = W, cr+1, . . . , cs = 1 (5)

for some appropriate numbers r and s.
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Suppose, for some integer number t, whose value will be specified later, there
exist indexes

1 ≤ p < q ≤ r, such that cp − cq ≥ t − 1, or (6)
r + 1 ≤ p′ < q′ ≤ s, such that cq′ − cp′ ≥ t − 1. (7)

In this case, we say that the tour τ has t-zigzag. Obviously, any l-quasi-pyramidal
tour contains no t-zigzags, for any t ≥ l. Algorithm 1 replaces all segments of the
tour τ having t-zigzags with subtours of the special kind (see. Fig. 5).

Algorithm 1. Tour straightening transformation
Outer Parameter: t.
Input: an instance of GTSP-GC(H2) and a CH-tour τ .
Output: a CH-tour τ ′ without t-zigzags.

1: set τ ′ := τ
2: while τ ′ has t-zigzag do
3: assume that equation (6) is valid (without loss of generality, we assume that

cp − cq = t − 1), the case of (7) can be treated similarly;
4: let C be the set of columns with numbers cq, . . . , cp (see Fig. 4);
5: let Y = (y1, . . . , y2t+4) be the ordinate sequence of nodes visited by τ in C

augmented by ordinates of left and right crossing points;
6: find an optimal 2-medians clustering for Y with medians m1 and m2;
7: replace segments of the tour τ ′ belonging to C by horizontal lines at height m1

and m2 connected to all points mentioned in Step 5 by line segments (Fig. 5)
8: end while
9: output the CH-tour τ ′.

Fig. 4. Segment of τ with t-zigzag

To specify the value of t, notice that the weight of eliminated segments of
τ has an evident lower bound t + 2(t − 1) + t − 2 = 4t − 4. Meanwhile, the
weight of their replacement in Step 7 at any iteration of Algorithm1 is at most
2t + 2F (Y, [0, 2]), where F (Y, S) is an optimum value of 2-medians clustering
objective function for a sample Y taken from a line segment S.

To estimate an upper bound for F (Y, S) we need the following Lemma.
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Fig. 5. Replacing t-zigzag with a special tour segments

Lemma 1. For any sample ξ = (p1, . . . , pn), pi ∈ [0, 1] there exist numbers m1

and m2 ∈ [0, 1] such that

F (ξ, [0, 1]) =
n∑

i=1

min{|pi − m1|, |pi − m2|} ≤ n/6. (8)

Lemma 1 seems to be a folk theorem. We present a short sketch of its proof in
AppendixA.

Getting back to discussion of Algorithm 1, we obtain from Lemma 1 that
F (Y, [0, 2]) ≤ 2 · 1/6(2t + 4). Therefore, at any iteration of Algorithm1, the tour
τ ′ becomes cheeper if 2t + 4t/3 + 8/3 ≤ 4t − 4, i.e. t ≥ 10.

Further, let cells of the grid be ordered as in Fig. 6 (i.e., top-down and left-
right). For t = 10, any CH-tour of the given GTSP-GC(H2) instance can be
transformed to l-quasi-pyramidal CH-tour for l = 20 without increasing its
weight. Hence, we are proved the following theorem.

Theorem 2. Any instance of GTSP-GC(H2) has an optimal 20-quasi-pyrami-
dal CH-tour.

As a consequence of Theorems 1 and 2, we obtain that GTSP-GC(H2) can be
solved to optimality in time O(n3).

Fig. 6. Cluster ordering

4 Conclusion

In this paper, a new notion of l-quasi-pyramidal tour extending the classic notion
of pyramidal tour is introduced. We show that, similar to the case of pyramidal
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tours and TSP, an optimal l-quasi-pyramidal tour for the Generalized Traveling
Salesman Problem can be found efficiently (for an arbitrary weighting function).
Also, we describe a non-trivial polynomially solvable geometric special case of
GTSP. Each instance of the problem in question has an l-quasi-pyramidal tour
as an optimal solution. Actually, an instance of this problem is defined by unit
2-row rectangular grid on the Euclidean plane. As for open questions, it would
be interesting to extend the result obtained to the case of GTSP-GC(Hh) defined
by a grid of an arbitrary fixed height h.

Acknowledgments. This research was supported by Russian Science Foundation,
project no. 14-11-00109.

A Proof of Lemma1

Indeed, consider the following two-gamer zero-sum antagonistic game. The first
player choose an n-length sample ξ = (p1, . . . , pn) from [0, 1]. The second player
proposes a 2-partition C1 ∪ C2 = [1, n]. Payoff function

F (ξ, (C1, C2)) =
∑

i∈C1

|pi − m1| +
∑

i∈C2

|pi − m2| =
n∑

i=1

min{|pi − m1|, |pi − m2|},

where m1 and m2 are medians of subsamples ξ1 = (pi : i ∈ C1) and ξ2 = (pi : i ∈
C2), respectively.

It is easy to verify that this game has no value. To obtain its lower value,
notice that equation

∑

i∈C
|pi − m| =

{∑2k
i=k+1 pi − ∑k

i=1 pi, if |C| = 2k,
∑2k+1

i=k+2 pi − ∑k
i=1 pi, if |C| = 2k + 1

is valid for any non-emplty index set C, median m, and sample

p1 ≤ p2 ≤ . . . ≤ p|C|.

Therefore supξ infC1,C2 F (ξ, (C1, C2)) is an optimum of the appropriate linear
program

α = max u

s.t.
|C1|∑

i=�|C1|/2�+1

pi −
	|C1|/2
∑

i=1

pi +
|C2|∑

i=�|C2|/2�+1

pi+|C1| −
	|C2|/2
∑

i=1

pi+|C1| ≥ u

(C1 ∪ C2 = [1, n])

0 ≤ p1, . . . , pn ≤ 1
(9)

Using one of common linear programming techniques, e.g. variable elimination,
it is easy to show that α = n/6. Lemma is proved.
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Abstract. Computational complexity and approximation algorithms
are reported for a problem of stabbing a set of straight line segments
with the least cardinality set of disks of fixed radii r > 0 where the
set of segments forms a straight line drawing G = (V, E) of a planar
graph without edge crossings. Close geometric problems arise in net-
work security applications. We give strong NP-hardness of the problem
for edge sets of Delaunay triangulations, Gabriel graphs and other sub-
graphs (which are often used in network design) for r ∈ [dmin, ηdmax]
and some constant η where dmax and dmin are Euclidean lengths of the
longest and shortest graph edges respectively. Fast O(|E| log |E|)-time
O(1)-approximation algorithm is proposed within the class of straight
line drawings of planar graphs for which the inequality r ≥ ηdmax holds
uniformly for some constant η > 0, i.e. when lengths of edges of G are
uniformly bounded from above by some linear function of r.

Keywords: Computational complexity · Approximation algorithms
Hitting set · Continuous Disk Cover · Delaunay triangulations

1 Introduction

Numerous applications from security, sensor placement and robotics lead to com-
putational geometry problems in which one needs to find the smallest cardinality
set C of points on the plane having bounded (in some sense) visibility area such
that each piece of the boundary of a given geometric object or any part of the
complex (i.e. set of edges or faces) of a plane graph is within visibility area of
some point from C, see e.g. [5,12]. Refining complexity statuses and designing
approximation algorithms for these problems is still an area of active research. In
this paper complexity and approximability are studied of the following problem.
Intersecting Plane Graph with Disks (IPGD): given a straight line draw-
ing (or a plane graph) G = (V,E) of an arbitrary simple1 planar graph without

This work was supported by Russian Science Foundation, project 14-11-00109.
1 A graph without loops and parallel edges.
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edge crossings and a constant r > 0, find the smallest cardinality set C ⊂ R
2 of

points (disk centers) such that each edge e ∈ E is within Euclidean distance r
from some point c = c(e) ∈ C or, equivalently, the disk of radius r centered at c
intersects e.

The IPGD abbreviation is used throughout our paper to denote the above
problem for simplicity of presentation. Applications of complexity and algorith-
mic analysis of the IPGD problem come from network security. More specifically,
IPGD represents the following model in which we are to evaluate vulnerability of
some physical network to simultaneous technical failures caused by natural (e.g.
floods, fire, electromagnetic pulses) and human sources. In this model network
nodes are modeled by points on the plane while its physical links are given in the
form of straight line segments. A catastrophic event (threat) is usually localized
in a particular geographical area and modeled by a disk of some fixed radius
r > 0. A threat impacts a network link when the corresponding disk and seg-
ment intersect. Evaluation of the network vulnerability can be posed in the form
of finding the minimum number of threats along with their positions that cause
all network links to be broken. Thus, it brings us to the IPGD problem assum-
ing that network links are geographically non-overlapping. A similar setting is
considered in [1] with the fixed number of threats. Furthermore, in [12] a close
geometric problem is considered called the Art Gallery problem where point
coverage area is affected by boundaries of its neighbouring geometric objects
whereas point has circular visibility area in the case of the IPGD problem.

In this paper computational complexity and approximability of IPGD are
studied for simple plane graphs with either r ∈ [dmin, dmax] or r = Ω(dmax)
where dmax and dmin are Euclidean lengths of the longest and shortest edges of
G. Our emphasis is on those classes of simple plane graphs that are defined by
some distance function, namely, on Delaunay triangulations, some of their con-
nected subgraphs, e.g. for Gabriel graphs. These graphs are often called proximity
graphs. Delaunay triangulations are plane graphs which admit efficient geometric
routing algorithms [4], thus, representing convenient network topologies. Gabriel
graphs arise in modeling wireless networks [14].

1.1 Related Work

IPGD is related to several well-known combinatorial optimization problems.
First, we have the Continuous Disk Cover (CDC) problem for the case of IPGD
where G consists of isolated vertices, i.e. when segments from E are all of zero
length. Strong NP-hardness is well known for CDC [9]. Second, IPGD coincides
with known Vertex Cover problem for r = 0. Third, it is the special case of
the geometric Hitting Set problem on the plane.
Hitting Set: given a family N of sets on the plane and a set U ⊆ R

2, find the
smallest cardinality set H ⊆ U such that N ∩ H �= ∅ for every N ∈ N .

IPGD coincides with Hitting Set if we set N := Nr(E) = {Nr(e)}e∈E and
U := R

2 where Nr(e) = Br(0) + e = {x + y : x ∈ Br(0), y ∈ e} is Euclidean r-
neighbourhood of e having form of Minkowski sum and Br(x) is the disk of radius
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r centered at x ∈ R
2. An aspect ratio of a closed convex set N with int N �= ∅

2

coincides with the ratio of the minimum radius of the disk which contains N to
the maximum radius of the disk which is contained in N. For example, each set
Nr(e) (also called by object in the sequel) has aspect ratio equal to 1 + d(e)

2r ,
where d(e) is Euclidean length of edge e ∈ E. APX-hardness of the discrete3

Hitting Set problem is given for families of axis-parallel rectangles, generally,
with unbounded aspect ratio [6], and for families of triangles of bounded aspect
ratio [13].

1.2 Results

Our results report complexity and approximation algorithms for the IPGD prob-
lem within several classes of plane graphs under different assumptions on r. Let
S be a set of n points in general position on the plane no four of which are cocir-
cular. We call a plane graph G = (S,E) a Delaunay triangulation if [u, v] ∈ E
iff there is a disk T such that u, v ∈ bd T 4 and S ∩ int T = ∅. Finally, a plane
graph G = (S,E) is named a nearest neighbour graph when [u, v] ∈ E iff either
u or v is the nearest Euclidean neighbour for v or u respectively.

Hardness Results. Our first result claims strong NP-hardness of IPGD within
the class of Delaunay triangulations and some known classes of their connected
subgraphs (Gabriel and relative neighbourhood graphs) for r ∈ [dmin, dmax] and
μ = dmax

dmin
= O(|S|). IPGD remains strongly NP-hard within the class of nearest

neighbour graphs for r ∈ [dmax, ηdmax] with a large constant η and μ ≤ 4.
Furthermore, we have the same NP-hardness results under the same restrictions
on r and μ even if we are bound to choose points of C close to vertices of G.
The upper bound on μ for Delaunay triangulations is comparable with the lower
bound μ = Ω

(
3
√

n2
)

which holds true with positive probability for Delaunay
triangulations produced by n random independent points on the unit disk [2].
Thus, declared restrictions on r and μ define natural instances of IPGD.

An upper bound on μ implies an upper bound on the ratio of the largest
and smallest aspect ratio of objects from Nr(E). The Hitting Set problem is
generally easier when sets from N have almost equal aspect ratio bounded from
above by some constant. Our result for the class of nearest neighbour graphs
gives the problem NP-hardness in the case where objects of Nr(E) have almost
equal constant aspect ratio.

In distinction to known results for the Hitting Set problem mentioned
above our study is mostly for its continuous setting with the structured system
Nr(E) formed by an edge set of a specific plane graph; each set from Nr(E)
is of the special form of Minkowski sum of some graph edge and radius r disk.
Our proofs are elaborate complexity reductions from the CDC problem which
is intimately related to IPGD.
2 int N is the set of interior points of N .
3 When U coincides with some prescribed finite set.
4 bd T denotes the set of boundary points of T .
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Positive Results. Let R(E) be the smallest radius of the disk that intersects
all segments from the edge set E. As opposed to the cases where either r ∈
[dmin, dmax] or r ∈ [dmax, ηdmax], IPGD is solvable within the class of simple
plane graphs, for which the inequality r ≥ ηR(E) holds uniformly for some

fixed η > 0, in O
(
k2|E|2k+1

)
time with k =

⌈√
2

η

⌉2

. Above inequality implies
an upper bound k on its optimum. Taking proof of W [1]-hardness into account
of parameterized version of CDC [10] as well as the reduction used to prove
the Theorem 2 of this paper, it seems unlikely to improve this time bound to
O(f(k)|E|c) for any computable function f and any constant c > 0.

Finally, we present an 8p(1+2λ)-approximation O(|E| log |E|)-time algorithm
for IPGD when the inequality r ≥ dmax

2λ holds true uniformly within a class of
simple plane graphs for a constant λ > 0, where p(x) is the smallest number of
unit disks needed to cover any disk of radius x > 1. It corresponds to the case
where segments from E have their lengths uniformly bounded from above by
some linear function of r, or, in other words, when objects from Nr(E) have their
aspect ratio bounded from above by 1+λ. A similar but more complex O(|E|1+ε)-
time constant factor approximation algorithm is given in [7] to approximate the
Hitting Set problem for sets of objects whose aspect ratio is bounded from
above by some constant.

2 NP-Hardness Results

We give complexity analysis for the IPGD problem by considering its setting
where r ∈ [dmin, dmax]. Under this restriction on r IPGD coincides neither with
known Vertex Cover problem nor with CDC. In fact it is equivalent (see
the Introduction) to the geometric Hitting Set problem for the set Nr(E) of
Euclidean r-neighbourhoods of edges of G. For the IPGD problem we claim its
NP-hardness even if we restrict the graph G to be either a Delaunay triangulation
or some of its known subgraphs. We keep the ratio μ = dmax

dmin
bounded from above,

thus, imposing an upper bound on the ratio of the largest and smallest aspect
ratio of objects from Nr(E). We show that IPGD remains intractable even in
its simple case where r = Θ(dmax) and μ is bounded by some small constant or,
equivalently, when objects of Nr(E) have close constant aspect ratio.

Our first hardness result for IPGD is obtained by using a complexity reduc-
tion from the CDC problem. Below we describe a class of hard instances of the
CDC problem which correspond to hard instances of the IPGD problem for
Delaunay triangulations with relatively small upper bound on the parameter μ.

2.1 NP-Hardness of the CDC Problem

To single out the class of hard instances of the CDC problem a reduction is used
in [9] from the strongly NP-complete minimum dominating set problem which
is formulated as follows: given a simple planar graph G0 = (V0, E0) of degree at
most 3, find the smallest cardinality set V ′

0 ⊆ V0 such that for each u ∈ V0\V ′
0

there is some v = v(u) ∈ V ′
0 which is adjacent to u.
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Below an integer grid denotes the set of all points on the plane with integer-
valued coordinates each of which belongs to some bounded interval. An orthog-
onal drawing of the graph G0 on some integer grid is the drawing whose vertices
are represented by points on that grid whereas its edges are given in the form of
polylines that are composed of connected axis-parallel straight line segments of
the form [p1, p2], [p2, p3], . . . , [pk−1, pk], and intersecting only at the edge end-
points p1 and pk, where each point pi again belongs to the grid. In [9] strong
NP-hardness of CDC is proved by reduction from the minimum dominating set
problem. This reduction involves using plane orthogonal drawing of G0 on some
integer grid. More specifically, a set D is build on that grid with V0 ⊂ D. The
resulting hard instance of the CDC problem is for the set D and some integer
(constant) radius r0 ≥ 1. Let us observe that G0 admits an orthogonal draw-
ing (Theorem 1 [15]) on the grid of size O(|V0|) × O(|V0|) whereas total length
of each its edge is of the order O(|V0|). Proof of strong NP-hardness of CDC
could be conducted taking into account this observation. We can formulate (see
Theorems 1 and 3 from [9]).

Theorem 1 [9]. The CDC problem is strongly NP-hard for a constant integer
radius r0 and point sets D on the integer grid of size O(|D|)×O(|D|). It remains
strongly NP-hard even if we restrict centers of radius r0 disks to be at the points
of D.

Remark 1. For every simple planar graph G0 of degree at most 3 its orthogonal
drawing can be constructed such that at least one of its edges is a polyline which
is composed of at least two axis-parallel segments.

2.2 NP-Hardness of the IPGD Problem for Delaunay Triangulations

To build a reduction from the CDC problem on the set D (as constructed in
proof of the Theorem 1 from [9]), we exploit a simple idea that a radius r disk
covers a set of points D′ ⊂ D iff a slightly larger disk intersects (and, sometimes,
covers) straight line segments, each of which is close to some point of D′ and has
a small length with respect to distances between points of D. Then a proximity
graph H is build whose vertex set coincides with the set of endpoints of small
segments corresponding to points of D. Since H usually contains these small
segments as its edges, this technique gives NP-hardness for the IPGD problem
within numerous classes of proximity graphs. The following technical lemma
holds which reports an r-dependent lower bound on the distance between any
point with integer coordinates and a radius r circle through the pair of integer-
valued points.

Lemma 1. Let X ⊂ Z
2, r ≥ 1 is an integer, ρ(u; v, w) denotes the minimum of

two Euclidean distances from an arbitrary point u ∈ X to the union of two radius
r circles which pass through distinct points v and w from X, where |v−w|2 ≤ 2r,
Z is the set of integers and | · |2 is Euclidean norm. Then

min
u/∈C(v,w), v �=w, u,v,w∈X, |v−w|2≤2r

ρ(u; v, w) ≥ 1
480r5

,
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where C(v, w) is the union of two radius r circles passing through v and w.

Let us formulate the following restricted form of IPGD.
Vertex Restricted IPGD (VRIPGD(δ)): given a simple plane graph G =
(V,E), a constant δ > 0 and a constant r > 0, find the least cardinality set
C ⊂ R

2 such that each e ∈ E is within Euclidean distance r from some point
c = c(e) ∈ C and C ⊂ ⋃

v∈V

Bδ(v).

Theorem 2. Both IPGD and VRIPGD(δ) problems are strongly NP-hard for
r ∈ [dmin, dmax], μ = O(n) and δ = Θ(r) within the class of Delaunay triangula-
tions, where n is the number of vertices in triangulation.

Proof. Let us prove that IPGD is strongly NP-hard. Proof technique for the
VRIPGD(δ) problem is analogous taking into account the Theorem 1 (see also
proof of the Theorem 3 from [9] for details). For any hard instance of the CDC
problem, which the Theorem 1 reports, the IPGD problem instance is built for
r = r0 + δ and δ = 1

200022r11
0

as follows. For every u ∈ D points u0 and v0

are found such that |u − u0|∞ ≤ δ/2 and |u − v0|∞ ≤ δ/2, where Iu = [u0, v0]
has Euclidean length at least δ/2 and | · |∞ denotes norm in R

2 equal to the
maximum of absolute values of vector coordinates. More specifically, let us set
ID = {Iu = [u0, v0] : u ∈ D}. Endpoints of segments from ID are constructed in
sequential manner in polynomial time and space by defining a new segment Iu

to provide general position for the set of endpoints of the set ID′ ∪{Iu}, D′ ⊂ D,
where segments of ID′ are already defined. Here endpoints of Iu are chosen in the
rational grid that contains u whose elementary cell size is c1

|D|2 × c1
|D|2 for some

small absolute rational constant c1 = c1(δ). Assuming u = (ux, uy), the point
u0 is chosen in the lower part of the grid with y-coordinates less than uy − δ/4
whereas v0 is taken from the upper one for which y-coordinates exceed uy + δ/4.

Let S be the set of endpoints of segments from ID. Every disk having Iu

as its diameter does not contain any points of S distinct from endpoints of Iu.
Let G = (S,E) be a Delaunay triangulation for S which can be computed in
polynomial time and space in |D|. Obviously, each segment Iu coincides with
some edge from E. We have dmin ≤ r and μ = O(|S|). It remains to prove that
r ≤ dmax. Due to the Remark 1 and a construction of the set D (see Fig. 1
and proof of the Theorem 1 from [9]) the set S can be constructed such that
the inequality r ≤ dmax holds true for G. Moreover, representation length for
vertices of S is polynomial with respect to representation length for points of D.

Let k be a positive integer. Obviously, centers of at most k disks of radius
r0, containing D in their union, give centers of radius r > r0 disks whose union
is intersected with each segment from E. Conversely, let T be a disk of radius
r which intersects a subset ID′ = {Iu : u ∈ D′} of segments for some D′ ⊆ D.
When |D′| = 1, it is easy to transform T into a disk which contains the segment
ID′ . Points of D have integer coordinates. Moreover, squared Euclidean distance
between each pair of points of the subset D′ does not exceed (2r0 + 4δ)2 =
4r20 + 16r0δ + 16δ2. As r0 ∈ Z, points from D′ are located within the distance
2r0 from each other. Let us use Helly theorem. Let R be the minimum radius
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of the disk T0, containing any triple u1, u2 and u3 from D′. W.l.o.g. we suppose
that, say, u1 and u2 are on the boundary of T0 and denote its center by O.
Obviously, R ≤ r0 + 2δ. Let us show that the case R > r0 is void. The center
of T0 can be shifted along the midperpendicular to [u1, u2] to have u1 and u2

at the distance r0 from the shifted center O′. The distance from the point u3 to
the radius r0 circle centered at O′ does not exceed

|O − u3|2 + |O − O′|2 − r0 ≤ 2δ +
√

(r0 + 2δ)2 − δ21 −
√

r20 − δ21

= 2δ +
4r0δ + 4δ2√

(r0 + 2δ)2 − δ21 +
√

r20 − δ21
≤ 2δ + 2

√
r0δ + δ2 <

1
480r50

,

where δ1 = |u1−u2|2
2 ≤ r0. By the Lemma 1 we have R ≤ r0. Thus, D′ is contained

in some disk of radius r0. Given a set of points on the plane, the smallest radius
disk can be found in polynomial time and space which covers this set. Therefore
we can convert any set of at most k disks of radius r whose union is intersected
with each segment from E to some set of at most k disks of radius r0 whose
union covers D.

Using the Corollary 1 of Sect. 4.2 from [2] and the Theorem 1 from [11]
we arrive at the lower bound μ = Ω

(
3
√

n2
)

which holds true with positive
probability for Delaunay triangulations produced by n random uniform points
on the unit disk. Thus, the order of the parameter μ for the considered class
of hard instances of the IPGD problem is comparable with the one for random
Delaunay triangulations.

2.3 NP-Hardness of IPGD for Other Classes of Proximity Graphs

The same proof technique could be applied for proving NP-hardness of the prob-
lem within the other classes of proximity graphs. Let us start with some defini-
tions. The following graphs are connected subgraphs of Delaunay triangulations.
A plane graph G = (S,E) is called a Gabriel graph when [u, v] ∈ E iff the disk
having [u, v] as its diameter does not contain any other points of S distinct from
u and v. A relative neighbourhood graph is the plane graph G with the same
vertex set for which [u, v] ∈ E iff there is no any other point w ∈ S such that
w �= u, v with max{|u − w|2, |v − w|2} < |u − v|2. Finally, a plane graph is called
a minimum Euclidean spanning tree if it is the minimum weight spanning tree
of the weighted complete graph K|S| whose vertices are points of S such that its
edge weight is given by Euclidean distance between the edge endpoints.

Corollary 1. Both IPGD and VRIPGD(δ) problems are strongly NP-hard for
r ∈ [dmin, dmax], μ = O(n) and δ = Θ(r) within classes of Gabriel, relative
neighbourhood graphs and minimum Euclidean spanning trees as well as for r ∈
[dmax, ηdmax] and μ ≤ 4 within the class of nearest neighbour graphs where η is
a large constant.
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3 Positive Results

3.1 Polynomial Solvability of the IPGD Problem for Large r

Before presenting polynomially solvable case of the IPGD problem we are to
take some preprocessing. It is aimed at reducing the set of points, among which
centers of radius r disks are chosen, to a finite set whose cardinality is bounded
from above by some polynomial in |E|.

Problem Preprocessing. As was mentioned in the Introduction, the IPGD
problem coincides with the Hitting Set problem considered for Euclidean r-
neighbourhoods of graph edges which form the system denoted by Nr(E). Their
boundaries are composed of four parts: two half-circles and two parallel straight
line segments. W.l.o.g. we can assume that intersection of any subset of objects
from Nr(E) (if nonempty) contains a point from the intersection of boundaries
of two objects from Nr(E). Thus, our choice of points to form a feasible solution
to the IPGD problem can be restricted to the set of intersection points of bound-
aries of pairs of objects from Nr(E). The following lemma can be considered a
folklore.

Lemma 2. Let G = (V,E) be a simple plane graph. Each feasible solution C
to the IPGD problem for G can be converted in polynomial time and space
(in |E|) to a feasible solution D ⊂ Dr(G) to IPGD for G with |D| ≤ |C|,
where Dr(G) ⊂ R

2 is some set of cardinality of the order O(|E|2) which can be
constructed in polynomial time and space.

Polynomially Solvable Case of IPGD. In distinction to the cases where
either r ∈ [dmin, dmax] or r = Θ(dmax) the IPGD problem is polynomially solv-
able for r = Ω(R(E)), where R(E) is the smallest radius of the disk that inter-
sects all segments from E. Due to [3] the IPGD problem is solvable in O(|E|)
time within the class of plane graphs for which the inequality r ≥ R(E) holds
uniformly.

Let us consider the IPGD problem within the class of plane graphs for which
the inequality r ≥ ηR(E) holds uniformly for some fixed constant 0 < η < 1.
Since every radius r disk contains an axis-parallel rectangle whose side is equal to

r
√

2, roughly at most
⌈√

2R(E)
r

⌉2

≤
⌈√

2
η

⌉2

= k(η) = k radius r disks are needed
to intersect all segments from E. Therefore the brute-force search algorithm
could be applied that just sequentially tries each subset of Dr(G) of cardinality
at most k. This amounts roughly to O

(
k2|E|2k+1

)
time complexity. Thus, we

arrive at the polynomial time algorithm whose complexity depends exponentially
on 1/η. This algorithm gives an optimal solution to the IPGD problem taking
the Lemma 2 into account.

3.2 Approximation Algorithm for the IPGD Problem

Below the approximation algorithm is reported for the IPGD problem whose
approximation factor depends on the maximum aspect ratio among objects of
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Nr(E). More specifically, let us focus on the case of IPGD where the inequality
r ≥ dmax

2λ holds uniformly within some class Gλ of simple plane graphs for a
constant λ > 0. It corresponds to the situation where objects from the system
Nr(E) have their aspect ratio bounded from above by 1+λ. In this case it turns
out that the problem admits an O(1)-approximation algorithm whose factor
depends on λ. The following auxiliary problem is considered to formulate it.

Cover endpoints of segments with disks (CESD). Let S(G) ⊆ V be the
set of endpoints of edges of G. It is required to find the smallest cardinality set
of radius r disks whose union contains S(G).

Algorithm. Compute and output 8-approximate solution to the CESD prob-
lem using O(|E| log OPTCESD(S(G), r))-time algorithm (see Sects. 2 and 4 from
[8]).

We call a subset V ′ ⊆ V by a vertex cover for G = (V,E) when e ∩ V ′ �= ∅

for any e ∈ E. The statement below bounds the ratio of optima for CESD and
IPGD problems in the general case where S(G) is an arbitrary vertex cover of
the graph G.

Statement 3. The following bound holds true for any graph G ∈ Gλ without
isolated vertices:

OPTCESD(S(G), r)
OPTIPGD(G, r)

≤ p(1 + 2λ)

where p(x) is the smallest number of unit disks needed to cover radius x disk.

Proof. Let C0 = C0(G, r) ⊂ R
2 be an optimal solution to IPGD for a given

G ∈ Gλ. Set E(c,G) := {e ∈ E : c ∈ Nr(e)}, c ∈ C0. For every e ∈ E(c,G)
there is a point c(e) ∈ e with |c − c(e)|2 ≤ r. Any point from the set S(c,G)
of endpoints of segments from E(c,G) is within the distance r + dmax from the
point c. Due to definition of p, at most p(1 + 2λ) radius r disks are needed to
cover radius r + dmax disk. Therefore the set S(G) ⊆ ⋃

c∈C0

S(c,G) is contained

in the union of at most |C0|p(1 + 2λ) radius r disks.

Corollary 2. The algorithm is 8p(1 + 2λ)-approximate.

Remark 2. Approximation factor of the algorithm is in fact lower when Gλ is the
subclass of Delaunay triangulations or of their subgraphs. Indeed, in this case
there is no need to cover the whole radius r + dmax disk with radius r disks.

Remark 3. If S(G) is the set of midpoints of segments from E, the algorithm is
8p(1 + λ)-approximate.

4 Conclusion

Complexity and approximability are studied for the problem of intersecting a
structured set of straight line segments with the smallest number of disks of
radii r > 0 where a structural information about segments is given in the form
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of an edge set of a plane graph. It is shown that the problem is strongly NP-
hard within the class of Delaunay triangulations and some of their subgraphs for
small and medium values of r while for large r it is polynomially solvable. Fast
approximation algorithm is given for the IPGD problem whose approximation
factor depends on the maximum aspect ratio among objects from Nr(E). Of
course, those algorithms are of particular interest whose factor is bounded from
above by some absolute constant. This sort of algorithms is our special focus for
future research.

A Proof of the Lemma 1

Proof. Let u = (x, y), v = (x1, y1) and w = (x2, y2) be distinct points of X.
Consider an arbitrary radius r circle (out of two circles) which passes through
v and w, and denote its center by O. A lower bound is obtained below for the
distance π = π(u; v, w) from that circle to the point u /∈ C(v, w).

Let Δ = |v−w|2, λ =
√

r2 − Δ2

4 , a = (u−v, u−w) and b = (u−v, (v−w)⊥),
where (v − w)⊥ = ±(y1 − y2,−x1 + x2). The distance π > 0 can be written in
the form:

π = π(u; v, w) =
∣∣∣∣
∣∣∣∣
v + w

2
− λ

(v − w)⊥

|v − w|2 − u

∣∣∣∣
2

− r

∣∣∣∣ =

∣∣∣∣∣∣
a + 2λb

Δ√
a + 2λb

Δ + r2 + r

∣∣∣∣∣∣
.

Without loss of generality it is assumed that u is in the 2r radius disk centered
at O. Indeed, we get π ≥ r ≥ 1

r otherwise. Let us bound denominator of the
fraction π, taking into account that Δ ≤ 2r, |u − v|2 ≤ |u − O|2 + |O − v|2 ≤ 3r
and |b|/Δ ≤ 3r : √

a +
2λb

Δ
+ r2 + r ≤ 5r.

As points of X have integer coordinates, a and b are integers. For Δ2 = 4r2 we
get π ≥ 1

5r . When Δ2 ≤ 4r2 − 1, it is enough to prove the inequality
∣∣∣∣a +

2λb

Δ

∣∣∣∣ ≥ 1
96r4

. (1)

Indeed, again, combining this bound with the aforementioned upper bound for
denominator of the fraction π, we get π ≥ 1

480r5 .
For integer 2λb

Δ the left-hand side of the inequality (1) is at least 1. Thus, it
remains for us to prove the inequality (1) for the case where 2λb

Δ /∈ Z. Suppose
that q =

{∣∣2λb
Δ

∣∣} > 0 and k =
[∣∣ 2λb

Δ

∣∣] , where {·} and [·] denote fractional and
integer part of real number respectively. In fact, the term min{q, 1 − q} can be
bounded from below. Let us start estimating with q. First, it is assumed that
γ = 4r2b2

Δ2 ∈ Z. We have k2 < 4λ2b2

Δ2 < (k+1)2. As q > 0, we get q ≥ {√
k2 + 1

}
.

Due to concavity of the square root we have
{√

k2 + 1
}

=

{√
2k · k2

2k + 1
+

(k + 1)2

2k + 1

}
≥

{
k +

1
2k + 1

}
=

1
2k + 1
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≥ 1
4λ|b|

Δ + 1
≥ 1

13r2
.

Now the case is considered where γ /∈ Z. As 2kq + q2 ≥ {2kq + q2} = {γ},
we have that

q ≥
√

k2 + {γ} − k ≥ {γ}√
k2 + {γ} + k

≥
1

Δ2

4r|b|
Δ

≥ 1
12r2Δ2

≥ 1
48r4

.

Let us get a lower bound for 1 − q. Again, assume that γ ∈ Z. Arguing
analogously, we arrive at the bound

2k(1 − q) + (1 − q)2 ≥ {(k + 1 − q)2} =
{

(k + 1)2 − 4λ2b2

Δ2
− 2q(1 − q)

}
≥ 1

2
.

Resolving the quadratic inequality with respect to 1 − q, we get:

1 − q ≥
√

k2 +
1
2

− k =
1
2√

k2 + 1
2 + k

≥ 1
8r|b|

Δ

≥ 1
24r2

.

Now let γ /∈ Z. Let us consider the subcase, where {γ} + 2q(1 − q) > 1. We get
{

(k + 1)2 − 4λ2b2

Δ2
− 2q(1 − q)

}
≥ 1 − {γ} ≥ 1

Δ2
.

Resolving the corresponding inequality with respect to 1 − q, we arrive at the
analogous lower bound 1 − q ≥ 1

48r4 .
Now we are to address the case where {γ} + 2q(1 − q) < 1. Obviously,

{
(k + 1)2 − 4λ2b2

Δ2
− 2q(1 − q)

}
= 1 − {γ} − 2q(1 − q).

For 1 − q < 1
4Δ2 we have 1 − {γ} − 2q(1 − q) ≥ 1

Δ2 − 1
2Δ2 = 1

2Δ2 . Arguing
analogously, we obtain the following bound 1 − q ≥ 1

96r4 ; otherwise, we get
1 − q ≥ 1

4Δ2 ≥ 1
16r2 .

For {γ} + 2q(1 − q) = 1 we have:

1 − q =
1 − {γ}

2q
≥ 1 − {γ}

2
≥ 1

2Δ2
≥ 1

8r2
.

Finally, we arrive at the claimed bound:

min{q, 1 − q} ≥ 1
96r4

.
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Abstract. In this paper we present an approach for searching sub-traces
in event logs, generated by information systems. Our technique is heavily
based on the Aho-Corasick algorithm, and extends it with simultaneous
search on several event log traces. The computational complexity of the
proposed approach was estimated. Moreover, the approach was imple-
mented and verified on real-life event logs. It was shown that it allows to
reduce the search time for event logs with a high proportion of similar
traces.

1 Introduction

Process mining [1] is a research field focused on the analysis of systems’ behavior
recorded in a form of event logs. Process mining offers dozens of methods for pro-
cess model discovery. One of the challenging research areas within the discovery is
mining repeating common structures, which can be considered as sub-processes.
Techniques for discovering repeating sub-traces from event logs were proposed
and described in [2,3]. In this work we start from the belief that not all of the
automatically discovered patterns are meaningful, and in some cases it is more
feasible to use an expert defined dictionary of sub-traces. Having such a dictio-
nary allows to find all occurrences of sub-traces, and thus, structure and reduce
the entire event log, making its further analysis easier. Thus, this approach can
be further used in discovering process models, containing sub-processes [4,5].
Especially it can show its effectiveness when applied to event logs containing
high proportion of similar repeating sub-traces.

In order to find all occurrences of sub-traces in the event log we will utilize
the Aho-Corasick algorithm [6]. In contrast to [2] we will not analyze traces
sequentially, but will propose an effective extension of the classical approach [6],
which analyzes several event log traces simultaneously. For that purpose the
initial event log will be presented as a prefix tree, and a novel algorithm for
replaying this prefix tree on a finite state machine, constructed from the pre-
defined dictionary, will be presented. The proposed algorithm was implemented
and tested on a real-life event log data. The effectiveness of the approach was
both theoretically and practically estimated. Another important advantage of
the proposed technique in comparison to other string matching algorithms [7,8]
is that it is based on the application of a finite state machine. Thus, this method
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 371–377, 2018.
https://doi.org/10.1007/978-3-319-73013-4_34
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can be further extended to handle more advanced templates relying on regular
expressions and compositions of finite state machines.

2 Preliminaries

This section contains basic notions, which will be referred later in the text. P(X)
denotes the set of all multisets over set X. By p = [x3

1, x
2
2], where p ∈ P(X), we

denote that x1 and x2 appear in p three and two times. For set X, X+ is the
set of non-empty finite sequences over X.

Let A be a set of activities. Trace σ ∈ A+ is a non-empty sequence of
activities. Let σ = 〈a1, a2, . . . , an〉 be a trace. Sequence 〈ai, ai+1, . . . , aj〉, such
that i, j ∈ 1, k and i ≤ j, is a sub-trace of σ. By σk = 〈a1, a2, . . . , ak〉 we will
denote a sub-trace called prefix of σ of the length k, and σ(i) = ai, 1 ≤ i ≤ n,
stands for the activity in ith position of the trace. |σ| denotes the total length
of the trace σ.

Event log L is a multiset over a set of traces, i.e., L ∈ P(A+). A finite state
machine is a tuple FSM = (S,E, T, si, Sf ), where S is a finite set of states, E is a
finite set of events (or activities), T ⊆ (S×E×S) is a set of transitions, si ∈ S is
an initial state, and Sf ⊆ S is a set of accepting states. Trace t = 〈a1, ..., an〉 ∈ A+

is accepted by a finite state machine FSM = (S,A, T, si, Sf ) iff there exists a
sequence of transitions (si, a1, s1),(s1, a2, s2),...,(sn−1, an, sn), leading from the
initial state si to an accepting state sn ∈ Sf .

A prefix tree for an event log L is a finite state machine PrefL =
(S,A, T, si, Sf ), such that S = {∀σ ∈ L,∀k ∈ [1, |σ|]|σk} ∪ {〈〉}, si = 〈〉, i.e.,
the set of all prefixes of the traces unified with an empty sequence, T = {∀σ ∈
L : |σ| ≥ 2,∀k ∈ [1, |σ| − 1]|(σk, σ(k + 1), σk+1)} ∪ {∀σ ∈ L|(si, σ(1), σ1)},
Sf = {∀σ ∈ L|σ|σ|}.

To model a dictionary of sub-traces a special type of a finite state machine
should be introduced. A dictionary is a finite state machine D = (S,A ∪
{ε, δ}, T, si, Sf ) with events ε, δ /∈ A, which mark special transitions, guiding
the search of sub-traces.

3 Motivating Example

Let us consider an event log over set A = {a, b, c, d, e, f}:

L = [〈a, b, d, e〉101, 〈a, b, d, c〉78, 〈b, c, a, b, d〉43, 〈b, c, f, b, c〉37, 〈b, c, b, c, a, b, d〉5, 〈b, c, b〉4].

A prefix tree constructed for this event log is shown in Fig. 1a. Final states of this
tree are highlighted in white. A dictionary defined on the basis of a predefined
sub-traces set {〈a, b, d〉, 〈b, c, a, d〉 〈b, c, f〉 〈c, f〉} is shown in Fig. 1b. According to
the Aho-Corasick algorithm [6] this dictionary is used to find sub-strings through
replaying the initial string. If the accepting state of the dictionary is reached,
then the sub-trace is found, and the search starts again from the initial state
of the dictionary, considering the input string from the next symbol. Besides
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that, the algorithm uses additional transitions, which optimize the search time.
These are so-called prefix and dictionary links (denoted by ε and δ respectively).
Returning back to our example, trace σ = 〈b, c, b, c, a, b, d〉 fails to be replayed
on the symbol σ(3) = b in the state 〈b, c〉 of the dictionary. In that case a prefix
link is executed and the current state changes to 〈c〉. Thus, prefix links allow
not to start the matching procedure again from the next symbol of the trace,
but to consider a maximum sub-trace of symbols that still can be replayed by
a dictionary (in our case this sub-trace is 〈c〉). In Fig. 1b. it is assumed that all
the states without outgoing prefix links have prefix links leading to the root of
the dictionary. Note that after 〈b, c, b, c, a〉 is replayed, a prefix link to the state
〈a〉 will be executed, and finally sub-trace 〈a, b, d〉 will be identified. Dictionary
link do not influence the state machine execution, but help to find nested sub-
traces. Thus, in our example finding the entry of sub-trace 〈b, c, f〉 implies that
sub-trace 〈c, f〉 is also found. That is provided by (〈b, c, f〉, δ, 〈c, f〉) transition.

Fig. 1. Prefix tree and a dictionary for sub-strings search

Some traces appear in the event log L multiple times, some of them have
identical prefixes. Thus, replaying traces sequentially is not an optimal way to
find certain sub-traces. In this work we represent event log in a form of prefix
trees and replay these trees on a dictionary in order to find sub-traces in a more
optimal way.

4 Algorithm Description

In this section we will describe the proposed algorithm and estimate its compu-
tational complexity.
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Algorithm 1. Finding sub-traces in an event log
Input: A prefix tree PrefL = (S, A, T, si, Sf ), a dictionary D = (S′, A ∪ {ε, δ}, T ′, s′

i, S′
f ).

Output: Matches.

1: function find(PrefL, D)
CurrentTreeStack ← si; // stack of the prefix tree states;
CurrentDStack ← s′

i; // stack of the dictionary states;
CurrentState:= si; CurrentDState:= s′

i;
CurrentStateNumber: = 0; // current depth;
forward:=true; // whether we move forward (down) the prefix tree;
CurrentEvent := ε;

2: while CurrentTreeStack not empty do
3: if (forward and CurrentStateNumber ≥ 1) then

// Define ancestors with paths to the current state without branches;
4: if number of CurrentState.Parent.Son == 1 then
5: CurrentState.LinearAnc := CurrentState.Parent.LinearAnc;
6: CurrentState.Tempalte ← CurrentState.Parent.Template;
7: else
8: CurrentState.LinearAnc := CurrentState.Parent;
9: CurrentState.Tempale := {};
10: end if

// Perform a step within the dictionary by CurrentEvent;
11: CurrentState.Template, CurrentDState ←
12: StepAhoCorasick(CurrentEvent, CurrentDState);

// If current state is an accepting state, define matches for corresponding case ids;
13: if CurrentState ∈ Sf then
14: NextState := CurrentState;
15: while NextState �= si do
16: Matches[Case IDs of CurrentState] ← (NextState,
17: NextState.Template);
18: NextState := NextState.LinearAnc;
19: end while
20: end if
21: end if
22: forward := false;
23: for elem in CurrentState.Son do
24: if elem is not visited then

// If there is a child state, which has not been considered yet;
25: if CurrentStateNumber ≥ 1 then
26: CurrentTreeStack ← CurrentState;
27: CurrentDStack ← CurrentDState;
28: end if
29: CurrentEvent := event marking transition from CurrentState to elem;
30: CurrentState := elem;
31: CurrentStateNumber := CurrentStateNumber + 1;
32: forward:=true;
33: break;
34: end if
35: end for
36: if not forward then

// If all child nodes were considered, we move up the tree;
37: mark CurrentState as visited;
38: CurrentStateNumber := CurrentStateNumber − 1;
39: CurrentTreeStack → CurrentState;
40: CurrentDStack → CurrentDState;
41: end if
42: end while
43: end function

This algorithm will traverse trough a prefix tree and a dictionary simul-
taneously. A traversal of a prefix tree will be based on the depth-first search
algorithm. Current states of a prefix tree and a dictionary will be stored in cor-
responding stacks: CurrentTreeStack and CurrentDStack. The value of the
boolean variable forward will define the current direction of a traversal (down
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or up the prefix tree). Matches is an array, specifying for each trace identifier
a set of found matches represented as pairs (a position number in the trace
and a corresponding sub-trace). The traversal algorithm calls the Aho-Corasick
search procedure from each state of the tree and saves matching templates in
CurrentState.Template (lines 11–12). Moreover, each state inherits all the tem-
plates applied to its maximal ancestor, from which there is a path without
branchings (line 6). This allows to optimize the procedure of collecting tem-
plates, which can be applied to a current trace (line 13). At the same time a
state does not inherit templates of its parents in case of branchings, because
this may lead to the duplication of templates by the states with several child
nodes. When an accepting state is reached all the corresponding templates are
collected, recursively traversing maximal linear ancestors (lines 13–20).

Let N be the total length of the input text, D – the overall length of all words
in the dictionary, and A – the size of alphabet. The computational complexity of
the Aho-Corasick algorithm is estimated as O((N +D) · log A) in the worst case.
The computational complexity of the proposed approach is O((V + D) · log A)
in the worst case, where V is the number of states in a prefix tree, since this
algorithm is based on the depth-first search and incorporates the Aho-Corasick
algorithm with V as a total length of the input text.

5 Experimental Results

The proposed optimized approach was implemented and verified on real data.
This section presents some results on the analysis of real-life event logs, using the
technique proposed. The classical technique, processing each trace individually,
and the proposed approach were applied to real-life event logs of a system han-
dling car incidents (CI ), a banking financial system (FS ), and a Dutch financial
institute data (FI ). The dictionaries for these event logs were defined manually.

Table 1 shows the results, including the ratio of the most frequent activities
left in the log during filtering out infrequent behavior, number of unique traces,
total length of traces and dictionaries, and execution times in milliseconds.

According to the results of evaluation, the proposed technique allows to
improve the performance of the search algorithm in case of event logs without
noise, containing similar sub-traces. If the event log contains noise and infrequent
behavior the proposed approach works slower because of switching between pre-
fix tree and dictionary.
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Table 1. Application of the classical template search approach and the proposed opti-
mized technique to real-life event logs.

Event log Ratio of
activities

Number of
unique
traces

Total
length of
traces

Total
length of
dictionary

Execution
time (not
optimized)

Execution
time (opti-
mized)

CI 1.0 2278 65533 257 107ms 596ms

CI 0.48 455 31740 257 55ms 41ms

CI 0.33 58 22053 257 40ms 25ms

CI 0.28 34 18593 257 31ms 18ms

CI 0.2 13 13364 257 23ms 13ms

FS 1.0 4366 262200 1622 513ms 3183ms

FS 0.2 113 54275 1622 111ms 61ms

FS 0.15 37 40596 1622 80ms 43ms

FS 0.13 22 36110 1622 69ms 37ms

FI 1.0 4047 561671 1314 1176ms 1081ms

FI 0.62 65 348987 1314 508ms 195ms

FI 0.45 20 254669 1314 354ms 137ms

6 Conclusion

In this paper a novel approach for finding substrings (sub-traces) was proposed.
In contrast to the existing Aho-Corasick algorithm it allows for the simultaneous
analysis of several strings (traces). The computational complexity of the app-
roach was estimated. This approach was implemented and verified on real-life
event logs. It was shown that the efficiency of the approach highly relies on the
structure of event logs. Due to the limitations (high dependence on trace pre-
fixes, analysis of sequential sub-traces only) it is planned to improve and extend
the approach: use not only prefix trees, but finite state machines of various types
(including minimal and communicating finite state machines) in order to identify
regular expressions and interleaving sub-traces.
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Abstract. Homophily - tendency for people to form social connections
with similar others - is one of the key topics in social network analysis. It
indicates to what extent people tend to be similar to their friends and in
what dimensions. For the long time homophily was just an index of the
social similarity, but for the recent years the interest for the homophily
formation, dynamics and multidimensionality increased. In this paper
we investigate the homophily in such social constructed behavior as food
consumption and academic achievements. The study of body mass index
in social network context reveals the presence of homophily, which means
that persons with similar constitution are more likely to be intercon-
nected with each other. Interestingly, that healthy food consumption has
no impact on social network formation, but there is homophily based on
fast food consumption. Thus, ‘bad habits’ are stronger forces for the
social ties formation. This results show that social constructed behavior
is an important component on the process of social network formation.

Keywords: Social networks · Homophily · Student networks · Health
Food consumption · Academic achievements · Higher education

1 Introduction and Related Works

Social network analysis aims to identify why people form ties with each other.
One of the most consistent mechanisms of social network formation is homophily
[1]. Homophily is the tendency of people be connected with similar others. For
example, friends tend to be similar in their habits, lifestyle, values and so on.
The homophily studies have a long history from the key paper by Lazarsfeld
et al. [2]. The tendency of actors to be connected with similar other was found
in different types of social networks such as friendship [3], social support [4],
comembership [5], romantic relationships [6] and so on [1]. Usually homophily
is traced by gender, race and ethnicity, but in recent papers the interest for the
role of health, academic performance, online behavior, similar cultural tastes in
homophily formation increased [7].

Despite the huge number of homophily-related articles in the literature,
usually authors only fix the presence of social similarity of connected people.
c© Springer International Publishing AG 2018
W. M. P. van der Aalst et al. (Eds.): AIST 2017, LNCS 10716, pp. 381–391, 2018.
https://doi.org/10.1007/978-3-319-73013-4_35
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The detailed studies of homophily formation [8], evolution [9] and multidimen-
sionality appeared just in the last few years due to the development of statistical
instruments and special network software, for example stochastic actor-oriented
models and RSiena package [10]. The goal of this paper is to investigate the
extent of homophily based on health-related behavior and academic achieve-
ments in case of economic freshmen. Both these two types of behavior are socially
constructed. It means people tend to pay attention to the behavior of others in
this particular contexts and change in order to conform the. As was shown in
[11], students tend to be influenced by their peers and adjust their level of aca-
demic performance to the level of their friends. In [12] student authors show that
friends and close people tend to assimilate food-related behavior of each other.

Both academic performance and health are key components of the human
capital [13]. Academic performance is crucial factor of occupational and pro-
fessional success [14–16]. The academic results are closely interconnected with
abilities [17] and socio-economic status [18] of the person.

The role of health is much more complex. Health can impact on personal out-
comes in two totally different directions, let’s consider two examples in the case
of health and academic performance. On the one hand, students with higher
levels of health have more energy for their studies, they can even sleep less
and invest this free tome on their classes and homework. On the other hand,
maintaining the health level needs a lot of investments, including time invest-
ments. For example, the attention to health can divert people from the academic
process. Thus, the interaction between academic performance and health is non-
trivial so it requires the multilateral analysis. In this paper we concentrate on
food consumption and body mass index in case of health-related behavior. The
quality of food is a very important factor which influences health a lot. At the
same moment it is not very sensitive it terms of the survey data collection, so
students can answer such questions free.

Using information about students’ grades (we used grade point average as
proxy for academic performance), information about health and social networks
of students we show that both academic achievements, food-related behavior
and body mass index impact the structure of the social networks. Students tend
to form homophilous ties and segregate based on the level of their academic
productivity, consumption of the fast-food and body mass index.

The structure of the paper as follows. In the second part we provide the
literature review on the role of health and academic performance in the social
network formation. Third part of the paper describes the data, including the
data gathering processes and descriptive statistics. Fourth part introduces the
results. In fifth section we conclude and discuss the further research directions.

2 Academic Achievements and Health in Social Network
Formation

According to Wasserman and Faust [19] social network perspective gives an
option to express the patterns and regularities of the social environment in formal
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definitions. In this paper we focus on the role of academic performance and
health-related behavior in homophily formation, and, broadly speaking, in social
tie formation.

Academic performance is usually considered as individual characteristic
which is mostly influenced by abilities, background and socio-economic status,
however there is another important component of academic productivity - social
environment. Academic productivity and social networks are closely bonded and
tend to influence each other over time [20,21]. There are a lot of empirical evi-
dences which show that student tend to select their social environment (for
example, choose friends and advisers) based on their levels of academic per-
formance [20,22]. For example, students with high grades are more likely to
be popular within the environment of high achievers in case of friendship net-
works. The impact of social networks on academic achievements was also found
in empirical settings [20–23]. It means that students tend to adjust their levels
of academic performance to the level of their friends. For example, if students’
friends are good in their studies she will also invest time and effort to show high
academic results. The influence of high academic achievements works even in
the case of online social networks which also represent the level of interpersonal
communication. Vaquero and Cebrian show that students, who are successful in
the university, are much more likely to be connected with other highly achieving
peers and build strong connections within such online social environment [24],
while low achievers are much more likely to stay on the network periphery and
avoid close connections with their peers.

Health is one of the most important parts of the human capital [13], thus
it may have significant impact on many spheres of life, including social envi-
ronment. The impact of health on social networks formation and evolution was
traced in many cases. One of the most prominent studies is one by Christakis
and Fowler [12]. Using data from Framingham Heart Study authors show that
obesity spreads through the social network. Despite the fact that this paper was
controversially perceived in scientific community [25,26], the role of the social
networks on health-related behavior (on the weight and healthy food in particu-
larly) became one of the most interesting and intriguing chapters in the network
analysis and facilitate a lot of studies on social networks and health. In further
studies researchers find mutually dependent relationship between the adolescent
friendship networks and their physical activities, thus students tend to select
friends based on similarity in their physical activities and adopt the levels of
physical activity of their friends level [27]. In [28] authors investigate another
side of health-related behavior - smoking. They show that social networks play
important role in smoking spread among adolescence friendship networks.

3 Data

3.1 Description of the Case

In this study we use data on students social networks, individual character-
istics of food consumption and body mass index and academic performance.
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We investigate the first year students from one of the selective Russian Univer-
sities. Data were gathered in October of 2016.

Students can be matriculated in Russian universities by different trajectories,
Firstly, the winners and awardies of the all-Russian and international Olympiads
are accepted on tuition free places without extra exams. Secondly, students with
higher exam scores are accepted on tuition free places. Thirdly, students with
lower exam grades can be accepted on full tuition. The detailed description of
enrollment process in Russia can be found in the following papers [9,22].

We study the cohort of first year students of economic department who are
divided into four study groups, the average size of the group is 25 persons.
Lectures are usually given to the whole cohort, while seminars are delivered to
the each study group separately, thus students are most actively communicate
within their study groups, rather with their other peers.

Every two month students pass exam sessions. The final exam scores in the
most of the subjects are cumulative and consist of both the students’ perfor-
mance during the semester and their final test results. In the University under
investigation is the public grading system, which means that students’ grades
are open and publicly available. In the end of each semester university adminis-
tration publishes the final rating of students based on the level of their academic
results [22] on the university web-site. Top achievers receive additional financial
aid from the University.

3.2 Data Collection Procedure

The data for this study were gathered from two sources: students survey and
administrative database. At the beginning of the academic year we asked stu-
dents about their friendship social networks (Please, name your course mates
with whom you spent most of your time) and health-related behavior (healthy-
food consumption, fast food consumption, eight and weight). Based on informa-
tion of height and weight we calculated the body mass index. Questionnaires
were handed out at the end of lectures and students had approximately twenty
minutes to fill them out. Students were encouraged not to discuss questions with
their peers.

To identify the patterns of food consumption we used three indicators: the
information about healthy food consumption, the information about fast food
consumption and body mass index. The question about healthy-food consump-
tion was as the following ‘Estimate the quality of your food from 1 to 7. 1 is the
junk food and 7 is the healthy food ’. The attitude toward fast-food we measured
using the following question ‘How often do you consume fast-food? ’ with possible
options: practically every day, 3–4 times a week, 1–2 times a week, very seldom.

Body mass index is defined as a person’s weight in kilograms divided by the
square of her height in meters [29]. According to World Health Organization
(WHO) BMI for healthy person should vary between 18.5 and 25. BMI under
18.5 means underweight, over 25 - overweight. If persons’ BMI is higher than 30,
it means obesity. We asked students about their weight and height and based on
self-reports calculated their BMI.
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Information about students’ exam scores and group affiliation were gathered
from administrative database.

3.3 Descriptive Statistics

In this study we investigated the cohort of first year students from economic
department of one of the Russian universities. Data were gathered at the begin-
ning of the academic year, in October 2016. We analyzed data about 92 students
(about 90% of the whole cohort). The sample is gender biased, there are 21%
of male and 79% female in the cohort. The descriptive statistic for the social
networks and individual students characteristics is presented in Tables 1 and 2.

Table 1. Friendship social network descriptive statistics

Parameter Value

Number of nodes 92

Number of edges 263

Density 0.03

Reciprocity 0.38

Transitivity 0.34

Degree assortativity 0.07

The structure of student friendship network is typical for friendship social
networks [10]. It is reciprocal and transitive, which means that students tend
to form mutual friendship ties [30] and befriend the friends of their friends [31].
Low density shows that students are selective in their friendship nominations.
Low degree assortativity means that nodes seek to connect with higher degree
nodes [32]. The social network under investigation was collected during the very
beginning of the school year. In the mid of October students befriend each other,
but they do not have enough time and resources to become real friends and pass
together difficulties (such as exam session) (Fig. 1).

Table 2. Individual characteristics

Parameter Mean Minimun Maximum

Academic performance 5.5 0 10

Healthy food consumption 5.5 2 7

Fast food consumption 3.4 1 4

Body mass index 20.3 15.3 31.4

Statistics for the academic performance and health-related behavior shows
that students mostly prefer eat healthy food and avoid fast-food. The body
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Fig. 1. The student friendship network. Nodes are students, edges are friendship con-
nections between them. Males are squares, females are circles. Nodes of the same color
are students from the same study groups. (Color figure online)

mass index varies from very low (15) to very high (31) which means that there
are few thick and obese persons in our sample. The mean of BMI is about 20,
which means that students are mostly thin. Mostly it consists of young active
girls, with defined beauty standards. Such results can be biased because of the
specific gender balance. Due to the structure of the social network our sample is
quite homogenous. It heavily impacts the structure of the BMI distribution and
makes it positively skewed, which shows the dominance of thin persons in the
cohort.

Table 3. Individual characteristics

GPA/BMI Below 18 18–25 Above 25

Low achievers 1 19 2

Below-average 5 20 0

Above-average 5 23 1

High achievers 3 13 0
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Cross-tabs shows the dominance of persons with normal body mass index.
Still, there are few persons with low BMI (thin) and high BMI (obesity).

4 Method

We used exponential random graph models (ERGM) in order to identify local
network structures, which can be the result of endogenous and exogenous pro-
cesses [33]. ERGM is a very widespread social network approach which allows to
reveal the character structural network properties and motifs on static network
snapshot.

According to Robins et al., real-world social networks can be viewed as
one realization from a set of possible networks of the same size. To reveal to
what extent the observed social network differs from the networks that occur
by chance. The networks are usually compared by the set of characteristics
which called effects. We can speak both about endogenous network-related and
exogenous characteristics. Endogenous or structural effects are the functions of
the network itself, without taking into the consideration the characteristics or
behavior of actors. For example, reciprocity means the formation of mutual ties
between two persons, transitivity describes the friendship between three per-
sons. Exogenous effects based on the individual characteristics of actors or their
dyadic covariates. For example, popularity of males within the social network is
the individual exogenous effect, while the gender-based homophily and formation
the friendship ties between males is the dyadic covariate.

The important part of exponential random graph models is the partial con-
ditional independence, which means that two potential social network ties are
considered to be partial conditionally dependent it they (i) share a common
actor, or (ii) if they are the parts of four-cycle [34]. This is a crucial assumption
for the social network data, because it takes into the consideration the complex
and interconnected nature of social ties.

The notation of ERG models as follows [33].

Pr(Y = y)= 1
k exp(

∑
A(ηAgA(Y )))

where ηA is the parameter corresponding to A structural configuration, gA(Y ) is
the network statistics, corresponding to A configuration and k is the normalizing
quantity which ensures that the function has a proper probability distribution.
This function describes the probability of tie formation.

Exponential random graph models are widely used in social network stud-
ies in different substantial areas, e.g. education, health [35], management [36],
etc. These network models are implemented in statnet and ergm packages in R
statistical environment [37].

It is important to underline that exponential random graph models can
describe the network structures and motifs, but due to the static nature of net-
work data the mechanisms of network processes can not be revealed in such
setup. Thus we can not claim about the causal links, but the presence of correla-
tions still shed lights on the nature of interconnections between social networks
and individual characteristics.
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5 Results

The results of the exponential random graph modeling are in Table 3.

Table 4. ERG model results

Parameter Estimate St. Error

Edges −4.37*** 0.67

Reciprocity 1.46*** 0.25

Popularity −0.22*** 0.03

Transitivity 1.46*** 0.13

Female gender homophily 0.49*** 0.14

Male gender homophily 0.76*** 0.21

Study in the same group 1.53*** 0.15

Students with high GPA popularity 0.45+ 0.27

Absolute difference in GPA −1.35*** 0.32

Students with high healthy food consumption popularity −0.08 0.05

Absolute difference in healthy food consumption −0.02 0.06

Students with low fastfood consumption popularity −0.056 0.08

Absolute difference in fastfood consumption −0.23** 0.07

Students with high BMI popularity 0.05+ 0.02

Absolute difference in BMI −0.06* 0.03

AIC: 1614 BIC: 1719

*** p < 0.001, ** p < 0.01, ** p < 0.05, + p < 0.1

Results demonstrate that academic performance is an important factor of
social network formation. The negative absolute difference in GPA means that
students tend to be connected with peers with similar levels of academic per-
formance, in other words, academic achievement is the basis of homophily ties
formation. The positive popularity of students with high GPA shows that aca-
demically productive persons are more likely to receive more nominations. The
sum of these effects is often fixed in academic environments [20,24] and it usually
means the presence of academic performance-based homophily (Table 4).

The impact of health-related characteristics on the social network is more
complex. We do not fix the presence of homophily based on healthy food con-
sumption, but find selection in case of fast food consumption. It means that
students are befriend people who have similar fast food consumption. The body
mass index reveals to be an important factor of friendship, students tend to
befriend peers with similar constitution. At the same time actors with high BMI
turn out to be more popular within friendship network.

Modeling results show the presence of gender-based homophily, which is very
widespread in social networks. Males tend to befriend male, while females are
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more likely to be connected with females. Students also prefer interact with their
group mates, it is essential, because, as was describes above, students spent most
of their time within the study groups. The negative and significant edges effect
shows that students do not tend to form social ties, and if they form connections
they are involved in more complex social structures, reciprocal and transitive.

5.1 Conclusion and Future Research Directions

The complex structure of homophily is one of the most prominent subjects in
contemporary social network area. In this paper we focus on the homophiy for-
mation based on different socially constructed characteristics, such as academic
performance and health-related behavior. Using survey data we show that stu-
dents tend to segregate based on the level of academic performance. In other
words students with high academic performance form close and dense network
group and avoid of interactions with their low-achieving peers. Such structure, as
was previously outlined by [24], shows the absence of knowledge transfer across
the classroom and can further result in decreasing of the motivation among
students and even dropouts.

The role of health-related behavior in social network formation was studied
in cases of BMI and food consumption. We reveal that students tend to select
their friends with similar levels of fast food consumption, while healthy food
consumption is not significant predictor for social ties formation. This results
may be due to the nature of healthy and fast food, where the fast food is much
more social rather than healthy. Body mass index also plays important role in
network formation, students befriend peers with the similar levels of BMI and,
at the same time, persons with high BMI are more popular within the friendship
network.

Obtained results shed lights on the complex interaction between social ties
and socially constructed individual characteristics, but due to the research design
we can not claim on causal mechanism. Thus, to our mind the essential part
of this study is the collection on the second and third longitudinal data sets
and further analysis of the consequent network and behavior characteristics.
As was shown in previous studies we can find very complicated mechanisms of
network selection and influence in cases of both food consumption and academic
performance [20,28].

It can be also of a great interest to concentrate on more specific (or wide)
characteristics of the health-related behavior. In present study we considered
only food-consumption variables and body-mass index to define and access
health but in the future there will be significant to improve the understand-
ing of the variables that can be used as the proxy for the definition of health.
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Abstract. The natural language structure can be viewed as weighted
semantic network. Such representation gives an option to investigate the
text corpus as the model of the subject domain. In this paper we propose
the mechanism of the semantic network identification and construction.
We apply the methodological instrument for the social media text anal-
ysis and trace the dynamics of the discussions about 1917 year within
the internet communities. Network changes illustrate the changes of the
interest to different topics. The proposed mechanism can be used for the
monitoring of the different social processes and phenomenal in online
social networks and media.
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1 Introduction

The analysis of unstructured texts (for example, text from social media) is one
of the key directions in text mining research. Text analysis of big data sets often
conducted by unigram model [1].

Models based on the latent semantic analysis, probabilistic latent semantic
analysis and latent Dirichlet allocation can detect keywords - topics - hidden in
the structure of the text and show the relationship between text units (sentences,
paragraphs and whole texts in the corpus) and words found in them by identifying
relationships of words and themes and comparing these with the text units.

To identify the structural relationships between text units and words com-
posing them, the latent semantic analysis (LSA) method is used [2]. The latent
semantic analysis is based on linear algebra and presents a method of reducing
the matrix dimension by means of matrix decomposition. It uses a vector repre-
sentation of text units such as “bag of words”. Thus, a text or a corpus of texts
as a set of text units (sentences - d) is represented as a numerical matrix where
rows correspond to words (w) included in the text (text corpus), and columns -
to text units (sentences - d). Introduction of so-called hidden themes (z) using a
c© Springer International Publishing AG 2018
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diagonal matrix ˜

∑

where diagonal elements correspond to weights of the themes;
grouping words of the text with these themes using a matrix ˜U to display the
word space in the theme space; and presentation of text units (sentences) in the
space of these theme by using a matrix ˜V to present text units in the space of

these theme allow the product of these matrices P = ˜U˜

∑

˜

˜V T to be decomposed,
which results in identification of hidden themes (weight characteristics of the
diagonal elements of the diagonal theme matrix ˜

∑

). The number of themes is
specified in advance.

The Probabilistic mathematical model (Probabilistic Latent Semantic Analy-
sis, pLSA) is similar to the previous model class based on latent semantic analysis
[3]. The difference between them is in the process of model building. Compared
with the conventional latent semantic analysis, the probabilistic latent semantic
analysis is based on the assumption that the said correspondences (words of the
text and themes, themes and text units) are described with probabilities of their
occurrence.

To determine parameters of the model with as pre-specified number of themes
k (as in LSA), an EM (Expectation Maximization) algorithm is used, that is an
iterative procedure for calculating hidden variables by maximizing the likelihood
function. Then the thematic model may be written in a matrix form, as in the

latent semantic analysis: P = ˜U˜

∑

˜

˜V T .
Latent Dirichlet allocation (LDA) is a further development of the probabilis-

tic latent semantic analysis [4]. In this approach, the same terminology is used,
but an additional language model θ is introduced (or at least a text corpus - the
domain model), which is defined by a family of continuous multi-dimensional
probability distributions of non-negative real numbers Dir(α) parameterized by
the vector α, where matrix β of size k ∗ V is introduced, which is external to
the Dirichlet allocation, where columns correspond to themes of the text (text
corpus) fixed, as in the two previous models by the number (k), and rows -to
words of the language model dictionary (or at least the domain model dictio-
nary). Evaluation of α and β parameters of the model is also based on the
EM-algorithm, but, unlike the above two models, this evaluation cannot be per-
formed analytically, but only through a variational EM-procedure.

But Latent Dirichlet allocation has a major drawback, the lack of convincing
linguistic substantiation. The assumption that all allocations θd, d ∈ D where D
is a set of text sentences, are generated by the Dirichlet allocation (and by the
same one) seems rather arbitrary. The same can be said about generation of the
set of αt allocations for all themes t ∈ T , where T is a set of themes.

All three types of thematic models are considered exclusively within a mono-
gram model [1]. The monogram model in these approaches is used exclusively
because of great complexity of thematic models that increases even more when
using the Dirichlet allocation.

The use of n-gram text model gives an option to identify not only single
topics, but the thematic trees, which show the interplay between different topics.
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The application of this method to the sequence of texts in dynamics can show
the mechanisms and evolution of the social processes.

The paper consists of two major parts. In the first part we present the theo-
retical background and algorithms of the text analysis in case of n-gram models.
Second part is an example of structural text analysis on the corpus of text from
social media.

2 Structural Text Analysis on the Base of N-gram Text
Model

The structural analysis of the text is the identification of the key text elements
and connections between them. Thus, the resulting semantic network consists of
the set of nodes (words and sustainable expressions) and edges between them
(which means the joint occurrence in compact text structures, e.g. sentences).
Such network can be used for the identification of the connections between the
text concepts.

2.1 Structural Text Representation

To form a homogeneous semantic (associative) network, a frequency portrait of
the text is created. It contains information on the frequency of occurrence of key
concepts of the text, represented as the root bases of the corresponding words, or
their stable combinations occurring in the text, as well as their joint (pairwise)
occurrence in semantic text fragments (for example, in sentences) [5].

Root bases, instead of words, are used to exclude the influence of language
inflectivity on the quality of the analysis, for which the morphological processing
of the text is carried out using a pre-prepared morphological dictionary (the
dictionary of inflected morphemes) - a first-level dictionary - {Bi}1. As a result,
a second level dictionary is formed - {Bi}2 - dictionary of root words bases
(and stable combinations of root bases). Dictionary of the syntactic level - a
dictionary of syntax Bi3 is not used in this algorithm. But the fourth level it is
formed {Bi}4 - a dictionary of semantic level - couples of words.

At this stage frequencies are detected pi the occurrence of root Bi2 key con-
cepts (obtained as a result of morphological analysis) and their stable combina-
tions, and frequencies pij their pairwise occurrence in sentences of the text Bi4.

2.2 Homogeneous Semantic Network

The result is a primary (frequency) associative network N as a set of asymmetric
pairs of concepts <cicj>, where ci and cj - are text concepts connected with each
other by association relationships (joint occurrence in some text fragment) [5]:

N ∼= <ci<cj>> (1)
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Otherwise, the semantic network can be represented as a set of stars <ci<cj>>,
where <cj> - a bunch of <cj> closest associates of the key concept ci:

N ∼= {zi} = {<ci<cj>>} (2)

Associates cj of the main concept ci are its semantic features and allow one to
interpret it meaningfully.

2.3 N-gram Text Model. Ranking of Concepts

The use of the n-gram model of the text in topic modeling makes it possible to
correctly interpret the results from a linguistic point of view. In order to perform
this, we introduce a different understanding of the text topics, compared with
those used in approaches based on latent semantic analysis [5].

In the bigram model, we will consider those “second” (in the bigram: “first
word - second word”) the words of the largest rank in the text that are related
to the largest number of “first” words. In the trigram model, we will consider
those “third” words (second “second”) of the highest rank, which are related
to the largest number of “second” words that have the greatest rank in terms
of the bigram model. And so on to the n-th order of the model. Then in the
n-gram model, we will consider those “n-th” words of the greatest rank that are
related to the largest number of “(n−1)-th” words of the (n−1)-gram model.
Thus, the thematic trees are automatically formed, in which the main topics of
the text are the n-th level (n-th words) of the highest rank, their sub-themes are
the (n−1)-th level ((n−1)-th words), their sub-sub-themes - the theme (n−2)-th
level, etc.

We start by considering the themes of the first level (bigram model of the
text). If we consider the emergence of a sequence of two words in the text, we
get a bigram model. For every second word wj strings of two words (wi,wj) the
first word of the string wi (“from left to right”) is the theme: wi

∼= t2i (index 2 -
because we consider bigram model). Combine all pairs of words with identical
topics in stars. In this case, the node of the network corresponding to the word
wi

∼= t2i , is the root vertex of one of the thematic trees (in this case, stars). Since
the probability of the appearance of a string of two words (right-side model) in
the text p(wi, wj) = p(wj |wi)p(wi), probability of appearance of a topic wi

∼= t2i
in the bigram model there is a sum of the probabilities of the appearance of pairs
with the same first word (probability of an star):

p(ti) = p(w2
i ) =

Ji
∑

j=1

p(wi, wj) =
Ji

∑

j=1

p(wj |wi)p(w1
i ),

where Ji - number of words wj (associates of wj star), connected with the first
word wi. Probabilities p(w1

i ) - are the initial probabilities of word distribution
in the text. We introduce the conditional concept of the “theme” p(w1

i ) ∼= t1i for
the monogram distribution. And so for every second word wj the first word of
wi (“from left to right”) is the theme: wi

∼= t2i :
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p(t2i ) = p(w2
i ) =

Ji
∑

j=1

p(wi, wj) =
Ji

∑

j=1

p(wj |wi)p(t1i ), (3)

In order for the total sum of probabilities P (t2i ) to be equal to one:
∑N

n=1 P (t2n) = 1, where n - is the number of topics, it is necessary to normalize
the t1n sums. In general, the number of topics coincides with the number of all
words in the text T = W , but usually select only a few main themes: T ≤ W .
Rationing is carried out on the sum of all topics t1i :

p(t2i ) =

∑Ji

j=1 p(wj |wi)p(t1i )
∑T

i=1

∑Jn

j=1 p(wj |wi)p(t1i )
(4)

Here p(t1i ) in the Formula (3) means the probability of occurrence of a single
word (that is, the probability from the monogram model). And p(t2i ) - is the
probability of occurrence of an star from the bigram model. Moreover, the main
word of an star in terms of the bigram model is a topic for its closest associates -
semantic features - “second” words. For a sequence of three words in length, that
is, a trigram model of the text:

p(wiwjwk) = p(wk|wiwj)p(wiwj) = p(wk|wiwj)p(wj |wi)p(wi).

Then the probability of the appearance of a line from the first two words in a
string of three words can be obtained, as in (3) by summing over the third word:

p(wiwj) =
Kj
∑

k=1

p(wiwjwk),

and the probability of the appearance of the first word in a string of three words
can be obtained by summing over the second word:

p(wi) =
Ji

∑

j=1

Kj
∑

k=1

p(wiwjwk).

The probability p(t3i ) is calculated in accordance with the expression (3) in the
bigram model, p(wi) ∼= p(t2i ), and the probability of the second word of the pair
appearing in the text, depending on the appearance of the first word of the pair
in the text, is the same, regardless of the grammability of the model text, as
follows from the network representation of the text (interrelated pairs of words
remain the same):

p(t3i ) =

∑Ji

j=1 p(wj |t2i )p(t2i )
∑I

i=1

∑Ji

j=1 p(wj |t2i )p(t2i )
(5)

where t2i and t3i mean, respectively, the theme in accordance with the bigram
and trigram models, and the number of topics, as before, can correspond to the
number of words in the text T = W , but is usually limited to a strong-willed
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solution up to T ≤ W . To the root nodes t3i , through the “second” node t2i of
the star z3i , the stars of the bigram model z2i are attached:

z2i = {< t2i {t1i } >}.

The same procedure applied for the analysis of four-gram and more grammar
models will lead to the following sets of root nodes, to which all the graphs
(thematic structures) obtained at the previous stages of analysis are attached.
That is, we can calculate the weights of the thematic nodes of the semantic
network of text, taking into account their dependence in a sequence of four, and
ultimately of n words.

In other words, we have an iterative re-weighed procedure that allows us to
find the probability of occurrence of those tni (in the case of an n-gram model)
in the text:

p(tni ) =

∑Ji

j=1 p(wj |wi)p(tn−1
i )

∑I
i=1

∑Ji

j=1 p(wj |wi)p(tn−1
i )

(6)

where p(t1i ) = p(wi) and p(wj |wi) is the probability of occurrence of the next
word of the text for all the iteration steps, provided the previous word appears.

2.4 Thematic Structure of the Text

Then the star, in which the main theme is the theme of the n-gram model tni , and
the secondary words (the closest associates) are the themes of the (n − 1)-gram
model tn−1

i , to which the stars are attached, in which the main words are the
corresponding topics of the tn−1

i (n−1)-gram model, and the secondary topics
are the topics of the tn−2

i (n−2)-gram model, to which, in turn, are the same.
The corresponding stars of lower-level models are attached, called the thematic
tree.

For an accurate assessment of the semantic weights of concepts, we use in this
way the weights of all concepts associated with them, i.e. the weight of the whole
semantic condensation. As a result of the iterative reranking procedure, the most
important concepts are those related to the largest number of other concepts with
a large weight, that is, those concepts that pull together the semantic structure
of the text. The semantic weights of key concepts obtained in this way show the
significance of these concepts in the text.

3 Semantic Network Dynamics

So, we got a structure that consists of weighted concepts, and describes the
relationship between these concepts in the text (the corpus of texts). We can
take the concepts of the highest (above a given threshold) rank, which we call
key concepts of the text. We will create such networks for different corpus of texts
that arise historically at different time moments, as describing the dynamics of
a certain process.
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Consider a sequence of like-named stars, belonging to different temporal
semantic sections - semantic networks, and call it an elementary process π [6]:

π = zi(ti) ⇒ zi(t2) ⇒ zi(t3) ⇒ ... (7)

where zi(tk) is the specific star at the time tk. The weight of the key concept
at a given time, which determines its rank in the semantic network wi(tk). We
consider the aggregates of such chains of stars entering into semantic networks,
obtained as a result of the analysis of the corpus of texts at different time inter-
vals.

A semantic network built on a text written later and describing the same
structure may differ from the first, because it represents the text that is relevant
to the state of the described process at a later time than the previous one.
A network may contain the same key concepts, but may not contain some of
them that have dropped out of the described structure, and may include other
concepts that appeared in the text described by the text during this time. And,
most importantly, the weight characteristics of the concepts contained in the
network may differ from their weight characteristics, which characterize these
concepts in the first network.

We connect the same key concepts of both networks with links, the thickness
of which will be proportional to the weight of the key concept. If the concepts in
both networks have the same weight, the connection has the same thickness from
the network to the network. If the concepts have different weights, the connection
connecting them either thickens or thinens, demonstrating the dynamics of the
states of key concepts, and, thus, the dynamics of the network states as a whole.

If we take the texts of the next time slice, and build another network, and
attach it to the two previous ones, we will have a picture of the unfolding of the
structure of the process texts described in the text corpus in time. Such a model
of the dynamics of the process is obvious, convenient for research (the network as
a static semantic slice of the structure under study is convenient for navigating
through it because of the associativity of the links between the key concepts),
and possesses numerical characteristics, which makes it convenient for analytical
study of processes, and as a consequence, convenient for automatic analysis.

Finally, in order to investigate a particular process in its dynamics, we choose
the key concepts of the semantic network, which are lexical and psycholinguistic
marks of this process, and we will explore the dynamics of the development of
quantitative characteristics of these concepts.

We remove all concepts from all networks, except for the mentioned labels.
In this case, the remainder of the text dynamics model becomes a model of the
dynamics of the process under study. Moreover, the numerical characteristics of
the remaining key concepts of the network characterize the state of the process
at the current time, and their change, from the time slice to the time slice,
characterizes the dynamics of the process in time.
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For all lexical marks characterizing the process, the product of the label
status (on the “good-bad” scale) Si is calculated for its rank. The products
∏

i obtained for each label Mi are summarized by all labels: Thus, the total
characteristic

∏

(l) of the time section l of the evaluated process is obtained.

4 Empirical Application: Social Media Text Mining

The approach to the analysis of the dynamics of processes based on the pro-
cessing of poorly structured texts can be clearly demonstrated by the example
of evaluating the tonality of texts taken from an arbitrary domain. A sample
of texts dedicated to the Great October Socialist Revolution was compiled. To
this body texts were used methods of thematic analysis, as well as methods
of automatic semantic analysis, the algorithms of which are described above.
The concepts of a homogeneous semantic network obtained on the basis of this
corpus of texts were ranked and their ranks were used to evaluate the tonality
by selecting lexical labels characterizing texts from both positive and negative
connotations. The dynamics of the tonality change in several time intervals was
analyzed. Some key concepts were also analyzed on the basis of an analysis of
their closest associates as their semantic features.

The original corpus of texts (its volume was 20 MB in text format) was formed
by the usual search by keywords. Main ones are: 1917, October, October upris-
ing, October revolution, Great October socialist revolution, October revolution,
socialist revolution. Auxiliary: Aurora shot, Winter storm, World War I, civil
war, Lenin, Trotsky, Kerensky, Kornilov, RSDLP, Iskra, Entente, intervention,
Bolshevik, Menshevik, Menshevism, Reds, White.

Collection of a text file was carried out on the most popular social networks:
Facebook, Vkontakte, LiveJournal. In the array were both posts, and comments
to them, if they contained one or more keywords. The message collection period
is from June to September 2015.

As the main tool for statistical analysis of texts, the TextAnalyst software
system was developed by MICROSYSTEMS, Ltd., Moscow, Russia. The system
for processing textual information is based on the use of structural properties
of the language and text that can be detected using statistical analysis, imple-
mented on the basis of hierarchical structures from dynamic associative storage
devices - neural network structures based on neuron-like elements with time
summation of signals [5].

The kernel of the system implements the following functions. Normalization
of grammatical forms of words. Automatic selection of basic concepts of text
(words and stable word combinations) and their interrelations in the text, with
calculation of their relative importance. Formation of the representation of the
semantics of the text (the set of texts) in the form of a homogeneous semantic
network. The core of the system has the following structure (see Fig. 1).
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Fig. 1. The system for the semantic analysis of texts contains a primary processing
unit (1), a linguistic, and a semantic processor. The linguistic processor (2) consists
of dictionaries: (4) delimiter words, (5) auxiliary words, (6) common words, and (7)
inflectional and (8) root morphemes. Semantically, the processor (3) in turn contains:
(9) a block of references to the text, (10) a semantic network generation unit, (11) a
semantic network storage unit, (12) a concept highlighting unit, and (13) a control unit

4.1 Topic Modeling

The thematic analysis of the body of texts is carried out using the n-gram tex-
tual model as the identification of a minimal tree-like subgraph of the semantic
network with the largest weight of the root node. The thematic analysis shows
that, on the one hand, the body of texts turned out to be very colorful, and,
on the other hand, simultaneously with the revolution, several topics are consid-
ered: war, state structure, national peculiarities, and all this with reference to
the main theme “Russia”.

4.2 Dynamics of Semantic Network

The corpus of the texts was divided into four parts according to the time of
the corresponding texts. For each section of the corps, a semantic network was
formed with the ranking of concepts. Further, for the sociologist’s chosen key
words of the subject domain “VOSR” with positive and negative connotation,
their weight characteristics for the corresponding slices of the hull were found
(see Tables 1 and 2).

Keywords (in fact the assembled array - the most massive). Positive, neutral:
Lenin, Stalin, the great Russian revolution, Russia, the Soviet Union, Trotsky,
Nicholas II, the Great October Revolution, the proletariat, the bourgeoisie, the
communist, communism, red, white, intervention, whiteguard, soviet, historical,
war, peace, world, leader, 1917, state, Russian, class, struggle, world (world
revolution). Negative: coup, (October coup), Jewish, Jewish revolution, Ukraine,
Makhno, Hitler, Germany.
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Table 1. Weight characteristics of some lexical labels with positive connotations.

Key words June July August September

Positive

White armies 39 5 16 0

Struggle 8 99 100 0

Bourgeoisie 99 46 99 99

Vladimir Iluich 82 12 31 91

Leader of world proletariat 13 6 99 0

Josif Stalin 97 5 9 8

Class struggle 98 5 45 10

Red army 99 97 99 96

October revolution 99 65 12 89

Nicolai II 0 26 99 95

Proletariat 99 95 99 98

Russian 0 53 100 0

USSR 100 99 99 100

Soviet regime 28 99 99 99

Normalized 46 56 46 37

Table 2. Weight characteristics of some lexical labels with negative connotations.

Key words June July August September

Negative

Hitlerite Germany 94 99 13 0

Hitler 99 25 99 99

Jewish 0 99 0 0

Hebrew 5 3 54 0

Makhno 0 0 5 99

October regime change 0 28 0 0

Regime change 68 98 99 99

Normalized 46 56 46 37

Summarizing all the keywords, after normalizing for their number, the fol-
lowing characteristics of the change in the ratio of authors to this subject domain
were obtained (see Table 3). It should be noted that the example of the domain
was chosen randomly, that is, the dynamics of changing the opinions of authors
on a given topic within such a short time is exceptionally random.
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Table 3. Averaged summary characteristics of lexical labels with positive and negative
connotations

Key words June July August September

Positive 29 36 53 49

Negative 46 56 46 37

4.3 Contextual Environment of the Most Significant Concepts

Significant interest for meaningful analysis is the contextual environment of the
most significant concepts. The significance of the concepts was determined by
the size of the weight coefficients and their stability during the four months of
observation.

At once it can be noted that it was difficult to single out positive and negative
concepts according to the data of the massif about 1917, as the current specificity
of the consciousness of visitors to social networks affected. There were very few
independent original judgments, texts on the one hand were fact-based, on the
other hand, enumeration of cliches. The historical figures were actively discussed,
names were enumerated and all stereotypes of perception associated with them
were listed, from pre-revolutionary to post-perestroika. This, perhaps, negatively
characterizes the audience of social networks, but on the other hand it simplifies
the formalized analysis of the semantic structures that are produced by the mass
consciousness of the audience of social networks.

The most stable, with high weights were the following concepts. Condition-
ally positive, neutral: Vladimir Ilyich, Ilyich, Leader of the world proletariat,
Joseph Stalin, Nicholas II, Trotsky, Red Army, Belogvardeysky, Intervention,
Bourgeoisie, Proletariat, Soviet power, October Revolution, Socialist Revolu-
tion. Conditionally negative: Hitlerite Germany, Hitler, Jewish, Jewish.

The results of the study allow us to compare how the contextual environ-
ment of the same concept expressed by different concepts. It is not the same
environment of his own name, associated with VI Lenin. Several nodal (par-
ent) concepts were derived, which generated several contextual words. Thus, VI
Lenin was represented in the textual array by the following parental concepts:
“leader” (19 contextual links), “Vladimir Ilich” (107), “Leninism” (41), “Lenin
monument” (73), “Lenin’s images”(20), “Portrait of Lenin” (23), “Lenin’s Mau-
soleum” (16), “Comrade Lenin” (28), “Ulyanov (Lenin)” (15), “Russophobe and
the God-Bearer Lenin” (3).

For example, the environment of the concept “Vladimir Ilyich” is contra-
dictory, and includes both positive speech markers (“happiness”, “Russian”,
“speaker”, “wonderful”, etc.), and negative (“painful”, “malicious”, “Defeat”,
etc.).

The lively discussion of the monuments, portraits and images of Vladimir
Lenin are related to contemporary events taking place in Ukraine and the
destruction of monuments of the Soviet era, as well as a ban on communist
symbols and general decommunization.
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A separate structure of the concepts was devoted to the discussion of the
attempt on Lenin. Obviously, this was due to the temporary structure of the text
sample, which coincided with the dates of the assassination attempt - August 30,
1918 - which provoked discussion of this event 97 years later in social networks
of Russia. So, several parents’ concepts were dedicated to Fanny Kaplan.

The surge of discussions of the figure of Nicholas II in August and September
is also related to the events of the shooting of the royal family in July 1918.

5 Conclusion

The paper represents the structural text analysis approach, which allows process
large amount of unstructured text information, extract its thematic structure,
extract and ranging its key concepts with theirs relationships. It can be useful
in applications for example for social networks texts analysis, and its analysis
in time dynamics. The instrument allows understand the latent structures of
semantically co-related key concepts of text. The paper represents also the results
of corpus texts analysis on 1917 year thematic. The results show that the social
network content depends on the current social-political situation. The instrument
allows explicit the context of actual concepts evaluation and validate the text
corpus fragment choiced for analysis.

The publication is prepared within the supported by Russian Humanitarian
Scientific Foundation the scientific project No. 15-36-12000 “Russia in 1917 in
perception of modern youth: media discourse”.
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Abstract. Modern co-authorship networks contain hidden patterns of
researchers interaction and publishing activities. We aim to provide a sys-
tem for selecting a collaborator for joint research or an expert on a given
list of topics. We have improved a recommender system for finding possi-
ble collaborator with respect to research interests and predicting quality
and quantity of the anticipated publications. Our system is based on a
co-authorship network derived from the bibliographic database, as well
as content information on research papers obtained from SJR Scimago,
staff information and the other features from the open data of researchers
profiles. We formulate the recommendation problem as a weighted link
prediction within the co-authorship network and evaluate its prediction
for strong and weak ties in collaborative communities.

Keywords: Recommender systems · Co-authorship network
Scientific collaboration

1 Introduction

In a modern scientific community it is important to know the trends that pro-
vide the significant impact on the research fields. However, it is not easy to read
hundreds of papers to become familiar with the new topics and small improve-
ments in many related fields of study. The most natural way to select relevant
and most valuable articles is by ordering a list of articles obtained by keywords
query from some bibliography database according to a citation index or other
centrality metrics for measuring simultaneously influence of the author and the
paper on the respected research area [1]. In fact, such a method does not take
into account the author professional skills, his respective research community
and ability to publish his research at the international level. One of the first
methods for selecting analyzing research community were made by Newman in
[2,3], where the author ordered authors according to the collaboration and cen-
trality metrics in the co-authorship network.
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Clustering approach for a co-authorship network of researchers who studied
a particular disease was presented in [4]. The authors of [5] gave a representation
of finance network analysis using similar methods. In [6,7], the authors studied
dependencies between citation indexes (predicted citations in [8]) and centralities
in a co-authorship network. Data mining approaches for extracting significant
features from the co-authorship networks specified to different research areas
were presented in [2,9]. Overall evaluation of methods and applications of net-
work analysis were described in [10].

In this paper, we study a co-authorship network based on co-authorship
network while one or more among the coauthors belong to the National Research
University Higher School of Economics (HSE). The core idea of the research is
to apply network analysis [10] and topic modelling [11] of research papers for
the problem of extracting research interests of HSE workers and their respective
skills based on the qualitative and quantitative data of their publications. Such
obtained system then could be applied for automatising of expert search [12],
building recommender system for searching a collaborator or scientific adviser
[13], and simple search engine who could possess knowledge and skills related to
a given description.

In what follows, we describe in details the process of evaluating work-in-
progress recommender system based on co-authorship network and information
on the staff units profiles of each author from HSE.

2 Data Processing and Problem Formalisation

As a starting point we took the database of all the records from the NRU
HSE publication portal [14]. Here, we describe the process of cleaning original
database:

1. All the duplicate records were merged under assumption that any conflict
could be resolved by choosing the data from verified record at the portal.

2. All the missing fields were omitted during computational part of filed with
median over respective category of articles and authors.

3. All the conflicts of different author First/Last Name representation were
solved under simple logistic regression model based on the number of common
co-authors in a given dataset.

After cleaning stage, we build five layers of the co-authorship network with
authors as network actors and edges connecting authors with k jointly published
research articles, k = 1, . . . , 5. The number 5 was chosen as the maximal number
under which the network does not degenerate to the large number of small
connected components of average sizes 1–2.

Next, we import features related to both, actors and ties between them. For
each tie in the network representing co-authored publication, we added all the
attributes of the publication the university portal [14] and imported subject
areas and categories from Science Journal Ranking [15,16]. We measure publi-
cation quality as its respective quartile in SJR ranking for the publication year,
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computed as maximal (or average) over different categories per journal. In the
future work we aim to include quartiles from the Web of Science Core Collection
and provide unified algorithm of measuring relevant quartile in accordance to
NRU HSE Science Fund Policy. One of the key features of new system will be
choosing relevant quartile with respect to subject category choice over several
research areas provided for indexed journal. Information about network actors,
such as administrative unit position, declared author research interests and addi-
tional interests derived from topic modelling BigARTM system [17] over author’s
research publications were also included as node features.

We use the co-authorship network for various research problems related to
collaboration patterns: dynamics of the number of papers as a personal progress
indicator; dynamics of the number of collaborators as a representation of quali-
fication and networking of the researcher; dynamics of the network communities
density as an attribute to measure of team-working; impact of the research area
and administrative units on collaborative and numerical publication patterns;
using text mining, find a relevant expert or a collaborator based on his/her
research interests and measured quality of co-author collaboration in interna-
tional publications.

The recommender system gives a list of suggested candidates ordered by the
inner metric of successful collaboration. More detailed, for a selected author the
system generates a ranked list of authors whose papers could be relevant to him,
and authors themselves could be good candidates for collaboration.

3 Measuring Similarity of Interests and Authors

We consider the problem of finding authors with similar interests to a selected
one. In terms of network analysis, we study the problem of recommending similar
author as a link prediction and use similarity between authors as model features.
We choose well-known similarity scores described in [18].

We use Common neighbors, Jaccard’s coefficient, Adamic/Adar, Graph dis-
tance similarity scores as baseline. In order to define similarity of actors by their
known features from HSE staff information and publication activity represented
by centralities of co-authorship network, we define additional content-based and
graph-based features.

Nodes of the graph correspond to authors and, hence, have binary attributes,
relation with NRU HSE and whether has administrative position, staff position,
full-time status, and qualitative attributes, first name/last name, department
hierarchy, and centrality metrics from the co-authorship network as metrics of
influence. Edge attributes includes title and data of publication, journal quartile,
weight, subject area and category, whether it was indexed by Scopus.

We computed cosine similarity for a vector consisting of normalized values
of the feature parameters and “interests” metric as a normalized number of
common journal SJR subject areas and categories for the journals, in which the
original research article were published.
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4 Training Model

In order to create proper training set for the person-based recommender system,
we first need to select the list of potential candidates with similar interests.

We start with previous co-authors and staff members from the same HSE
administrative unit. We construct feature vectors for their respective staff units
by computing descriptive statistics based on research activity criteria and simple
summarization of their respective researchers profiles related to different time
intervals and qualities of publications.

We add to the list of candidates those administrative units with the differ-
ence between feature vectors less than the median of the distances between all
the pairs of staff unit feature vectors representations, defined by the following
features: the number of authors and papers, the ratio of the number of papers
(from the department) by the ratio of the authors (from the department), the
number of articles indexed in Scopus (over 3 last years) (published in Q1 and Q2
journal quartiles) (divided by the number of authors) (from the department), the
average number of co-authors, the number of connected components, size of the
greatest connected component (GCC), average distance, graph diameter, radius
and density, average local clustering coefficient, the number of lecturers/senior
lecturers/assistant professors/professors with their respective numbers of papers
published (over the last 3 years), average rating of senior lecturers/assistant
professors/professors from 0 to 30. The rating was calculated by the formula
min(15 · N, 30)/min(15 · N, 30)/min(10 · N, 30)/min(6 · N, 30), where N is the
number of publications over the last 3 years. Each of the parameters was chosen
according to either publishing activity criteria specified for different staff cate-
gories, or correlation between subgraph publishing patterns and their descriptive
statistics.

In what follows, we use topic modelling for initial candidate research papers
and find all the similar authors in HSE co-authorship network based on cosine
metric of their research interests with the taxonomy obtained from hierarchical
clustering of interests in respective co-occurrence network.

In order to catch structure of the network we used five methods of community
detection on the co-authorship network: label propagation, fastgreedy, louvain,
walktrap, infomap [19], and added candidates from the obtained clusters, to
which original person belonged (Table 1).

The number of communities appears to be quite stable. Finally, we removed
all non-HSE authors due to lack of information on their activity and status
outside of HSE collaboration.

5 Recommender System

We used logistic regression with lasso regularization on normalized feature vec-
tors to predict new links [20]. The parameter for regularization was chosen via
model fitting by maximising accuracy of the model [21].
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Table 1. The number of clusters obtained by different algorithm

Weight >0 >1 >2 >3 >4 >5

Label 2265 1313 937 735 582 453

Fastgreedy 1120 954 748 608 511 406

Louvain 1102 943 744 605 509 406

Walktrap 2233 1270 890 673 542 428

Infomap 1988 1215 876 684 554 432

For a given researcher, we form subgraph of candidates from the previous
section as a training set with the edges induced by original co-authorship network.
We construct logistic regression model for each of the groups, taking as positive
examples links in the chosen subgraph, and the same number of negative examples
as missing links in order to keep the balance in the model, similar to [22].

We train our model on the “strong” co-authorship networks with each edge
appearing only if up to k = 2 to k = 5 papers were written together and obtained
a series of subgraphs to be used in evaluation (see [13]). For all the pairs of “weak”
and “strong” subgraphs we prepare test set as links from the difference of these
graphs and the same number of missing links from the links difference with
features taken from the stronger subgraph. We calculated average error rates for
test and train sets over all pairs of thresholds values of k (see Table 2). The area
under the rock curve (AUC) and F1-measure are high, therefore, normalized
lasso logistic regression was sufficient for binary classification.

Table 2. Similarity metrics

Precision Recall Accuracy F1-measure AUC

Train data 0,93 0,99 0,96 0,96 0,99

Test data 0,91 0,87 0,91 0,90 0,94

6 Conclusion

We improved a recommender system [13] providing ranked list of candidates
for collaboration based on HSE co-authorship network and database of publi-
cations. The recommender system demonstrates promising results on predicting
new collaborations between existing authors and the accuracy of the system was
improved by adding topic modelling component for extracting research interests
from the original papers. The recommendations could also be made for a new
author, who should state research interests and/or load his research papers for
topics extraction.

We are looking forward to the evaluation of our system for several tasks inside
the NRU HSE (though, it could be applied to any other research community),
such as:
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– finding an expert based on text for evaluation;
– matchmaking for co-authored research papers with novice researchers;
– searching for scientific adviser based on co-authorship network and the prob-

ability of publication in co-authorship with a student;
– searching for collaborators on specific grant proposal.

An application of this system may help stating the University policy to sup-
port novice researchers and increase their publishing activity or even, estimate
collaboration between the University staff units.
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