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Preface

We are delighted to introduce the proceedings of the 9th EAI International Wireless
Internet Conference. The conference brings together technical experts and researchers
from academia, industry, and government from all around the world to discuss novel
research results related to the future wireless Internet.

WICON 2016 was held during December 19–20, 2016, in Haikou, China. The
conference is organized by the EAI (European Alliance for Innovation). The Program
Committee received over 60 submissions and each paper was reviewed by at least three
expert reviewers. We chose 30 papers after intensive discussions held among the
Program Committee members.

The conference tracks were: Track 1, Seamless Integration of Heterogeneous Net-
works; Track 2, Cross-Layer Design and Optimization; Track 3, Wireless Access
Technologies; Track 4, Multi-hop Wireless Networks; Track 5, Emerging Technolo-
gies and Applications; Track 6, Network Security; Track 7, Wireless Internet Platforms
and Software; Track 8, Green Communications.

The two keynote speeches were by Prof. Michael Pecht from the University of
Maryland, USA, and Prof. Huiping Xu from Sanya Institue of Deep-Sea Science and
Engineering, Chinese Academy of Sciences, China. The invited talk was presented by
Prof. Rong Yu from Guangdong University of Technology, China, and Dr. Zhibo Pang,
from ABB AB, Corporate Research, Sweden.

We strongly believe that WICON 2016 provided a good forum for all researchers,
developers, and practitioners to discuss science and technology aspects that are relevant
to smart grids. The conference was successful and stimulating, as indicated by the
contributions presented in this volume.

November 2017 Lei Shu
Mengxing Huang

Yan Zhang
Weipeng Jing
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Joint Asynchronous Time and Localization
of an Unknown Node in Wireless

Sensor Networks

Junhui Zhao1,2(B), Lei Li2, and Yi Gong3

1 East China Jiaotong University, Nanchang 330013, China
eeejhzhao@163.com

2 Beijing Jiaotong University, Beijing 100044, China
14120084@bjtu.edu.cn

3 South University of Science and Technology of China, Shenzhen 518055, China
sustc.gy@gmail.com

Abstract. This paper considers the location of an unknown source node
with asynchronous anchor nodes in Wireless Sensor Networks (WSN). In
this paper, a joint synchronization and localization framework is consid-
ered and examined. Firstly, the proposed algorithm obtains algebraic
solutions of the source location and the clock skew by improved Taylor
series based on regularization theory. Then the clock offset is estimated.
The Cramer-Rao lower bound is derived for the considered problem.
Simulations show that the proposed algorithm is robust to the inaccu-
rate initial value and better accuracy than the closed-form methods. This
proposed algorithm can be widely applied in practice.

Keywords: Localization · Clock offset · Clock skew · WSN

1 Introduction

There has been much research on localization techniques and asynchronous time
in Wireless sensor networks. Different measurement techniques used in source
localization include time of arrival (TOA) [1], time difference of arrival (TDOA)
and frequency difference of arrival (FDOA) [2] and hybrid algorithm with two
or three techniques [1]. In [3,4], the authors proposed a close-form algorithms to
solve the synchronization and localization parameters at the same time. [5] only
considered the client location and clock offset of access points, ignored the clock
skews. [6,7] provided two estimators which jointly estimate the position of the
target node as well as the unknown clock-skews and clock offsets.

The main contribution of this paper is driving an estimator for determining
the source node location, the anchor nodes skews and offsets. Asynchronous

This work was supported by the National Natural Science Foundation of China
(61471031), the Fundamental Research Funds for the Central Universities, Beijing
Jiaotong University (2013JBZ001), Guangdong Science and Technology Program
under Grant No. 2016A010101003.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 3–9, 2018.
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4 J. Zhao et al.

TDOA-based source localization using improved Taylor series to obtain the three
parameters is studied. The paper introduces the Regularization theory to modify
the Taylor series to ensure the iteration convergence. The simulation results show
that the proposed approach offer better robustness and accuracy.

2 System Model

The localization system consists of M sensors which have known position and
they are separated into N groups according to [8]. Group j, j = 1, 2, ..., N , has
the same clock skew ωj and clock offset θj . And there is 1 anchor node in group
1 for reference. The localization system is used to determine the position of
one source node which has unknown transmission time ts. The internal time is
modeled as a function of the reference as (1). ti and t are the internal time of
the ith (i = 1, 2, ...M) node and the reference time, respectively.

ti = ωjt + θj (1)

si = [xi, yi] denote the location of the ith anchor, where x = [x, y] denotes
the location of the source node. di is determined by the Euclidean distance:
di = ‖x − si‖. Then, the packet arrival time vector is represented as follows:

ti = ωj(ts +
1
c
di + nti) + θj (2)

Here c = 3 × 108 (m/s). nti is a random measurement error with zero mean and
a standard deviation of σt.

The transmit time will be abandoned, TDOA based localization is more
appropriate than TOA based localization. The clock skew and offset of group 1
is ω1 = 1 and θ1 = 0. Then the TDOA vector is obtained by subtracting the
packet arrival times from that of the representative as follows:

ti
ωj

− t1 =
di

c
− d1

c
+ nti − nt1 +

θj

ωj
(3)

3 Proposed Algorithm Based on Taylor Series Method

3.1 Improved Taylor Series Method

To progress, an approximation need be applied to the model. The clock skew of
the anchor node can be expressed as ωj = 1 + δj , where δj � 1 is relatively small
value. For sufficiently small δj , we have [4] 1

ωi
= 1−δi. Consider Eq. (3), we take

j = 2, i = 2 and i = 3 as example. c(t2 − t3) = 1
c (d2 − d3) + n23 + c (t2 − t3) δ2,

where r23 = c (t2 − t3) can be regarded as the TDOA measurement. And n23 is
the additive noise of distance. Extend the situation to N groups, in vector form,

rA = dA + FδA + nA (4)
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where rA = [rm1+2,m1+1, rm1+3,m1+1, · · ·, rmN ,mN−1] is the TDOA vector. nA is
the noise vector which is zero-mean Gaussian random variables. dA is the true
distance vector. δA = [δ2, δ3, · · ·, δN ] is the clock skew after the approximation
in (8). And the (M − N − 1) × (N − 1) matrix F is

F =

⎡
⎢⎢⎢⎣

r32, r42 . . . , rm22, 0 . . . 0, 0, . . . 0
0 · · · 0, rm2+2,m2+1, . . . , rm3,m2+1, 0, 0, . . . 0
...
0 · · · 0, 0 . . . 0, rmN−1+2,mN−1+1..., rmN ,mN−1+1

⎤
⎥⎥⎥⎦

T

(5)
The parameter vector is zT =

[
xT , δT

A

]
. The target function is:

f(r;p) = k − 1
2
(rA − dA − FδA)T Q−1

rA (rA − dA − FδA) (6)

And the partial differentiations in (5) are formulated as follows:

∂f

∂x
=

x − si

‖x − si‖ − x − smj+1∥∥x − smj+1

∥∥
∂f

∂δA
= F (7)

Taylor series method requires initial guess. Because the measurements are
independent, we assume that the QrA = 2c2σ2

t I, it is a diagonal matrix. Then
the kth iterative change is

Δzk = (Bk
T Bk)−1Bk

T pk (8)

where

Bk =
[
∂f

∂x
|xk

,F
]

pk = rA − dA|xk
− FδA|δAk

(9)

And after every iteration, the parameter vector becomes zk+1 = zk + Δzk.
Taylor series method requires a good initial value, and a bad initial value can
cause an ill-posed Jacobian matrix which leads to the iteration divergence.
According to (8), We set A = BT B, b = BT p. Jacobian matrix is symmet-

ric matrix. So the SVD of A is given by A = U
∑

UT =
n∑

i=1

uiσiuT
i . Then the

Iterative change is Δz = A−1b =
n∑

i=1

uT
i b
σi

ui.

From the equation, Δz is affected by smaller singular value obviously. As a
result, Δz will be sign changed and rand. Then based on Regularization theory,
the problem turns into (10) to modify the iterative change.

min ‖AΔz − b‖22 + λ ‖Δz‖22 (10)

The DSVD method is used to modify the change as:

Δzdsvd = (A + λI)−1
b =

n∑
i=1

σi

σi+λ

uT
i b
σi

ui (11)
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From the modification, the cond of matrix becomes lower, and the sign change
and rand situation will be decreased. The λ is a regularization parameter con-
trolling the tradeoff between the first and second terms. The L-curve criterion
[8] is adopted to determine λ.

The procedure is as follows: the unknown parameter is zT =
[
xT , δT

A

]
. First

we assume δA = 0, the initial guess xk. The tradeoff is ‖Δz‖ < ε. Do zk+1 =
zk + Δzdsvdk until the tradeoff is satisfied. Then we can get ẑ = [x, δA].

3.2 Estimation of Clock Offset

Since the d1 and di are not known, we shall replace it by the reconstructed value
using Euclidean distance, with x̂ substituted by x by final result. Let us denote
the resulted vector be R(x, δA). Then the solution of θ is

θ = (HT Q−1
r H)−1HT Q−1

r (R − R(x, δA)) (12)

where
H =

[
1

ω2
, 1

ω2
... 1

ωN

]T

R = [t2 − t1, t3 − t1, ..., tM − t1]
T

R(x, δA) =
[

d2−d1
c + t2δ2, ...,

dM−d1
c + tMδN

] (13)

4 Simulation Results and Discussion

As tabulated in Table 1, M = 8, N = 3. They are used to locate a source whose
actual position is [0, 0]m. The time skew is randomly drawn from [0.95 1.05],
and the time offset is randomly drawn from [1 10] ns. The RMSEs of the loca-

tion, clock skew and clock offset estimation are defined as
√

(x̂ − x)2 − (ŷ − y)2,
N∑

j=2

√
(ωj − ω)2/(N − 1) and

N∑
j=2

√
(θj − θ)2/(N − 1), respectively. Two estima-

tors given in [3,6] are selected for comparisons.

Table 1. Sensor positions [m]

Set 1 Set 2 Set 3

xi −80 0 60 20 100 50 −65 −20

yi 50 −100 −10 90 100 100 90 80

The first figure depicts the comparison of proposed algorithm and traditional
Taylor series method with different initial guess. The measurement noise is set
σ2

d = 1m2. With good initial guess, the proposed algorithm needs more itera-
tions. But with the bad initial guess, the traditional Taylor method diverges to
unexpected result. The amount of calculation of proposed algorithm is larger
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than traditional Taylor method because of the revise of ill-posed matrix. But
the proposed algorithm is robust and accurate.

The rest figures illustrate the estimation accuracy of location root-mean-
square error (RMSE), clock skews and offsets with the log function of distance
variance deviation changes from −30 to 15. The proposed algorithm is more
accurate than LS and the separate approach. When the measurement error is
small, the performance gap between Proposed algorithm and CRLB is not sig-
nificant. The clock offsets rely on the previous estimations. If the localization
and clock skews are biased, the clock offsets accuracy will be affected seriously
(Fig. 1).

Fig. 1. Simulation of robustness and accuracy of the proposed algorithm

5 Cramer-Rao Lower Bound

FIM =

⎡
⎣

X11 X12 X13

XT
12 X22 X23

XT
13 XT

23 X33

⎤
⎦ (14)

We have used the ∇ symbol to denote partial derivative:

∇a,b =
∂a

∂bT
(15)
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X11 = −E
[

∂ ln p
∂x0∂x0T

]
=

(
∂ζ
∂x0

)T

Q−1
r

(
∂ζ
∂x0

)

X12 = ∇T
ζ,x0Q−1

r ∇ζ,ω0

X13 = ∇T
ζ,x0Q−1

r ∇ζ,θ0

X22 = ∇T
ζ,ω0Q−1

r ∇ζ,ω0 + Q−1
ω

X23 = ∇T
ζ,ω0Q−1

r ∇ζ,θ0

X33 = ∇T
ζ,θ0Q−1

r ∇ζ,θ0 + Q−1
θ

(16)

where the Qr, Qω and Qθ are the covariance matrix of measurement error, anchor
node clock skew and offsets error. The partial derivatives are obtained using (1),
(3) and (7),

∂ζ

∂x0
=

[
ρ02 − ρ01, ρ

0
3 − ρ01, ..., ρ

0
M − ρ01

]T
ρ0i =

(
x0 − s0i

)
‖x0 − s0i ‖

(17)

∇ζ,ω0 =
d

ω02
⊗ 1M − cθ

ω02
⊗ 1M ∇ζ,θ0 =

c

ω0
⊗ 1M (18)

The CRLB for location estimation is given by

CRLB(x0) = X−1
11 + X−1

11 S1

(
S2 − S1

T X−1
11 S1

)
S1

T X−1
11 (19)

where

S1 =
[
X12 X13

]
S2 =

[
X22 X23

XT
23 X33

]
(20)

By arranging the matrix blocks in (20) properly, the CRLB for the clock skews
and offsets can be determined using the same method.

6 Conclusion

This paper investigates the problem of source localization in the presence of
sensor clock skews and offsets. A sequential estimation method is developed
that obtains the source position and clock skews first, the sensor node clock
offset finally. Simulations show that the proposed algorithm can converge with
bad initial guess. Compared with the close-formed approaches, the performance
of proposed algorithm is closer to the CRLB.
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Abstract. Lack of synchronization mechanism in IEEE 802.15.4 stan-
dard for cluster-tree topology has restricted its use to non-beacon mode.
Initial works in this direction are more centralized in nature whereas more
recent works follow the distributed way. The former way of achieving
synchronization have performance limitations in terms of scalability and
overhead. In this paper, we propose a distributed beacon synchronization
scheme that requires lesser transmissions and results in improved chan-
nel utilization. Apart from that, the proposed scheme also minimizes the
number of collisions during beacon transmissions thus lowering the num-
ber of orphan nodes. Analytical and simulation studies corroborate our
findings.

1 Introduction

The IEEE 802.15.4 standard [1] has emerged as a de facto standard for low-
power wireless personal area networks (WPAN). It defines multiple physical
layer (PHY) technologies and medium access control sub-layer for such low
data-rate devices. IEEE 802.15.4 networks support both star and cluster-tree
topologies. They can operate in either beacon-enabled (BEM) or non beacon-
enabled (NBE) modes. In BEM, beacon synchronization allows attached devices
to detect any pending messages or to track the beacon. In addition, as the struc-
ture of superframe is described in beacon, synchronization becomes important.
In BEM, medium access control is achieved through slotted CSMA/CA. In addi-
tion, a guaranteed time slot (GTS) can be obtained for transmission that are
assigned by a coordinator using an optional superframe. In presence of multi-
ple end-devices and multiple coordinators, synchronization among coordinators
reduces collisions.

In a star network, achieving synchronization is straight forward as all nodes
are within communication range of central PAN coordinator (PANC). All com-
munications are through the central coordinator. On the other hand, devices
in a cluster-tree network can communicate with any other node provided they
are within range of each other. This allows the network to scale whereby other

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 10–20, 2018.
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devices can also act as coordinators by providing services to its attached devices.
Many commercial and industrial applications need such a topology. However, the
operation of such a network comes with its own set of challenges. Synchroniza-
tion is difficult as multiple coordinators are involved and overlapping beacon
schedules result in frequent collisions and orphan nodes.

This problem has been addressed in [2–13]. But, majority of them are cen-
tralized in nature where a central coordinator computes beacon schedules and
transmits to each coordinator with the help of a routing protocol. Nodes that
actively participate in message relay run out of battery power resulting in net-
work disconnections. Furthermore, distributed schemes like [9,10,14] are con-
strained by their own set of limitations like the need to shift between radio
channels and maintaining tree routes. This motivated us to design a beacon
scheduling scheme with low-overhead for a cluster-tree network. The main con-
tributions of this paper are summarized as follows.

– We propose a distributed beacon synchronization scheme for a cluster-tree
network that uses available channel slots effectively, incurs fewer transmis-
sions and in turn consumes less energy.

– We present the collision probability analysis of the proposed synchronization
mechanism.

A preliminary version of this work has been published in [15]. The rest of the
paper is organized as follows. Section 2 provides brief overview of IEEE 802.15.4
MAC superframe as the proposed work uses beacon order (BO) and superframe
order (SO) parameters. The proposed synchronization mechanism and its analyt-
ical evaluation is presented in Sect. 3. Simulation results are presented in Sect. 4.
Finally, conclusion and future scope is presented in Sect. 5.

2 Overview of Superframe in 802.15.4 MAC

The superframe is bounded by two successive beacons that are separated by
beacon interval (BI). It consists of an active period (contention access period
and contention free period) followed by an optional inactive period. The super-
frame structure is divided into 16 equal duration slots. Slots in the contention
access period (CAP) are accessed through slotted CSMA/CA, whereas, dedi-
cated access is possible in contention free period (CFP) through GTSs. The
active period of the superframe beginning from the beacon transmission is
called superframe duration (SD). Nodes sleep during the inactive period and
wakes up marking the beginning of the next superframe cycle. Two parameters
namely macBeaconOrder (BO) and macSuperframeOrder (SO) together defines
the structure of superframe as,

BI = aBaseSuperframeDuration.2BO

SD = aBaseSuperframeDuration.2SO
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Fig. 1. IEEE 802.15.4 superframe structure.

where, SO and BO refer to the duration of active period along with beacon
transmission time and the cyclic time period when the coordinator communi-
cates using beacons, respectively. The structure of the superframe is shown in
Fig. 1. The aBaseSuperframeDuration is the number of symbols constituting
a superframe when the SO is set to zero. It gives us the time period between
two beacon frame transmission. With 0 ≤ SO ≤ BO ≤ 14 and BO = 15 implies
non-beacon mode.

3 Proposed Distributed Beacon Synchronization Scheme

3.1 Network Model

We consider a cluster-tree network, comprised of coordinators and end devices, as
shown in Fig. 2. One of the selected coordinators acts as overall network coordi-
nator. Coordinators are entrusted with additional functionality of synchronizing
associated nodes with the help of periodic beacons. An end device associates with
a coordinator and all data is routed via the parent. Clusters are formed among
a group of coordinators and end devices, that executes a common function. A
cluster head is chosen among the coordinators in each cluster for operational
simplicity. The main notations in this paper are summarized in Table 1.

3.2 2-hop Distributed Beacon Synchronization (2-hop DBS)

The proposed scheme emphasizes on reducing the number of transmissions
required to achieve beacon synchronization in a network and to restrict bea-
con collisions between neighboring coordinators. We focus on striking a balance
between reducing the number of orphaned devices when beacons of multiple coor-
dinators collide, and the synchronization simplicity. The proposed mechanism is
presented below.

2-hop Distributed Beacon Synchronization: Following the designed syn-
chronization scheme, a coordinator that aims to compute a synchronized sched-
ule needs the BO and SO values of the parent coordinator (i.e. the coordinator
to which it is associated) and all its (parent’s) relatives. The first part of the
information can be retrieved from the beacon frame received from the parent.
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Fig. 2. Cluster-tree topology.

Table 1. Main notation definition

Symbols Definition

N Total number of coordinators in neighbor list (both 1-hop and 2-hop)

n Number of coordinators in transmission range + N

ρN The probability of n = N

ρn The probability that n > N

pt The probability that a node chooses a slot tl that do not overlap with
any of the coordinators in its neighbor list

Pc The collision probability

The relatives information is provided by the parent coordinator in the form of a
neighbor list. To simply put, a node requires information about its parent and all
the coordinators associated to it, which may include all the coordinators grand
parent and peers if any. The payload part of the beacon carries this additional
information comprising of short addresses of respective coordinators followed by
their BO and SO, and an association field that is of two bits. The association
field allows a coordinator to determine the relative ranking which are by default
0 for a grand parent, 1 for the parent and {2, 3 or 4} for the peers sorted based
on their association time. These values are set by a coordinator (read parent)
in accordance to their association times. This allows a coordinator to schedule
accordingly based on its priority with respect its peers.

Algorithm 1 lists the steps involved in computing a synchronized schedule.
First, a coordinator awaits the reception of a beacon frame from its parent that
contains all the required BO and SO information. Based on this, it determines
the respective BI and SD for each neighboring coordinator. For an agreed BO
and SO, the coordinator also calculates its BI and SD. The goal is to estimate
neighboring coordinators schedules and synchronize with them. Based on the
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information realized in the first part, a coordinator sorts all BI based on the
order of association and selects the maximum BI (BImax) to fix a time cycle.
This time cycle is divided into slots, where each slot equals minimum SD. Now,
the superframe duration of a coordinator i, given as SDi, is allocated based
on first empty time slot. Based on BIi, the duration of SDi is set until BImax

is reached. This allows a coordinator to recreate a map of beacon transmis-
sions of all its neighbors and thus synchronize its own transmissions avoiding
collisions. The gathered two hop neighborhood information prevents collisions
between coordinators whose transmission ranges overlap. The probability of such
an occurrence is estimated in the following sub-section.

Algorithm 1. Distributed beacon synchronization algorithm
1: From parent beacon, obtain BO, SO, and association order.
2: Compute BI for all received BO, SO, represented by set B, for all BIi.
3: Compute BImin = 2BOmin and BImax = 2BOmax .
4: Sort B based on association order for each BI.
5: Set time − line = BImax, where slot = min(SDi), 1 ≤ i ≤ N
6: for each i in B do
7: find the first available consecutive time slots ≥ SDi

8: fix (i) of SDi in consecutive time slots beginning with first empty slot
9: end for

10: return The coordinators time slot.

3.3 Illustrative Example of 2-hop DBS

To illustrate the 2-hop DBS algorithm, assume a simple hierarchy where a coor-
dinator c2 is associated with coordinator c1, and coordinators c3 and c4 are
associated to c2. That is, c1 is parent of c2 and grand parent of c3 and c4. Let
{c1, c2, c3} be already synchronized and transmitting beacons. Now, node c4
that needs to compute its schedule, retrieves the required BO, SO and associa-
tion order parameters from its parent (c2’s) beacon payload. Table 2 shows the
configuration of c4. Based on received parameters, c4 computes corresponding
BI and SD for each coordinator. Then, it chooses the maximum BI, BImax = 16,
and minimum BI, BImin = 8, where each time slot corresponds to a base super-
frame duration, SO = 0. BI values are further arranged to form a ordered set
B = {16(c1), 8(c2), 16(c3), 8(c4)} with respect to their order of association.

Next, from the set B, c4 schedules each instance of SD of the corresponding
coordinator in the first available slot of size SD time slots in such a way that
it does not overlap with other superframe durations. Subsequent instances are
placed at a distance equal to a multiple of BImin = 8 time slots from the first
instance corresponding to its BI. We place SD of c1 in first horizontal line.
Then c2 is placed after the instance of c1. Afterward, c3 is placed in the third
horizontal line after the c2. Finally c4 is placed after the instance of coordinator
c3. The instances are repeated according to the coordinators’ BI. The schedule
is periodically repeated after a slotted timeline of 16 slots (BImax). The final
beacon schedule computed by c4 is shown in Fig. 3 upto 32 timeslots.
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Table 2. Configuration of c4

Coordinator SD BI Association order

c1 (grand parent) 2 16 0

c2 (parent) 2 8 1

c3 (sibling) 1 16 2

c4 2 8 3

Fig. 3. Beacon schedule for coordinator c4.

3.4 Collision Probability with 2-hop Information

Consider an all probable scenario where all n devices of coordinator A aim for
beacon transmission. Relying on N (obtained from the proposed scheme), A can
compute a non overlapping transmission schedule. But, in case of n > N, a set of
k coordinators (k < n) exist that are within A’s reach but not accounted while
realizing schedule. This issue can be categorized as the problem of overlapping
schedules with one of n1, n2, ..., nk coordinators. Inherently, this can be viewed
as N ⊂ n. That is, we need to account for transmission of those (n − N) nodes.
For simplicity, let us assume that all the devices that are within the range of A
are also present in the neighbor list obtained by A. That is n = N. Consider the
probability of such an occurrence is ρN . Alternatively, for the case of n > N, the
probability be ρn. Also, ρN = (1 − ρn). In a given scenario of n > N, device A
determines a time slot tl with pt probability. This time line avoids collisions with
all devices in the neighbor list but may still collide with unaccounted (n − N)
nodes. The probability of non-occurrence of such an event is given by

(1 − pt)n−N (1)

This means that the remaining (n − N) devices have not chosen the same
time slot as A. It in turn means that a node A has chosen a collision free time
slot tl with probability pt(1− pt)2(n−N). Let Pc be the collision probability with
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one of (n − N) if it selects same slot tl. So,

Pc = 1 − (1 − pt)2(n−N). (2)

To account for a scenario of n = N, let a device select a time slot tl with a
probability pt based on the proposed scheme. Accordingly, the rest of the (N −1)
nodes not selecting the same slot tl is given by (1 − pt)N−1. Since, the proposed
scheme makes sure that no two coordinators select the same tl, the probability
of collision Pc in this case is 0. This is achieved with the help of association order
that is assigned by the coordinators parent resolving colliding beacon schedules
between neighbouring coordinators.

4 Simulation Results and Discussion

In this section, we compare the proposed algorithm with the centralized and
distributed schemes presented in [7,10], respectively. We have used the network
simulator NS-2.34 [16] to evaluate the aforementioned protocols. Parameters that
are used in the experiments are listed in Table 3. An 802.15.4 cluster tree network
consisting of seven clusters, where 23 devices act as coordinators and another
24 devices are associated with these coordinators as end devices. Figure 2 rep-
resents the network set up. The protocols performance is distinguished in terms
of number of transmissions, energy consumed and utilization of the channel. For
simplicity, we do not consider any battery model and assume one unit of energy
is spent per byte transmission.

To achieve synchronization, all the coordinators need to transmit messages
and this forms the basis of our first experiment. In other words, we measure
the transmission count that is necessary for synchronization. Each coordinator
exchanges beacons with the neighboring devices to determine their respective
slots of transmission. More the number of such transmissions more the network
overhead. Figure 4 shows a linear increase in number of transmissions for a cen-
tralized scheme like [7], as the size of the network grows. It is due to the fact
that the overall central coordinator determines the beacon schedules of all other
coordinators in the network and transmits these to respective coordinators that
may be located multiple hops away. To achieve this a routing protocol like Zig-
Bee [17] can be used. On the contrary, distributed mechanism like MeshMAC
achieves synchronization within fewer number of transmissions as it depends on
all the neighboring coordinators. However, this is still higher compared to the
proposed algorithm, as the 2-hop DBS relies only on the neighbor list from the
parent coordinator thus restricting the transmission count to 2 for each coordi-
nator. Thus, the proposed mechanism achieves synchronization with 30% lesser
transmissions when compared to MeshMAC making it more scalable.

Next, we evaluate aforementioned schemes for average energy consumption
with respect to the height of cluster-tree. Since, energy consumed is directly
proportional to transmission count, and as SDS is shown to incur more trans-
missions, we mainly focus on the other two schemes. Figure 5 shows the com-
parison graph. The proposed scheme consumes lesser energy over MeshMAC as
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Table 3. Simulation parameters

Parameters Values

Frequency of operation 2.4 GHz

Total nodes 48

Tx range 50 m

Tx Power −7 dBm

BO 8

SO 4

BI 245760 symbols

SD 15360 symbols

Fig. 4. Comparison of transmission overhead.

Fig. 5. Comparison of energy consumption.

the transmissions related to computation of beacon offset are kept to minimum.
Conversely, in case of MeshMAC it varies with the degree of a coordinator. In
other words, it depends on the number of neighboring coordinators that a node
has to consider to compute its offset. Lesser dependencies contribute to energy
efficiency in case of our scheme.
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Fig. 6. Channel utilization of the schemes.

Beacon synchronization results in effective channel utilization in the network.
This forms the basis of our final experiment that is to evaluate the channel uti-
lization of all three synchronization mechanisms. The results are presented in
Fig. 6. For a given BO and SO, the centralized scheme computes non-overlapping
beacon schedules for all the coordinators in the network. This results in non opti-
mal allocation as the central coordinator aims to assign completely non overlap-
ping schedules even though the coordinators in contention are not in collision
range of each other. Similarly, depending on superframe duration SD MeshMac
also reports sub-optimal schedule, especially if the coordinator needs a shorter
SD. On the other hand, the proposed scheme resolves synchronization trans-
mission conflicts based on the cumulative information provided by the parent, it
registers better channel utilization. In a dynamic network setting where different
clusters may resort to different BO and SO parameter settings (based on the
requirements of associated devices), the proposed mechanism has a near opti-
mal solution. The increase in channel utilization compared to other two schemes
respectively are 15% and 28%. The point to be noted is that even though the
centralized scheme incurs higher transmission overhead, it offers better channel
utilization.

5 Conclusion and Future Scope

In this paper, we presented a distributed beacon synchronization mechanism
named 2-hop DBS, designed for peer-to-peer cluster-tree topologies. The pro-
posed mechanism uses beacon information of 2-hop coordinators to compute
a non-overlapping beacon schedule. The required information is provided by a
parent coordinator as part of the beacon payload. This scheme is shown to per-
form 28% better in terms channel utilization compared to MeshMAC. Further,
it does not need an active routing protocol that adheres to device constraints
by minimizing the complexity of synchronization. This process may be further
simplified for sparse topologies where the probability of beacon collisions is low.
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Abstract. Fault diagnosis is one of the most important and demand-
able issues of the network. It makes the networks reliable and robust to
operate in the normal way to handle almost all types of faults or failures.
Additionally, it helps sensor nodes to work smoothly and efficiently till
the end of their lifetime. This short survey paper not only presents a clear
picture of the recent proposed techniques, but also draws comparisons
and contrasts among them to diagnose the potential faults. In addition,
it proposes some potential future-work directions which would lead to
open new research directions in the field of fault diagnosis.

Keywords: Wireless Sensor Networks · Fault diagnosis · Reliability

1 Introduction

Wireless Sensor Networks (WSNs) consist of a large number of low-cost, spa-
tially distributed, small-in size, limited computation, storage and communica-
tion power sensor nodes that are deployed across the monitoring area. These
nodes perform sensing, processing, communication and coordination of informa-
tion with each other to achieve the common objectives autonomously. Due to
recent advancement in wireless communication and electronics, micro-electro-
mechanical system (MEMS) enables the resource constrained multi-functional
sensor nodes to untetheredly communicate with each other in short distances.
These constraints on the network makes it different form the other existing wire-
less networks. In WSNs, each small sensor node is composed of the following
main components such as: (a) processing (b) communication (c) computation
(d) power source (e) external memory (f) one or more sensors.

2 Fault Diagnosis Approach

According to the architecture, fault diagnosis model in WSNs consists of the
following three types of approaches to handle faults: (i) Model-based or Cen-
tralized (ii) Model-less or Distributed (iii) Model-based distributed or Hybrid
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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approaches, each one of which is explained in detail with the help of most recent
relevant work available in the literature, see in Fig. 1.

Fig. 1. Fault diagnosis categorization and approaches

2.1 Model-Based or Centralized Approach

As name indicates, an ultra-reliable centralized sensor node called sink node,
with large storage, interrupted power supply and high computational power, is
placed logically or geographically in the center. The base station or sink node
periodically injects health requests or queries messages to determine the state of
each sensor node deployed in the field. There are many techniques available in
the literature of WSNs which have followed the centralized approaches for the
purpose of fault detection and diagnosis.

2.2 Model-Less or Distributed Approach

Unlike model-based or centralized approach, each sensor node in model-less
or distributed approach takes decision about their health status by gathering
and analyzing diagnostic response results from the neighboring nodes. Then it
updates the BS accordingly. Therefore, the model-less approaches transfer a lit-
tle information to the BS that helps in prolonging the lifetime. It further reduces
a lot of traffic overhead, and minimizes the end-to-end delay over the network.
There are many recent techniques in the literature which have followed the dis-
tributed approaches for fault diagnosis and detection.

2.3 Distributed Model-Based or Hybrid Approach

It combines the advantages of both centralized (model based) and distribute
approach (model-less), and avoids the limitations of both. According to litera-
ture, the model based distributed approaches are preferred in terms of reliability,
robustness, energy efficiency, and minimizes traffic overhead. So these approaches
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Table 1. Analysis with respect to different fault diagnosis parameters

Author Year Diagnosis network Diagnosis view Fault persistence Fault type Approach

Distri- Cen- Hybrid Local Glob- Perma- Inter- Tran- Hard Soft

buted tral- al nent mit- sient

ized tent

Shahram et al. [3] 2013 � � � � � � � Self-

diagnosing

Miao et al. [16] 2013 � � � � � Machine

learning

Kulla et al. [12] 2013 � � � � � � Machine

learning

Banerjee et al. [4] 2014 � � � � � � � � Spatial-

temporal

coordination

Chanak et al. [5] 2013 � � � � � � Spatial

coordination

Alessandra et al. [7] 2013 � � � � � Probabilistic

Dima et al. [10] 2013 � � � � � � � Spatial

coordination

Bill et al. [13] 2014 � � � � � Probabilistic

Arunanshu et al.

[15]

2014 � � � � � � Comparison-

based

Manmath et al. [21] 2014 � � � � � � Spatial

coordination

Mehdi et al. [2] 2014 � � � � � � � Cluster-

based

Yu et al. [25] 2014 � � � � � � � Model-based

Arunanshu et al.

[15]

2013 � � � � � � � Invalidation

M. Panda et al. [18] 2015 � � � � � � � Self-

diagnosing

Yuan et al. [26] 2015 � � � � Probabilistic

Zafar et al. [27] 2015 � � � � � � Invalidation

Dhal et al. [8] 2015 � � � � � Topology

control

Gong et al. [9] 2015 � � � � � Probing

Meenakshi et al.

[19]

2015 � � � � � Majority

voting

Lo et al. [14] 2016 � � � � � � Spatial

coordination

Chafig et al. [23] 2015 � � � � � � Probabilistic

Jin et al. [11] 2015 � � � � � � Model-based

Mohammed et al. [1] 2015 � � � � � � � Mobile

sink-based

Christopher et al.

[17]

2016 � � � � � Topology

control

Panigrahi et al. [20] 2016 � � � � � Spatial

coordination

Zhen et al. [29] 2016 � � � � � Model-based

Hongsheng et al.

[24]

2016 � � � � � � � Spatial

coordination

Zhang et al. [28] 2016 � � � � � � � � Spatial

coordination

Tang et al. [22] 2016 � � � � � � Machine

learning

Chanak et al. [6] 2016 � � � � � � � � Mobile

sink-based

Chanak et al. [5] 2016 � � � � � � Probabilistic
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bridge the gap between the centralized, and distributed approaches. There are
a few techniques available in the literature based on the subject cited above.

Table 1 presents some of the most important and recent protocols, which have
been presented in the literature, are classified on the basis of different parameters
of fault diagnosis. It would help the researchers to find the current trends of the
protocols. It also illustrates the advantages and limitation of each. In order to
contribute a more demanded-able protocol to be robust, reliable, energy-efficient
for the domain.

3 Open Research Challenges

WSNs have steadily become a cutting edge technology of the 21st century for
the development of wireless sensor applications. It is the most important area
because its applications applying to almost all walks of life. Due to its impor-
tance, a lot of work has been performed in last one decade, nevertheless the area
still demands more work to be done in order to fulfill the current requirements.
The followings are some challenges listed below which need be focused:

1. More intelligent algorithms are required for the purpose of fault diagnosis
and detection

2. Nodes are required to be diagnosed while performing their usual task simul-
taneously

3. The network must be prepared for load balancing efficiently specially in the
case of multi-media sensor nodes

4. It is required to be adaptive to dynamics changes occurring such as topology,
transmission ranges etc.

5. Intelligent movable robot needs to be proposed for diagnosis and detection
6. QoS-based fault diagnosis needs to be concentrated on network energy con-

sumption and link quality
7. Malicious activities and threats are required to be tracked in order to operate

uninterruptedly
8. Damaged link diagnosis and detection need to be addressed in large scale

WSNs
9. After diagnosing the faulty nodes, they are required to be recovered or reused

as much as possible (communication, storage, computation)
10. A cross layer approach to deal with the reliability and robustness of the

network

4 Conclusion

This short survey provides a big picture of promising techniques for fault diag-
nosis and detection existing till date. It also elaborates their strong and weak
points. It is believed that this survey will be appreciated, helpful in proposing
more robust, reliable, scalable, real-time, mobile, energy-efficient, and intelligent
protocols in the near future.
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Abstract. In remote and inaccessible environment, sensory data must be stored
inside the network in case of sink failures. Since all sensor nodes have limited
storage capacity and energy, so we need to ensure that the most important and
urgent data can be stored and decoded first. In this paper, we studied the data
storage problem in sink-failures sensor networks. Considering that most existing
algorithms mainly focus on how to maximized number of stored data, which
makes the loss of the most critical data, so we design a novel network coding data
storage scheme based on priority named NCSP (Network Coding Storage with
Priority). In this scheme, in order to prevent the loss of the most critical infor‐
mation, data in the networks are divided into independent priority groups.
Different network coding schemes are used in different groups. Aggressiveness
mechanism is also considered in this paper. Finally, MATLAB simulations results
demonstrate that NCSP outperforms than other algorithms in terms of decoding
priority.

Keywords: Wireless sensor networks · Network Coding Storage
Priority mechanism · Fountain code · LT code · iLT code

1 Introduction

Many sensor network applications are deployed in hash environment (such as remote
or unattended regions) and need to take a long time to monitor a large number of
data, audio, video, images, etc. The network lifetime should be as long as possible
until the specific monitoring tasks are completed. However some nodes including
sink nodes may fail due to a variety of reasons (battery depletion, enemy attacks and
challenge environment). In the case of sink nodes failure, connections between
common sensor nodes and sink nodes are intermittent, therefore common sensor
nodes are required to collect and store data before replacing or renewing the failed
sinks. Therefore the research on the failure of nodes in wireless sensor networks has
aroused people’s concern and attention.1

1 This work is supported by National Nature Science Foundation of China 61401234,
61271234, and PAPD Project of Jiangsu Higher Education Institutions.
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In order to find a better solution of the data storage problem of sink-failures sensor
networks in challenging environment, in this paper we propose a more applicable
distributed data storage scheme. The main contribution of this work is as follows. Firstly,
we study different storage schemes for wireless sensor networks (WSNs) in hostile
environments and find the distributed coding scheme based on fountain codes is the most
suitable scheme for data storage in wireless sensor networks. Secondly, in order to
protect the most critical data, we design a network coding data storage scheme based on
the data’s priority, NCSP. The simulation results show it is more effective than other
schemes in terms of decoding priority. Lastly, we also consider aggressiveness mecha‐
nism to subdivide the priorities of data.

The rest of this paper is organized as follows. Section 2 presents the related works.
In Sect. 3, a new network coding data storage scheme based on priority is proposed. In
Sect. 4, simulation results and analysis are given. Section 5 concludes the paper and
gives suggestions for further study.

2 Related Works

In this paper, we divide different storage schemes into several classes, as shown in Fig. 1.

Fig. 1. Classification of WSNs storage schemes.

The centralized non-coding data storage scheme is controlled by the central coordi‐
nator. In [1], authors tried to assign different sensory data with different priorities and
aim to maximize the preserved data priorities. Besides, data priorities were specified in
advance. In reality, the data characteristics of different sensor networks are different.
The priority of the data should be arranged according to the unique characteristics of
the data. In the local data storage scheme, sensing data are only stored by sensor nodes
in their own memories. The user will broadcast the querying request to the whole sensor
network. In the distributed non-coding data storage scheme, data distribution is
dependent on the cooperative communication mechanism between nodes. So, it is suit‐
able for the scenario where the network topology is changed dynamically. Reference [2]
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mainly focused on how to increase the lifetime of the data stored in the network. By
redistributing data from the nodes with low energy to those with high energy, the algo‐
rithm slowed the loss of data to a certain extent. But they assumed that the sensor nodes
only had a unit of storage and the source node only had one item of data. Such a network
was too simple to exist in the reality.

In some cases, such as the limited resources of sensor nodes, the distributed code
data storage is easier and more efficient than the centralized code data storage. According
to the different coding method, the distributed coding data storage is classified into two
categories: schemes based on random linear codes and schemes based on fountain codes.

The complexity of encoding and decoding is also high. Therefore, random linear
codes [3, 4] are not suitable for the sensor nodes with limited energy and computing
power. PRLC [3] proposed a random linear coding scheme based on priority to process
data with different priorities. The main idea was to assign different coding rates for data
with different priorities. That is, the lower coding rate was distributed to the data with
higher priority. But in this scheme, the transmission of data packets was dependent on
geographic routing. In addition, PRLC could not guarantee that all data were success‐
fully decoded.

The retrieval of data only occurs in a small area at most time. GRLC [4] proposed a
random linear code scheme based on the geographical location. According to the size
of the geographic area, data in different geographic regions were stored by hierarchical
coding. But GRLC was also dependent on geographic routing.

Fountain codes are easy to realize in wireless sensor networks, because the
complexity of coding and decoding is relatively low. Therefore, fountain codes are very
suitable for data storage in wireless sensor networks.

We show the comparison of different data storage schemes as follows (Table 1):

Table 1. Comparison of different data storage schemes.

Classification Data storage scheme
Centralized data
storage

Local data storage Distributed data
storage

Advantages Simple structure,
convenient query

Simple structure and
query, no data
forwarding overhead

Simple and fast query,
suitable for distributed
sensor networks

Disadvantages A bottleneck,
vulnerability

High communication
overhead, short
network lifetime,
easily loss of data

Mapping to generate
additional overhead

In summary, the distributed coding scheme based on fountain codes is the most
suitable scheme for data storage in wireless sensor networks. So we use different fountain
codes with different characteristics in our proposed scheme. In the existing algorithms,
the priority of the data was always arranged in advance. And they also assumed that the
energy is infinite. But in this paper, data priorities are dynamically allocated in accord‐
ance with specific conditions. The initial energy and storage space of nodes are limited

Research on Data Storage Scheme Under Sink Failures 29



and can’t be added. In additional, it is dependent on cooperative communication between
nodes instead of geographic routing.

3 Network Coding Data Storage Scheme Based on Priority (NCSP)

Network model: There are n sensor nodes randomly deployed in a square area of L * L,
and an intermittent connection of sink node and sensor nodes. The packet size is equal
in length. The number of iterations is k. The channel of the coding data packets is BEC.
The packet loss rate is q = 0.05. Belief Propagation is used.

In this paper we made the following assumptions:

(1) The source data package is modeled as a sequence of data items and each data item
has the same unit size.

(2) Since sensor nodes are uniformly distributed, the energy of transfer any one data
between any one hop is regarded as 1 unit in the entire network. For each node,
sending or receiving a data item consumes the energy of 0.50 unit. If it is the inter‐
mediate node, forwarding a data item consumes the energy of 1 unit (both receiving
and sending).

(3) For an arbitrary sensor node i, its initial energy and storage space are limited. Due
to harsh external environment, the node also has a failure ratio of 0.40.

According to the idea of the algorithm, the flow chart is constructed as shown in
Fig. 2:

Fig. 2. Flow chart of the algorithm.

In this paper, in order to maximize the delivery ratio of the most important data, we
propose a new data storage scheme based on both network code and data priority. We
divide data into different groups according to the priority, and use different coding
methods in the different group, so as to ensure the important data to be better protected.

The process of the algorithm is divided into the following stages:
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3.1 Coding Preparation Stage

According to the different information that source data packets carried, different prior‐
ities for each packet are assigned.

According to the different quantities and values of information that each packet
carried, we assign corresponding priority for each packet. The priority is stored in the
head of each packet. Priority is in reverse proportion to the importance of the packet
which means that the most important data will have the minimum priority and will be
stored and decoded firstly.

We use the sorting method to assign the priority of data. In initial state, a fixed
constant m is given, which indicates the average or normal value of a certain measure‐
ment (the value is related to the specific application of the sensor networks). And the
first received data’s priority is set to 1 (index = 1). Then the second received data’s
priority is set to 2 (index = 2). The priority is related to the data’s deviation from the
standard value. Defining the value of H is equal to the absolute value of the difference
between the measurement value of each data packet and m. If the H value of the second
data packet is greater than that of the first data packet, the priorities of the data are
exchanged which means the priority of the first packet is set to 2. If the H of the second
packet is smaller than that of the first packet, the priority of the second packet is set to
2. In the same way, we can assign corresponding priority for each packet.

3.2 Network Coding Stage

The priorities of the data are classified into three levels, which are coded by different
coding scheme. And then they are stored in the sensor nodes in the network.

Unlike other network coding methods based on priority, we divide them into different
groups according to the priority of sensor data. Encoding and decoding of important
data with low decoding overhead and low error rate can ensure the success ratio of
storage and retrieval of important data. According to the priority ranking, the data is
divided into three groups. In different groups, we use different coding methods. Each
packet is encoded and decoded in its own group, and is not affected by the other groups.
We divide the data into three groups, and adopt ideal fountain code, LT [5] code and
iLT [6] code respectively to encode data. For the data sets with the highest priority, the
iLT code with the highest decoding rate and the lowest overhead is adopted. For the data
sets with the second highest priority, the LT code with higher decoding rate and lower
overhead is adopted. For the data sets with the lowest priority, the ideal fountain code
with the lowest decoding rate and the highest overhead is adopted. In harsh environ‐
ments, we can’t completely and accurately decode all sensor data. In our scheme, it can
be guaranteed that the data with highest priority will be accurately decoded with the
fastest speed. It can also make the network decoding more efficiently.
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3.3 Decoding Preparation Stage

The corresponding aggressiveness is assigned to each node.
In order to differentiate the data in the same group, and to optimize coding efficiency,

the concept of “aggressiveness” is introduced in our scheme. “Aggressiveness” indicates
the buffer size at the moment the node starts decoding. It is defined by the number of
blocks it needs to buffer before starting to generate encoded blocks, normalized by the
buffer size. By dynamically adjusting the “aggressiveness” value of higher priority data
can shorten buffering latency caused by data accumulation. The aggressiveness value in
our scheme is a variable. The value of priority is proportional to that of the aggressive‐
ness. So we set the value of aggressiveness(i) as:

aggressiveness(i) = t ∙ index(i) (1)

In formula (1) t is a constant (t = 2 in simulation). Since the coding data packet is
always encoded by several source data packets, and each source packet carries an
aggressiveness value. The total aggressiveness value follows the formula (2):

aggressiveness =
∑

2aggressiveness(i) (2)

The buffer size of storing the value of aggressiveness is relatively small compared
with the whole storage size, so it can be neglected (Fig. 3).

Fig. 3. Data structure of node.

3.4 Decoding Stage

After processing the corresponding aggressiveness, nodes start to decode the coding
packets according to their encoding method.

3.5 Analysis of the Algorithms

The proposed algorithm has a great performance in terms of decoding ratio of data with
higher priorities. The performance can be improved by introducing the aggressiveness
mechanism. Besides, as the number of nodes increases, the improvement on decoding
rate becomes more obvious. Meanwhile, the promotion on decoding rate remains at a
high level. It indicates when there are only several nodes in the WSNs, the contention
between different priorities is not as tough as that in a large number of nodes. The results
indicate that the proposed algorithm performs better in a multi-node environment.

From a theoretical analysis, different coding methods may bring some extra over‐
head, but the number of important data which are successfully stored and decoded will
be significantly improved.
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4 Performance Evaluation and Analysis

To verify the performance of the proposed algorithm, we conduct simulation experi‐
ments in the MATLAB environment.

The parameters are set as follows: Source data packets are generated randomly for
encoding and transmission, which the length of source data packets is 500. The number
of iteration is 5000, c = 0.20, 𝛿 = 0.80. The channel of the coding data packets is BEC
and the packet loss rate is q = 0.05. Belief Propagation is used. The node failure rate is
set as 0.40.

4.1 Influence of the Value of Aggressiveness

Average download time is the ratio of the average decoding time to the total time.
Decoding overhead is the ratio of the decoding overhead to the total overhead.

The parameters are set as follows: Source data packets are generated randomly for
encoding and transmission, the length of source data packets k = 3000, constants of
fountain codes c = 0.20, 𝛿 = 0.80. The channel of the coding data packets is BEC
channel. The packet loss rate is q = 0.05. Belief Propagation is used. The simulation
result is showed in Fig. 4.
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Fig. 4. Influence of aggressiveness.

In Fig. 4, we set aggressiveness from 10% to 100% to observe its impact to the above
two parameters. As the value of aggressiveness increases, the average download time
linearly increases which verified our analysis above—the nodes with smaller “aggres‐
siveness” value will be decoded firstly. Also, decoding overhead will increase with the
increase of aggressiveness. However, an extremely low aggressiveness value is also
unsuitable. As shown in the graph, when the aggressiveness value is below 20%, the
decoding overhead shows speed-up deterioration with the decrease of aggressiveness,
which will accelerate the energy consumption. From the above analysis, we can conclude
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that the system have the best performance with the aggressiveness value ranges from
20% to 50%.

4.2 Comparison of Different Coding Schemes

Next, we compare the performance of the following 5 schemes: only ideal fountain code
(fountain), only LT code (LT), only iLT code (iLT), the coding scheme in this paper but
no aggressiveness (ft+LT+iLT), the coding scheme in this paper and aggressiveness (ft
+LT+iLT+aggr). The simulation result is as follows:

Shown in Fig. 5, the decoding ratio of LT code is better than that of ideal fountain
code. iLT code outperforms the LT code in terms of decoding ratio. There is no obvious
advantage in the decoding ratio of ft+LT+iLT when very few data packets have been
transmitted. As the number of data packets sent increases, the performance on decoding
ratio becomes more obvious. When more than 4000 packets have been sent, the decoding
ratio is better than that of the other three methods. When the aggressiveness is introduced
in the algorithm, the decoding performance can be improved.

Fig. 5. Decoding rate of different coding schemes.

In fact, our new scheme is aim to optimize the decoding ratio of the higher priority
data. Therefore, we test the decoding data packet ratio (the ratio of the data packets
decoded successfully to the number of source data packets) and the decoding priority
ratio (the ratio of the priorities decoded successfully to the number of total priorities) in
different scenarios.

As it can be seen from Fig. 6, the proposed algorithm has a great performance on
decoding ratio of higher priority data. Compared with the ideal fountain code and LT
code, the total data storage capacity of iLT code is the largest. Meanwhile, the decoding
ratio of the high priority data has also been increased. The proportion of high priority
data which successfully decoded is significantly improved in ft+LT+iLT compared with
iLT. But the total amount of data stored has decreased. When the aggressiveness is
introduced, it provides more protection of the important data. When the data in the same
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priority group can’t be completely decoded, it adjusts the “aggressiveness” value of the
important data in order to have a higher probability of successful decoding. So the
successful decoding ratio of high priority data is improved further.

Fig. 6. Storage performance of different schemes.

5 Conclusion and Future Work

In this paper, we propose a new network coding data storage scheme based on priority
to ensure the decoding ratio of the highest priority data. To a certain extent, it improves
the total storage capacity, and ensures the priority storage of important data. But when
the amount of data is very small, there is no obvious advantage in the decoding rate. We
will explore new scheme to improve the overall decoding rate in our future work.
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Abstract. Location information of nodes is one of the basis for many
applications in Wireless Sensor Networks (WSNs). In this paper, based
on the implementation of the original DV-Hop localization algorithm
and two variations: DV-Hop with Correction (CDV-Hop) and Improved
DV-Hop (IDV-Hop), we investigate the impact of Irregular Radio and
Faulty Nodes on the performance of localization. This study designs a
new system model by considering Irregular Radio and random Faulty
Nodes. With this new model, extensive experiments are used to con-
duct the investigation. From the simulation results, it is observed that
both Irregular Radio and Faulty Nodes adversely affect the localization
accuracy. By this investigation, the obtained conclusion can be used to
direct localization algorithm design under a more realistic scenario and
providing better parameter configuration for a given WSN.

Keywords: Industrial wireless sensor networks · Localization
Irregular radio · Faulty nodes

1 Introduction

Location information of sensor nodes add significant value to many applications,
including military surveillance, environmental monitoring and indoor track-
ing [1–3]. To estimate the location of sensor nodes, a few global positioning
system-equipped sensor nodes are deployed with known geographic location.
These nodes are called as anchor nodes that are used to estimate the loca-
tion of unknown nodes. Existing localization algorithms are broadly catego-
rized into range-free [4] and range-based architectures [5]. An absolute point-
to-point distance or angle estimation between neighbor nodes are required in
range-based localization. Most of these range-based algorithms exploit received
signal strength indicator (RSSI) [6], time of arrival (ToA) [7], time difference
on arrival (TDoA) [8], and angle of arrival (AoA) [9]. These schemes provide
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higher localization accuracy, however, additional hardware for distance mea-
surement results in high cost for large-scale IWSNs. Since range-free techniques
do not use signal strength, they are more robust to noise and fading. There are
several range-free localization algorithms, such as Centroid [10], distance vector-
hop (DV-Hop) [11], Amorphous [12] and approximate point-in triangulation test
(APIT) [4]. DV-Hop is a distributed algorithm, and is easy to implement. How-
ever, the localization accuracy of DV-Hop needs to be improved. So in this paper,
we focuses on the performance of DV-Hop and two variations of DV-Hop: DV-
Hop with correction (CDV-Hop) [13] and improved DV-Hop (IDV-Hop) [14].
Meanwhile, none of previous schemes have considered the situation where nodes
are radio irregular and random failure. The generic DV-based localization meth-
ods are not high-precision in this situation, because the connectivity of networks
will be greatly affected due to nodes’ radio irregular and random failure. As we
can see from the Fig. 2, the communication between any pair of nodes will be
affected dramatically. Therefore, the impact of irregular radio and faulty nodes
on the performance of localization needs to be studied.

The rest of this paper is organized as follows: Sect. 2 briefly presents the
related work on localization algorithms with irregular radio and random faulty
nodes. Section 3 presents our system model. In Sect. 4, DV-Hop family-based
localization algorithms are discussed. The simulation results are presented in
Sect. 5. Finally, conclusions are drawn in Sect. 6.

2 Related Work

2.1 Range-Based Localization Schemes

Several range-based techniques have been proposed for WSNs, such as received
signal strength indicator (RSSI) [6], time of arrival (ToA) [7], time difference
on arrival (TDoA) [8], and angle of arrival (AoA) [9]. With hardware limita-
tions and inherent energy constraints of sensor nodes, TOA-based localization
methods are costly. The TDOA estimates the distance between two communi-
cating nodes using peripheral equipment. AHLos [15] is a TDOA-based work,
and it employs the TDOA technology in infrastructure-free sensor network. Like
TOA, the TDOA has same problem, and further, it relies on extensive hard-
ware which makes it less suitable for networks with low-power sensor nodes.
As an augment of TDOA and TOA technologies, the AOA is proposed and it
allows nodes to estimate and map relative angles between two nodes. Moreover,
the AOA also requires extra hardware and this is too expensive to be used in
large scale sensor networks. The RSSI technology (e.g., RADAR [16]) is used
in hardware-constrained systems widely and its basic idea is to translate signal
strength into distance estimation. When the environment is controllable (e.g.,
laboratory environment), and only when distance can be determined using sig-
nal strength, propagation patterns, and fading models, RSSI-based methods can
work well.
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2.2 Range-Free Localization Schemes

The range-free approaches do not require any distance or orientation information
between nodes for localization. Network connectivity is enough for localization of
unknown nodes. Although estimation accuracy is lower than range-based algo-
rithms, the simple and cost-effective features in range-free algorithms draws sig-
nificant attention in localization algorithms. Several algorithms like approximate
point-in triangle test (APIT) [4], centroid [10], Amorphous [12], and distance
vector-hop (DV-Hop) [11] algorithms are proposed to improve the estimation
accuracy in range-free algorithms. In APIT, an unknown node is identified by
the possible triangles that enclose its location, thereafter, obtaining the center of
gravity of overlapping area of triangles. The localization accuracy of APIT [4] and
Centroid [10] depends largely on anchor node density and transmission radius
of the sensor nodes. Amorphous [12] employs more complex ways of calculating
the minimum hop-counts between the sensor nodes and estimating the average
hop-distance, however, requires an estimation of the average sensor node density
of the WSNs.

Niculescu and Nath proposed a distributed algorithm, called DV-Hop local-
ization [11], which is a hop-by-hop localization algorithm. In this algorithm,
at first, each node counts the minimum hop number to the anchor node and
then computes the distance between the anchor node and itself by multiply-
ing minimum hop number and average hop-distance. The node finally estimates
its position using either triangulation algorithm or maximum likelihood estima-
tors (MLE) [17]. The DV-based localization algorithms are easy to implement,
however, the location accuracy is one of the major challenges. To improve the
estimation accuracy, Kumar and Lobiyal [18] proposed an algorithms that refines
the hop-count of anchor nodes. In addition this scheme significantly reduces time
and energy consumption in localization. Chen et al. [14] proposed an improved
scheme to estimate hop-distance according to the number of the neighbors that
belong to the same block. An weighted node distance was introduced to estimate
the node’s location.

A differential error correction scheme was proposed in [19] to improve the
estimation accuracy in traditional DV-based algorithms. This scheme reduced
the cumulative distance error and node location error accumulated over the mul-
tiple hops. However, high computation and communication overhead are main
drawback of this scheme. Another DV-based algorithm was suggested in [20]
with a correction in location estimation. Further, the estimation accuracy was
improved in [14] where the anchor node broadcasts the corrected hop-distance
that is the average of all anchor nodes hop-distances to the network as correc-
tion. This scheme uses 2-dimensional Hyperbolic localization algorithm instead
of using the traditional triangulation to calculate the final position of a node.
Gui et al. [21] discussed Checkout DV-hop algorithm that estimates the mobile
node position by utilizing the nearest anchor. To improve localization accuracy,
Selective 3-Anchor DV-hop algorithm was proposed to choose the best 3 anchors.
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2.3 Irregular Radio and Faulty Nodes

Irregular Radio. In order to approach the real environment, we consider the
irregular radio of node. In [4], He et al., for the first time, proposed an irregular
radio range model: DOI model which assumes the upper bound and lower bound
on the radio propagation range and three communication scenarios: (i) symmet-
ric communication, two nodes in the communication range with each other; (ii)
unidirectional & asymmetric communication, one node within another node’s
communication range and the another node is not in the communication range
of the one node and (iii) no communication, two nodes are without the communi-
cation range of each other. However, the DOI model does not take the interacting
of nodes into account. And then the paper [22] extends the DOI model consid-
ering the radio interference among sensor nodes and the new model is called as
radio irregularity model (RIM) which is based on experimental results that are
made with a pair of MICA2 nodes, and the RIM is used to analyze the impact of
radio irregularity on MAC and routing protocols. As shown in the Fig. 1, when
the DOI is zero, there is no range variation, and the communication range is
a perfect circle, when we increase the value of DOI, the communication range
becomes more and more irregular.

Faulty Nodes. The sensor nodes in the IWSNs have simple structure and lim-
ited energy, so they may go to fault due to environment interference and energy
depletion, in this situation, it will brings about a direct impact on the accu-
racy, integrity and timeliness of the network monitoring, sometimes even lead to
the collapse of the network. The research of faulty nodes has attracted people’s
attention and can be roughly divided into two aspects: (1) to prevent the failure
of node in the beginning of network deployment, such as the use of multiple
node coverage and multiple connectivity to improve network survivability, or to
designing the topology control algorithm to reduce the energy loss in the data
transmission [23]; (2) to detect and repair the faulty nodes, to judge the faulty
node type in the process of network operation [24].

Fig. 1. Degree of irregularity: (a) DOI = 0, (b) DOI = 0.003, (c) DOI = 0.01



40 X. Ran et al.

3 System Model

3.1 Network Model

We consider a multihop WSN with uniformly and randomly deployed sen-
sor nodes in a large-scale 2-dimensional sensing field. Let G = (S,L) be
a network graph, where S and L = {l(1, 2), l(1, 3), . . . , l(N,N)} are the set
of sensor nodes with total N number of sensor nodes and the set of edges
between sensor nodes, respectively. The deployed sensor nodes consist of anchor
nodes Sanchor = {sa,1, sa,2, . . . , sa,Nanchor} and unknown nodes Sunknown =
{su,1, su,2, . . . , su,Nunknown}, where Nanchor and Nunknown are the number of
anchor nodes and unknown nodes, respectively and N = Nanchor + Nunknown.
In this research work, bi-directional communication between neighbors is con-
sidered. It is supposed that the industrial sensor nodes can harvest energy from
environment by using additional device, e.g., solar power panel. In addition, the
situation with a strong wind and the wind direction has not been taken into
account in this paper.

Fig. 2. An illustration of connectivity in an area of 600×600 m2 with total 200 number
of sensor nodes. (a) Ideal network, (b) Connectivity in ideal network, (c) Connectivity
with irregular radio (DOI = 0.3), (d) Network with 5% faulty nodes, (e) Connectivity
with 5% faulty nodes, and (f) Connectivity with irregular radio (DOI = 0.3) and 5%
faulty nodes.
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3.2 Irregular Radio and Faulty Nodes Model

Irregular Radio. In real environment, node’s transmit power varies in different
directions due to non-isotropic nature of electromagnetic transmission, path-loss,
noise, and temperature. Thus, irregular radio results in link asymmetry, there-
after, affects the performance of localization in IWSNs. As shown in Fig. 2(b)
and (c), it is easy to see that the connectivity of the network is reduced when
the irregular radio is taken into consideration.

Faulty Nodes. In this paper, we have considered the case that the sensor nodes
cannot work properly due to various natural (e.g., earthquakes and fires) or
their own (e.g., energy depletion and hardware failure) reasons. Considering the
robustness of our localization algorithm, we need to ensure that the accuracy
of localization cannot be affected by random faulty nodes. Besides, we have
investigated the combined influence of both random faulty nodes with irregular
radio on the localization algorithms. Faulty nodes will affect the connectivity of
the network. As shown in the Fig. 2(b) and (e), when the network is ideal, all
sensor nodes within the transmission region R can communicate with each other
freely, but in the Fig. 2(d), when we take the faulty nodes into consideration, the
connectivity of network will be greatly influenced.

3.3 Localization Error Model

A localization error is calculated as the deviation between node’s actual coordi-
nate (xi, yi) and estimated coordinate (xi

′, yi′) and is expressed as
∑Nunknown

i=1

Δdi
R × Nunknown

, where Δdi =
√

(xi − xi
′)2 + (yi − yi′)

2.

4 DV-Hop Family-Based Localization Algorithms

4.1 DV-Hop Localization Algorithm

Traditional DV-Hop algorithm [11] has the following steps:

1. Step 1: A Distance-vector Exchange: By broadcasting the location informa-
tion over the network, all anchor nodes get the distance and hops to the other
anchor nodes. In addition, all unknown nodes obtain the hop-counts to the
nearest anchor node.

2. Step 2: Calculate Average Hop-distance: To convert hop count into physical
distance, the average hop-distance for any anchor node Sa,i with coordinates
(xi, yi) is estimated by

HopDistancei =
∑√

(xi − xj)2 + (yi − yj)2∑
hij

(i �= j), (1)

where hij is the number of hops between the anchor node Sa,i and Sa,j . Then,
the estimated average hop-distance is broadcasted over the network.
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3. Step 3: Estimation of Unknown Node’s Location: Each unknown node calcu-
lates its location (x, y) using the equation-set as:

⎧
⎪⎪⎨

⎪⎪⎩

√
(x − x1)2 + (y − y1)2 = d1√
(x − x2)2 + (y − y2)2 = d2

· · ·√
(x − xn)2 + (y − yn)2 = dn

, (2)

where di = Ki × HopDistancei is the distance between the anchor nodes
and the unknown nodes with hop-count Ki. Finally, traditional Triangulation
algorithm is applied to obtain the location of unknown nodes.

4.2 CDV-Hop Localization Algorithm

The di in Step 3 of traditional DV-Hop algorithm is improved with a correction
factor ci in DV-Hop with correction (CDV-Hop) [13] localization algorithm and is

expressed as di = Ki×HopDistancei+ci, where ci =
Ki × (R − HopDistancei)

R
.

4.3 IDV-Hop Localization Algorithm

The estimation in localization is improved in [14], which is called improved DV-
Hop (IDV-Hop) algorithm. This localization differs from Step 2 and Step 3 of
traditional DV-Hop [11] as follows:

Step 2 of IDV-Hop. After obtaining the HopDistance using (2), each anchor
node broadcasts its HopDistance value in a message to network. Each unknown
node stores the HopDistance received from different anchor nodes. This process
ends when unknown does not receive any HopDistance messages after a cer-
tain period of time. At the end of this process, each unknown node stores the
HopDistance received from the anchor nodes in Sanchor.

Step 3 of IDV-Hop. Each unknown nodes calculate the average
HopDistanceavg by the formula:

HopDistanceavg =
∑n

i=1 HopDistancei
n

, (3)

where n is the number of anchor nodes it can hear. Each unknown nodes calculate
the distance to the anchor nodes based on its HopDistanceavg and hops to the
anchor nodes using di = Ki × HopDistanceavg. Finally, 2-D Hyperbolic location
algorithm [14] is used instead of triangulation algorithm as in the traditional
DV-Hop algorithm to estimate the coordinates of unknown nodes.
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5 Simulation Results

In this section, we evaluate the impact of (a) irregular radio, (b) faulty nodes,
and (c) irregular radio with faulty nodes on the performance of DV-Hop family-
based localization algorithms in IWSNs. We also compare the performance of
various DV-Hop family-based algorithms with irregular radio and faulty nodes.

Table 1. Simulation parameters

Parameters Values

Network size 600 × 600m2

Default anchor node density 10%

Default transmission radius (R) 60 m

Total number of sensor nodes 300 to 1000 (with a step 100)

DOI 0 to 0.8 (with a step 0.1)

Faulty node percentage 0% to 18% (with a step 6%)
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Fig. 3. Performance of localization error in various deployed total sensor nodes with
different DOI values of irregular radio in (a) traditional DV-Hop, (b) CDV-Hop, and
(c) IDV-Hop localization algorithms. (d) Performance comparison of different DV-Hop
family-based localization algorithms with total 1000 nodes.
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Simulation Setup: We conducted extensive simulations using WSN simulator
NetTopo1. We average the localization error over 100 different network topolo-
gies. The simulation parameters are summarized in Table 1.

5.1 Impact of Irregular Radio

Figure 3 illustrates the impact of irregular radio on the performance of traditional
DV-Hop, CDV-Hop, and IDV-Hop localization algorithms. From Fig. 3(a)–(c),
we observe that the localization error increases with the increase of DOI for
all three localization algorithms. The impact of irregular radio is more when
the number of deployed sensor node is less than total 500 nodes. There is no
significant change in estimation error beyond total 500 nodes for all localization

Fig. 4. Performance of localization error in various deployed total sensor nodes with
various percentages of faulty nodes in (a) DV-Hop, (b) CDV-Hop, and (c) IDV-Hop
localization algorithms. (d) Performance comparison of different DV-Hop family-based
localization algorithms with total 1000 nodes.

1 NetTopo (online at http://sourceforge.net/projects/nettopo/) is an open source soft-
ware for simulating and visualizing WSNs.

http://sourceforge.net/projects/nettopo/
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Fig. 5. Performance of localization error in various deployed total sensor nodes with
various percentages of faulty nodes and DOI values in (a) DV-Hop, (b) CDV-Hop, and
(c) IDV-Hop localization algorithms. (d) Performance comparison of different DV-Hop
family-based localization algorithms with total 1000 nodes and 6% of faulty nodes.

algorithms due to sufficient number of anchor nodes. As expected, from Fig. 3(d),
it is observed that IDV-Hop localization algorithm performs significantly better
than both traditional DV-Hop and CDV-Hop localization algorithms in presence
of radio irregularity with total 1000 sensor nodes.

5.2 Impact of Faulty Nodes

From Fig. 4, it is observed that increasing the faulty node percentage in DV-Hop
family-based localization algorithms results in higher localization error compared
to without faulty node for all of the three localization algorithms. However, the
change in localization error becomes less after total 500 node deployment for
the three localization algorithms. Therefore, we find the optimum deployment
number as about 500 nodes without increasing the deployment cost. Further-
more, it is observed from Fig. 4(d) that CDV-Hop localization algorithm obtains
lower localization error compared to traditional DV-Hop localization algorithm.
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Further improvement in unknown node’s location estimation is observed in IDV-
Hop localization algorithm compared to CDV-Hop localization algorithm with
various faulty node percentages.

5.3 Impact of Irregular Radio with Faulty Nodes

Finally, Fig. 5 shows the performance of localization error in DV-Hop family-
based localization algorithms with both irregular radio and faulty nodes. The
combined influence of irregular radio and faulty nodes results in link failure
among unknown nodes as well as anchor nodes. As these DV-based localization
algorithms strongly depend on hop-by-hop transmission, the estimate error dra-
matically increases with increasing values of faulty node percentage and DOI in
all these DV-based algorithms. From Fig. 5(d), it is shown that IDV-Hop per-
forms better than CDV-Hop and traditional DV-Hop localization algorithms in
presence of both irregular radio and faulty nodes.

6 Conclusion

In this paper, we investigated the impact of both irregular radio and faulty nodes
on DV-Hop and its two improved variations, which are called CDV-Hop and
IDV-Hop localization algorithms. It has been observed that when the number
of sensor nodes is less than 500, the irregular radio and faulty nodes have an
adverse influence on all of three localization algorithms. However, the change
in localization error is less when the deployed node is above 500. Therefore,
the optimum number of sensor is found without any further deployment cost.
The CDV-Hop localization algorithm provides better estimation compared to
traditional DV-Hop localization algorithm in presence of irregular radio, faulty
node, and combined impact of irregular radio with faulty node. Furthermore,
the performance of IDV-Hop outperforms CDV-Hop localization algorithm with
these realistic situations with irregular radio and faulty nodes. This study will be
a useful reference to further design a new improved algorithm without losing the
localization accuracy for a given deployed sensor networks under more realistic
environment.
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Abstract. Existing address hopping technologies are hard to be deployed and
implemented, at the same time, they only randomly hop IP address information
of one communication node or both communication nodes, so they can’t protect
their identifications on data link layer. In order to deal with these problems, a
SDN proactive defense scheme based on IP and MAC address mutation is
proposed, which realizes IP and MAC address mutation along the transmission
path by installing corresponding address mutation flow entries to intermediate
OpenFlow switches. Theoretical analysis and experimental results show that this
scheme can resist network interception and analysis attack with a relatively low
transmission and processing costs.

Keywords: Address mutation � Address hopping � Software defined network
Moving target defense � Proactive defense

1 Introduction

Network sniffer is the key part of information collection and is a significant threat to
network security. Nowadays, the costs of network defenders and network attackers are
extremely unequal. Network defenders are in a very passive situation, who usually
have to add layers of security protection measures for the entire network, while network
attackers are relatively active, who sometimes can break the network by only one flaw
or vulnerability.

With standards and products of software defined network (SDN) becoming more
and more mature and deployments and applications of SDN networks becoming more
and more wide (such as cloud computing, data center, etc.) [1, 2], SDN network
security issues become increasingly prominent [3, 4]. However, SDN security tech-
nologies largely adopt passive network protection and defense methods, such as fire-
wall [5], intrusion detection system [6], denial of service (DoS) detection and defense
[7, 8], security policy enforcement [9, 10], etc.

In order to change this passive situation, moving target defense (MTD), a new kind
of proactive defense technology, is concerned. MTD’s main idea is to make every node
in the network becoming a dynamic target, thus can effectively resist network attacks.

As an important component of the MTD technologies, address hopping technologies
have been payed more and more attentions by scholars. Address hopping technologies
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[11] randomly change IP address information of one or both communication parties, so
as to prevent from being discovered and attacked.

As the IP address information is the unique identification of a network node and the
foundation of inter-node communication, address hopping technologies face many
difficulties when deployed in network environment. Firstly, in order to realize random
address hopping, address hopping technologies need to change the IP address con-
figuration of related network nodes, which will add deployment complexity and
inconvenience, and limit the hopping frequency of address hopping. Secondly, existing
address hopping technologies only randomly hop IP address information of one or both
communication nodes, so they can’t protect their identifications on data link layer, as
they don’t hop MAC (media access control) address information.

To enhance SDN proactive defense capability on both network layer and data link
layer, this paper presents a SDN proactive defense scheme based on IP and MAC
address mutation (SPD-IMAM), where address mutation means just hopping address
information along the path (except communication ends) during forwarding process.

2 Related Works

Address hopping technologies achieve proactive security protection by randomly
hopping address information of one communication side or both communication sides.

To resist the man-in-middle attack, the authors of [12] put forward dynamic net-
work address translation (DyNAT) mechanism, which changes IP address before
communication packets enter the core network or public network. To resist the hitlist
worm attack, the authors of [13] propose network address space randomization
(NASR) scheme, which provides a random hopping strategy to update network address
in the level of local area network (LAN) based on dynamic host configuration protocol
(DHCP).

The authors of [11] propose an information hiding technology based on address
hopping, which provides multiple paths for data transmission in the process of com-
munication and improves the security of data transmission through the adoption of
multiple routing. The authors of [14] put forward a kind of virtual port and address
hopping scheme, which utilizes false addresses and ports in the corresponding fields of
message packets in the process of communication to confuse attackers.

Motivated by frequency hopping for military communication, end hopping tactic is
proposed in [15], which can mitigate DoS and eavesdropping threats greatly by
pseudo-randomly changing the end information of port, address, timeslot, crypto-
graphic algorithm or even protocol during end to end transmission.

The authors of [16] put forward random host mutation (RHM) technology by
frequently and unpredictably changing IP addresses, which exploits MTC (moving
target controller) and MTG (moving target gateway) to implement the transformation
between the actual address rIP and the virtual address vIP. Subsequently, the authors of
[17] put forward the OF-RHM (OpenFlow random host mutation) technology by using
NOX controller to realize the MTG and MTG function of RHM.

Existing address hopping technologies have much interaction with communication
sides in hopping process, as a result, they are hard to be deployed and implemented.
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Besides, existing address hopping technologies only randomly hop IP address infor-
mation of one communication side or both communication sides, so they can’t protect
their identifications on data link layer, as they don’t hop MAC addresses.

To enhance SDN proactive defense capability on both network layer and data link
layer, aiming at the problem that existing address hopping technologies are difficult to
be deployed and implemented, this paper presents the SPD-IMAM scheme, which is
independent of the sender and the receiver.

3 The SPD-IMAM Scheme

The SPD-IMAM scheme implements IP and MAC address mutation along the trans-
mission path during forwarding process, as a result, it’s independent of the sender and
the receiver, which can further mislead attackers.

3.1 SPD-IMAM Framework

Figure 1 shows the overall framework of the SPD-IMAM scheme, where path gen-
eration module generates the required path for communication, address mutation
module generates the required IP and MAC address information according to specific
mutation slot, flow table maintenance module is responsible for installing flow entries
into all OpenFlow switches along the transmission path based on particular mutation
slot and timely removing expired flow entries on OpenFlow switches along the
transmission path.

Sender

Secure control channel

Normal data channel

OpenFlow switch 1
(Sender communication gateway)

OpenFlow switch 2

OpenFlow switch 3
(Receiver communication gateway)

Mutation channel

Path generation

Flow table request and installation

Flow table maintenance

Receiver

SDN controller

Address mutation

Fig. 1. SPD-IMAM framework.

A SDN Proactive Defense Scheme 53



The SPD-IMAM scheme transfers random hopping function from the sender and
the receiver to the communication path, and IP and MAC addresses of every protected
packet would be randomly changed by every OpenFlow switch (such as switch 1, 2 and
3 in Fig. 1) along the communication path, as a result, the hopping frequency of the
SPD-IMAM scheme is much more faster than traditional address hopping schemes.

The process of address random mutation is shown as in Fig. 2, where rIPa, rIPb
represent actual IP addresses, vIP1, vIP2, vIP3, vIP4, vIP5, vIP6 represent virtual IP
addresses, rMACa, rMACb represent real MAC addresses, vMAC1, vMAC2, vMAC3,
vMAC4 represent virtual MAC addresses.

Flow entries installed into OpenFlow switches (shown in Fig. 2) for address
mutation along the transmission path is shown in Table 1.

Sender A
IP: rIPa

MAC: rMACa

Receiver B
IP: rIPb

MAC: rMACb

SrcIP: vIP1
DstIP: vIP2

SrcMAC: vMAC1p2
DstMAC: vMAC2p1

SrcIP: rIPa
DstIP: rIPb

SrcMAC: rMAC4p2
DstMAC: rMACb

SrcIP: vIP5
DstIP: vIP6

SrcMAC: vMAC3p2
DstMAC: vMAC4p1

SrcIP: vIP3
DstIP: vIP4

SrcMAC: vMAC2p2
DstMAC: vMAC3p1

SrcIP: rIPa
DstIP: rIPb

SrcMAC: rMACa
DstMAC: rMAC1p1

p1 p2 p1

p2

p1

p2p1p2

Switch 2Switch 1

Switch 4 Switch 3

Fig. 2. IP and MAC address mutation.

Table 1. Flow entries for address mutation along the transmission path.

Switch no Ingress port SrcMAC DstMAC SrcIP DstIP Actions

Switch 1 p1 rMACa rMAC1p1 rIPa rIPb Set SrcIP=vIP1, DstIP=vIP2
Set SrcMAC=vMAC1p2,
DstMAC=vMAC2p1
Forward to Port p2

Switch 2 p1 vMAC1p2 vMAC2p1 vIP1 vIP2 Set SrcIP=vIP3, DstIP=vIP4
Set SrcMAC=vMAC2p2,
DstMAC=vMAC3p1
Forward to Port p2

Switch 3 p1 vMAC2p2 vMAC3p1 vIP3 vIP4 Set SrcIP=vIP5, DstIP=vIP6
Set SrcMAC=vMAC3p2,
DstMAC=vMAC4p1
Forward to Port p2

Switch 4 p1 vMAC3p2 vMAC4p1 vIP5 vIP6 Set SrcIP=rIPa, DstIP=rIPb
Set SrcMAC=rMAC4p2,
DstMAC=rMACb
Forward to Port p2
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3.2 Process of OpenFlow Switches

To randomly mutate the IP and MAC addresses of the sender and the receiver, the
SPD-IMAM scheme utilizes SDN controller to install corresponding flow entries to
every OpenFlow switch on the transmission path, which is shown in Fig. 3.

When a packet arrives an OpenFlow switch, the switch will try to search for a
matched flow entry according to different match fields. If the switch finds one match, it
will perform the actions in the matched flow entry. If the switch finds no match, it will
ask SDN controller for a decision.

Before installing corresponding flow entries, SDN controller will generate a ran-
dom address table, which contains a random source IP address table, a random des-
tination IP address table, a random source MAC address table and a random destination
MAC address table. According to these tables, SDN controller can then install corre-
sponding flow entries into these OpenFlow switches along the transmission path.

4 Proactive Defense Ability Analysis of the SPD-IMAM
Scheme

To network interception and analysis attacker, we suppose that the attacker only
eavesdrop particular links or nodes in certain time and the attacker can intercept all the
interactive packets in the network.

Suppose that the protected packets of the SPD-IMAM scheme are
fp1; p2; p3; . . .; png and the packets intercepted by the attacker are fk1; k2; k3; . . .; kmg
ðm[ nÞ. The attacker need to filter out the protected n packets from all m packets, and
analyze their real order of the n packets.

Suppose that Ci is the cost of packet interception, Cf is the cost of packet com-
parison and filtering, and Cr is the cost of obtaining these real ordered packets. Then,
the total cost Call can be expressed as Call ¼ Ci þCf þCr.

Match fields are original source and destination IP and MAC 
addresses, and change the source and destination IP and MAC 
addresses according to the first item in random address table

Match fields are no i-1 item in random address table, and change
the source and destination IP and MAC addresses to no i item in 
random address table

Match fields are the last item in random address table, and change
the source and destination IP and MAC addresses to original
source and destination IP and MAC addresses

Incoming
packets

First Y
switch?

N

No i Y
switch?

N

Last Y 
switch?

N

Fig. 3. IP and MAC address mutation process on different switches.
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Suppose that Ca is the cost for analyzing a single packet. When these compared and
filtered packets contain all real ordered communication packets, the value of Cr is
minimum, which is:

Crmin ¼
Xn

i¼1

Ca ¼ nCa ¼ OðnÞ ð1Þ

At the same time, when these compared and filtered packets contain all commu-
nication packets and their order is reverse, the value of Cr is maximum, which is:

Crmax ¼
Xn

i¼m�nþ 1

iCa ¼ Oðn2Þ ð2Þ

Form above analysis, we can conclude that the overall cost of the attacker is
Ci þCf þO nð Þ�Call �Ci þCf þOðn2Þ. In general, the value of Ci and Cf are rela-
tively fixed, as a result, the overall cost of the attacker is between X(n) and O(n2)

It is worth noting that even if the network interception and analysis attackers can
capture and obtain the real IP address information of real communication nodes, but
they can’t find the real MAC addresses used by real communication nodes, as a result,
this scheme can effectively resist data link layer based network interception and
analysis.

5 Experimental Results and Analysis

To test the SPD-IMAM scheme, we use Mininet network simulator [18] and Open
vSwitch (OVS) software switches to simulate and set up SDN test network (which is
similar with Fig. 1) and utilize Floodlight as SDN controller to be responsible for
address mutation function.

Mininet simulator, OVS switches, Floodlight controller, the sender, the receiver
and the attacker are deployed on different computers with Intel i7-4790 quad-core
3.6 GHz CPU and 4 GB memory.

5.1 IP and MAC Address Mutation

When the sender pings the receiver (IP addresses of the sender and the receiver are
192.168.1.2 and 192.168.1.5 respectively, MAC addresses of them are 44:37:
E6:1A:27:4A and 78:2B:CB:EB:79:D6 respectively), firstly, the sender need to know
MAC address of the receiver for starting normal communication, so the sender will
send ARP (address resolution protocol) broadcast packets to ask for MAC address of
the receiver at first, when the sender get the ARP’s reply, it will send an ICMP (Internet
control message protocol) echo request packet to the receiver. At this time, flow entries
in OpenFlow switches installed by SDN controller is shown in Table 2.
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As shown in Table 2, source and destination IP and MAC addresses of the packets
which are transmitted between the first and the last OpenFlow switches are random
generated IP addresses and random generated MAC addresses, as a result, the SPD-
IMAM scheme can realize IP and MAC address mutation to achieve the purpose of
concealing real IP and MAC addresses of communication nodes, which can not only
protect their address information, but also improve SDN network’s proactive defense
capacity of resisting network layer based and data link layer based network intercept
and analysis attacks.

5.2 Average Transmission Delay

The average transmission delay can reflect the processing performance of the SPD-
IMAM scheme. As a result, we evaluate the average transmission delay (shown in
Fig. 4) within different route hops when using and not using address mutation.

From Fig. 4, we can see that the transmission delay of the SPD-IMAM scheme is
higher than that of normal communication (non-mutation). But the extra delay con-
sumed by the SPD-IMAM scheme is not heavy (approximately 10−6 s) and acceptable.

5.3 Overhead of Floodlight Controller’s CPU Load

To test the extra processing load of Floodlight SDN controller brought from the SPD-
IMAM scheme, we evaluate the influences on Floodlight controller’s CPU load by
utilizing packets of different length, and the results are shown in Fig. 5.

From Fig. 5, we can see that extra processing load of Floodlight controller is not
heavy, which is lower than 4.8%. In order to protect communication process with
address mutation, this extra overhead is in an acceptable range.

Table 2. Flow entries installed by Floodlight controller.

Switch no Match fields Actions

Switch 1 SrcIP: 192.168.1.2
DstIP: 192.168.1.5
SrcMAC: 44:37:E6:1A:27:4A
DstMAC: 78:2B:CB:EB:79:D6

SrcIP: 219.120.169.32
DstIP: 36.124.113.28
SrcMAC: 00:13:46:65:BC:7D
DstMAC: 00:1E:37:52:5E:EC

Switch 2 SrcIP: 219.120.169.32
DstIP: 36.124.113.28
SrcMAC: 00:13:46:65:BC:7D
DstMAC: 00:1E:37:52:5E:EC

SrcIP: 26.116.138.27
DstIP: 116.204.35.16
SrcMAC: 78:2B:CB:13:78:20
DstMAC: 00:13:46:20:EC:1B

Switch 3 SrcIP: 26.116.138.27
DstIP: 116.204.35.16
SrcMAC: 78:2B:CB:13:78:20
DstMAC: 00:13:46:20:EC:1B

SrcIP: 119.20.108.24
DstIP: 29.30.104.29
SrcMAC: 44:37:E6:10:5C:BD
DstMAC: 00:1E:37:13:CE:3D

Switch 4 SrcIP: 119.20.108.24
DstIP: 29.30.104.29
SrcMAC: 44:37:E6:10:5C:BD
DstMAC: 00:1E:37:13:CE:3D

SrcIP: 192.168.1.2
DstIP: 192.168.1.5
SrcMAC: 44:37:E6:1A:27:4A
DstMAC: 78:2B:CB:EB:79:D6
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6 Conclusions

Address hopping technology provides a new way for SDN proactive defense. On this
basis, this paper puts forward an IP and MAC address mutation scheme. Based on
SDN’s features, such as flexible network architecture, logically centralized control and
network programmable, this scheme randomly changes source and destination IP and
MAC addresses of the protected flow along the communication path, so that attackers
can’t capture, analysis and restore the protected flow accurately. At the same time, this
proposed scheme is independence of source and destination nodes, which can be easily
adopted and deployed in SDN networks as well as traditional networks.

For future work, on the basis of this proposed SPD-IMAM scheme, similar idea can
be applied to port hopping/mutation, end hopping/mutation, etc. In addition, multiple
SDN controllers can be utilized to increase the scalability of the SPD-IMAM scheme.

0.11

0.1

0.09

0.08

0.07

0.06

0.05

Non-mutation
Address mutation

2 3 4 5 6 7 8 9 10
Route hops

D
el

ay
(m

s)

Fig. 4. Forwarding delay difference between address mutation and non-mutation.

22

20

18

16

14

12 Non-mutation
Address mutation

10
100 200 300 400 500 600 700 800 900 1000

Traffic rate (Mb/s)

C
PU

lo
ad

(%
)

Fig. 5. Floodlight controller’s CPU load influenced by the SPD-IMAM scheme.
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Abstract. The Attribute Based Encryption (ABE) algorithm can be used to
realize fine grained access control for the mobile cloud storage. In ABE, the
decryption algorithm has high complexity and the rank revocation is difficult to
be implemented. An ABE middleware with rank revocation is given in this
paper. The ABE middleware delegate the ABE decryption operation for the
resource constrained mobile device. The attribute authority can revoke the user’s
rank through this middleware instantly with fine-grained control and the revo-
cation process may not affect any other users. The ABE middleware is imple-
mented and experiment results show that the ABE middleware improves ABE
decryption performance about 30 times.

Keywords: Attribute based encryption � Mobile cloud storage
Middleware � Rank revocation

1 Introduction

The mobile users increased explosively in recent years. In 2014, the mobile users reach
5.27 billion, which is beyond the personal computer (PC) users [1]. Compared with the
traditional PC, the mobile device is resource constrained in the computing, storage, and
battery power capacity. Therefore, the mobile device should work with the cloud to
enhance its power and the mobile cloud computing becomes a new important stream.

Cloud computing is a new computing model which becomes a hot technology in
recent years. Cloud computing builds a large number of computational and storage
resources into a shared pool with configuration, so difference applications can be
obtained different resources according to the demands [2]. In the cloud storage system,
the numerous users and data storage are dispersed. Compared with the traditional
software, all the data in the cloud computing are maintained by the third party, which
may bring more security issues [3, 4].
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The Attribute Based Encryption (ABE) algorithm is viewed as one solution to
realize fine-grained access control in the cloud environment [5–7]. ABE has two cat-
egories: the Key Policy Attribute Based Encryption (KP-ABE) and Ciphertext Policy
Attribute Based Encryption (CP-ABE). Since the pairing and exponent operation of big
numbers exist in ABE, the ABE computation cost is large, which is not suitable for the
resource constrained mobile device. The decryption operation should be invoked every
time when the data are consumed, so it is invoked more frequently than the encryption.
The attribute revocation is still a difficult problem in the ABE mechanism [8]. Pirretti
etc. [9] proposed to complete attribute revocation through updating the user private key
periodically, but this revocation scheme cannot be performed in real time and will
produce large overhead because the users need to save the private key at each time. In
the literature [10], Asim etc. realized the user name revocation by adding the revocation
user name into ciphertext, but the complexity of the decryption algorithm increases
with the number of users. Reference [11] constructs CP-ABE scheme supported
fine-grained cancellation based on double system encryption. All above solutions
require the data to be re-encrypted when the ranks are revoked, so the efficient is low.

In this paper, an ABE middleware with rank revocation is proposed. The main
contributions are as follows:

1. A special ABE algorithm is proposed for the ABE middleware. The ABE mid-
dleware delegates the decryption partly, and provides the middle result for the
mobile to complete the whole ABE decryption. The ABE decryption cost of the
mobile device is decrease and the decryption process becomes fasten.

2. The rank revocation is provided based on the ABE middleware. If a user’ rank is
revoked, the process become simple and the re-encryption of data is avoided.

3. The ABE middleware based mobile storage application system is realized. The
performance of the decryption and attribute revocation is verified by the
experiment.

The remainder of this paper is organized as follows: Sect. 2 introduces our system
architecture; Sect. 3 presents our ABE algorithms with revocation; Sect. 4 analyzes the
experiment; finally, and Sect. 5 concludes this paper.

2 System Design of the ABE Middleware

2.1 System Architecture

The mobile cloud storage system based on the ABE middleware consists of five parts:
Data Owner (DO), Attribute Authority (AA), ABE Middleware (ABE-M), Cloud
Storage (CS) and Mobile User (MU). DO is the data owner which define the access
control policy, encrypt the sensitive data with the help of ABE-M, and then upload
them to the CSP; AA is responsible for the system initialization, key generation and
revocation operation; ABE-M do the ABE decryption task and attribute revocation.
MU is the data requestor from CS. In the whole system, the cloud host always is
semi-trusted, that is to say, the cloud host will perform correctly system commands, but
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at the same time it may try to steel data for his profits. The system architecture of ABE
middleware application is given in Fig. 1.

In this application system architecture, two encryption algorithms including ABE
and the symmetric encryption algorithm are used. ABE is used to encrypt the sym-
metric key and generate ciphertext CT, and the symmetric encryption algorithm utilizes
this symmetric key to encrypt the file. The users cannot decrypt the encrypted file until
the symmetric key is obtained which is decrypt with the satisfied attribute user.

2.2 Structure Model

The structure model of the ABE middleware is shown in Fig. 2. There exist five
modules as follows.

TK upload module: when AA releases one user’s TK to service middleware, this
module will save TK and assign independent upload directory to separated user.

Fig. 1. System architecture of the ABE middleware application

Fig. 2. Structure model of the ABE middleware
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CS upload module: manage directory access permission in the cloud through the
access control policy. Only the satisfied user can add, delete, modify the files in the
directory.

CT upload module: after the data sharing user uploads CT, the module will save CT
and its attribute dependency according to the CT’s attribute dependency table. In the
process of attribute revocation, CT needed to be uploaded can be quickly positioned
through CT attribute dependency table.

Attribute revocation module: The module is responsible for upgrading CT and user
conversion key generated by AA. If the attribute revocation user does not get the
upgraded key, the key component corresponding to this attribute in TK become invalid.

Attribute public key query module: query whether the attribute public key changes
before the data are encrypted by DO. If changed, the module upgrades the attribute
public key.

Decryption delegation module: delegate and decrypt CT and get a middle result
CT’, and then send to the MU who wants to access the encrypted data in the cloud
storage.

3 ABE Algorithms

3.1 Construction

The reference [6] provides a basic CP-ABE, and reference [7] proposes an ABE with
revocation. We combined them together and propose the ABE algorithms as follows.

Initializing algorithm. Setupðk;UÞ ¼ fPK;MSK;PKxg: is executed by attribute
authority, input security parameters k and attribute sets U. Choose a group G with the
order p, and g becomes the generator. The mapping function q will map each attribute
in U into the element in G. Chooses three parameters: a; b; a from Zp randomly,
chooses the parameter Vx 2 Zp for each attribute x in U, and then outputs the public key
PK ¼ fg; eðg; gÞa; ga; qg, master key MSK ¼ fa; b; fVxgx2Ug, attribute public key
PKx ¼ fgVxgx 2 U.

Encrypt algorithm. Encryptðw;PK;PKx;AÞ ¼ CT : encrypts the input message by
using PK, PKx, and access control policy A. According to access control policy A, the
algorithm generate one LSSS matrix Mn;k , and then choose V ¼ ½s; y1; y2. . .yk�1�? at
random and compute k ¼ MV . In addition, randomly selects r1; r2. . .rn 2 Zp,
the ciphertext CT ¼ fC ¼ w � eðg; gÞas;C0 ¼ gs; fCi ¼ gaki � ½gVxi � qðxiÞ��ri ; Di ¼
grig1� i� ng is gotten, where xi is attribute corresponding to the row i of the matrix M.

Key generation algorithm. KeygenðMSK;PK;PKx; SÞ ¼ fTK; SKg: is executed by
AA by using MSK, PK, PKx, user’s attribute set S, and output the private key SK and
the conversion private key TK. After selecting z 2 Zp randomly, TK ¼ fK ¼ ga=z �
gab=z; L ¼ gb=z; fKx ¼ ½gVx � qðxÞ�b=zgx2Sg, SK ¼ fzg is gotten, where TK is held by the
service middleware, SK is held by users.
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Decryption delegation algorithm. TransformðCT ; TKÞ ¼ CT 0: is executed by the
ABE middleware. First, chooses vector W ¼ fw1;w2. . .wng to make
W �M ¼ f1; 0; 0. . .0g. Then calculates for each line of CT: eðCwi

i ; LÞ � eðDwi
i ;KiÞ,

where Ki is the key share corresponding to the attribute. The computation result of each

line is multiplied: A ¼ Q
i2I

eðCwi
i ; LÞ � eðDwi

i ;KiÞ ¼ eðg; gÞsab=z. Computing R ¼ eðC0;

KÞ=A ¼ eðg; gÞas=z, The middle result CT 0 ¼ fC;Rg is send to the mobile finally.

Decryption algorithm. DecryptðCT 0; SKÞ ¼ w: is executed in the mobile. Receiving
CT 0, the mobile can decrypt and obtain the original data: w¼C=Rz.

Since our ABE algorithm is based on the basic CP-ABE and the ABE given in
reference [7], it has the same security properties for the decisional BDH assumption.

3.2 Attribute Revocation

Assuming AA hopes to revoke the attribute attr of one user, the procedure of attribute
revocation works as follows:

1. AA chooses a new attribute parameter V
0
attr for attr, computes PKattr ¼ gV

0
attr , and

sents attr and PKattr to the ABE middleware.
2. The service middleware updates attribute public key as PKattr of attr in the attribute

public key query module.
3. The ABE middleware queries attribute dependency table CT, gets FID of CT using

the attribute and corresponding row index. Dattr ¼ gri is loaded according to FID
and the row index.

4. The ABE-middleware returns Dattr to AA.
5. AA generates the upgrade key of CT based on Dattr, that is

CUK ¼ D�ðV 0
attr�VattrÞ

attr ¼ g�ri ðV
0
attr�VattrÞ, and then sends it to the service middleware.

6. The middleware upgrades CT by using CUK: Cattr ¼ Cattr;old � CUK, and then get

Cattr ¼ gaki � ½gV 0
attr � qðattrÞ��ri .

7. AA generates the upgrading key for the mobile who has not been revoked attribute

attr: UUK ¼ gðV
0
attr�VattrÞ�b=z, and sends it to the ABE middleware.

8. The ABE middleware uses UUK to upgrade TK: Kattr ¼ Kattr;old � UUK, and then

we can obtain Kattr ¼ ½gV 0
attrqðattrÞ�b=z.

After completing the above process, the attribute parameters of attr in CT are
upgraded from Vattr to V

0
attr . For the user who is not revoked the attribution attr, AA

generates UUK and upgrades the attribute attr parameter in Kattr to V
0
attr. The user who

has been revoked attr cannot be upgraded because they don’t get UUK. So Kattr of the
revoked users become invalid, and then the user’s rank is revoked.
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4 Experiments

4.1 Experiment Environment

We realize the ABE middleware and the ABE middleware based mobile client
application in Java which is shown in Fig. 3, and deployed in an experiment lab. The
experiment environment includes a Dawn server w5801-G10 (CPU: 2 *Intel Xeon
E5-2630, Memory: 64G) and a Huawei smart phone Y635-CL00 (CPU: Snapdragon
410, Memory: 1G). The attribute authority and ABE middleware are deployed in the
Dawn server as a virtual machine, and the decryption and revocation performances are
evaluated.

4.2 Decryption Performance

The experiment are carried out to respectively test the server middleware and mobile
equipment decryption consumed time for attribute index from 10 to 100 in the CT, the
time consuming comparison is shown in Fig. 4.

Fig. 3. The ABE middleware based mobile client

Fig. 4. Decryption time of the mobile
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It can be seen from the experiment result that the attribute based decryption time is
greatly reduced by using the middleware. When CT contains 10 attributes, the
decryption time has been cut by 19.5 times, and with the increase of number of
attributes, the advantage is more obvious. When the number of attributes is increased to
100, the decryption time is dropped by 30.7. This method using middleware proxy
decryption reduce the requirement for terminal, fully reflect the advantage of cloud
computing.

4.3 Concurrency Performance

The concurrency processing capability for server middleware is tested using the
LoadRunner 9 (http://environment.yale.edu/loadrunner/). For a CT with 10 attributes,
we can simulate the request decryption for 0 to 100 concurrent users. The concurrent
performance is shown in Fig. 5.

The result shows that when the system has 100 concurrent requests, the response
time is 2.087 s which is shorter than directly decryption of mobile devices. With the
increasing of concurrency, proxy decryption time may exceed the directly decryption
time of mobile devices. But we should notice the service middleware is deployed in the
cloud, cloud computing has the following features such as massive computing
resources, easy expansion and easy deployment, so we can solve the high concurrency
problem by extending the computing resources of service middleware.

4.4 Rank Revocation

The user’s rank is revoked means that one or more of its attributes are changed. When
revoking one attribute of users, it is needed to upgrade CT component corresponding
with this attribute and other key component of no-revocation users.

Compared with the attribute revocation schemes in [9–11] require user to encrypt
data again, the method in this paper has great advantage. The result shows that the
attribute revocation time approximately linear increases with the increase of the number
of users and CT associated with this attribute. In the experiments, when the number has

Fig. 5. Concurrency performance of ABE middleware
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100 and the users have 400 associated with the revocation attribution, the total con-
sumption time on attribute revocation is 17.68 s, which is 5 times of that of 1 CT and 2
users. The attribute revocation process can further improve the performance by
increasing the number of middleware.

5 Conclusion

It is difficult to achieve the attribute based decryption because of its high complexity in
the resource limited mobile device, so this paper proposes a ABE based method for the
mobile to use cloud storage securely. The mobile equipment can outsource large
number of computation in the ABE decryption process through the ABE middleware.
The attribute authority can complete the fine grained revocation for user attribute
without affecting any other users. All services in the middleware provided by the
Restful interface are suitable for the mobile device to invoke. The proposed ABE
middleware performance is tested in the real mobile cloud storage application. The
result shows that the ABE middleware can improve the decryption performance of
mobile device obviously, and the performance of concurrency and attribute revocation
can satisfy the practice. In the future, we will further study the distribution integration
method about the multiple ABE middle wares.
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Abstract. In this paper, two methods about how to embed message
into QR code are investigated. According to different application scenar-
ios, two different embedding ways are given. The first proposed embed-
ding way is to modify a continuous region based on the arrangement of
codewords in QR code and the mechanism of QR code error correction
which can reach the maximum error correction capability as well as scan
the QR code altered by a QR code reader. The second embedding way
is designed to modify each column separately in coding regions which
can be decoded correctly as well. Although the second embedding way
couldn’t reach high capacity, it can be applied in many occasions while
the first embedding way couldn’t. Based on the proposed two embed-
ding methods and the analysis of the error correction mechanism, we
conclude the general rules about how to embed message into QR code.
The experiment results show the effectiveness of our methods.

Keywords: QR code · Error correction · Embedding capacity

1 Introduction

QR code [1] which are widely used as a means of conveying textual informa-
tion, such as hyperlinks, emails, or phone numbers, through images that are
interpreted using a smartphone camera are a popularly used two-dimensional
barcode recently with the advantages of larger QR content and error correction
capability. Even if it is dirty, we may be able to read it since it has error correct-
ing capability. Additional to the characteristics for QR code such as high-speed
reading, high-density recording (approx. 100 times higher in density than linear
symbols), and large volume data (7,089 numerical characters at maximum), QR
code has other superiority in both functionalities and performance aspects [2].

Recently, many researchers have proposed some schemes [3] exploiting the
error correction mechanism inherent in the QR code structure to implement dif-
ferent applications [4]. For example, a scheme [5] which deeply integrate the error
correction mechanism of QR code and the theory of Visual Secret Sharing (VSS).
The scheme generates the bits corresponding to shares by VSS from a secret bit
in the processing of encoding QR. Each share is a valid QR code that can be
scanned and decoded by a QR code reader. The shares may not be suspected if
distributed via public channels and will reduce the likelihood of attracting the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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attention of potential attackers. Based on this, this kind of schemes has great
application value. So, the applications are valuable that exploiting the error cor-
rection mechanism inherent in the QR code structure. If we want to complete
the kind of schemes, the mechanism of QR codes error correction need to be
understand. In addition, it is the most important that how to embed message
into QR code which can reach the maximum error correction capability within
the error correction level. However, there is no method to all QR code versions
about how to embed message into QR code which can reach the maximum error
correction capability satisfying that the QR code altered can still be decoded.

In this article, we propose two methods about how to embed message into
QR code. Due to different application scenarios, two different embedding ways
are given. The first embedding way modifies a continuous region of QR code
which can reach the maximum error correction capability within the error cor-
rection level for all QR code versions. In addition, the output QR code can be
so as to scanned correctly. The second embedding way is to modify the mod-
ules through separating columns in coding regions that the QR code altered can
still be decoded for all QR code versions as well. Although this embedding way
couldn’t reach high capacity, it can be applied in many occasions while the first
embedding way couldn’t.

The remainder of the paper is organized as follows. The introduction to the
QR codes are presented in Sect. 2. The proposed process described in Sect. 3.
Section 4 demonstrates the simulation results and analyses. Finally, Sect. 5 con-
cludes this paper.

2 Background

2.1 QR Code

QR code which was invented by the Denso Wave [6] Incorporated in 1994 is
defined as a two-dimensional barcode. The standard [1] defines forty sizes of QR
code symbol versions which range from version 1 to version 40. A QR code is
divided into modules and each QR code symbol version is comprised of a differ-
ent number of modules. Each version has four modules more than the previous
one. For example, Version 1 is made up of 21 × 21 modules while version 2 is
made up of 25× 25 modules. The QR code structure consists of function pat-
terns and encoding regions. The encoding region consists of error correction and
data codewords, version information and format information while function pat-
terns consist of the alignment patterns, timing, separators patterns and finder
patterns. The structure of a QR code version 7 is illustrated in Fig. 1. Each QR
code has three Finder Patterns which are located in the lower left, upper left
and upper right corner. They are used to recognize the QR code and detect the
position of the symbol. Alignment Patterns that only occur from version two
up to forty permit QR code readers to compensate for image distortion and the
higher the version is, the more Alignment Patterns exist. A quiet zone which is
the blank area around QR code is necessary for reading the QR code. It should
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have the same reflectance value as the light modules, because the QR code read-
ers could not distinguish between the Finder Patterns and the dark background.
Timing patterns are used to determine the module coordinates and the separa-
tors which are one module wide are used to separate the finder patterns from
the encoding region.

The data in QR code is encoded into the binary numbers of “1” and “0”
based on Reed-Solomon codes that used for error detection and correction. The
bit stream which is generated by message data encoded is divided into a sequence
of codewords that are 8 bits length. There are four different error correction levels
(L ∼ 7%, M ∼ 15%, Q ∼ 25%, H ∼ 30%). The error correction [7–9] is used
for recovering the QR code in the event that parts of the symbol are dirty or
destroyed. So, the QR code can also be recognized when embed other information
in it. The recovery capacity of QR code will be improved by using the higher
error correction levels, but it will increase the amount of data to be encoded. It
means that a larger QR code version may be required when using a higher error
correction level to encode the same message.

To minimize the possibility that localized damage will cause the QR code
become undecodable, the codewords from the blocks are encoded in an inter-
leaved manner, with the error correction codewords appended to the end of the
data codewords sequence. The data codewords and error correction codewords
arrangement for QR code version 7, with an error correction level of H, is shown
in Fig. 1.

Fig. 1. The structure and codewords arrangement for QR code version 7 with error
correction level H
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3 Proposed High Capacity Embedding Methods

In this section, two methods about how to embed message into QR codes which
can reach the maximum error correction capability are proposed. According to
different application scenarios, two different embedding ways are given.

The first way about how to embed is a continuous region altered. The region
altered can be a rectangle from the coordinate of (7, p − j) to the lower right
corner while the value of j can be determined by the error correction capacity of
the QR code and the codewords altered can reach the maximum error correction
capacity. The theoretical derivation is as follow.

The QR codes can be correctly decoded while the codewords altered reach
the maximum that the error correction level allowed. In this paper, the methods
proposed are to use the highest level of QR codes error correction.

Given a cover QR code with error correction level of H, and the embed
message S with n bits, the length of n is determined by the error correction
capacity of the QR code as

n =
⌊
m − e

2

⌋
× 8 ≤

⌊m
2

⌋
× 8 (1)

Here, m is the number of error correction codewords, e is the number of error
detection codewords, and a codeword equals to eight modules in the QR codes
structure. The maximum number of codewords that can be altered in QR code
are referred to as l, where l = n/8.

The encoded data before data mask is stored in an array module of QR codes
from left to right. The coordinate of (0, 0) represents the top left corner of the
array module. The three identical finder patterns which are made up of 7× 7
modules are used to recognize the QR code and to determine the rotational
orientation of the symbol. In order to make sure that the three identical finder
patterns of QR code could not be altered so that it does not affect the appear-
ance, we define the data which is blue region as shown in Fig. 1 that could be
modified is from the coordinate of (7, 7) to the last. Although some bits of the
format information may be altered, It couldn’t affect the format information [9].
So, the region we define is possible.

Due to the characteristics and basic principles of the design of QR code, it
can be seen that the arrangement of the codewords are in two modules wide
starting from the symbol of the lower right corner to decorate, from right to
left, and alternately from the bottom up or down. In QR code with an error
correction level H, the first codeword of each block is arranged, then the second
codeword, until the last one. The codewords from the blocks are encoded in an
interleaved manner, with the error correction codewords appended to the end
of the data codewords sequence, as shown in Fig. 1. So, the left region of QR
code is error correction codewords while the right region is data codewords. It
is possible that localized damage would not make the QR code undecodable.

The error correction codewords for each block is given as (c, k, r), Here, c is
the total number of codewords, k is the number of data codewords and r is the
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error correction capacity which represents the maximum number of codewords
that can be altered per block. It means that if more than r codewords per block
contain errors, the QR code would not be decoded. So, we must make sure that
the codewords altered per block can’t be more than r and the total codewords
altered in QR code need to be equal to or less than l.

When we alter the codewords including data codewords and error correction
codewords, it is hard to locate the position of each block so that can’t make
sure that the number of codewords altered per block is smaller than r or not. In
this case, although we can control the total codewords altered in QR code less
than l, the number of codewords altered per block couldn’t guarantee. As the
characteristics of QR code, it can be concluded that if the codewords altered all
in data region or the whole in the error correction region, we can make measurers
to guarantee the codewords altered per block wouldn’t more than r. So, we can
ensure that the number of codewords that can be altered would be infinitely close
to the maximum. In conclusion, we will altered codewords all in data region or
the whole in error correction region, which can reach the maximum number of
codewords that can be altered. As the blue region chosen is from the coordinate of
(7, 7) to the last, there are some error correction codewords and data codewords
that do not be included here and that the number of error correction codewords
are much more than data codewords. Based on this, we will modify the codewords
all in data region.

The problem now is how to determine the coordinates of the region altered
that can reach the maximum and can be scanned correctly. Due to the arrange-
ment of data codewords, the region altered can be a rectangle from the coordinate
of (7, p − j) to the lower right corner. The total codewords that can be altered
must be equal to or less than l, so that the value of j can be determined. As can
be seen that when meeting alignment patterns, the arrangement of codewords
need to leave space for them. In other words, the same number of codewords will
need bigger regions if containing alignment patterns with size of 5× 5. So, when
containing alignment patterns, the number of codewords of the region altered
with size of n is less than l. Considering the relationship between the total num-
ber of alignment patterns contained in the region altered and the value of (p−7),
the arrangement of the data codewords, other possible errors that affect the QR
code with high version scanned correctly, the range of j will be as follow:

⌊
n

p − 7

⌋
− 1 ≤ j ≤

⌊
n

p − 7

⌋
+ 1 (2)

Here, the coordinate of the lower right corner is (p, p), (p− 7) represents the
number of lines in the blue region. In this way, the region altered of QR code
with version from two up to forty would reach the maximum that match the
capacity of QR code with error correction H.

As alignment Patterns only occur from version two up to forty, if QR code
version 1 with error correction H using the method above, the region can be
altered wouldn’t reach maximum. After analysis, we find the region altered that
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from the coordinate of (7, 13) to (17, 21) is maximum and the QR code can be
decoded correctly.

The QR code error correction level of H ∼ 30%, is merely approximate value.
The total number of codewords in each QR code version can be referred to as N ,
where N = m+ t, t is the total number of data codewords. To analyze the error
correction blocks of 40 versions, we can find that only version 1 of QR code need
one error correction codeword for error detection and other versions do not. In
QR code version 1 with error correction level H, there are 17 error correction
codewords which can correct 8 data codewords. AS the total codewords are 26,
the error correction rate is 30.7%. From version 2 to 40 of QR code, two error
correction codewords can correct one data codeword, so the error correction rate
of QR code H, will be referred to as

H =
m

2N
(3)

Hence, the relationship between the total number of error correction code-
words and data codewords can be defined as

m

t
=

2H
1 − 2H

(4)

The value of m/t range from 1.7 to 1.96 with the research of data codewords
and error correction codewords from version 2 to 40 of QR code with error
correction level H. Based on the value of m/t, the error correction rate of QR code
with error correction level H is range from 31.5% to 33.2%. Theoretically, the
error correction rate will range from 30.7% to 33.2%. As some alignment patterns
in the region altered and the arrangement of the data codewords, sometimes the
error correction rate may be larger than 33.2% or smaller than the rate of 30.7%
as the method of the region altered and other possible errors. Although the rate
is change, it is very small. The first embedding way would be applied in all
versions of QR code and it can reach the maximum capacity.

The second embedding way is to separate columns in blue region which is
easy to alter and wouldn’t affect the appearance of QR codes, as shown in Fig. 1.
In this case, we can control the total codewords altered in QR code less than l
and guarantee the number of codewords altered per block wouldn’t more than
r. Although this embedding way couldn’t reach high capacity, it can be applied
in many occasions while the first embedding way couldn’t.

4 Experimental Results and Analyses

In this section, the effectiveness of methods proposed are evaluated by our exper-
iments. A large number of QR code versions with error correction level H are
used to test the efficiency of the proposed methods.
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4.1 Image Illustration

In our experiments, the simulation environment of the proposed process is python
language. In the first embedding way, Fig. 2 shows the simulation results for the
QR code version 6 with 41 × 41 modules and error correction H. Figure 2(a)
is the cover QR code with the content “the important things”, S. The region
altered of QR code, SC1, from the coordinate of (7, 29) to (41, 41) is shown in
Fig. 2(b) while the region altered from the coordinate of (7, 28) to (41, 41) is
shown in Fig. 2(c), SC2. Figure 2(d)–(f) show the decoding information for S,
SC1, SC2. It can be seen that the altered QR code shown in Fig. 2(c) can’t be
decoded correctly while the altered QR code shown in Fig. 2(b) can be scanned.
So, the altered QR code shown in Fig. 2(b) reaches the maximum error correction
capability.

Figure 3 demonstrates the results of the QR code version 40 with 177×177
modules and error correction level H. Figure 3(a) is the cover QR code, S, and
the region altered of QR code, SC1, from the coordinate of (7, 121) to (177, 177)
is shown in Fig. 3(b). Figure 3(c) shows the region altered of QR code, SC2,
from the coordinate of (7, 58) to (85, 85). Figure 3(d)–(f) show the decoding
information for SC1, SC2. The altered QR code shown in Fig. 3(c) can’t be
decoded correctly while the altered QR code shown in Fig. 3(b) can be scanned.
So, the altered QR code shown in Fig. 3(b) reaches the maximum error correction
capability.

(a) Original QR S (b) SC1 (c) SC2 (d) the decoding
information for S

(e) the decoding
information for
SC1

(f) the decoding
information for
SC2

Fig. 2. The results of QR code version 6 with error correction level H by the first
embedding way proposed.
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(a) Original QR S (b) SC1 (c) SC2 (d) the decoding
information for S

(e) the decoding
information for
SC1

(f) the decoding
information for
SC2

Fig. 3. The results of QR code version 40 with error correction level H by the first
embedding way proposed.

Table 1. The payload and rate of region altered of the proposed first embedding way

Version Size N m l j payload rate

1-H 441 26 17 8 80 38.46%

2-H 625 44 28 14 7 126 35.79%

3-H 841 70 44 22 8 176 31.42%

4-H 1089 100 64 32 10 260 32.5%

5-H 1369 134 88 44 12 360 33.58%

6-H 1681 172 112 56 12 408 29.65%

7-H 2025 196 130 65 14 532 33.92%

10-H 3249 346 224 112 18 900 32.5%

17-H 7225 815 532 266 26 2028 31.1%

20-H 9409 1085 700 350 30 2700 31.1%

27-H 15625 1828 1200 600 40 4720 32.27%

30-H 18769 2185 1440 720 44 5720 32.72%

35-H 24649 2876 1890 945 50 7500 32.59%

40-H 31329 3706 2430 1215 56 9520 32.11%
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Table 2. The results of the second embedding way

The number of columns separated version-error
correction level

4 5 6 7 8 9

1-H No Yes

2-H,3-H,4-H,5-H,6-H,7-H,8-H,12-H,18-H No No Yes

9-H,10-H,11-H,13-H,15-H,17-H,19-H,20-H,21-H,23-
H,24-H,25-H,26-H,27-H

No No No Yes

14-H,16-H,22-H,28-H,29-H,30-H,32-H,33-H,35-H,36-
H,37-H,38-H,39-H

No No No No Yes

31-H,34-H,40-H No No No No No Yes

Table 1 lists the payload of region altered of the proposed first embedding
way under different QR versions with error correction H. As the QR code version
1 contains no alignment pattern is analyzed before, for the sake of brevity, we
list several versions with different alignment patterns between the Version 2
(25 × 25 modules = 625 modules) and the largest Version 40 (177 × 177 modules
= 31,329 modules). The designed mechanism exploits the characteristics of the
error correction capability and the arrangement of codewords of the QR code to
achieve the purpose.

Table 2 lists the results of the second embedding way under different QR
code versions with error correction H. The operation of separating columns is in
the blue region of all QR code versions as shown in Fig. 1. The value of columns
separated in blue region is listed in table. ‘Yes’ represents the QR code altered
can be decoded correctly while ‘No’ represent the QR code altered couldn’t.

4.2 Analysis

From the statistical data, we can conclude that the region altered of the proposed
first embedding way can reach the error correction capability. In this way, the
number of modules that can be modified would reach almost the maximum with
the error correction level H. From the second embedding way, it can be seen that
the value of the columns separated is between five and night. In general, the value
of the columns separated in the blue region of most QR code versions is range
from six to eight and with the QR code version higher, the value of the columns
separated would be bigger. Although the second embedding way couldn’t reach
high capacity, it can be applied in many occasions which may contain image
information hiding and so on, when the first embedding way couldn’t.

5 Conclusion and Future Work

This paper presents two methods about how to embed message into QR code.
Due to different application scenarios, two different embedding ways are given.
The first embedding way can reach the maximum error correction capability
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within the error correction level H for all QR code versions. In addition, the
output QR code can be so as to scanned correctly. The second embedding way
is to modify each column separately in coding regions that the QR code altered
can still be decoded and would be applied in all QR code versions. In general,
the value of the columns separated in the blue region of most QR code versions
is range from six to eight. Although the second embedding way couldn’t reach
high capacity, it can be applied in many occasions while the first embedding
way couldn’t. The future work will be implemented some applications which
exploiting the high capacity embedding methods of QR code error correction.
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Abstract. In this paper, a new perceptual secret sharing (PSS) scheme
is developed based on Boolean operations and random grids. In the devel-
oped scheme, the secret image is shared among n shadows using (l, n, n)
threshold scheme, while the restored secret image is restored from l out
of n shadows. P (l, n, n) threshold is satisfied in this developed scheme,
by acquiring this property no information recovery occurs when less than
l shares are stacked, imperfect recovery occurs when more than l but less
than n shares are presented and perfect recovery occurs when n shares
are collected.

Keywords: Visual secret sharing · Perceptual secret sharing
Threshold · Boolean operations · Random grids

1 Introduction

In many applications like Pay- TV/Music and art-work image vending, pay-per-
view video on demand (VOD), a feature of “perceptual secret sharing (PSS )”
is very useful [1]. The PSS model is defined as the secret sharing scheme that
degrades the quality of media data according to quality or security requirements
[1–4] and recovers the secret lossless when sufficient shares are collected.

Secret image sharing technique is one alternative method to protect the secret
images. It assigns a secret image among some owners by encrypting the secret
image into noise-like shadows (also called shares or shadow images) and restoring
the secret image by obtaining sufficient authorized owners (shadows). It attracted
more attention of engineers and scientists. Visual secret sharing (VSS) [5,6] (also
called visual cryptographic scheme (VCS)) is one primary branch in this domain.

The main properties of traditional VCSs [3,5–7] are free order of the shadows
and simple recovery, i.e., the restoration of secret image is only based on human
vision system (HVS) with no any cryptographic computation. Unfortunately,
these schemes suffer from lossy recovery, pixel expansion or codebook design.
Although VCSs by random grids (RG) [8–12] have no pixel expansion or complex
codebook, they are lossy recovery. Progressive secret sharing methods, based on
the ideas of VCS [13–16], RG [17], and Shamir’s polynomial [18] or in transform
domain [19], have perceptual quality for the restored secret image when more

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 80–90, 2018.

https://doi.org/10.1007/978-3-319-72998-5_9
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shadows are obtained. Unfortunately, they overall suffer from limitations such
as the pixel expansion, poor visual quality of the restored secret image or lossy
recovery.

It is noted that the aforementioned schemes could not satisfy the properties
of PSS that is mentioned previously. Recently, in [1], a (l, k, n) threshold PSS
model is defined, and a (1, k, n) threshold PSS by maximum likelihood esti-
mation (MLE) was developed, which could satisfy P (1, k, n) threshold. Unfortu-
nately, the scheme has complex computation in the recovery phase, and shadows
have a little cross interference of the secret which may be not secure in some
applications.

In this paper, a new perceptual secret sharing (PSS ) scheme is developed
to improve the security with low computational complexity of traditional PSS
[1]. In the new scheme, a (l, n, n) threshold PSS scheme is developed based on
Boolean operations (Boolean XOR and stacking operations) and RGs through
utilizing the random bits to obtain better features, such as threshold and loss-
less recovery. The secret image is generated into n RGs, then the restored secret
image is restored from l out of n shadows. The developed scheme has lower
computational complexity with no cross interference of secret image. It satis-
fies P (l, n, n) threshold and by acquiring this property no information recovery
occurs when less than l shares are stacked, imperfect recovery occurs when more
than l but less than n shares are present and perfect recovery occurs when n
shares are collected. In addition, the developed scheme can realize other fea-
tures such as lower computational complexity, free order of shadows in recovery,
no pixel expansion and no codebook design. Experimental results and analyses
indicate the feasibility and effectiveness of the developed scheme.

The rest of this article is stated as follows. The basic definitions and prelim-
inaries are illustrated in Sect. 2. The developed (l, n, n) threshold PSS scheme
is given in Sect. 3. Section 4 focuses on the experimental results and analyses.
Finally, Sect. 5 concludes this article.

2 Definitions and Preliminaries

In this section, we illustrate some fundamental definitions and preliminaries for
the developed scheme. Symbols ⊕, & and ⊗ denote the Boolean XOR, AND and
OR operations, respectively. x indicates a bit-wise complementary operation of
any bit x. A binary secret image S is generated among n (generally 2 ≤ n ≤
5, n ∈ Z+) shadows, and the restored secret image S′ is restored from any t(2 ≤
t ≤ n, t ∈ Z+) shadows based on stacking or Boolean XOR operations.

2.1 Fundamental Definitions [1]

Definition 1 (PSS): The original binary secret image is represented by S
whose pixel value denoted as S(i, j) (1 ≤ i ≤ M, 1 ≤ j ≤ N), size (S) =
(M,N), where function size tells size of S. For a P(l, k, n) PSS, the binary secret
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image S is generated into n (2 ≤ n, n ∈ Z+) shadows SC1, SC2, · · · SCn accord-
ing to generation function (Gf), (SC1, SC2, · · · SCn) = Gf(S, l, k, n)1 ≤ l ≤ k ≤
n; Then the restored secret image S′ is restored from any t (1 ≤ t ≤ n, t ∈ Z+)
shadows by recovery function (Rf), i.e., S′

t = Rf(SCi1 , SCi2 , · · · SCit), where
(i1, i2, · · · , it) demonstrates a subsequence of (1, 2, · · · , n). V Q(S′

t) means the
perceptual visual quality of the restored secret image S′

t. A P(l, k, n) PSS
satisfies:

V Q(S′
t = Rf(SCi1 , SCi2 , · · · SCit)) = 0t < l;

V Q(S′
t2) ≥ V Q(S′

t1) > 0k ≥ t2 ≥ t1 ≥ l;S′
t = Rf(SCi1 , SCi2 , · · ·SCit) = St ≥ k.

Restoring function Rf is simple.
S′
tm = Rf(SCim1

, SCim2
, · · · SCimt

) = S′
t = Rf(SCi1 , SCi2 , · · · SCit), where

(m1,m2, · · · ,mt) denotes a permutation of (1, 2, · · · , t).

size(S′) = size(SCi) = size(S), i = 1, 2, · · · , n

Gf and Rf don’t have extra codebook besides the parameters and input
images.

Here “1” means white pixel and “0” is black pixel, which is the same as
digital multimedia.

Definition 2 (Contrast, denoted as α) [9]: In PSS, the visual quality of the
restored secret image S′

t, which can decide how well human eyes will recognize
the restored image, for the secret image S is evaluated by contrast given as
follows:

P1 − P0

1 + P0
=

P (S′ [AS1] = 1) − P (S′ [AS0] = 1)
1 + P (S′ [AS0] = 1)

(1)

where P0(resp., P1) illustrates appearance probability of white pixels in the
restored image S′ in the corresponding black (resp., white) area of the secret
image. SAS0 (resp., AS1) tells the black (resp., white) area of the secret image
S as S0 = {(i, j)|S(i, j) = 0, 1 ≤ i ≤ M, 1 ≤ j ≤ N}(resp., S1 = {(i, j)|S(i, j) =
1, 1 ≤ i ≤ M, 1 ≤ j ≤ N}).

Definition 3 (Visually recognizable and security) [5]: The restored secret
image S′ will be recognized as the content of the secret image S if α > 0. The
scheme is secure if α < 1 when l ≤ t < k which tells part of secret (including
content and details) of S can be recognized from S′; α = 0 when t < l indicating
no any secret (including content and details) of S will be recognized from S′.
The restored secret image S′ is lossless when α = 1 under t ≥ k, which tells all
secret information (including content and details) of S is recognized from S′.

2.2 RG-Based VSS

In RG-based VSS [10], “0” means white pixel, “1” is black pixel. The generation
and restoration phases of an original (2, 2) RG-based [10] VSS will be given
below.
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Step 1: Generate 1 RGSC1 randomly.
Step 2: Compute SC2 according to Eq. (2).
Restoration: S′ = SC1 ⊗ SC2 as Eq. (3). If a certain pixel s = S(i, j) of S is

1, the restoration result SC1 ⊗SC2 = 1 will be always black. If a certain pixel is
0, the restoration result SC1 ⊗SC2 = SC1(i, j)⊗SC1(i, j) will have half chance
to be black or white since SC1 is random.

SC2(i, j) =
{

SC1(i, j) if S(i, j) = 0
SC1(i, j) if S(i, j) = 1

(2)

S′(i, j) = SC1(i, j) ⊗ SC2(i, j) =
{

SC1(i, j) ⊗ SC1(i, j) if S(i, j) = 0
SC1(i, j) ⊗ SC1(i, j) = 1 if S(i, j) = 1

(3)
The same approach will be extended to (l, n) threshold through applying

the above process repeatedly on the first l bits and setting the last n − l bits
randomly.

In addition, [12] improves the contrast of [10] through changing the last n− l
bits to be equal to the lth bit. However, the schemes in [10,12] are lossy. Besides,
the color representation is different from that of digital images, which will not
be convenient in digital images applications. Hence, a (2, 2) threshold scheme is
used first as an example to show the main idea of the same color representation.
The generation and restoration phases are given below, where “1” means white
pixel and “0” is black pixel, which are the same as that of digital images.

Step 1: Generate 1 RGSC1 randomly.
Step 2: Compute SC2 as Eq. (4).
Restoration: S′ = SC1&SC2 as in Eq. (5). If a certain pixel of S(i, j) is 0,

the restoration result SC1&SC2 = 0 will be always black. If a certain pixel of
S(i, j) is 1, the restoration result SC1&SC2 = SC1(i, j)&SC1(i, j) will have half
chance to be black or white due to SC1 are random.

SC2(i, j) =
{

SC1(i, j) if S(i, j) = 0
SC1(i, j) if S(i, j) = 1

(4)

S′(i, j) = SC1(i, j)&SC2(i, j) =
{

SC1(i, j)&SC1(i, j) if S(i, j) = 1
SC1(i, j)&SC1(i, j) = 0 if S(i, j) = 0

(5)

Equations (2) and (4) focus on the generation phase of one secret bit S(i, j),
and Eqs. (3) and (5) the restoration phase. The difference of Eqs. (2) and (4)
lies in the color representation method. Equations (3) and (5) utilize different
restored operations.

3 The Developed PSS Scheme

In this section, we introduce a novel PSS scheme based on Boolean operations
and RG to realize the PSS model defined in Sect. 2. Performance analyses are
performed to show security of the developed scheme. Here “1” denotes white
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pixel, “0” denotes black pixel, which are the same as the color representation
method of digital images.

Before giving the details of the developed scheme, the principal of the devel-
oped scheme is stated as follows: (l, n) threshold RG-based VSS is applied to
obtain (l, n) threshold first. Then the random bits in the n bits are utilized to
gain lossless restoration.

3.1 Shadows Generation and Restoration Phases

The shadows generation designed concept is in Fig. 1, whose algorithmic steps
are given in Algorithm 1.

The secret restoration algorithmic steps are in Algorithm 2.
The ideas of Algorithms 1 and 2 are discussed precisely as follows:
Some random bits in the n bits corresponding to the n shadows. The ran-

dom bits will be utilized to obtain better properties, e.g., threshold mechanism,
improved visual quality and lossless restoration. In Step 2 of Algorithm 1, the l
bits are utilized to achieve threshold mechanism [10], i.e., when less than l shad-
ows are obtained, the secret cannot be restored. Step 2 in Algorithm 1 aims at
improving the visual quality of restored secret image [12]. Flipping one of the last
n − l bits in step 5 of Algorithm 1 aims at satisfying S(i, j) = b1 ⊕ b2 ⊕ · · · ⊕ bn,
i.e., to be lossless restoration in Step 2 of Algorithm 2. Hence, the developed
scheme is PSS (l,n,n). In step 6 of Algorithm 1, in order to make all the shadows
be equal to each other, i.e., owning the same importance, the outputted n bits
are randomly rearranged to n shadows bits.

Algorithm 1. The developed PSS (l, n, n) scheme.

Input: A binary secret image S with size of M × N , threshold parameters PSS (l, n,
n)
Output: n generated shadows SC1, SC2, · · ·SCn

Step 1: For each position(i, j) ∈ {(i, j)|1 ≤ i ≤ M, 1 ≤ j ≤ N}, i.e., S(i, j) , repeat
Steps 2–6.

Step 2: Compute b1, b2, · · · bl one by one repeatedly using Eq.(4), i.e., set b̃1 = S (i, j)
for p = 1, 2, . . . , l − 1 , generate bp randomly by flip-coin function. If b̃p = 0b̃p+1 = bp;
otherwise, b̃p+1 = b̄p Set bl = b̃l
Where bx and b̃xdenote the temporary pixels, x = 1, 2, . . . , n − 1, n
Step 3: Set bl+1 = bl, bl+2 = bl, · · · bn = bl
Step 4: If n > l, go to Step 5; else go to Step 6
Step 5: If S(i, j) = b1⊕b2⊕· · ·⊕bn go to Step 6; else randomly select q ∈ {l+1, · · · , n},
flip bq = bq(that is 0→1 or 1→0).
Step 6: The order of the n pixels b1, b2, · · · bn−1, bn are rearranged and the rear-
ranged n pixels are assigned to SC1(i, j), SC2(i, j), · · ·SCn(i, j)
Step 7: Output the n shadows SC1, SC2, · · ·SCn
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Fig. 1. Shadows generation design concept of our developed scheme
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Algorithm 2. Secret image restoration of the developed scheme.

Input: any t shadows SCj1 , SCj2 , · · ·SCjt .
Output: A M × N binary restored secret image S′

Step 1: If t < n, S′ = SCj1&SCj2& · · ·SCjt go to Step 3; else go to Step 2.

Step 2: S′ = SCj1 ⊕ SCj2 ⊕ · · · ⊕ SCjt If n = l, l ∈ 2Z+, S′ = S
′
; else go to Step 3.

Step 3: Output the restored binary secret image S′.

4 Experimental Results and Analyses

Herein, we will perform experiments and analyses to demonstrate the effective-
ness of our developed scheme. In the experiments, binary secret images with size
of 512× 512, are employed to do the test.

In our experiments, PSS (3, 4, 4) (i.e. l = 3, k = n = 4) threshold with secret
image1, PSS (2, 5, 5) (i.e. l = 2, k = n = 5) threshold with secret image2, and
PSS (2, 3, 3) with secret image3 are employed.

Figure 2(b–e) show the obtained 4 shadows SC1, SC2, SC3 and SC4 from
binary secret image 1, which are noise-like. Figure 2(f–j) show the restored binary
secret image with any 3 or 4 shadows, from which the secret image1 restored
by t = l = 3 shadows can be recognized, and the secret image1 restored by
t = k = n = 4 shadows is lossless. Figure 2(k–p) demonstrate the restored
secret image with any less than l shadows, from which no information can be
recognized.

In addition, we analysis the security of the developed PSS (3, 4, 4) shown in
Fig. 2 in terms of contrast, histogram and information entropy.

Contrast α is defined in Definition 2. Based on Definition 3, when t < lα = 0
which means no information of S could be recognized through S′. Entropy is a
statistical measure of randomness in information theory. The entropy H(m) is
computed as in Eq. (6) where P (mi) represents the probability of symbol mi and
the entropy is expressed in bits. An image histogram illustrates how pixels in
an image are distributed by graphing the number of pixels at each level. A good
image encryption scheme should always generate a cipher image having uniform
histogram for any plain image.

H(m) = −
∑2N−1

i=0
p(mi) ∗ log2p(mi) bits (6)

The corresponding results for the shares and restored secret by 2 shadow
images of Fig. 2 are shown in Fig. 3. Contrast is close to 0 which shows the
satisfaction of Definition 3. Entropy of the shares agrees with the theory, while
the histogram of shares doesn’t which could be explained by Lemma 3. From
Lemma 3, the black proportion will be greater than white one, which will not
affect the security since the fixed pixel value has no relation with the secret
bit. Neither entropy nor histogram of inadequate shadow images satisfies the
theory, which are caused by Lemma 3 and the stacking restoration since stacking
operation leads to more black ones. From the above results, we know that.



Perceptual Secret Sharing Scheme Based on Boolean Operations 87

(a) Secret image1 (b) Shadow image
SC1

(c) Shadow image
SC2

(d) Shadow image
SC3

(e) Shadow image
SC4

(f) Restored image
SC1&SC2&SC3

(g) Restored image
SC1&SC2&SC4

(h) Restored image
SC1&SC3&SC4

(i) Restored image
SC2&SC3&SC4

(j) Restored image
t = 4

(k) Restored image
SC1&SC2

(l) Restored image
SC1&SC3

(m) Restored image
SC1&SC4

(n) Restored image
SC2&SC3

(o) Restored image
SC2&SC4

(p) Restored image
SC3&SC4

Fig. 2. Experiments of our developed PSS(3, 4, 4) scheme for binary secret image1
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(a) Histogram of
2(b) α = 0.001251,
H= 0.954276

(b) Histogram of
2(c) α = 0.001114,
H = 0.955240

(c)Histogram of
2(d) α = 0.002910,
H= 0.953924

(d)Histogram of
2(e)α = - 0.003670,
H = 0.953958

(e)Histogram of
2(h) α = 0.000365,
H= 0.543222

(f)Histogram of
2(l)α= 0.002406,
H= 0.541924

(g)Histogram of
2(m)α=- 0.001580,
H = 0.544014

(h)Histogram of
2(n)α = 0.001338,
H= 0.543039

(i)Histogram of
2(o)α = - 0.001429,
H = 0.544570

(j)Histogram of
2(p)α= - 0.000238,
H= 0.543661

Fig. 3. Histogram analysis of developed PSS (3, 4, 4) scheme example shown in Fig. 2

– The shadows are noisy so that our developed scheme has no cross interference
of the secret on shadows.

– When t(l ≤ t ≤ k = n) shadows are obtained, the secret image will be recog-
nized, and the image quality of restored secret image increases as t increases.

– When t < l shadows are inspected, no information of the secret can be rec-
ognized, which demonstrates the security of our developed scheme.

5 Concluding Remarks

A simple and efficient perceptual secret sharing (PSS) scheme based on Boolean
operations and RG is developed in this article. The developed scheme can sat-
isfy valuable features in secret sharing. It satisfies P (l, n, n) threshold sharing,
which can achieve different perceptual quality as well as preserves the same
color representation method as digital images. It also inherits conventional VSS



Perceptual Secret Sharing Scheme Based on Boolean Operations 89

benefits, such as no pixel expansion or codebook. Furthermore, it has lower com-
putational complexity as well as avoids the cross interference of secret on the
shadows. Simulations results and analyses demonstrate the effectiveness of our
developed scheme.
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Abstract. To monitor and control the states of surrounding infrastructures in
smart grid, wireless sensor networks (WSNs) have been perceived to play an
important role in connecting diverse smart meters. However, it also incurs many
challenges on network security. Firstly, for WSNs, as data are stored and
maintained by a large number of sensors deployed in a distributed way, it is
significantly hard to ensure distributed data security by using traditional security
protection technologies that only can provides guarantees for small scale cen-
tralized local networks. Secondly, more fine-grained access control should be
provided for smart meters to adapt to the requirements of the multiparty com-
munications between smart grid stakeholders. In this paper, we propose a
security-aware distributed service composition scheme for WSNs based smart
metering in smart grid based on software defined networks (SDN). Case studies
demonstrate the feasibility of proposed scheme. To our best knowledge, this
paper is the first to realize software defined security architecture for WSNs based
smart metering in smart grid.

Keywords: Smart grid � Wireless sensor networks (WSNs) � Security-aware
Service composition � Software defined networks (SDN)

1 Introduction

Nowadays, since smart grid is evolving towards a user-centered and time-critical
application, both data security and networking security have gained increasing popu-
larity to support for various smart grid applications. Security protection usually requires
to monitor and control the states of underlying infrastructures. As a critical tool to
monitor and control the underlying infrastructures, wireless sensor networks (WSNs) is
supposed to have tremendous potentials for smart metering in smart grid [1].
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The existing security issues in smart grid can be divided into two main branches
roughly including cyberspace security and physical infrastructure safety [2]. In
cyberspace security aspect, as a large number of smart devices are deployed in smart
grid, more and more data are stored and maintained in a distributed way that enables it
significantly harder to ensure distributed data security. In physical infrastructure safety
aspect, security threats incurred by hardware aging and misoperations have been
minimized significantly with advancement of various novel technologies [3]. Unfor-
tunately, communication latency and network congestion limit the direct usage of
existing security policies with high complexity and high time consuming [4], and high
packet loss rate may lead to service interruption, even cause a chain of accidents in
field-level networks of smart metering in smart grid [5].

Recently, researchers presented WSNs to monitor and control smart grid infras-
tructures. However, different from traditional centralized security architecture, in which
firewall, traffic control software and other complex products are usually deployed at the
export of an internal network. WSNs based smart metering achieves security threats by
deploying distributed sensors and aggregates data from the surrounding sensors. In this
paper, we propose a security-aware distributed service composition (SDSC) scheme. It
exploits software defined networks (SDN) to improve WSNs based smart metering in
smart grid.

2 Related Work

The existing security prevention approaches can be divided into two branches roughly:
(1) centralized model, and (2) distributed model. While cloud based smart grid have
better resilience, cloud itself faces many challenges on remote communication effi-
ciency. Distributed model consumes less bandwidth and energy. Therefore, distributed
model has gained increasing attention in recent years. For example, literature [6]
proposed a fine-grained distributed data access control to ensure sensed data security in
WSNs. However, different from traditional WSNs, it is infeasible for smart grid
monitoring to deploy diverse complex security applications due to high
time-consuming. Therefore, there are many challenges on WSNs based smart grid
monitoring [7].

SDN is a novel paradigm that decouples logic functions from data plane, and
implements them in a centralized controller. It has been perceived to have specific
capability for utilization by various wireless scenes. In [8], a stateful SDN solution
proposed for WSNs can reduce the amount of information exchanged between sensor
nodes and make sensor nodes programmable.

The Service Composition (SC) is a popular approach to implement value-added
services by combining other basic services in many application scenes (such as smart
building, QoS provisioning and next-generation service overlay network [9]). And also,
the prospects of SC for intelligent transportation and smart grid have traditionally been
addressed separately in literature [10]. With the SC, interoperability, flexibility and
reusability of a system can be improved significantly. However, due to the dynamicity
and heterogeneity of the target smart meters, the security services offered by advanced
metering infrastructure (AMI) cannot be composed by extending existing Service
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Oriented Architecture (SOA) approaches simply. For SC in AMI, it may need the
integration of a number of real-world services, which must be an security-aware
process.

3 Modeling of SDSC Scheme

In this section, we describe the proposed SDSC scheme that allows networking security
functions to be deployed at sides of infrastructures in a distributed way adaptively and
dynamically.

3.1 Networking Model

The basic architecture is shown as illustrated in Fig. 1. With this architecture, the
visibility, flexibility and scalability of the whole network for WSNs based smart grid
metering can be improved significantly.

In smart grid, there are three constraints limiting the application of security policy
for dispersive infrastructures: (1) energy; (2) and network capability. In the following,
we set up a fined-grained optimization model to present proposed SDSC scheme. The
basic network model L is modeled as a non-reflexive logic graph HL ¼ VL;ELð Þ, where
VL ¼ n1; n2; . . .; nNf g is a set N logic nodes and EL ¼ eij

� �
, with i and j ¼ 1; 2; . . .;N,

is a set of logic nodes, with eij
� �

connecting ni to nj. The security optimization model
is described by a Security Configuration Matrix. The Security Configuration Matrix is
defined by AB ¼ ABij

� �
, where ABij defines the security states after security policy

configured. For logic nodes VL, it is noted as ABV
ij ; for links eij

� �
, it is noted as ABE

ij .

The Used Logic Nodes Security Configuration Matrix is defined by ABuV ¼ ABuVij
h i

,

where ABuVij defines the security states of VL already configured to logic nodes.
ABuVij ¼ 1, when j� 2. The Used Link Security Configuration Matrix is defined by

ABuE ¼ ABuEij
h i

, where ABuEij defines the security states of eij
� �

already configured to

links.

Traffic control

Service selection

Protection Control

Software defined
networks (SDN)

WSNs based smart
grid monitoring

States
monitoring

Security-awaredistributed
services composition

Smartgrid security

Fig. 1. Basic logic architecture of the proposed SDSC scheme.
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3.2 The Resource-Constrained Model

The resource-constrained model is formulated by a Energy Matrix, a Network Capa-

bility Matrix. The Energy Matrix for logic nodes is defined by EV ¼ EV
ij

h i
. The Used

Logic Nodes Energy Matrix is defined by EuV ¼ EuVij
h i

, where EuVij defines the energy

of VL has been occupied. EuVij ¼ 0. The Network Capability Matrix is defined by

ADE ¼ ADE
ij

h i
. The Used Network Capability Matrix is defined by ADuE ¼ ADuEij

h i
,

where ADuEij defines the total network capability of eij
� �

already allocated to links.

3.3 Security Optimization

Both link security and node security are supported in our proposed scheme. The
Security Request Model are shown by divisions into the link security request model
and the node security request model as follows.

The Link Security Model
Let G be the number of requests that are processed simultaneously. The g-th request,
with g ¼ 1; 2; . . .;G, is defined by a set of Kg 2-node directed virtual graph
HVkg ¼ VVkg ;EVkgð Þ, with k ¼ 1; 2; . . .;Kg � Kg [ 1 represents for a complex data
delivery process, in which multiple source nodes and multiple destination nodes should

be connected. For each k; VVkg ¼ nkgs ; n
kg
d

n o
is a set of 2-nodes that consist of the

source node nkgs and the destination node nkgd � EVkg ¼ ekgsd
n o

denotes the virtual link

connecting nkgs and nkgd with bandwidth which is equal to adkg. We define boolean

Xkg ¼ xkgij
h i

, where:

xkgij ¼ 1 if ekgij
n o

uses eij
� �

0 otherwise

(
ð1Þ

and by definition xkgii ¼ 0; 8i.
The virtual-to-logic link mapping is formulated as xkgij �Aij; 8 i; jð Þ, which guaran-

tees only existing links are assigned for link requests. The network capability of each
link is usually limited, bandwidth allocated for each link should satisfy this constraint:

XG
g¼1

XKg

k¼1

xkgij � adEkg �ADE
ij � ADuEij ; 8 i; jð Þ ð2Þ

This constraint guarantees that link bandwidth will not exceed the total network
capability. The link security request mapping is formulated as the following equation:
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XG
g¼1

XKg

k¼1

xkgij � Zkg
ij �ABE

ij � ABuEij ; 8 i; jð Þ ð3Þ

The Node Security Model
In this paper, the energy consumption of security service on a logic node is defined by
E ¼ Ex½ �, with x ¼ c; e; r; af g. For logic nodes VL, it is noted as EV

x . Considering the

Energy Matrix EV ¼ EV
ij

h i
defined in advance, the g-th request of logic node require Eg

x

energy. They should satisfy the following constraints:

XG
g¼1

sum Eg
x

� ��EV
ij ð4Þ

Where sum �f g is an addition operator. For example, sum Eg
x

� � ¼ Eg
c þEg

e þ
Eg
r þEg

a .
The design of the Objective Function is affected by multidimensional considera-

tions. Firstly, data are usually delivered by using publisher/subscriber mode or
broadcast/multicast mode. Therefore, data flows in the network often suffer from traffic
fluctuation. To reduce packet loss and latency time, and guarantee the end-to-end
communication efficiency, traffic control involved network applications such as
multi-path transmission, rate control and congestion must try to gain the highest
revenues.

4 Analysis

In this section, we will discuss how our proposed scheme applies to the WSNs based
smart grid metering. We use Tx; Ux;Ax; Ex to represent traffic control, user authenti-
cation, access control and exception auditing separately. The value of each element
may not be quantified. For non-quantified attributes in Table 1, classical
binary-classifier can be used to build a machine learning system. Each node has to
compute a a series of energy consumption Ec and computation complexity Cc. The
computation equation is listed as deduced in Sect. 3.

Table 1. Security services and protection level.

Protection
level

QoS
services

Traffic
control

User
authentication

Access
control

Exception
auditing

1 �Q1 � T1 �U1 �A1 �E1

2 �Q2 � T2 �U2 �A2 �E2

3 �Q3 � T3 �U3 �A3 �E3

… . . . . . . . . . . . . . . .

W �Qw � Tw �Uw �Aw �Ew
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Compared with other works, our work provides a multidimensional security-aware
functions including priority, configuration, access control and authentication, while
others work usually focusing on data aggregation. The security of WSNs based smart
grid metering is enhanced at the cost of additional overhead. The SDSC scheme
designed for WSNs based smart grid using SDN simplifies the logic management
complexity at a price of extra implementation computation. The more sensors deployed
in the network, the less average extra overhead the scheme will cost (Table 2).

5 Conclusion

In this paper, we propose a security-aware distributed service composition (SDSC)
scheme for WSNs based smart grid metering based on software defined networks
(SDN). The feasibility of the proposed scheme is demonstrated by analysis. For dis-
tributed data security, SDSC scheme supports LN-aware fine-grained protection by
using dynamic security policy configuration. For time-critical applications, commu-
nication latency and network congestion can be reduced significantly.

Acknowledgement. This work is supported by National Natural Science Foundation of China
(Grant No. 61431008, 61571300, 61401273).
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Abstract. Industry 4.0 is the emerging trend of the industrial automa-
tion. Millimeter-wave (mmWave) communication is a prominent technol-
ogy for wireless networks to support the Industry 4.0 implementation.
The availability of tractable accurate interference models would greatly
facilitate the design of these networks. In this paper, we investigate the
accuracy of an interference model that assumes impenetrable obstacles
and neglects the sidelobes. We quantify the error of such a model in terms
of statistical distribution of the signal to noise plus interference ratio for
outdoor mmWave networks under different antenna array settings. The
results show that assuming impenetrable obstacle comes at almost no
accuracy penalty, and the accuracy of neglecting antenna sidelobes can
be guaranteed with sufficiently large number of antenna elements.

Keywords: Millimeter-wave network · Interference model
Simplicity-accuracy tradeoff · Interference model accuracy index

1 Introduction

Industry 4.0, or the fourth industrial revolution is the current trend of the indus-
trial automation [1]. It is based on the base of Internet of Things, which enables
the industrial modules to communicate and cooperate with each other in real
time. The industrial manufacturing requires high reliability and stringent delay
guarantee, and is usually realized by the wired communication. However, to
support mobility, flexibility, and to get rid of the heavy and expensive cables,
wireless communication is the promising solution for the future deployment [2].

Millimeter wave (mmWave) is a potential technology for wireless communica-
tion network of Industry 4.0, as it has abundant bandwidth to support high data
rate, which is essential for the applications to transmit the real-time video [3].
Moreover, as the delay spread of mmWave is lower than the microwave band,
which is helpful to reduce the guard interval for the inter symbol interference
mitigation. This can efficiently improve the transmission efficiency, especially for
the machine to machine type communication transmitting short packets [4].
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The availability of accurate interference models is essential to evaluate the
performance of mmWave networks. However, exact or very accurate interference
models are generally quite complex and sometimes mathematically intractable.
Interference models with different accuracy and complexity have been used in
the literature. A simple interference model considering infinite penetration loss
and no sidelobe transmission/reception is used to develop multihop medium
access control layer in mmWave wireless networks [5]. This simple interference
model enables deriving tractable closed-form expressions for the main perfor-
mance metrics and delivering useful design insights. However, the accuracy of
the underlying interference model is not therein quantified. In [6], the blockage
is modeled by a line-of-sight (LOS) ball, i.e., all the transmitters within a cer-
tain distance of the receiver are always in the LOS condition, and all the other
transmitters have a non-LOS condition. This approximation greatly simplifies
mathematical analysis. This blockage model is extended to a more complex two-
ball model with better accuracy in [7]. The accuracy of such interference model
comes at the price of complexity and less tractability. In [8], an index is proposed
that allows quantifying the accuracy of any interference model.

In this paper, we assess the accuracy of the simple interference model of [5],
namely assuming impenetrable obstacles and no antenna sidelobes. We investi-
gate the accuracy index defined in [8] and the relative difference in 50th percentile
rate under a uniform planar array (UPA) of antennas at 28 GHz. The results
show that the assumption of impenetrable obstacles introduces negligible loss
in the accuracy of the interference model, thanks to the special characteristics
of the mmWave communications. Moreover, considering no sidelobes may cause
non-negligible accuracy loss with small antenna size, which can be compensated
by increasing the number of antenna elements.

2 System Model

We consider a downlink scenario for an outdoor network operating at the
mmWave frequencies. The number of BSs and obstacles are random variables
with densities λb and λo per square kilometer respectively, and they are ran-
domly uniformly distributed in the plane, as shown in Fig. 1. We assume that

UE
BS

Obstacle 

Obstacle 

Fig. 1. Outdoor mmWave network. The dashed lines show the base station coverage
boundaries, and may not be that regular in practice.
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each obstacle has a rectangular shape with a random width that is independently
uniformly taken from [0,5] m, a random length uniformly taken from [0,10] m,
and a random orientation that is independently uniformly taken from [0, 2π]. We
study the performance of a reference user UE 0 located at the origin of the Carte-
sian coordinate, which will be associated to the BS with the smallest pathloss.
We consider a single path narrowband geometrical channel model between every
BS to its serving UE [4]. Then, the downlink channel response between BS i and
UE j is given by

Hij =
√

NtNrgijaUE

(
φUE

ij , θUE
ij

) (
aBS

(
φBS

ij , θBS
ij

) )∗
, (1)

where Nt and Nr are the number of antenna elements at the transmitter side
and at the receiver side, φUE

ij and θUE
ij are the horizontal and vertical angles

of arrival (AoA) at the UE j from BS i, φBS
ij and θBS

ij are the horizontal and
vertical angles of departure (AoD) from the BS i to UE j, aBS

(
φBS

ij , θBS
ij

)
and

aUE

(
φUE

ij , θUE
ij

)
are normalized array responses to the AoD and AoA along this

link, and (·)∗ is the Hermitian operator. Without loss of generality, we consider
half-wavelength UPAs of size Nb × Nb at the BSs and of size Nu × Nu at the
UEs. For half wavelength UPA of N × N antennas, we have [9]

a (φ, θ) =
1
N

[1, . . . , ejπ(m sin φ sin θ+n cos θ), . . . , ejπ((N−1) sin φ sin θ+(N−1) cos θ)]∗,

(2)
where 0 ≤ m < N , and 0 ≤ n < N are the indices of an antenna element along
the two dimensions in the UPA array. The term gij in (1) is a zero-mean complex
Gaussian random variable with variance 10−0.1Lij , where Lij is the path loss in
dB [4]. Let dij be the distance between BS i and UE j (path length) in meters,
nij be the number of obstacles in this path, lo be the penetration loss of each
obstacle in dB, α be the attenuation factor due to atmospheric absorption, and
lα = 10 log(eαdij ) be the absorption loss in dB, which is 1.15 × 10−5 at 28 GHz.
Then, the path loss is

Lij [dB]= c + 20 log(dij) + lα + nij lo + X , (3)

where c is a constant attenuation, and equals 61.4 dB at 28 GHz, X is a zero-
mean i.i.d. Gaussian random variable with standard deviation n = 5.8 dB.

We assume a universal frequency reuse, so all non-serving BSs can cause
interference to UE 0. The associated BS is indexed by 0, and the set of all
interfering BSs is denoted by I. Then, the SINR at UE 0 is

γ =
p0

∣∣∣
(
wUE

0

)H
H00 wBS

0

∣∣∣
2

∑

i∈I
pi

∣∣∣
(
wUE

0

)H
Hi0 wBS

i

∣∣∣
2

+ σ
, (4)

where pi is the transmission power of BS i, σ is the noise power, wUE
0 is the

combining vector at UE 0, and wBS
i denotes the precoding vector at BS i.
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To reduce the complexity and cost of beamforming, we assume an analog pre-
coder both at the BSs and at the UEs; however, the framework of this paper can
be easily extended to other beamforming strategies. At each BS, the transmit-
ting beam is matched to the AoD direction to its associated UE. Similarly, the
combining vector at each UE i is matched to the AOA from its serving BS. That
is given BS i will serve UE j, wBS

i = aBS

(
φBS

ij , θBS
ij

)
and wUE

j = aUE

(
φUE

ij , θUE
ij

)
.

This precoding and combining vectors can maximize the link SNR, namely
|(wUE

j )∗HijwBS
i |2, see [10].

An interference model attempts at modeling different components of (3). For
mathematical tractability, usually, antenna pattern or channel models are sim-
plified. These approximations make it possible to evaluate the SINR distribution
and thereby performance metrics such as the data rate. However, the derived
SINR distribution may not necessarily be close to the actual SINR distribution
before all those approximations. In the next section, we introduce two metrics
that allow quantifying the closeness of two statistical distributions.

3 Measuring Accuracy of SINR and Rate Analysis

Consider a reference interference model y, which results in SINR γy with distri-
bution fγy(t), and any test interference model x, which results in SINR γx with
distribution fγx(t). In the following, we consider the interference model accuracy
index [8] and the relative difference in the 50th percentile rate.

3.1 Interference Model Accuracy Index

The interference model accuracy (IMA) index describes how close the PDF of γx

is compared to PDF of γy. To formally define IMA index, let β > 0 denote the
SINR threshold corresponding to a certain target bit error rate, then an outage
on the receiver occurs when γ < β. Suppose that the interference model y can
perfectly capture outage events. Let hypotheses H0 and H1 denote the absence
(i.e., γy ≥ β) and the presence (i.e., γy < β) of outage under reference model y.
For any constant 0 ≤ ξ ≤ 1, the interference model accuracy index is defined as

IMA (x, y, ξ, β)= ξ
(
1−p

x|y
fa (β)

)
+(1 − ξ)

(
1 − p

x|y
md(β)

)
, (5)

where p
x|y
fa (β) = Pr [γx < β | γy ≥ β] is the false alarm probability, and p

x|y
md(β) =

Pr [γx ≥ β | γy < β] is the miss-detection probability. IMA (x, y, ξ, β) is a unit-
less real-valued quantity ranging within [0, 1], where higher values represent
higher similarity between x and y. By setting ξ = Pr [γy ≥ β], parameter
IMA (x, y,Pr [γy ≥ β] , β) is equal to the average probability that interference
model x gives the same decision as the reference model y.

We define the minimum IMA index as,

min IMA (x, y) = min
β

IMA (x, y,Pr [γy ≥ β] , β) . (6)

The term min IMA (x, y) shows the minimum value (worst case) of the accuracy
of interference model x compared to the reference model y.
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3.2 The Relative Difference in the 50th Percentile Rate

The transmit data rate is an important index to assess the network performance.
We consider maximum achievable rate as

Rate = B log2(1 + γ), (7)

where B is the bandwidth and γ is the SINR. The rate coverage as the comple-
mentary cumulative distribution function of rate is

P (ρ) = Pr(Rate > ρ), (8)

where ρ is the rate threshold that determines different rate coverage values.
Denote the 50th percentile rate calculated by interference model x and y by
ρx
50th and ρy

50th, respectively. Besides rate coverage, we calculate the relative
difference in the 50th percentile rates calculated by two interference models x
and y as a metric of accuracy of rate analysis:

Ratediff−50% =
|ρx

50th − ρy
50th|

ρy
50th

. (9)

The parameter min IMA ranges within [0, 1] with higher value representing
better similarity, while Ratediff−50% ranges within [0,∞] with smaller value rep-
resenting better similarity.

4 Simplified Interference Model for Outdoor MmWave
Networks

Interference models in mmWave networks are generally very complicated due to
both blockage and directionality. Simplifying the blockage model and antenna
patterns, as done in [5], will significantly increase tractability of mathematical
performance evaluation and optimization of mmWave networks, and can lead to
better design insights. These insights are valid as long as the underlying simple
interference model is of sufficient accuracy. In the following, we investigate the
accuracy of such interference model.

We consider a “realistic” reference physical model y with a finite penetration
loss and actual antenna pattern, created by the analog precoding and combining
vectors. We then approximate such simplified interference model by x wherein
we consider infinite penetration loss and no antenna sidelobes.

To evaluate the effect of infinite penetration loss assumption, we consider a
test model xa with lo = ∞ in (3). Other parameters of xa are similar to those of
y. To evaluate the effect of the no-sidelobe approximation, we take a test model
xb similar to y except that the sidelobe gain is ignored in xb. The 28 GHz band is
27.5–29.5 GHz, and in the following and without loss of generality, we consider
30 dBm transmission power, 500 MHz bandwidth (so −87 dBm noise power).
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4.1 Impact of Assuming Infinite Penetration Loss

In this subsection, we evaluate the impact of assuming impenetrable obstacles
on the SINR distribution. Figure 2 shows min IMA against the penetration loss
in y (it is always ∞ in xa). To calculate min IMA, we sweep β from 0 to 30 dB
to capture the smallest accuracy value in this SINR threshold region. From this
figure, assuming impenetrable obstacles is more accurate for higher penetration
loss values. Moreover, the accuracy index increases with the density of BSs, as
more BSs is equivalent to shorter distances between the interfering BSs and UE
0, and higher likelihood of having interferes with LOS condition to the UE 0. For
penetration loss less than 15 dB, the assumption of impenetrable obstacle reduces
min IMA by less than 1% when the obstacle density is 20/km2. On the other
hand, the accuracy index expectedly decreases with the density of obstacles.
The accuracy loss, however, is very limited, e.g., only 1% additional loss when
increasing the obstacle density from 20/km2 to 50/km2 for the penetration loss
of 5 dB. Even this such small loss vanishes when the penetration loss is larger
than 35 dB.

Figure 3 shows Ratediff−50% between y and xa. Similarly as Fig. 2,
Ratediff−50% decreases with the density of BSs, and minimal difference exists
when λb = 50/km2 and penetration loss larger than 15 dB. Overall, the assump-
tion of impenetrable obstacles introduces negligible loss in calculating SINR and

Fig. 2. Impact of infinite penetration loss on min IMA.

Fig. 3. Impact of infinite penetration loss on Ratediff−50%.
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Fig. 4. Impact of ignoring antenna sidelobes on min IMA. Antenna elements are in the
form of UPA of N×N antennas.

Fig. 5. Impact of ignoring antenna sidelobes on Ratediff−50%. Antenna elements are in
the form of UPA of N×N antennas.

rate distributions, but improves the mathematical tractability. This assumption
works very well in mmWave networks with denser BS deployments.

4.2 Impact of Neglecting Antenna Sidelobes

Figure 4 presents the effect of neglecting the sidelobes. The antenna patterns at
BSs and UEs are set as the parameters at the x label. Neglecting the sidelobes
can lead to clear difference between xb and y. The accuracy index increases
with the number of antennas at each side, as more antennas enable narrower
beamwidth and less sidelobe gain, e.g., the min IMA indexes increase from 0.73
to 0.96, and from 0.86 to 0.97 respectively with the antenna number increase
from 8 × 8 UPA to 32 × 32 UPA at BSs, and 4 × 4 UPA to 8 × 8 UPA at UEs
in the two scenarios. It is also observed that the min IMA index decreases with
more interfering BSs, as the increased aggregated interferes lead to less similarity
between the two models.

Ignoring antenna sidelobes can also introduce a noticeable difference to the
rate distribution, as shown in Fig. 5. With dense BS deployment and moderate
number of antennas at both BS and UE, Ratediff−50% is as large as 39%. With
the increase of the number of the antenna elements, Ratediff−50% of the two
scenarios decrease to around 5% when using 16 × 16 UPA at the BS side.
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5 Conclusions

We proposed a simplified interference model in outdoor mmWave networks that
considers infinite penetration loss and no sidelobe. Then we investigated the
similarity of SINR and rate distributions between this simplified model with
realistic model using an interference model accuracy index and the relative dif-
ference in the 50th percentile rate. The impact of the first assumption on the
accuracy of the simplified interference model can be neglected, while the impact
of considering no sidelobe can not be neglected in denser BS settings. However,
by increasing the number of antennas can increase the accuracy. The accuracy
index can be further improved by effective frequency reuse and proper scheduling
to limit the number of interfering BSs transmitting simultaneously. The simpli-
fied interference model can be a good base for the research of other techniques in
mmWave networks such as beamforming and association between BSs and UEs.
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Abstract. In cognitive wireless mesh networks, genetic algorithm based
spectrum allocation has the problems of easily falling into local optimum, low
accuracy and slow convergence. Aiming at the problems, glowworm swarm
optimization is applied into spectrum allocation, and a multi-strategy fusion
glowworm swarm optimization algorithm is proposed in this paper, in which
step size and fluorescein volatilization factor are dynamically optimized and
positions of the glowworms that has fallen into local optimum can be disturbed
by Gauss mutation operator. Compared with genetic algorithm and basic
glowworm swarm algorithm, the theoretical analysis and simulation results
show that the proposed algorithm can avoid falling into local optimum, con-
verge more quickly to the global optimal solution, and obtain higher system
bandwidth reward.

Keywords: Cognitive wireless mesh network (CWMN) � Spectrum allocation
Glowworm swarm optimization (GSO) � Multi-strategy fusion

1 Introduction

Cognitive radio (CR) [1] is a new technology implementing dynamic spectrum access
of wireless network, while cognitive wireless mesh network (CWMN) [2, 3] is a
wireless mesh network integrating the technology of cognitive radio. The significant
feature of CWMN is the absence of infrastructure, where each mesh node is the
cognitive node. Based on the mechanism of spectrum allocation and sharing, mesh
node has the ability of perceiving the surrounding wireless environment and intelli-
gently get access to the bands that not used by the primary user (PU), for the purpose of
solving the increasingly serious problem of lacking of spectrum resource.

In CWMN, when cognitive nodes dynamically using licensed bands must guar-
antee that it has no effect on the communication quality of the primary user. So the
current main research problem is how to properly allocate unused authorized spectrum
holes to cognitive mesh nodes. In recent years, the commonly used wireless spectrum
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M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 109–120, 2018.
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dynamic allocation methods mainly include game theory [4], auction theory [5],
evolutionary theory [6–9] and the graph coloring [10], where graph theory method has
become the key point method of spectrum allocation for its flexibility and efficiency.
But there unavoidably exists unfair allocation and high time cost in graph theory
method. Later, some classical evolutionary algorithms combined with graph theory
coloring method are proposed applying to the research of spectrum allocation.

In evolutionary theory, glowworm swarm optimization algorithm (GSO) is a new
kind of bionic swarm intelligent stochastic optimization algorithm proposed in recent
years, which has been successfully applied to different fields with strong ability of
problem solving [11–14]. Literature [15] aims at the problem of precocity and stag-
nation of multi peak function when using basic GSO, an adaptive step size algorithm
was put forward that enable avoiding glowworms falling into the local optima to a
certain extent. But there were no in-depth studies on the parameter optimization and
other applications of algorithm. To overcome the shortcoming, this paper proposed a
CWMN network spectrum allocation algorithm based on multi-strategy fusion glow-
worm swarm optimization combined with the graph coloring model of spectrum
allocation. The step size and volatile factor are optimized for adaptive adjustment in the
algorithm. Besides, the updating formula of glowworm dynamic decision domain
radius is adjusted for avoiding the existence of isolated glowworms, and Gauss
mutation is applied to glowworms falling into the local optimum in the process of
evolutionary. What’s more, when necessary, the algorithm would retrospect after the
disturbance. Through the improvement of the above aspects, the simulation results
show that the multi-strategy fusion glowworm swarm optimization algorithm improves
the optimization ability and convergence rate in spectrum allocation.

2 Network Model and Problem Description

Similar to the traditional wireless mesh network, cognitive wireless mesh network has
the ability of cognition, reconfiguration and self-organizing, and could automatically
establish nodes and maintain network connectivity. Cognitive Mesh nodes (Mesh
router, client nodes and other network devices) in CWMN improve network perfor-
mance through the search and sharing of the available authorized spectrum. Target for
channel allocation in cognitive wireless mesh networks is assigning the available
channels to SU (secondary user) in order to improve the spectrum utilization rate and
maximizing reduces the interference to the PU (primary user) user. Figure 1 illustrates
the structure of cognitive wireless mesh networks.

Correspondingly, CWMN network spectrum allocation model based on graph
theory shown in Fig. 2 can be described as channel availability matrix, channel reward
matrix, interference constraint matrix and valid channel allocation matrix. Supposing
that there are N cognitive users waiting to communicate at a certain time, while there
are M idle frequency bands can be used at the same time. The definition of the matrix is
as follows:

(1) Channel availability matrix L0L ¼ ln;m ln;m 2 0; 1f g��� �
N�M represents the channel

availability. If ln;m ¼ 1, then channel m is available for cognitive user n.
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(2) Channel reward matrix B0B ¼ bn;m
� �

N�M , bn;m represents the channel reward of
cognitive user n using channel m.

(3) Interference constraint matrix C0C ¼ cn;k;m cn;k;m 2 0; 1f g��� �
N�N�M , if cn;k;m ¼ 1,

then it means that cognitive user n and k using the frequency band m simulta-
neously will cause conflict.

(4) Valid channel allocation matrix A0A ¼ an;m an;m 2 0; 1f g��� �
N�M , if an;m¼1, then

it means that channel m is assigned to cognitive user n.

an;m � ak;m ¼ 0
cn;k;m ¼ 1

; 0� n; k\N; 0�m\M
�

ð1Þ

(5) Under the premise of valid channel allocation matrix, the total system bandwidth
reward can be described as follows:

U ¼
XN
n¼1

XM
m¼1

an;m � bn;m ð2Þ

3 Multi-strategy Fusion Glowworm Swarm Optimization
Algorithm

Aiming at the shortness of the basic glowworm swarm optimization algorithm, a
multi-strategy fusion glowworm swarm optimization algorithm (MSF-GSO) was pro-
posed in this paper, which mainly realizes the following improvements:

(1) To avoid glowworms falling into the local optimum, the Gauss mutation is used to
help glowworms jump out of the local optimum, and to search for the global
optimum.

(2) Step size s was adjusted to make adaptive adjustment to coordinate the rela-
tionship between global search and local search.

(3) Volatile factor q was adjusted to make adaptive adjustment to improve the con-
vergence speed and accuracy of the algorithm.

(4) In formula of updating neighborhood radius, the first parameter in adjusted to a
parameter changing max from 0 to 0.1 to avoid the presence of isolated
glowworms.

3.1 Gauss Mutation Operator

Aiming at the problems that glowworm swarm optimization algorithm easily falls into
the local optima and has rather slow convergence speed. Gauss mutation was intro-
duced, which adds random vectors obeying the Gauss distribution to the state of the
original individual. The definition of Gauss mutation is as follows:

Xi ¼ Xi � 1þ k � N 0; 1ð Þ½ � ð3Þ
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Where Xi represents the state of the first i glowworm individual, k is the decreasing
variable varying from 1 to 0, N 0; 1ð Þ is the random vector of the Gauss distribution
with the mean of 0 and the variance of 1. Formula (3) adds decreasing stochastic
disturbance term of Gauss distribution Xi � k � N 0; 1ð Þ to original Xi, which makes
full use of the interference of the current population information, increases the diversity
of the population, and helps glowworm jump out of the local optima to search the
global optima, improves the search speed, also. In the iterative process of algorithm,
once glowworms fall into local optima, the convergence rate of the algorithm would be
affected greatly. So, it’s urgent that the worst states of glowworm need to be eliminated,
which are replaced by historical best glowworm. Then the intermediate populations of
glowworm are obtained, which would need to carry out Gauss mutation. To check
whether the results are improved with the increase of the number of iterations, the
algorithm sets up a bulletin board to record the state of the best glowworm in history
and the value of the objective function. When the bulletin board has not be changed or
changed a little (e.g. the amplitude of change is less than l) in the three successive
iterations. At the time, we can see the glowworm as fallen into local optima, then the
mutation operation need to be carried out, where l is the parameter to control Gauss
mutation, the greater the parameter l, the greater the probability of Gauss mutation, the
faster the convergence speed will be, but it will increase the amount of computation.
Therefore, the value of l should not be too large, generally take the number between
10�4 � 10�5.

In addition, the process of retrospect is increased in the iterative process. If the
value of the step size is still larger, the algorithm then shifts to the location updating
after the disturbance and start a new round of optimization.

3.2 Variable Step Size Strategy

In the glowworm swarm optimization algorithm, the experimental results can be lim-
ited by two aspects for step size is constant. If step size is smaller, the convergence of
the algorithm would be affected; if step size is larger, it’s very easy to skip the global
optimum in the search process. In the later period of algorithm, the glowworm indi-
viduals would face oscillation phenomenon in the vicinity of the peak, which would
lead to the decrease in the accuracy of search. Therefore, the constant step size can’t be
well used to solve the problem of different need of step size in the period of early stage
and later stage. To solve the problem, an improved variable step size optimization
algorithm was proposed, formula (4) and (5) are used to adjust the step size. It can be
seen that c is negative value, sðtÞ is in the slow decline with the number of iterations
increasing. It means that allocating larger step values for the glowworm individuals in
early iterations to improve the search speed, and allocating smaller step values for the
glowworm individuals in later iterations to avoid skipping optimal to achieve the
purpose of optimization.

c ¼ 1
tmax

ln
Smin

Smax

� �
ð4Þ
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s tð Þ ¼ Smaxe
c�gt ð5Þ

In the formula (4) and (5), current iteration number and the maximum number of
iterations are respectively expressed as gt and tmax, the minimum value and maximum
value of s are respectively expressed as Smin, Smax. All those are given values in the
simulation.

3.3 Parameter Adaptive Strategy

In addition, there are also some important factors affecting the convergence speed and
the accuracy of algorithm, such as volatile factor. In the glowworm swarm optimization
algorithm, the value of volatile factor is a constant value. The limitation of constant q is
very obvious. If q is relatively small, the updating of fluorescein would be greatly
affected by previous accumulated fluorescein, which seriously weakens the search
randomness and easily falling into local optimum, therefore it is not conducive to the
expansion of space of algorithm. If q is relatively larger, the updating of fluorescein
would reduce effects from previous accumulated fluorescein, which then strength q
hens the search randomness, but it results in lower convergence speed. Therefore, this
paper improves the performance of the algorithm by means of adaptive variation of the
fluorescein volatile factor q, and the adaptive adjustment is based on the formula (6).
Besides, with the increase of the number of iterations, it becomes a trend that glow-
worm individuals would gather together gradually. Then there would be a large number
of glowworms in a small neighborhood. Therefore, the dynamic decision domain
radius of glowworm easily reduces to 0, which leads to the formation of isolated
glowworms and is not conducive to share group information and conduct cooperative
search. Therefore, to avoid the existence of isolated glowworm, the dynamic decision
domain radius needs to be adjusted as shown in the formula (7).

q ¼ 1� qmax exp �ct
1
N

� 	
q\qmax

qmax q� qmax

8<
: ð6Þ

In the formula (6), t means the number of iterations, c means regulator, N means the
number of cognitive radio users, qmax means the maximum value of q, which is set to
the prevent convergence speed reducing for q is too larger.

rid tþ 1ð Þ ¼ min rs;max 0:1� i
T � 1

; rid tð Þþ b nl � Ni tð Þj jð Þ
� 
� 


ð7Þ

In the formula (7), the value of i is 0; 1; 2; 3; . . .:; T � 1, which is to make the first
parameter value between 0� 0:1.

114 Z. Hu et al.



3.4 Multi-strategy Fusion Glowworm Swarm Optimization Algorithm

The glowworm swarm optimization algorithm is as follows:

Algorithm 1. Glowworm swarmoptimization algorithm
1:  Set number of dimensions and glowworms
2:  Let s be the step size
3:  Initialize all other parameters
4:  For 1i = to n do 0(0)il l=

5:  Set maximum iteration number = axmT
6:  Set 1t = ;
7:  while axmt T≤ do
8:     for each glowworm i do
9: for each glowworm i (t)ij N∈ do
10:  ( ) ( ) ( ) ( )( )1 1i i il t l t J tρ γ χ= − − + (8)

11:  
(t)

(t) ( (t) (t)) / ( (t) (t))
i

ij j i k i
k N

p l l l l
∈

= − −∑ (9)

12:  _ (p)j select glowworm
→

=

13: (t 1) (t) s(( (t) (t)) / ( ( (t) (t) ))i i j i i ix x x x x x+ = + − − (10)

14:  t(t 1) min{ ,max{0, (t) (n (t) )}}ii
idsdr r r Nβ+ = + − (11)

15: end for
16:  max( )index l=
17:  indexx brighest=
18:  1t t= + ;
19:  end for
20: end while

Where t means the number of iteration, ρ means the fluorescein volatile factor,
γ means the fluorescein update rate, (0)il means the fluorescein initial value, n

means the total number of glowworms, axmT means maximum number of 
iterations, sr means the sensing radius of glowworm individual, β means the 
renewal rate of dynamic decision domain, tn means the threshold of the number of 
glowworm within neighborhood.
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The multi-strategy fusion glowworm swarm optimization algorithm is as follows:

Algorithm 2. Multi-strategy fusion glowworm swarm optimization algorithm
1:  Step 1: Initialize population 

Generate glowworms in the solution space randomly and initialize a series of 
parameters.
2:  Step 2: Initialize the bulletin board

Make the location of the glowworm to meet the constraints and calculate the 
initial value of the target function of the glowworm and initialize the bulletin 
board.
3:  Step 3: Bulletin board update

Calculate the current target function value of the glowworm, if it’s better than 
the bulletin board information, then update the bulletin board.
4:  Step 4: Gauss mutation

Current worst glowworm population is replaced by the best glowworm in 
history to obtain the intermediate glowworm population.
5:  Step 5: Fluorescein value update

All glowworms update the fluorescein value according to formula (8).
6:  Step 6: Glowworm motion stage

Calculate neighborhood set of each glowworm. Select the moving direction 
according to the roulette method. Then the position would be updated according to 
the formula (10) and the radius of the decision domain would be updated according 
to formula (11).
7:  Step 7: Retrospect determine

Carry out the glowworm swarm disturbance once again, then check the value of 
step size. If the step size is still larger, then retrospect again, that's turning to step 2. 
Otherwise, turning to step 8.
8:  Step 8: Termination determine

Complete one iteration and check whether reaching the maximum number of 
iterations T , if not satisfied, then turn to Step 2 to start the optimization process of 
next generation of glowworm, otherwise end the iteration.

The flow chart of the MSF-GSO algorithm is as follows (Fig. 3):

4 Experimental Result and Analysis

To verify the performance of the multi-strategy fusion glowworm swarm optimization
algorithm, the original glowworm swarm optimization algorithm and genetic algorithm
in spectrum allocation, system reward obtained by different algorithms are compared.
In the simulation, the number of cognitive users is 20; the number of available channel
is 12. We use MATLAB to simulate. In order to simplify the problem, we assume that
available channel and interference relations of each cognitive user remain the same, and
all cognitive users have the same interference radius in the complete process of
spectrum allocation.
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Figure 4 shows the curve of system bandwidth reward changing with the number of
iterations by using genetic algorithm, glowworm swarm optimization algorithm and
multi-strategy fusion glowworm swarm optimization algorithm respectively. As can be
seen from the above figure, the convergence speed of glowworm swarm optimization
algorithm is faster than the genetic algorithm, but the system reward is a bit worse. The
convergence speed of multi-strategy fusion glowworm swarm optimization algorithm is

 Basic operation
of glowworm

Benefit 
calculation

Gauss mutation 
disturbance

Position 
constraint

Updating 
Bulletin board

Smaller step size

Obtain the 
current reward

Retrospect once

Satisfy  
constraint

Output system 
reward and solution

Yes

t = t+1

No

Parameter 
initialization

Fig. 3. Flow chart of MSF-GSO
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faster, and the maximum system reward reaches to 132, which are obtained at the 15
times of the iteration, and the system reward is better than that of the genetic algorithm.

Figure 5 shows the system bandwidth reward changes with the number of tests. It
can be seen from the figure that the system reward obtained by multi-strategy fusion
glowworm swarm optimization algorithm is obviously superior to the other two
algorithms. Although every result is not the optimal result, but the average value is
optimal. This is due to the MSF-GSO algorithm is a randomized algorithm. The per-
formance of algorithm is easily affected by population size, maximum number of
iterations and the threshold of neighborhood glowworm. So in practical application, the
parameter should be adjusted properly based on the different conditions to obtain
optimal results.

5 Conclusion

The key-point of spectrum allocation in cognitive wireless mesh network is to search
the optimal solution to system maximum reward. A multi-strategy fusion glowworm
swarm optimization algorithm is proposed based on the original glowworm swarm
optimization algorithm in this paper. Firstly, the algorithm optimize the step size and
volatile factor setting, which make both adaptive change with the number of iterations.

And adjust the updating formula of glowworm decision domain radius, which
could effectively avoid the presence of isolated glowworm. Secondly, the process of
Gauss mutation is added to the process of algorithm to disturb the local optima of the
glowworm. After the disturbance, the step size needs to be checked. When necessary,
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the algorithm needs to retrospect. The simulation results show that compared with the
glowworm swarm optimization algorithm and genetic algorithm, the multi-strategy
fusion glowworm swarm optimization algorithm not only converges faster, but also has
better system reward.

In future, we are planning to show the comparison with the genetic algorithm and
glowworm swarm optimization and the changes of system bandwidth reward with the
number of cognitive users. Moreover, we are also developing a model to analyze the
transmission power consumption of the system by using different spectrum allocation
algorithm.
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Abstract. In this paper, under Rayleigh fading environment, we focus
on the relay selection problem in the multiple full-duplex (FD) relay net-
works consisting of one source, one destination, and N FD decode-and-
forward (DF) relays. The optimal relay selection that requires global
channel state information (CSI) and three suboptimal relay selection
schemes that utilize partial CSI are discussed over independent- and
identically- distributed (I.I.D.) Rayleigh fading channels. Moreover, to
facilitate analysis, outage probability expressions of these schemes are
derived. Then, Comparing DF protocol with amplify-to-forward proto-
col (AF), numerical results show that DF-relay can achieve a better
performance. Besides, the effects of self-interference-to-noise ratio (INR)
and the number of relay on outage probability for different selection
schemes are investigated. Correspondingly, the best suboptimal scheme
and relay arrangement policy have been obtained. Finally, Monte-Carlo
simulations are performed to demonstrate the validity of the analytical
results.

Keywords: Full-duplex relay selection · Decode-and-forward
Outage probability · Fading channels

1 Introduction

In recent years, cooperative communication technology has attracted massive
attention of researchers throughout the world. It can expand coverage area,
reach larger system capacity and obtain higher spectrum efficiency [1–3]. For
traditional half-duplex (HD) mode, relays retransmit the source data in orthog-
onal and dedicated channels. Hence, the system spectrum efficiency would be
reduced by 50% [4,5]. In order to conquer spectrum loss, FD relay is preferred
in recent researches. However, FD mode has been considered impractical in the

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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past due to the self-interference caused by signal leakage between the relay out-
put and input. But recent advanced self-interference elimination techniques make
it feasible [6–8].

On account of the unstable channel environment for a single relay system,
multiple relay system has been adopted to further improve performance [9].
Thus, how to select an optimal relay from many candidates has become an
advanced research hotspot [10]. Accordingly, a research proves that selects an
optimal relay for transmission is the ideal solution to balance diversity gain and
spectrum efficiency [11].

Nowadays, most of the relay receives and retransmits the signal by two kinds
of relaying protocol, namely, amplify-to-forward protocol (AF) and decode-to-
forward protocol (DF). The principle of AF relay is that amplifying the received
signal in accordance with a specific coefficient, and forwards it to destination
node without other processing. Therefore, using AF-relay for communication
has the advantage that system design is relatively simple, easy to implement,
and the deployment cost is low. Therefore, most of the researcher studies on it.
In [12], different relay selection policies are proposed in FD AF relay networks. In
addition, exact outage probability expressions and asymptotic approximations of
these policies that show a zero diversity order are derived. Moreover, the authors
of [13] proposes a joint relay and antenna selection scheme in general full-duplex
(FD) relay networks with one source, one destination and N FD AF relays. In
addition, relay selection technique in the two-way FD relay system using AF
protocol is analyzed, and the exact expressions of bit error rate (BER), ergodic
capacity and outage probability are derived [14].

However, the amplified signal at AF relay node contains not only the signal
effectively, also contains a certain amount of noise, which will make performance
degradation. In order to overcome the aforementioned problem, some researchers
try to study the optimal and partial relay selection schemes in FD DF relay
networks, which assume the self-interference channel is non-fading for simplified
analysis [15,16]. However, there is no previous work on FD relay selection scheme
over I.I.D. Rayleigh fading channels. And the comparison between AF protocol
and DF protocol is missing. In this paper, an optimal and three suboptimal relay
selection schemes are discussed in a multiple FD DF relay networks over I.I.D.
Rayleigh fading channels firstly. Then, outage probability of these schemes is
derived. Finally, compared to AF protocol, numerical results are presented to
show a better performance of DF protocol. Furthermore, effects of INR and the
number of relay on outage probability are analyzed. Then, the best suboptimal
scheme and relay arrangement policy are given.

This paper is organized as follows: Sect. 2 sets up the system model. Section 3
deals with different relay selection schemes and the outage probability is derived.
Simulation and analytical results are presented in Sect. 4, and are followed by
conclusions in Sect. 5.
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2 System Model

2.1 System Model

We consider a system with one source (S), one destination (D) and N relay
nodes between the source and destination. The direct link between the source
and destination is assumed to be unreliable due to a large distance between
them. The S and D nodes operate on HD mode and are equipped with a single
antenna. However, each relay node is equipped with two antennas, one receiving
antenna and one transmitting antenna, enabling an FD operation at the price
of self-interference.

The channel coefficients are assumed to be independent and identically
distributed (i.i.d) complex Gaussian random variables. Let hABk

, {A,B} ∈
{S,R,D}, denotes the channel gain from S node to relay k, S → Rk, and from
relay k to D, node, Rk → D, as well as from relay k output to relay k input,
Rk → Rk, with zero mean and variance δABk

. Therefore, the magnitude of chan-
nels hABk

is Rayleigh distributions which follows the probability density function
(PDF) of power channel gains, |hABk

|2, to be an exponential distribution with
parameters λABk

. Additionally, we assume all noise terms have additive Gaus-
sian noise (AWGN) with zero mean and equal variance, where power noise is
denoted by N0 (Fig. 1).

S

R1

R2

RN

D

hSR hRD

hRR

Fig. 1. System model of full-duplex DF-relay system

The proposed system model can be regarded as two phases. In phase-1, S →
←
Rk · · · D, S continuously transmits its information symbol xS to N relay nodes.
Simultaneously, a relay node forwards the decoded-signal xR from the previous
time slot, which imposes self-interference denoted as

←
Rk. Thus, the received

signal at relay k can be written as

yRk
=

√
PShSRk

xS +
√

PRhRRk
xR + nRk

(1)



124 Q. Ou et al.

where PS and PR represent the transmit power at the source and relay respec-
tively. nRk

represents additive Gaussian noise at relay. So, SNR γSRk
=

PS |hSRk
|2/N0, INR γRRk

= PR|hRRk
|2/N0. Accordingly, the instantaneous

signal-to-interference plus noise ratio (SINR) for the S − Rk link is given as
γRk

= γSRk
/(γRRk

+ 1).

In phase-2, S · · · ←
Rk → D, a single relay (the best relay) among N relay nodes

providing the best end-to-end transmission path is selected to transmit the source
signal to the destination. Meanwhile, N relay nodes receive a signal from the next
time slot. Thus, the received signal at the destination is expressed as

yD =
√

PRhRkDxR + nD (2)

nD represents additive Gaussian noise at destination. And, the SNR γRkD =
PR|hRkD|2/N0.

Correspondingly, the capacity of the system can be written as

C = log2(1 + min{γRk
, γRkD}) (3)

3 FD DF-Relay Selection Scheme over I.I.D. Rayleigh
Fading Channels

In this section, the optimal relay selection that requires global CSI and three
suboptimal relay selection schemes that utilize partial CSI are discussed in FD
DF relay networks over I.I.D. Rayleigh fading channels. Then, exact expressions
of outage probability for these schemes are derived. By considering the definition
of outage probability, the undefined expressions can be written as:

P∗ = Pr{log2(1 + min{γRk
, γRkD}) < R0}

= Pr{min{γRk
, γRkD} < 2R0 − 1 = u}

= Fγeq
(u)

(4)

The * refers to different relay selection schemes, and Pr denotes the probability.
In order to simplify notation, we define γeq = min{γRk

, γRkD}. Fγeq
(·) is the

CDF (Cumulative Distribution Function) of the random variables.

3.1 Optimal Relay Selection (OS)

Based on a full duplex channel capacity expression, the optimal relay selection
scheme is easily obtained. According to the formula Eq. (3), the best relay k is
selected, and it is performed as follow:

kOS = arg max
k

{min{γRk
, γRkD}} (5)

For a Rayleigh fading channel, the PDF of γAB is given by

fγAB
(x) = λABe−λABx, x ≥ 0 (6)
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Then, the CDF of γR can be derived as

FγR
(x) = Pr{γR < x} = Pr{ γSR

γRR + 1
< x} (7)

Since γSR and γRR are independent of each other, the joint PDF γSR and γRR

can be expressed as:

fγSR,γRR
(x, y) = λSRλRRe−λSRx−λRRy, x ≥ &y ≥ 0 (8)

According to probability theory, FγR
(x) can be shown as

FγR
(x) =

∫ +∞

0

∫ (1+γRR)x

0

f(γSR, γRR)dγSRdγRR

= 1 − 1
1 + λSR

λRR
x

e−λSRx, x ≥ 0
(9)

Furthermore, by denoting Z = min{γR, γRD}, the CDF of Z can be derived as

FZ(x) = 1 − (1 − FγR
(x))(1 − FγRD

(x)), x ≥ 0 (10)

From Eq. (6), FγRD
(x) = 1 − e−λRDx can be obtained, and contact with Eq. (9),

the CDF of Z can be expressed as

FZ(x) = 1 − 1
1 + λSR

λRR
x

e−(λSR+λRR)x, x ≥ 0 (11)

Leading to
Fγeq

(x) = [FZ(x)]N , x ≥ 0 (12)

3.2 Partial Relay Selection (PS)

Supposing only can CSI of first jump and relay output to input be got, then the
optimal DF-relay is chosen. That is partial relay selection scheme with largest
SINR. Hence, the best relay k is performed as follow:

kPS = arg max
k

{γRk
} (13)

For PS scheme, through Eq. (9) and order statistics theory, the CDF of SINR
for the S − Rk link can be given by

FγR
(x) = [1 − 1

1 + λSR

λRR
x

e−λSRx]N , x ≥ 0

=
N∑

n=0

(−1)n 1
(1 + λSR

λRR
x)

n e−λSRnx, x ≥ 0
(14)
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The above deducing process applies the fact that (1 − x)n =
N∑

n=0

(
N
n

)

(−1)n
xn. Then, the CDF of SNR for the S − Rk − D link can be given by

Fγeq
(x) = 1 − (1 − FγR

(x))(1 − FγRD
(x)), x ≥ 0

=
N∑

n=1

(−1)n−1 1
(1 + λSR

λRR
x)

n e−(λSRn+λRD)x, x ≥ 0
(15)

3.3 Max-Min Relay Selection (MM)

In a conventional half-duplex relay system, the influence of self-interference is
not taken into consideration in the optimal relay selection scheme. Applying to
full duplex relay system, the best relay k is performed as follow:

kMM = arg max
k

{min{γSRk
, γRkD}} (16)

Ignoring the interference, the MM scheme is based on the link of S − R and
R − D. Then, using basic probability theory and symmetry, FγSRk

(x) can be
written as

FγSRk
(x) = N × Pr{γSRi

< x ∩ k = i}

= N

∫ x

0

Pr{k = i|γSRi
= y}fγSR

(y)dy
(17)

There are two cases should be taken into account, γSR > γRD and γSR <
γRD. According to [17], FγSRk

(x) can be expressed as

FγSRk
(x) = N(

1 − e−λSRx

λSR + λRD

N−1∑

n=0

(−1)n

(
N − 1

n

)

n
λRD

+ 1
λSR+λRD

− λSR

λSR + λRD

N−1∑

n=0

(−1)n

(
N − 1

n

)

× (1 − e−(n+1)(λSR+λRD)x)
( n

λRD
+ 1

λSR+λRD
)(n + 1)(λSR + λRD)

+ λSR

N−1∑

n=0

(−1)n

(
N − 1

n

)
(1 − e−(n+1)(λSR+λRD)x)

(n + 1)(λSR + λRD)
) (18)
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Using Eq. (18), the required CDF of FγR
(x) = λRR

∫ ∞
0

FγSRk
((y + 1)x)e−λRRydy

can be calculated as

FγR
(x) =

N

λSR + λRD
[
N−1∑

n=0

(−1)n

(
N − 1

n

)

n
λRD

+ 1
λSR+λRD

× (1 − 1
1 + λSR

λLI
x

e−λSRx) − λSR

λSR + λRD

N−1∑

n=0

(−1)n

×
(

N − 1
n

) (1 − e−(n+1)(λSR+λRD)x

1+
(n+1)(λSR+λRD)x

λLI

)

( n
λRD

+ 1
λSR+λRD

)(n + 1)

+ λSR

N−1∑

n=0

(−1)n

(
N − 1

n

)
(1 − e−(n+1)(λSR+λRD)x

1+
(n+1)(λSR+λRD)x

λLI

)

(n + 1)
] (19)

Then, the CDF of FγRkD
(x) can be obtained from Eq. (18) by mutually exchang-

ing λSR and λRD to yield

FγRD
(x) = N(

1 − e−λRDx

λSR + λRD

N−1∑

n=0

(−1)n

(
N − 1

n

)

n
λSR

+ 1
λRD+λSR

− λRD

λRD + λSR

N−1∑

n=0

(−1)n

(
N − 1

n

)

× (1 − e−(n+1)(λSR+λRD)x)
( n

λSR
+ 1

λSR+λRD
)(n + 1)(λSR + λRD)

+ λRD

N−1∑

n=0

(−1)n

(
N − 1

n

)
(1 − e−(n+1)(λSR+λRD)x)

(n + 1)(λSR + λRD)
) (20)

Finally, substituting Eqs. (19) and (20) into Eq. (10) to calculates exact outage
probability.

3.4 Self-interference Relay Selection (SI)

Since the self-interference relay selection scheme only considers the interference,
it’s easy to get the best relay k:

kSI = arg min
k

{γRRk
} (21)

For SI scheme, Relay selection is only related to the self-interference. Accord-
ing to the order statistics, the CDF of the self-interference can be given by

FγRRk
(x) = (1 − (1 − FγRR

(x))N ), x ≥ 0 (22)
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Taking a derivative of FγRRk
(x), fγRRk

(x) = NλRRe−NλRRx. Like Eq. (9), joint-
ing fγRRk

(x) and fγSR
(x), the CDF of γR can be expressed as

FγRk
(x) = 1 − 1

1 + λSR

NλRR
x

e−λSRx, x ≥ 0 (23)

Finally joining the SNR of Rk − D link, through some reduction, the CDF of
system’s SNR can be given by

Fγeq
(x) = [1 − (1 − FγRk

(x))(1 − FγRD
(x))]

=
1

1 + λSR

NλRR
x

e−(λSR+λRD)x, x ≥ 0
(24)

4 Numerical and Simulation Results

In this Section, numerical examples for the outage probability are presented.
The simulation system follows the system model of Sect. 2 with R0 = 2BPCU ,
and the considered relay selection schemes are: OS, PS, MM and SI.

Figure 2 plots outage probability curves along with the change of γSR with
N = 3, λRR = 1 and λRD = λSR. It proves that the performance of DF-
relay is always better than AF-relay. The reason is that DF-relay recodes and
modulates the received signal to avoid the system noise and error accumulation
spread. However, DF-relay system and AF-relay system come to the same level
as γSR growing, because the effect of the noise on the first link can be neglected
when γSR is lager enough.

Figure 3 shows outage probability as a function of INR for the different relay
selection schemes with N = 3, λSR = λRD = 0.01. As you can see, OS scheme is

Fig. 2. Outage probability versus γSR,
N = 3, γRD = γSR, λRR = 1.

Fig. 3. Outage probability versus INR
γRR, N = 3, λSR = λRD = 0.01.
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Fig. 4. Outage probability versus number of relay N, λSR = λRD = 0.01.

always the best one, but MM scheme close to it. PS scheme is always better than
SI scheme, because PS scheme takes γRR into account additionally. Moreover,
there are two points of intersection as γRR becomes more and more impactive.
Therefore, when self-interference belongs to the lower levels, MM scheme can be
used as an alternative to OS scheme. Accordingly, when self-interference at a
higher level, OS scheme can be replaced by PS scheme.

Figure 4 presents the change of outage probability following the number of
relay N with λRR = 1 or λRR = 0.1, and λSR = λRD = 0.01. The outage
probability will be lower when N becomes lager. But it will reach to a saturation
value. Therefore, we can obtain best performance by deploying limited relays.

In the three picture, it can be seen that the analytical results are in good
agreement with results obtained from Monte-Carlo simulations.

5 Conclusion

This paper has dealt with the problem of relay selection for the multiple FD
relay networks consisting of one source, one destination, and N FD DF relays
over I.I.D. Rayleigh fading channels. Firstly, the optimal and three suboptimal
relay selection schemes requiring global CSI or partial CSI have been investigated
respectively. Then, the relay selection schemes have been analyzed in terms of
outage probability. Compared to AF protocol, numerical results show the supe-
riority of DF protocol. Besides, the best suboptimal relay selection scheme sub-
stituted for OS scheme and the relay arrangement policy have been presented.
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Abstract. Ultra-Dense Network (UDN) can improve the system capacity and
satisfy the increasing data traffic demands, and is considered as a candidate tech‐
nology in the fifth generation (5G) networks. UDN has a smaller cell radius and
a new network structure, so it needs some more efficient resource management
methods. The characteristic of the smaller cell radius makes the mobility manage‐
ment more difficult. This paper creatively proposes a novel scheme with concur‐
rent Mobility Load Balancing (MLB) among multi-cell in UDN. Simulation
results show that our proposed method is more balanced than the traditional
method.

Keywords: Ultra-dense network · Mobility load balancing · Quality of service

1 Introduction

In order to meet the 1000x data traffic demands in 2020, some advanced technologies
are needed [1]. There are three widely accepted candidate technologies, those are Ultra-
Dense Network (UDN), massive multiple-in-multiple-out (MIMO), and new multiple
access (NMA) [2]. In recent years, UDN attracts many researches in colleges and in
industries. The common goal of the academia and the industry is to satisfy the great data
traffic demand of the 5G systems [3, 4].

UDN has a smaller cell radius and a new network structure. It is different from the
current LTE network. In urban area, there exist many potential hot spots, such as confer‐
ence halls, hospitals, and schools. In these areas, users are more easily to aggregate in a
small place. At the same time, many users require high data transmission rate to support
kinds of multimedia business. So it becomes an overloaded cell easily, and it needs to
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offload some users to the light cells. But the offloading procedure will cause a very high
overhead at the processing procedure with an unsuitable scheme. Therefore, UDN needs
an efficient resource management [5]. TOTal Expenditures (TOTEX) [5] will be a main
problem due to the UDN. Next Generation Mobile Networks (NGMN) [6] and 3rd Gener‐
ation Partnership Project (3GPP) [7] have proposed Self-Organizing Network (SON) to
decrease TOTEX in UDN, and 3GPP has detailed some SON use cases in [6].

MLB can balance the loads among ultra-dense cells. In [8], MLB is automatically
adjusting the Cell Individual Offset (CIO) value which could optimally take advantage
of overall network resources. Also, MLB is implemented between an overloaded cell
and an appropriate neighbor cell by altering CIO. HandOvers (HOs) can be triggered
by several kinds of events [9]. We consider the A3 event [8] as the trigger of the HO
event in the paper.

This paper describes an offloading mechanism from the overloaded cells to the light
loaded neighbor cells, its main idea is to adjust CIO and the number of the target cells i
more than one, i.e. one overloaded may offload to more than one target cells at the same
time. The remainder of this paper is organized as follows: The system model is shown in
Sect. 2. Then the proposed MLB method is illustrated in Sect. 3. Section 4 sets up the
simulation and gives the corresponding analysis. Finally, Sect. 5 concludes the whole paper.

2 System Model

In this section, we present the radio environment, cell load computation and the detailed
HO procedure.

2.1 Radio Environment and Cell Load

Assume that cell i is the serving cell of User Equipment (UE) u. Let Lu,i denote the path
loss from UE u to cell i. For cell i, the transmitted power is Pi. The power received by
UE u from cell i is Ru,i, which is given by Eq. (1). We assume White Gaussian Noise
(WGN) Power Spectral Density (PSD) is no, with Bcell is the cell bandwidth. Here, we
assume all the cells are allocated with the same bandwidth. UE u’s Signal to Interference
plus Noise Ratio (SINR) is given by Eq. (2).

Ru,i = Pi ⋅ Lu,i. (1)

Su,i =
Pi ⋅ Lu,i

n0 ⋅ Bcell +
∑

j≠i
Ru,j

. (2)

Let the number of Physical Resource Block (PRB) as the load metric. We calculate
the number of PRBs that UE u requires by Eq. (3).

Nu =

⌈
Du

C(xu) ⋅ BWPRB

⌉

. (3)
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where Du represents the desired data rate of UE u, C(xu) represents the spectral efficiency
(SE), which is connected with u’s SINR in the served cell, given by Eq. (4) and BWPRB
denotes the bandwidth of each PRB in Hz.

C(x) =

⎧
⎪
⎨
⎪
⎩

0, x < −7.04
−0.0001x3 + 0.0074x2

+0.1397x + 0.6218,−7.04 ≤ x ≤ 20.2
C(20.2).x > 20.2

(4)

Let 
∑

Nu,i denote the number of occupied PRBs of cell i. The load of cell i can be
denoted as follows:

ρi(tk) =

∑
Nu,i

Bcell∕BWPRB
. (5)

2.2 HO Procedure

Assume cell 1 and cell 2 are the source cell and the target cell, respectively. HO event
can be succinctly denoted as follows [10]:

R2 > R1 + Hys + O1,2 − O2,1. (6)

where R1 and R2 denote the Reference Signal Received Power (RSRP) from the serving
cell 1 and from the target cell 2, Oi,j denotes the cell CIO of cell i towards cell j, and
Hys is the HO Margin.

Set CIO1,2 = O1,2 − O2,1 and CIO2,1 = O2,1 − O1,2, Eq. (6) can be rewritten as follows:

R2 > R1 + Hys + CIO1,2 (7)

Equation (7) indicates that UEs in cell 1 will be more easily to be offloaded to cell 2
with the decreasing of CIO1,2. Thus we can adjust CIO1,2 to offload from cell 1 to cell 2.

3 The Proposed MLB Method

We categorize the load into three categories: passive, neutral and active. Through X2
interface, the adjacent cells in the network could know the load information with each
other. Based on the ρi and the two load thresholds ThLow and ThHigh, expressed in Eq. (8),
we can judge a cell is seen as passive, neutral or active (Table 1). ρTarget and ρhyst are fixed
values. We can get them from Table 2.

Thc =

{
ρTarget + ρhyst, c = High
ρTarget − ρhyst, c = Low

. (8)
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Table 1. Cell categories in MLB.

Cell status Condition Action
Passive ρi < ThLow Receive UEs from overloaded cell
Neutral ThLow ≤ ρi ≤ ThHigh Do not participate in MLB
Active ρi > ThHigh Request removing UEs to light loaded cell

Table 2. Basic Parameters of Simulation scenario.

Parameter Value
Carrier frequency 2 GHz
Bandwidth 5 MHz
Cell layout 19 regular hexagonal cells (wrap-around)
ISD 35 m
Initial cell individual offset 0 dB
BS transmitting power 33 dBm
ρTarget 0.75 (normalization load)
ρhyst 0.15 (normalization load)
ThHigh 0.9 (normalization load)
ThLow 0.6 (normalization load)
Hys 0 dB
Number of UEs 95 (random distribution)
Density of noise −174 dBm/Hz

After classification work, only passive cells and active cells can take part in MLB
parameter adjustment. By this way, the active cell, i.e. overloaded cell, will offload to
the passive cell, i.e. lighted cell. The UEs in active cell will gain higher QoS. At the
same time, neutral cells do not take part in MLB. The load of a neutral cell itself is high,
if UEs are unloaded to a neutral cell, it will be easy to make the neutral cell overloaded.
So this can avoid ping-pong effect [11].

Figure 1 presents the proposed MLB method. First, the active cells individually select
the neighbor passive cells in ascending order of cell IDs, i.e. cell 1 will determine its
MLB region at first, then cell 4 and finally cell 7; Next, there exits only one active cell
in the specific area. As shown in Fig. 1, cell 1, cell 4 and cell 7 take part in different
MLB procedures. Finally, one passive cell only takes part in only one MLB process.

As shown in Fig. 1, cell 1 is an active cell and is overloaded. It firstly chooses cell
2 to offload. This can be easily achieved by adjusting CIO1,2. Equation (7) indicates that
the smaller the value of CIO1,2 is, the earlier UEs will hand over from cell 1 to cell 2.
Thus, the minimum CIO1,2 can be obtained as follows:

CIO1,2min = MTH − M1high − Hys. (9)

where MTH denotes the minimum RSRP, when the RSRP which the UE receives from
cell 2 is MTH, the RSRP it receives from cell 1 is denoted as M1high. To avoid that cell 1
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handover to cell 2 too early, CIO1,2 should be adjusted to be CIO′

1,2, which is between
the value of the current CIO1,2 and CIO1,2min. The following two equations express the
adjusting rules:

Δ1,2 = (CIO1,2 − CIO1,2min) ⋅ (1 −
ρ2

ρ1
). (10)

and

CIO′

1,2 = CIO1,2 − Δ1,2. (11)

where Δ1,2 is the step size, and is proportional to ρ1 inversely proportional to ρ2. By
adjusting the value of Δ1,2, some UEs in cell 1 can be offloaded to cell 2 (Fig. 2).

MLB is triggered by active cells, and the MLB procedure is activated by the active
cell and consist of the steps as follows:

(1) MLB functions in overloaded cells are triggered, and sort the load value of all cells;
(2) Sort the active cells ID list in ascending order;
(3) Every active cell decides its MLB region according the list order of active cells;
(4) Sort the passive cells ID list for each active cell in ascending order;
(5) The active cell adjusts the CIO parameter to a special passive cell according to the

list order of its passive cells by Eq. (11). If the source cell is not an active cell, i.e.
ρi < ThHigh, the source cell does not change the CIO parameter to the latter passive
cells in the list;

(6) The source cells transfer the parameters to its corresponding target cell, and these
cells update the new parameters synchronically.

In the proposed MLB method, the target cells of the active cell is more than one.
And several MLB procedures can be employed together. Also, Fig. 3 presents the flow
chart of MLB procedure.

Fig. 1. Cell 1, cell 4 and cell 7 are active cells, so they need unload to other cells. Each cell
chooses their own MLB region. Formation of MLB region is described in the figure.
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Fig. 3. The flow chart of MLB procedure.

4 Simulation Results and Analysis

This part evaluates our proposed method with simulations. In our simulation, 19 cells
are mapped to be 61 cells with wrap-around, to accurately calculate the interference. In
one simulation, 95 users are randomly dropped in the specific area [12]. More detailed
parameters are listed in Table 2.

In traditional MLB, CIO values change in a pair of cells, that is, the overloaded cell
always choose the lightest neighbor cell to offload by adjusting the parameter. Following
simulation, we compared the proposed scheme with the traditional MLB.

Fig. 2. UEs in the active cell (cell 1) need to be offload to the passive cell (cell 2).
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Figure 4 displays the load histogram before doing MLB procedure, after imple‐
menting our proposed MLB procedure and after employing the traditional MLB proce‐
dure when the number of the cells is 19. The balanced load distribution among 19 cells
is depicted by using MLB procedure. In specific, MLB decreases the load of active cells,
and increases the load of passive cells. As shown in Fig. 4, cell 17 is overloaded before
MLB, and it becomes light-loaded after employing our proposed MLB method, while
with the traditional MLB method, cell 17 is still overloaded since its neighbor cell is not
the most light-loaded. On the contrary, the cell 11 is light-loaded before MLB, and our
proposed MLB method increases its load and makes full use of its resources. But with
the traditional MLB method, the resources of cell 11 can’t be fully utilized.

Fig. 4. The load of each cell in three conditions: before MLB, after our proposed MLB and after
the traditional MLB when the number of cells is 19.

Figure 5 shows the variance of our proposed MLB method and the traditional MLB
method, we can see that the red line is always under the blue one. It means our proposed
MLB method can better balance the load of cells than the traditional MLB method

Fig. 5. The variance of load of the above two MLB methods with 19 cells and 37 cells. (Color
figure online)
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whatever in 19 cells or 37 cells. This is because the traditional MLB method chooses
only one target cell to unload, but the proposed MLB scheme chooses more than one
cell to unload. From Fig. 5, we can see that the proposed scheme has great malleability.
And this scheme can be improved in subsequent research.

5 Conclusions

This paper has proposed a novel MLB method aiming to balance the loads among multi-
cells in UDN. In addition, the multi-cell assistance is needed to acquire much more gains.
The proposed method was based on multi-cell and decreasing too early HO times.
Simulation results have shown that our proposed MLB method could better balance the
load than the traditional MLB method, and could be better applied into UDN.
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Abstract. Modulated Wideband Converter (MWC) provides a sub-Nyquist
sampling approach for wideband spectrum sensing. In previous studies, recon-
struction algorithm, OMP (Orthogonal Matching Pursuit) is used in the CTF
(continuous-to-finite) block of MWC for frequency support recovery. However,
the percentage of correct support recovery is low at low SNR (Signal Noise
Ratio) using OMP algorithm. In this paper, the reconstruction algorithm of
CoSaMP (Compressive Sampling Matching Pursuit) is investigated to be used in
the CTF block instead of OMP. Simulation results demonstrate that such a
proposal can achieve higher percentage of correct support recovery than with
OMP algorithm.

Keywords: Spectrum sensing � Modulated Wideband Converter (MWC)
Orthogonal Matching Pursuit (OMP)
Compressive Sampling Matching Pursuit (CoSaMP)

1 Introduction

In the field of wireless communications, spectrum resources become increasingly
scarce with the emerged new services and growing number of users. Nevertheless,
regulatory bodies found that allotted radio frequency spectrum can be inefficiently
utilized. As a solution, cognitive radio (CR) technique can exploit the unused fre-
quency regions on an opportunistic basis by using spectrum sensing to identify
available spectrum holes [1, 2]. Hence, quick and efficient spectrum sensing is an
essential component of CR functionality.

CR typically operates in a wideband environment, and the Nyquist sampling rate
can be prohibitively large. When the band positions are unknown, it is a more chal-
lenging problem because standard demodulation cannot be used. The modulated
wideband converter (MWC) provides a sub-Nyquist sampling approach for wideband
spectrum sensing [3, 4]. It can blindly sample multiband analog signals at a low
sub-Nyquist rate. The MWC first multiplies the analog signal by a bank of periodic
waveforms. Then the product is lowpass filtered and sampled uniformly at a low rate,
which is orders of magnitude smaller than the Nyquist rate. The spectral support can be
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recovered by using sparse recovery algorithm of compressed sensing (CS) [5], which is
performed in the CTF (continuous-to-finite) block in the MWC architecture [6].
The CTF constructs a frame from the input samples, then it solves a finite dimensional
sparse representation problem, from which it identifies the indices of the active spec-
trum slices, namely those containing signal energy.

In the previous study of MWC, Orthogonal Matching Pursuit (OMP) algorithm is
used in the CTF block [7–9]. However, the percentage of correct support recovery is
low at low SNR (Signal Noise Ratio). In this paper, CoSaMP (Compressive Sampling
Matching Pursuit) algorithm [10] is investigated to be used in the CTF block instead of
OMP algorithm. Simulation results demonstrate that such a proposal can achieve higher
percentage of correct support recovery than with OMP algorithm.

This paper is organized as follows. In Sect. 2, we describe the MWC architecture
for wideband spectrum sensing. Section 3 describes sparse signal recovery algorithms,
namely OMP algorithm and CoSaMP algorithm, which are used in the CTF block.
Section 4 presents and discusses the simulation results of MWC with OMP algorithm
and CoSaMP algorithm. Section 5 concludes this paper.

2 MWC Architecture for Wideband Spectrum Sensing

The MWC architecture for wideband spectrum sensing is shown in Fig. 1. The MWC
performs sub-Nyquist sampling to obtain input samples, and the CTF block conducts
frequency support recovery to identify spectrum holes.

2.1 MWC

The MWC can treat multiband signals when knowledge of the carrier frequencies is
unknown. The only assumption is that the spectrum is concentrated on N frequency
intervals with individual widths not exceeding B. The sampling rate is proportional to
the effective spectrum occupation NB rather than fNYQ which represents Nyquist rate.
Typically, the spectrum is underutilized so that NB � fNYQ. For the purpose of spec-
trum sensing, the goal of MWC is to detect the inactive support. Other tasks such as
reconstruction and processing of the primary transmissions are not required in the CR
settings.

Fig. 1. MWC architecture for wideband spectrum sensing
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The MWC consists of a front end of m channels. In the ith channel, the input signal
x tð Þ is multiplied by a periodic mixing waveform pi tð Þ with period Tp, low-pass filtered
by h tð Þ, and then sampled at rate 1=Ts. The basic MWC configuration has
fp ¼ 1

�
Tp �B; Tp ¼ Ts; m� 4N. Such a parameter choice results in a sampling rate,

mfs � 4NB, which, in general, is far below fNYQ.
The mixing sequence pi tð Þ is periodic, and it has a Fourier expansion

pi tð Þ ¼
X1

l¼�1
cile

j2pfplt ð1Þ

for some coefficients cil .
Denoting by zl½n� the sequence that would have been obtained if the signal was

mixed by a pure sinusoid ej2pfplt and low-pass filtered. This sequence corresponds to
uniform samples at rate fp of a section of x tð Þ, conceptually obtained by bandpass
filtering an fp-width interval around lfp and demodulating to the origin. Since the
system is linear, modulating by pi tð Þ and low-pass filtering is equivalent to summing
the weighted combinations of all the sequences zl½n�

yi½n� ¼
XL

l¼�L

cilzl½n� ð2Þ

where the sum limits �L� l� L represent the range of coefficients cil, with nonneg-
ligible amplitudes. It follows that the number of spectrum intervals that are aliased to
the origin is M ¼ 2Lþ 1.

Mixing by periodic waveforms aliases the spectrum to baseband, and each fre-
quency interval of width fp ¼ 1

�
Tp receives a different weight. The energy of the

various spectral intervals is overlayed at baseband. Nonetheless, the fact that only a
small portion of the wideband spectrum is occupied, together with the different weights
in the different channels, permits the recovery of x tð Þ.

(2) can be rewritten as a linear system

y½n� ¼ Cz½n� ð3Þ

where the vector y[n] collects the measurements at t = nTs. The matrix C consists of
the coefficients cil , and zl½n� consists of the values of zl½n� arranged in vector form. From
(3) and the definition of zl½n�, it follows that at most 2 N sequences, zl½n� are active,
namely contain signal energy.

2.2 CTF Block

The CTF block constructs a finite-dimensional frame (or basis) from the samples, from
which a small-size optimization problem is formulated. The solution of that problem
indicates those spectrum slices that contain signal energy. The CTF outputs an index
set S of active slices.
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The spectrum sensing functionality is to finding the index set

S ¼ l zl½n� 6¼ 0jf g ð4Þ

which reveals the spectrum support of x tð Þ at a resolution of fp Hz.
Detecting S by inverting C in (3) is not possible, since the m	M matrix C is

underdetermined; the MWC uses m � M to reduce the sampling rate below Nyquist
rate. Underdetermined systems have in general infinitely many solutions. Nonetheless,
under the parameter choice, and additional mild conditions on the waveforms pi tð Þ, a
sparse z[n] with at most 2 N nonzero entries is unique and can be recovered in poly-
nomial time by relying on results in the field of compressed sensing.

Solving for a sparse vector solution of an underdetermined system of equations has
been widely studied in the literature of compressed sensing. Recovery of z[n] using any
of the existing sparse recovery techniques is inefficient, since the sparsest solution z[n],
even if obtained by a polynomial-time CS technique, is computed independently for
every n. Instead, the CTF method exploits the fact that the bands occupy continuous
spectral intervals. This analog continuity boils down to z[n] having a common nonzero
location set S over time. To take advantage of this joint sparsity, the CTF builds a frame
from the measurements using

y½n� !Frame construct
Q ¼ y½n�yH ½n� !Decompose

Q ¼ VVH : ð5Þ

The active spectrum slices are detected from the sparse solution of the following
finite dimensional system

V ¼ CU: ð6Þ

It is proven in [6] that (6) has a unique solution matrix U with minimal number of
nonidentically zero rows, and that the locations of these rows coincide with the support
set S of x tð Þ. The CTF effectively locates the signal energy at a spectral resolution of fp.
From that support set, the CR device can decide the spectrum holes to be used as

Spectrum holes ¼
[

l62S
½lfp � fp

2
; lfp þ fp

2
�: ð7Þ

In previous studies, OMP algorithm is used in the CTF block for frequency support
recovery. However, the percentage of correct support recovery is low at low SNR using
OMP algorithm. In this paper, CoSaMP algorithm is investigated to be used in the CTF
block instead of OMP algorithm. In the sequel, we demonstrate by simulation that such
a proposal can achieve higher percentage of correct support recovery than with OMP
algorithm.
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3 Sparse Signal Reconstruction Algorithm

The sparse signal reconstruction algorithms, OMP and CoSaMP, are presented as
follows.

3.1 OMP Algorithm

MP (Matching Pursuit) is a greedy iterative algorithm for approximately solving the
original l0-norm problem for sparse signal recovery. MP works by finding a basis
vector in the dictionary that maximizes the correlation with the residual, and then
recomputing the residual and coefficients by projecting the residual on all atoms in the
dictionary using existing coefficients. The main difference of OMP from MP is that
after every step, all the coefficients extracted are updated by computing the orthogonal
projection of the signal onto the set of atoms selected so far. The algorithm maintains
an active set of atoms already picked, and adds a new atom at each iteration. The
residual is projected on to a linear combination of all atoms in the active set, so that an
orthogonal updated residual is obtained. The pseudo code of the OMP algorithm is
given as follows.

Input:

(1) M 	 N dimensional sensing matrix A ¼ UW
(2) N 	 1 dimensional measurement vector y
(3) Sparsity of signal K

Output:

(1) Estimation of signal sparse representation coefficient h
^

(2) N 	 1 dimensional residual rK ¼ y� AK ĥK

In the following processes, rt is the residual, t is the number of iteration, £ is the
empty set, Kt is the column index set at tth iteration, kt is the column index at the tth
iteration, aj is the jth column of the matrix A, At is the column set of M 	 t dimensional
matrix of matrix A, which is chosen according to index Kt; ht is a t 	 1 dimensional
column vector; the symbol [ refers to the union operation of sets; �; �h i refers to the
inner product of vectors.

(1) Initializing ro ¼ y, Ko ¼ £, Ao ¼ £, t ¼ 1;
(2) Finding the index kt, which satisfies kt ¼ arg max

j¼1;2;���;N
rt�1; aj
� ��� ��;

(3) Making Kt ¼ Kt�1 [ ktf g, At ¼ At�1 [ ak;
(4) Calculating the least square solution of y ¼ At ht : ĥt ¼ argmin

ht
y� At htk k ¼

AT
t At

� ��1
AT
t y;

(5) Updating the residual rt ¼ y� At ĥt ¼ y� At AT
t At

� ��1
AT
t y;

(6) t ¼ tþ 1, if t � K, the program will turn back to the second step to continue the
iteration, otherwise the iteration will be stopped and the program will run the
seventh step;
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(7) The h
^
from reconstruction has nonzero terms in Kt, and their values are ĥt which

are obtained from the last iteration respectively.

3.2 CoSaMP Algorithm

CoSaMP algorithm is another reconstruction algorithm which is proposed by Needell
and Tropp [10]. CoSaMP algorithm chooses multiple atoms during each iteration rather
than only one atom in OMP algorithm. In the selection criteria, the atoms in every
iteration chosen by OMP algorithm are saved forever, whereas the atoms in every
iteration chosen by CoSaMP algorithm may be discarded in next iteration. CoSaMP
algorithm is better to approximate a compressible signal from noisy samples than OMP
algorithm. The pseudo code of the CoSaMP algorithm is given as follows.

Input:

(1) M 	 N dimensional sensing matrix A ¼ UW
(2) N 	 1 dimensional measurement vector y
(3) Sparsity of signal K

Output:

(1) Estimation of signal sparse representation coefficient h
^

(2) N 	 1 dimensional residual rS ¼ y� AS ĥS

In the following processes, rt is the residual, t is the number of iteration, £ is the
empty set, J0 is the column index in each iteration, Kt is the column index set at tth
iteration, aj is the jth column of the matrix A, At is the column set of matrix A which is
chosen according to index Kt, ht is a Lt 	1 column vector; abs �½ � is calculating the
module value namely absolute value.

(1) Initializing ro ¼ y, Ko ¼ £, Ao ¼ £, t ¼ 1;
(2) Calculating u ¼ abs AT rt�1½ � (that is calculating rt�1; aj

� �
, 1� j�N), choosing

the 2K maximum in u, forming the set J0 (column ordinal set) with the column
ordinals j of A that correspond to these 2K maximum;

(3) Making Kt ¼ Kt�1 [ J0, At ¼ At�1 [ aj (for all j 2 J0);

(4) Calculating the least square solution of y ¼ At ht : ĥt ¼ argmin
ht

y� At htk k ¼

AT
t At

� ��1
AT
t y;

(5) Choosing the K largest absolute values of ĥt, and they are denoted as ĥtK . The K
columns corresponding to At are denoted as AtK and the column ordinals corre-
sponding to A are denoted as KtK , then updating the set Kt ¼ KtK ;

(6) Updating the residual rt ¼ y� AtK ĥtK ¼ y� AtK AT
tK AtK

� ��1
AT
tK y;

(7) t ¼ tþ 1, if t� S, the program will turn back to the second step to continue the
iteration, if t[ S or the residual rt ¼ 0, the iteration will be stopped and the
program will run the eighth step;

(8) The ĥ from reconstruction has nonzero terms in KtK , and their values are ĥtK
which are obtained from the last iteration respectively.
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4 Simulation and Discussion

In the simulation, the overall spectrum sensing range is 20 MHz. There are 2 active
frequency bands (2N ¼ 4). On each active frequency band, binary phase shift keying
(BPSK) signal with Sinc waveforms is generated as the transmitted signal with
bandwidth B ¼ 2 MHz, and the signals on two frequency bands are modulated with
frequency carriers 5 MHz and 15 MHz respectively. The signal energy is normalized to
1 at each band. The Nyquist rate is fNYQ ¼ 40 MHz. The sampling rate fs equals the
aliasing rate fp whose value is 2:105264 MHz. The signals are sent over AWGN
channel before reaching the MWC sensing device. The number of MWC channels is
m ¼ 20.

Figure 2 shows the time-domain signal waveform and PSD (Power Spectrum
Density) of original signal, signal with noise and reconstructed signal when SNR is
30 dB.

Figure 3 shows the time-domain signal waveform and PSD (Power Spectrum
Density) of original signal, signal with noise and reconstructed signal when SNR is
5 dB.

Figure 4 shows normalized residual of reconstructed signal versus SNR using OMP
and CoSaMP algorithms. The normalized residual is defined as follows

residual ¼ y� solution ð8Þ

normalized residual ¼ resnorm=norm solutionð Þ ð9Þ
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Fig. 2. Signal waveform and PSD of original signal, signal with noise, and reconstructed signal
when SNR = 30 dB
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The residual can be calculated by (8), where y is the observed signal; the solution is

At ĥt in the fifth step of OMP algorithm or AtK ĥtK in the sixth step of CoSaMP
algorithm. The normalized residual is given in (9), where resnorm is the norm of
residual.

It can be seen from Fig. 4 that the normalized residual of the reconstructed signal
with CoSaMP algorithm is lower than that with OMP algorithm, though there is no
significant difference.

0 1 2 3 4 5

x 10
-5

-2000

0

2000

Time (sec)

A
m

pl
itu

de
Original signal

0 5 10 15 20
-100

0

100

Frequency (MHz)

M
ag

ni
tu

de
 (d

B
)

PSD of original signal

0 1 2 3 4 5

x 10
-5

-2000

0

2000

Time (sec)

A
m

pl
itu

de

Signal with noise

0 5 10 15 20
-100

0

100

Frequency (MHz)

M
ag

ni
tu

de
 (d

B
)

PSD of signal with noise

0 1 2 3 4 5

x 10
-5

-2000

0

2000

Time (sec)

A
m

pl
itu

de

Reconstructed signal

0 5 10 15 20
-100

0

100

Frequency (MHz)

M
ag

ni
tu

de
 (d

B
)

PSD of reconstruced signal

Fig. 3. Signal waveform and PSD of original signal, signal with noise, and reconstructed signal
when SNR = 5 dB
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Figure 5 shows that the percentage of correct support recovery at different SNRs
using OMP and CoSaMP algorithms. It can be seen from Fig. 5 that the percentage of
correct support recovery with CoSaMP algorithm is much higher than that with OMP
algorithm at low SNR. Particularly, when SNR = 5 dB, the percentage of correct
support recovery with CoSaMP algorithm is 55%. On the other hand, the percentage of
correct support recovery with OMP algorithm is only 20% at the same SNR. Moreover,
exact support recovery can be achieved when SNR is larger than 10 dB by using
CoSaMP algorithm; OMP algorithm cannot reach such a performance until SNR is
larger than 20 dB.

In addition, CoSaMP algorithm O mnð Þð Þ has reduced complexity than OMP
algorithm O kmnð Þð Þ [10]. The notation k refers to the sparsity level, the notation m
refers to the number of measurements and the notation n refers to the signal length.
Consequently, CoSaMP algorithm can be a better algorithm to be used in the CTF
block of the system architecture for multiband spectrum sensing for support recovery
than OMP algorithm.

5 Conclusion

In this paper, MWC with CoSaMP reconstruction algorithm for support recovery is
proposed for multiband spectrum sensing. Our simulation results demonstrated that the
method with CoSaMP algorithm can achieve higher percentage of correct support
recovery than OMP algorithm, especially at low SNR regime. We also show that lower
normalized residual can be achieved with CoSaMP algorithm than with OMP algo-
rithm. In addition, CoSaMP algorithm has less complexity than OMP algorithm. These
benefits make CoSaMP algorithm a better candidate to be used with MWC for wide-
band spectrum sensing.

5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

SNR(dB)

P
er

ce
nt

ag
e 

of
 c

or
re

ct
 s

up
po

rt 
re

co
ve

ry

CoSaMP
OMP

Fig. 5. Percentage of correct support recovery at different SNRs

Spectrum Sensing Based on Modulated Wideband Converter 147



Acknowledgments. This paper was supported by the National Natural Science Foundation of
China (Grant No. 61561017 and Grant No. 61261024), National Science & Technology Pillar
Program (Grant No. 2014BAD10B04), and Hainan Province Major Science & Technology
Project (Grant No. ZDKJ2016015).

References

1. Mitola III., J.: Cognitive radio for flexible mobile multimedia communications. J. Mob.
Netw. Appl. 6(5), 435–441 (2001)

2. Yücek, T., Arslan, H.: A survey of spectrum sensing algorithms for cognitive radio
applications. J. IEEE Commun. Surv. Tutor. 11(1), 116–130 (2009)

3. Mishali, M., Eldar, Y.C., Dounaevsky, O., et al.: Xampling: analog to digital at sub-nyquist
rates. J. IET Circuits Dev. Syst. 5(1), 8–20 (2011)

4. Mishali, M., Eldar, Y.C.: From theory to practice: sub-nyquist sampling of sparse wideband
analog signals. IEEE J. Sel. Top. Signal Process. 4(2), 375–391 (2015)

5. Donoho, D.L.: Compressed sensing. IEEE Trans. Inform. Theory. 52(4), 1289–1306 (2006)
6. Mishali, M., Eldar, Y.C.: Blind multi-band signal reconstruction: compressed sensing for

analog signals. IEEE Trans. Signal Process. 57(3), 993–1009 (2009)
7. Pati, Y.C., Rezaiifar, R., Krishnaprasad, P.S.: Orthogonal matching pursuit: Recursive

function approximation with applications to wavelet decomposition. In: Proceedings of
Conference on Recommendation 27th Asilomar Conference on Signals, Systems and
Computers, pp. 40–44 (1993)

8. Yang, Z.Z., Yang, Z., Sun, L.H.: A survey on orthogonal matching pursuit type algorithms
for signal compression and reconstruction. J. Signal Process. 29(4), 486–496 (2013)

9. Tropp, J.A., Gilbert, A.C.: Signal recovery from random measurements via orthogonal
matching pursuit. IEEE Trans. Inform. Theory. 53(12), 4655–4666 (2008)

10. Needell, D., Tropp, J.A.: CoSaMP: iterative signal recovery from incomplete and inaccurate
samples. J. Appl. Comput. Harmon. Anal. 26(3), 301–321 (2009)

148 M. Tong and Y. Bai



Joint Partial Relay and Antenna Selection for Full-Duplex
Amplify-and-Forward Relay Networks

Qinghai Ou1, Xinjing Hou2(✉), Fang Liu2, Yuanan Liu2, and Shaofeng Fang2

1 State Grid Information and Telecommunication Group Co. Ltd., Beijing 102211, China
ouqinghai@sgitg.sgcc.com.cn

2 Beijing University of Posts and Telecommunications, Beijing 100876, China
{hxj_y,lf,yuliu}@bupt.edu.cn, fsf77688@163.com

Abstract. In this paper, a joint partial relay and antenna selection (PRAS)
scheme is proposed to further improve the capacity of full-duplex (FD) amplify-
and-forward (AF) relay networks. The exact capacity expression for PRAS is
derived. Furthermore, the simulation for the PRAS considering loop-interference
and the relay numbers is analyzed by systems’ capacity while making a compar‐
ison with primary relay selection schemes, e.g. optimal relay selection (ORS) and
partial relay selection (PRS) scheme. The results show that the PRAS scheme can
even get a capacity gain about 14% while it’s 19% under the ORS comparing to
the PRS scheme and presents the characteristic among the primary policies as
well.

Keywords: Full-duplex · Amplify-and-forward · Capacity · Relay selection

1 Introduction

Full-duplex (FD) relay selection is seen as a promising technology to improve systems’
capacity of wireless transmissions significantly, but the loop-interference (LI) caused
by the signal leakage between the output and input antennas of the relay limits its devel‐
opment [1–3]. Fortunately, many LI cancellation projects including the antenna sepa‐
ration [4], directional antennas [5] and the time domain interference cancellation [6] etc.
make that the residual loop-interference (RLI) on the FD relay can be nearly modeled
as an additional noise, which means that FD relay networks can be possibly came true.
As for existing relay selection policies, they mainly focus on an optimal relay selection
(ORS) policy under a global CSI and three suboptimal relay selection policies such as
Max-Min relay selection (MM); Partial relay selection (PRS), and Max-Min with Loop-
Interference relay selection (MMLI) [2, 3, 7]. However, almost all the existing works
for kinds of FD relay selection policies are analyzed by outage probability, the analysis
on FD relay systems’ capacity remains virtually unknown. For the antenna selection, a
technology about antenna pair selection on the relay is analyzed in [8]. In [9, 10], they
investigate an antenna selection at the relay based on the ORS scheme, which needs
global CSI and leads to the increase of the system overhead.

In this paper, we proposed a joint relay and antenna partial selection (PRAS) scheme
to improve the performance of PRS scheme from the aspect of saving resources

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 149–154, 2018.
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efficiently. Also the performance for the primary selection policies are investigated in
terms of a new aspect about systems’ capacity from the ability of loop-interference
attenuation and the number of relays.

The remainder of this paper is organized as follows: Sect. 2 gives the system model
and the capacity analysis; Sect. 3 shows the details of the proposed relay selection poli‐
cies and primary policies. Simulation and analytical results are presented in Sect. 4. A
brief conclusion is given in Sect. 5.

2 System Model

We assume a clustered network topology consisting of one half-duplex (HD) source (S),
N FD relays (Ri with 1 ≤ i ≤ N) and one HD destination (D). The communication can
be established only via the relays [2]. Each relay employ an AF protocol and is equipped
with two antennas (one for receiving and one for transmitting) that enable a full-duplex
operation. All wireless links are non-selective rayleigh block fading and an imperfect
interference cancellation scheme is used at each relay. During one slot, we assume all
fading channel coefficients hA,B (for the A → B link) remain constant and only one relay
is selected, but change independently from one slot to another.

Assuming that the ith relay node Ri is activated to forward the signal, the received
signal at Ri is given as

yi[n] = hS,Ri
x[n] + hRi

xi[n] + ni[n] (1)

Where hS,Ri
 is the channel fading coefficient for the link S → Ri, and hRi

 represents
the channel coefficients of residual loop-interference (RLI) on the ith relay. ni is the
additive white Gaussian noise (AWGN) with the power 𝜎2, x[n] and xi[n] are the nth

transmitting signal belongs to the S and the ith relay with a fixed transmit power Pt in
one transmission slot.

The retransmit signal at the AF FD relay node can be expressed as

xi[n] = βyi[n − 𝜏] (2)

Where β is the power amplification factor and 𝜏 is the processing delay.
The amplification factor β ensures that the average power of signal xi[n] satisfies the

power constraint. Therefore, the factor β can be obtained as

β =

√
√
√
√

Pt

|
|
|
hS,Ri

|
|
|

2
Pt +

|
|
|
hRi

|
|
|

2
Pt + 𝜎2

(3)

The received signal at the destination is given by

yD[n] = hRi ,Dxi[n] + nD[n] (4)
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Where hRi ,D is the channel fading coefficient from Ri to D, and nD[n] is the AWGN
with power 𝜎2. Then the end-to-end SINR considering the amplification factor β can be
obtained.

Therefore, if an optimal amplification factor is employed for the AF process, the
instantaneous end-to-end capacity of the ith FD relay is expressed as

CFD

Ri

= 2 log2

⎛

⎜

⎜

⎜

⎜
⎝

1 +

𝛾SRi

𝛾Ri+1
𝛾RiD

𝛾SRi

𝛾Ri+1
+ 𝛾RiD

+ 1

⎞

⎟

⎟

⎟

⎟
⎠

(5)

Where 𝛾SRi
= Pt

|
|
|
hS,Ri

|
|
|

2
∕𝜎2, 𝛾Ri

= 𝛼Pt

|
|
|
hRi

|
|
|

2
∕𝜎2, and 𝛾RiD

= Pt

|
|
|
hRi ,D

|
|
|

2
∕𝜎2.

3 Relay Selection Policies

In this section, we show the details of the proposed joint partial relay and antenna selec‐
tion (PRAS) scheme, besides the primary relay selection policies. These schemes refer
to a centralized architecture where a central unit decides the selected relay based on the
available CSI.

3.1 Joint Partial Relay and Antenna Selection (PRAS)

In order to improve systems’ capacity more effectively, we apply antenna selection
technology to the existing PRS scheme and proposed a joint partial relay and antenna
selection (PRAS) scheme. The policy consider a joint antenna and relay selection
scheme, where the optimal relay and its transmit and receive antenna configuration are
selected jointly based on the instantaneous channel conditions. The selection process is
similar to the partial relay selection (PRS), which selects the relay that has the maximum
SINR on the S → Ri link considering LI, but each relay will adaptively select the optimal
transmit antenna and receive antenna according to the condition on the link of S → Ri

in advance. The RLI remains unchanged despite of the configuration of the transmit/
receive mode for the two antennas. Therefore, the policy activates the relay that satisfies
the following condition

li,AS = arg max
i

{

𝛾SRi ,T1→T2
, 𝛾SRi ,T2→T1

}

(6)

Where T1 and T2 denote the two antennas of the ith relay node, 𝛾SRi ,T1→T2
 denotes the

SINR at the receiving terminal of relay when the ith relay node chooses the antenna T1
as the receiving antenna and T2 as the transmitting antenna in the next transmission and
it’s similar for 𝛾SRi ,T2→T1

 that the SINR at the receiving terminal of relay when the antenna
T2 is used to receive the signal from the source node, and T1 is used to retransmit the
signal to the destination.
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Therefore, PARS scheme can be formulated as

KPRAS = arg max
i

{

𝛾SRi

𝛾Ri
+ 1

}

(7)

Where 𝛾SRi
= maxi

{

𝛾SRi ,T1→T2
, 𝛾SRi ,T2→T1

}

.

3.2 The Primary Relay Selection Policies

Optimal Relay Selection (ORS): The ORS policy is based on the instantaneous
capacity expression. Thus, it activates the relay with the optimal SINR

K = arg max
i

{

𝛾i

}

(8)

Partial Relay Selection (PRS): Activate the relay that has the maximum SNR on the
S → Ri link considering LI and is written as

K = arg max
i

{

𝛾SRi

𝛾Ri
+ 1

}

(9)

Max−Min Relay Selection (MM): Select the relay with the best end-to-end link
without considering the LI and can be expressed as

K = arg max min
i

{

𝛾SRi
, 𝛾RiD

}

(10)

Max-Min with Loop-Interference Relay Selection (MMLI): This scheme is an
improvement of the MM scheme and takes into account the LI. The selection metric is
similar with the MM policy but updates the first branch with the SINR

K = arg max min
i

{

𝛾SRi

𝛾Ri+1
, 𝛾RiD

}

. (11)

4 Simulation Results

In this section, we illustrate the performance of the above all relay selection policies
with systems’ capacity from the ability of loop-interference attenuation (α) and the
number of relays (L) finding the differences between FD relay selection policies. The
proposed PRAS scheme is compared with the PRS especially.

Figures 1 and 2 give numerical examples about capacity for primary FD relay selec‐
tion schemes. Figure 1 plots system capacity versus L where α = 4 dB. The important
observation is that the capacity of all policies increase with the growth of L and ORS is
the best one while PRS outperforms MM with the growth of SNR. This is because that
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the performance of PRS mainly focuses on the condition of R → D link. Figure 2 plots
system capacity versus the α, where L = 4. It is worth noting that for this scenario, the
intersection of MM > PRS move to a higher α while the signal noise to ratio (SNR) on
the channel is fixed and � is growing, besides the main observations follow our previous
remarks. For this result, we find the links that MM considered is more efficient than PRS.
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Therefore, we can conclude that ORS is the best one; the performance of the MMLI
is almost same with the ORS; and the other two policies can nearly get the performance
of ORS in some particular scenario, especially when unstable links conditions of the
scenario can be considered by corresponding suboptimal policies efficiently.

Figures 3 and 4 show the simulation results among PRAS, PRS, and ORS from
aspects about α and L. Figure 3 plots system capacity versus L, where SNR = 10 dB,
α = 4 dB. Figure 4 plots system capacity versus the α, where L = 4.
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As can be seen, the performance of the proposed PRAS scheme is superior to PRS
in all aspects and the PRAS is even better than the ORS in some specific scenarios, such
as L < 8 in Fig. 3. From Fig. 3, we can also see that the PRAS can get a capacity gain
about 14% while the gain of ORS is 19% (L = 16) comparing to the PRS scheme. And
in Fig. 4 the capacity gain that the PRAS can get is about 15% while the ORS is similar
to the PRS under a low loop-interference attenuation (α = 5 dB, SNR = 15 dB).

5 Conclusion

In this paper, the proposed PRAS and the primary AF FD relay selection schemes have been
analyzed in terms of systems’ capacity. The numerical results reveal that the proposed PRAS
scheme outperforms conventional PRS policy and it can even show better performance than
the ORS in some particular scenarios. The ORS scheme is the best one among the primary
policies and others will be similar to the ORS in some special scenarios.
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Abstract. This paper considers the downlink power allocation in the ultra-dense
network. To acquire the maximum sum rate of all the users, we first make the
appropriate approximate hypothesis on the interference, and then adopt the
Lagrangian Multiplier method and Karush-Kuhn-Tucker condition to obtain the
expression of the optimum power allocation. Finally, the iteratively searching
water filling algorithm is used to allocate power for each access node, when the
total power is limited. Due to the consideration of the computation complexity of
the iteratively searching algorithm, we applied the low-complexity water filling
algorithm into the power allocation to reduce the iteration times. The simulation
results have shown that the performance of the both two water filling algorithms
are close, and can improve the sum rate of the users in the ultra-dense network,
and the low-complexity water filling algorithm can converge to the optimum
solution more quickly.

Keywords: Ultra-dense network · Water filling algorithm · Power allocation

1 Introduction

The fifth generation (5G) have been expected to provide the larger capacity to meet the
rapidly increasing data traffic demands [1]. Ultra-dense network (UDN) shortens the
distance of the user and the access node, and can substantially increase the area capacity,
by densely deploying the access nodes [1]. However, because of the huge density of the
access nodes, the interference in UDN is more complicated than traditional networks [2].
Thus, some better resource allocation methods and interference management algorithms
should be studied.
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Many academics have been committed to the studies of UDN. The authors of [3]
analyses the relationship of the access node density and the network spectrum efficiency
(SE), and concluded that SE can’t always increase with the increase of the access node
density. Zhou et al. [4] introduced the interference management methods from 1G to
5G, and proposed three potential technologies, which are the Coordinated Multi-Point
transmission (CoMP) technique, the more advanced interface technique, and the inter‐
ference alignment technique, to mitigate the more serious inter-cell interference in UDN.
Soret et al. [5] considers the dominant interference and gives the time-domain and
frequency-domain interference coordination to resist the interference in dense networks.
Wang et al. [6] proposes a dynamical cell muting scheme considering the proportional
fair (PF) scheduling of all the users. What’s more, the resource allocation based on game
theory is expected to obtain the performance improvement in UDN. [7] proposes a power
allocation method based on non-cooperative game theory to suppress interference in the
downlink dense network. [8] proposes a spectrum allocation combined with the CoMP
to mitigate the interference in UDN. What’s more, [9] proposes a multi-dimensional
bisection search method which is based on the water filling algorithm to maximize the
system capacity, but it is too high-complexity to be applied in UDN. In a word, some
new interference management methods should be studied.

This paper considers the downlink transmission in UDN, and aims to get the optimal
power allocation to maximize the sum rate of all the users in the area. Water filling is a
classical algorithm which is always used in Orthogonal Frequency Division Multi‐
plexing (OFDM) systems to allocate the power among the subcarriers [10]. However,
the number of the access nodes and the number of the users are very large in UDN, and
the inter-cell interference is more complicated. Luckily, we can make a hypothesis on
the interference in UDN [9, 11]. Having this hypothesis in mind, we can transform the
objective problem into the convex one. Then the water filling algorithm can be applied
to search the optimal solution. In addition, considering the high computation complexity
of the iteratively searching water filling (ISWF) algorithm, we further proposed the low-
complexity water filling (LWF) algorithm, it can reach the nearly sum rate as ISWF with
fewer iterations.

The remainder of the paper is organized as follows. Section 2 shows the system
model and formulates the problem. Section 3 introduces two power allocation methods,
which are the ISWF algorithm and the proposed LWF algorithm. Then the simulation
is shown and the complexity is analyzed in Sect. 4. Finally, Sect. 5 concludes the paper.

2 System Model

This part shows the system model, as shown in Fig. 1. Assume the number of the users
and the number of the access nodes are K and M, M ≫ K. And the access nodes and the
users are equipped with the single antenna. Assume that each users choose the serving
access nodes according to the reference signal receiving power (RSRP); and each access
node serves only one user and each user is served by only one access node. Then in order
to save energy, turn off the access nodes those serve no users, forming K transmitter-
receiver pairs. Simply, define gkk as the channel gain between the user k and its serving
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access node. dmk and hmk denote the distance and the channel coefficient between the
access node m and the user k, then the corresponding channel gain can be dented as

gmk =
hmk

d𝛼

mk

, where 𝛼 denotes the pass loss exponent. The receiving signal of user k can

be denoted as

yk =
√

pkgkksk +

K∑

i=1,i≠k

√
pigiksi + nk (1)

where si(i = 1, 2,⋯ , K) denotes the signal of the serving access node transmitting to
user i. pi(i = 1, 2,⋯K) denotes the allocated power of the serving access node, and
nk ∼ 

(
0, 𝜎2

)
, which denotes the additional white Gaussian noise.

Fig. 1. UDN scenario: There are M access nodes and K users (M ≫ K) randomly distributed in
the specific area. The solid line in the figure represents the desired signal transmission, and the
dotted lines represent the interference signal transmission.

We can easily find that the three parts on the right side of the Eq. (1) respectively
denote the wanted signal, the interference and the noise. So the receiving signal to inter‐
ference plus noise ratio (SINR) can be expressed as follows:

SINR =
gkkpk

K∑

i≠k

gikpi + 𝜎2
k

(2)

A Low-Complexity Power Allocation Method 157



The rate of user k could be written as follows [12]:

Rk = Bk log2
(
1 + SINRk

)
= Bk log2

K∑

i=1
gikpi + 𝜎2

k

K∑

i≠k

gikpi + 𝜎2
k

(3)

where Bk denotes the bandwidth allocated to the serving access node of user k. Assume
Bk = B (k = 1, 2,⋯K). Thus we can denote the sum rate of all the users as follows:

R = B

K∑

k=1

log2

K∑

i=1
gikpi + 𝜎2

k

K∑

i≠k

gikpi + 𝜎2
k

(4)

2.1 Problem Formulation

With the aim of the maximization of the sum rate of all the users with the restricted
power, the following objective function is formed. Since the bandwidth of every access
node is identical, we can express the optimization function for simplicity as:

max
K∑

k=1

log2

K∑

i=1
gikpi + 𝜎2

k

K∑

i≠k

gikpi + 𝜎2
k

st.
K∑

k=1

pk ≤ Pmax

(5)

Where the total power can be denoted as Pmax. Visibly, the interference make the
optimization function non-convex. Fortunately, we can assume the interferences as
constants to transform the function to a convex one [10, 11]. With this in mind, we adopt
the Lagrangian Multiplier scheme to search the optimum solution [11]. First, the Lagran‐
gian function is expressed as:

L
(
pk, 𝜆

)
=

K∑

k=1

log2

K∑

i=1
gikpi + 𝜎2

k

K∑

i≠k

gikpi + 𝜎2
k

+ 𝜆

(

Pmax −

K∑

k=1

pk

)

(6)

where 𝜆 is the Lagrangian multiplier, which is for the power constraint. Then take the
partial derivative with respect to pk:
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𝜕L

𝜕pk

=
1

ln 2
gkk

gkkpk +
K∑

i=1,i≠k

gikpi + 𝜎2
k

−

K∑

j=1,j≠k

𝛾jpjgik

K∑

i=1,i≠j

gijpi + 𝜎2
k

− 𝜆
(7)

where 𝛾k =
gkk

K∑

i=1,i≠k

gikpi + 𝜎2
k

.

Finally, we can easily acquire the illustration of pk with the Karush–Kuhn–Tucker
(KKT) condition, as follows:

pk =

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1

𝜆 ln2 +
K∑

j=1,j≠k

𝛾jpjgjk

K∑

j=1,j≠k

gijpi + 𝜎2
j

−
1
𝛾k

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

+

(8)

3 Water Filling Based Power Allocation

3.1 ISWF Algorithm

Equation (8) indicates that pk is relative to 𝛾k. Having this in mind, the water filling
algorithm can be applied. First, define the water-filling level as follows:

𝛽 =
1

𝜆 ln2 +
K∑

j=1,j≠k

𝛾jpjgjk

K∑

i=1,i≠j

gijpi + 𝜎2
j

(9)

Then rewrite Eq. (8) as:

pk =

[
𝛽 −

1
𝛾k

]+
(10)

First, we use the ISWF algorithm to solve the problem. Its main idea is to find the
optimal water-filling level by updating the value of 𝛽 iteratively. In detail, the initial
value of 𝛽 is denoted as follows:
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𝛽 =
1
K

[

Pmax +

K∑

k=1

1
𝛾k

]

(11)

Then, iteratively update the value of 𝛽 according to the expression below:

𝛽 ← 𝛽 + 𝜇
1

Non

(

Pmax −

K∑

k=1

pk

)

(12)

where 0 < 𝜇 < 1 denotes the water-filling level modification step size. Non denotes the
number of the access nodes whose allocated power is not zero. Update 𝛽 until its value
converges to the optimum water filling level. Finally, we can get the optimal power
allocation according to Eq. (10).

3.2 Proposed LWF Algorithm

Since the ISWF algorithm is very high-complexity, we propose the LWF algorithm and
illustrate it in this part. In the first step, give the power of each access node as the
following equation:

pk =
1
K

(

Pmax +

K∑

i=1

1
𝛾i

)

−
1
𝛾k

(13)

Because different users have different channel gains, the access nodes whose have
channel quality are bad may be allocated with negative powers. Then they are divided
into the positive set and the negative set: A =

{
pk
||pk > 0

}
 and B =

{
pk
||pk < 0

}
. Then

calculate the average value,

Δ =

∑
pi∈B

pi

|A|
(14)

Set the negative power in B to zero, adjust the positive power in A as follows

p′

k
= pk

(
pk ∈ A

)
+ Δ (15)

Repeat (14) and (15) until no negative powers exist and we can get the optimum
power of each access node.

4 Simulation Results

4.1 Performance Comparison

This section compares the sum rates of above-mentioned methods by Monte Carlo
simulations. In the simulation, the number of access nodes and the number of the users
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are respectively set to 100 and 10. They are randomly positioned in the specific area.
And the channels are the randomly generated unit variance Rayleigh fading channels in
the simulations. In addition, the pass loss exponent is assumed as 3.75.

As we all know, the average power allocation is the fairest and the simplest method,
and is presented as a contrast. Figure 2 shows the sum rate performance of the ISWF
algorithm, the proposed LWF algorithm and the average power allocation. From the
figure, both the ISWF based power allocation and the proposed LWF based power allo‐
cation can achieve the greatly improve the sum rate of the users. Furthermore, sum rates
of the two water filling based power allocation methods are very close.

Fig. 2. The sum rate performance of the average power allocation algorithm, the ISWF algorithm,
LWF algorithm.

4.2 Complexity Analysis

This part gives the complexity comparison of the above-mentioned algorithms. In one
iteration, the ISWF algorithm needs 2K times of add operations and K + 2 times of
multiply operations. While the proposed LWF algorithm only needs 2K times of add
operations and one multiply operation. What’s more, the proposed LWF algorithm needs
much less iterations to converge than the ISWF algorithm.

Table 1 shows the average iteration times of the two algorithms when the Monte
Carlo simulation time is 10000. From the table, the ISWF algorithm needs around 24
iterations to converge, but the LWF algorithm only needs around 4 iteration to converge
to the optimal power allocation. In summary, the complexity of the LWF algorithm is
much lower.

Table 1. The average iteration times of the two algorithms.

Pmax (dBm) −10 0 10 20 30 40
ISWF 24.5626 24.5587 24.5577 24.4310 23.9252 22.7437
LWF 4.2231 4.2110 4.1837 4.1347 3.8550 3.1835
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In a summary, compared with the ISWF algorithm, the proposed LWF algorithm
can reach nearly the same sum rate performance as the ISWF algorithms with much
lower complexity.

5 Conclusions and Discussion

This paper creatively proposed an algorithm to obtain the optimal power allocation
method, which aimed to maximize the sum rate in UDN. We first simply regarded the
interference as content to make the objective problem convex. Then, the ISWF algorithm
was applied, and it can significantly improve the sum rate. However, it needs many
iterations, which makes it impractical to be applied in UDN. So we further proposed the
LWF algorithm, which needs fewer iterations. It is proved that the proposed LWF algo‐
rithm reached nearly the same performance in terms of the sum rate to the ISWF algo‐
rithm. Both significantly improved the sum rate a lot, compared with the average power
allocation. Furthermore, the proposed LWF algorithm needs less iterations to converge,
which leads to a substantial complexity decrease. In a word, the proposed LWF based
power allocation can be better applied to UDN.
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Abstract. QR decomposition (QRD) is one of the performance bottle-
necks of transceiver processor in the multiuser multiple-input-multiple-
output (MU-MIMO) systems. This paper proposes a QRD algorithm
based on the existing modified Gram-Schmidt (MGS) algorithm and
iteration look-ahead MGS (ILMGS) algorithm, which is named modi-
fied ILMGS (MILMGS) algorithm. A corresponding hardware architec-
ture based on the proposed MILMGS algorithm is designed in 0.13µm
CMOS technique to decompose the 4×4 real matrix. The implementation
results show that the gate count of the designed hardware architecture
is 250.2K, the throughput and the critical path are 95.2M/s and 3.5 ns
respectively.

Keywords: QRD · MU-MIMO · MGS · ILMGS · MILMGS

1 Introduction

The multiuser multiple-input-multiple-output (MU-MIMO) technique has
attracted considerable interests, because of the continuously increasing demand
for high data rates and high spectrum efficiency. And the MU-MIMO technique
has been adopted in several wireless communication standards, such as IEEE
802.11n [1], IEEE 802.11ac [2] and IEEE 802.16e [3]. In order to simultaneously
serve multiple users in the same frequency band, various precoding algorithms
are proposed. Most of this algorithms are complicated and difficult to implement
in MIMO systems [4,5]. Consequently, exploiting the hardware architecture for
this algorithms has important significance.

For presubtraction of the multiuser interference (MUI), Costa [6] proposed
the dirty paper coding (DPC) algorithm in his representative literature “writing
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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on dirty paper”. The DPC algorithm is the optimal precoding algorithm, how-
ever, it is very difficult to implement in practical communication systems, due
to its unreachable computational complexity [4,5]. Some practical DPC algo-
rithms have been proposed to reduce the computational complexity. Tomlinson-
Harashima precoding (THP) is one of the most popular practical algorithms, and
has gained great attentions in some communication research communities [7–9].
And QR decomposition (QRD) is the primary part in most THP algorithms.

The existing QRD hardware architectures of MIMO systems mainly base on
the Givens Rotation (GR) [10–12] algorithm and the modified Gram-Schmidt
(MGS) [13–17] algorithm. Due to using the coordinate rotation digital computer
(CORDIC) algorithm in the GR algorithm, it can significantly reduce the cor-
responding hardware overhead. However, because the GR algorithm annihilates
the elements one by one, it leads to longer processing latency. Compared to
the GR algorithm, the MGS algorithm annihilates the elements one column by
one column. Therefore, it significantly reduces the processing latency. To further
reduce the processing latency, the iteration look-ahead MGS (ILMGS) algo-
rithm is propose in [18]. Due to involving several high computation complexity
operations (square root and division) in ILMGS algorithm, the corresponding
hardware architecture costs large hardware overhead.

In this paper, a modified ILMGS (MILMGS) algorithm is proposed for the
QRD of MIMO systems, and a new triangular systolic array (TSA) architecture
is designed based on the proposed MILMGS algorithm. The Newton-Raphson
(NR) algorithm is used in the proposed MILMGS algorithm to reduce the hard-
ware overhead. Moreover, the designed hardware architecture is implemented
to decompose a 4 × 4 real matrix, the implementation results show that the
throughput performance and the latency performance of the designed TSA hard-
ware architecture are 95.2 MHz and 53 clock cycles respectively, the gate count
and the critical path of the designed TSA architecture are 250.2 K and 3.5 ns
respectively.

The rest of the paper is organised as the follows. In Sect. 2, we illustrate the
traditional QRD algorithms and propose the MILMGS algorithm. In Sect. 3, the
designed hardware architecture for QRD with MILMGS algorithm is presented.
In Sect. 4, we provide the implementation results and some comparisons with
the existing works. Finally, Sect. 5 draws the conclusions.

2 QR Decomposition Algorithm

The existing QRD hardware architectures for MIMO systems mainly base on
the GR algorithm and the MGS algorithm respectively. The proposed QRD
algorithm (MILMGS) is based on the modified MGS algorithm (ILMGS). Hence,
we only focus on the MGS algorithm and the ILMGS algorithm in the following,
the proposed MILMGS algorithm is also provided in this section.

A n × n real matrix A can be decomposed to an upper triangular matrix R
and an unitary matrix Q by QRD algorithm. In order to simplify the description,
the size of real matrix A is set to 4× 4, xi and ai,j represent the elements in ith
column and the (i, j) element of matrix X respectively in this paper.
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2.1 MGS Algorithm

The MGS algorithm performs QRD one column by one column. Firstly, The
element r1,1 of upper triangular matrix and the first column elements of unitary
matrix Q can be computed as follows

r1,1 = ‖a1‖2 =
√

(a1,1)
2 + (a2,1)

2 + (a3,1)
2 + (a4,1)

2 (1)

q1 = a1

r1,1

q1,1 = a1,1
r1,1

, q2,1 = a2,1
r1,1

, q3,1 = a3,1
r1,1

, q4,1 = a4,1
r1,1

(2)

The elements r1,j , 1 < j ≤ 4 are obtained by elements q1 and the jth column
vector of matrix A as Eq. 3

r1,j = qT
1 · aj

= q1,1a1,j + q2,1a2,j + q3,1a3,j + q4,1a4,j ,
2 ≤ j ≤ 4; j ∈ N

(3)

To obtain the other elements of upper triangular matrix R and unitary matrix
Q, the matrix A should be converted to the next iterative matrix A1 as Eq. 4

a11 = 0
a12 = a2 − r1,2q1

a13 = a3 − r1,3q1

a14 = a4 − r1,4q1

(4)

Secondly, the element r2,2 of upper triangular matrix R and the second col-
umn vector of unitary matrix Q can be obtained as follows

r2,2 =
∥∥a12

∥∥
2

=
√(

a11,2
)2 +

(
a12,2

)2 +
(
a13,2

)2 +
(
a14,2

)2 (5)

q2 = a1
2

r2,2

q1,2 = a1
1,2

r2,2
, q2,2 = a1

2,2
r2,2

, q3,2 = a1
3,2

r2,2
, q4,2 = a1

4,2
r2,2

(6)

The second row vector r2,j , 2 < j ≤ 4 of upper triangular matrix R can be
computed by Eq. 7

r2,j = qT
2 · a1j

= q1,2a
1
1,j + q2,2a

1
2,j + q3,2a

1
3,j + q4,2a

1
4,j ,

3 ≤ j ≤ 4; j ∈ N
(7)

To further calculate the third row vector of upper triangular matrix R and the
third column vector of unitary matrix Q, the next iterative matrix A2 can be
calculated as Eq. 8

a21 = 0
a22 = 0
a23 = a13 − r2,3q2

a24 = a14 − r2,4q2

(8)



QRD Architecture Using the Modified ILMGS Algorithm for MIMO Systems 167

Thirdly, the elements r3,3, q3 and r3,4 can be computed as follows

r33 =
∥∥a23

∥∥
2

=
√(

a21,3
)2 +

(
a22,3

)2 +
(
a23,3

)2 +
(
a24,3

)2 (9)

q3 = a2
3

r3,3

q1,3 = a2
1,3

r3,3
, q2,3 = a2

2,3
r3,3

, q33 = a2
3,3

r3,3
, q4,3 = a2

4,3
r3,3

(10)

r3,4 = qT
3 a

2
4

= q1,3a
2
1,4 + q2,3a

2
2,4 + q3,3a

2
3,4 + q4,3a

2
4,4

(11)

Similarly, the next iterative matrix A3 can be obtained as Eq. 12 to calculate
the elements r4,4 and q4.

a31 = 0
a32 = 0
a33 = 0
a34 = a24 − r3,4q3

(12)

Finally, the fourth column vector of unitary matrix Q and the element r4,4 of
upper triangular matrix R can be obtained by Eqs. 13 and 14. The results (upper
triangular matrix R and unitary matrix Q) of MGS algorithm are obtained by
the aforementioned steps.

r4,4 =
∥∥a34

∥∥
2

=
√(

a31,4
)2 +

(
a32,4

)2 +
(
a33,4

)2 +
(
a34,4

)2 (13)

q4 = a3
4

r4,4

q1,4 = a3
1,4

r4,4
, q2,4 = a3

2,4
r4,4

, q3,4 = a3
3,4

r4,4
, q4,4 = a3

4,4
r4,4

(14)

2.2 ILMGS Algorithm

To reduce the processing latency of QRD with MGS algorithm, the ILMGS
algorithm is proposed in [18] for the MIMO systems. The QRD with ILMGS
algorithm is presented in the following.

Firstly, the first column vector q1 of unitary matrix Q and the first row
vector r1,j , 1 ≤ j ≤ 4 of upper triangular matrix R can be obtained as the MGS
algorithm.

r1,1 = ‖a1‖2 =
√

(a1,1)
2 + (a2,1)

2 + (a3,1)
2 + (a4,1)

2 (15)

q1 = a1

r1,1

q1,1 = a1,1
r1,1

, q2,1 = a2,1
r1,1

, q3,1 = a3,1
r1,1

, q4,1 = a4,1
r1,1

(16)

r1,j = qT
1 · aj

= q1,1a1,j + q2,1a2,j + q3,1a3,j + q4,1a4,j ,
2 ≤ j ≤ 4; j ∈ N

(17)
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Then, the matrix A need to be converted to the next iterative matrix A1 as
Eq. 18. The converted method is the main difference between the ILMGS algo-
rithm and the MGS algorithm.

a11 = 0
a12 = a2 − r1,2q1 = a2 − qT

1 a2q1 = a2 − aT
1 a2a1

r21,1

a13 = a3 − aT
1 a3a1

r21,1

a14 = a3 − aT
1 a4a1

r21,1

(18)

Equation 18 shows that the next iterative matrix A1 can be computed after
getting the value of r21,1. Moreover, the value of r21,1 is computed with aT1 · a1,
and the time overhead of aT1 · a1 is equal to the time overhead of aT1 · a2. Hence,
the value of A1 can be calculated simultaneously with the calculation of q1 and
r1,j , 1 ≤ j ≤ 4, and not need to wait the results of q1 and r1,j , 1 ≤ j ≤ 4.

Secondly, to compute the second column vector of Q and the second row
vector of R, we need to repeat the similar steps as shown in the following

r2,2 =
∥∥a12

∥∥
2

=
√(

a11,2
)2 +

(
a12,2

)2 +
(
a13,2

)2 +
(
a14,2

)2 (19)

q2 = a1
2

r2,2

q1,2 = a1
1,2

r2,2
, q2,2 = a1

2,2
r2,2

, q3,2 = a1
3,2

r2,2
, q4,2 = a1

4,2
r2,2

(20)

r2,j = qT
2 · a1j

= q1,2a
1
1,j + q2,2a

1
2,j + q3,2a

1
3,j + q4,2a

1
4,j ,

3 ≤ j ≤ 4; j ∈ N
(21)

Then, the value of next iterative matrix A2 is similar to Eq. 18.

a21 = 0
a22 = 0
a23 = a13 − r2,3q2 = a13 − qT

2 a
1
3q2 = a13 − a1T

2 a1
3a

1
2

r22,2

a24 = a14 − a1T
2 a1

4a
1
2

r22,2

(22)

Thirdly, the elements r3,j , 3 ≤ j ≤ 4 of upper triangular matrix R and the
third column vector q3 of unitary matrix Q can be computed as follows

r33 =
∥∥a23

∥∥
2

=
√(

a21,3
)2 +

(
a22,3

)2 +
(
a23,3

)2 +
(
a24,3

)2 (23)

q3 = a2
3

r3,3

q1,3 = a2
1,3

r3,3
, q2,3 = a2

2,3
r3,3

, q33 = a2
3,3

r3,3
, q4,3 = a2

4,3
r3,3

(24)

r3,4 = qT
3 a

2
4

= q1,3a
2
1,4 + q2,3a

2
2,4 + q3,3a

2
3,4 + q4,3a

2
4,4

(25)
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The next iterative matrix A3 is calculated as Eq. 26

a31 = 0
a32 = 0
a33 = 0
a34 = a24 − r3,4q3 = a24 − qT

3 a
2
4q3 = a24 − a2T

3 a2
4a

2
3

r23,3

(26)

Finally, repeating the similar operations in the matrix A3, the value of r4,4
and column vector q4 can be obtained as follows

r4,4 =
∥∥a34

∥∥
2

=
√(

a31,4
)2 +

(
a32,4

)2 +
(
a33,4

)2 +
(
a34,4

)2 (27)

q4 = a3
4

r4,4

q1,4 = a3
1,4

r4,4
, q2,4 = a3

2,4
r4,4

, q3,4 = a3
3,4

r4,4
, q4,4 = a3

4,4
r4,4

(28)

2.3 MILMGS Algorithm

The ILMGS algorithm significantly reduces the processing latency. However,
compared to the QRD hardware architecture based on the other algorithm, the
main drawback of the MGS algorithm and the ILMGS algorithm is that they
need more hardware overhead. To reduce the hardware overhead of QRD, this
paper proposes the MILMGS algorithm based on the existing ILMGS algorithm.
We will present the proposed MILMGS algorithm in the following.

The aforementioned description about the ILMGS algorithm shows than the
value of ri,i, 1 ≤ i ≤ 4 and each column vector of unitary matrix Q can be
rewritten as x · 1

ri,i
. And the division in the calculation of the next iterative

matrix Am can also be rewritten as x · 1
ri,i

· 1
ri,i

. Due to the value of 1
ri,i

is equal
to the value of 1√

ri,i2
, the value of r2i,i is firstly calculated as Eq. 29

r1,1
2 = (a1,1)

2 + (a2,1)
2 + (a3,1)

2 + (a4,1)
2 (29)

Then, the reciprocal square root (RSR) operation is used to obtain the value of
1√
ri,i2

as follows

RSR
(
r1,1

2
)

=
1√
r1,12

(30)

Therefore, the value of r1,1, the first column vector q1 of unitary matrix Q and
the next iterative matrix A1 can be represented as follows

q1,1 = a1,1 · RSR
(
r1,1

2
)
,

q2,1 = a2,1 · RSR
(
r1,1

2
)
,

q3,1 = a3,1 · RSR
(
r1,1

2
)
,

q4,1 = a4,1 · RSR
(
r1,1

2
)
,

r1,1 = r21,1 · RSR
(
r1,1

2
)

(31)
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a11 = 0
a12 = a2 − aT1 a2a1 · RSR

(
r1,1

2
) · RSR

(
r1,1

2
)

a13 = a3 − aT1 a3a1 · RSR
(
r1,1

2
) · RSR

(
r1,1

2
)

a14 = a4 − aT1 a4a1 · RSR
(
r1,1

2
) · RSR

(
r1,1

2
)

(32)

The values of r1,j , 2 ≤ j ≤ 4 can be obtained as the ILMGS method, and is
presented in Eq. 17.

Similarly, to obtain the second row vector of upper triangular matrix R and
the second column vector of unitary matrix Q, the value of r22,2 and RSR(r22,2)
need to be obtained firstly as follows

r2,2
2 =

(
a11,2

)2
+

(
a12,2

)2
+

(
a13,2

)2
+

(
a14,2

)2
(33)

RSR
(
r2,2

2
)

=
1√
r2,22

(34)

The second column vector q2 of unitary matrix Q, the element r2,2 and the next
iterative matrix A2 can be calculated as follows

q1,2 = a11,2 · RSR
(
r2,2

2
)
,

q2,2 = a12,2 · RSR
(
r2,2

2
)
,

q3,2 = a13,2 · RSR
(
r2,2

2
)
,

q4,2 = a14,2 · RSR
(
r2,2

2
)
,

r2,2 = r2,2
2 · RSR

(
r2,2

2
)

(35)

a21 = 0
a22 = 0
a23 = a31 − a1T2 a31a21 · RSR

(
r2,2

2
) · RSR

(
r2,2

2
)

a24 = a41 − a1T2 a41a21 · RSR
(
r2,2

2
) · RSR

(
r2,2

2
)

(36)

The values of r2,j , 3 ≤ j ≤ 4 can be obtained by Eq. 21.
Next, the values of r23,3 and RSR(r23,3) are computed as Eqs. 37 and 38.

r3,3
2 =

(
a21,3

)2
+

(
a22,3

)2
+

(
a23,3

)2
+

(
a24,3

)2
(37)

RSR
(
r3,3

2
)

=
1√
r3,32

(38)

The column vector q3, the elements r3,3 and the next iterative matrix A3 can
be computed as follows

q1,3 = a21,3 · RSR
(
r3,3

2
)
,

q2,3 = a22,3 · RSR
(
r3,3

2
)
,

q3,3 = a23,3 · RSR
(
r3,3

2
)
,

q4,3 = a24,3 · RSR
(
r3,3

2
)
,

r3,3 = r3,3
2 · RSR

(
r3,3

2
)

(39)

a31 = 0
a32 = 0
a33 = 0
a34 = a42 − a2T3 a42a32 · RSR

(
r3,3

2
) · RSR

(
r3,3

2
)

(40)
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Finally, the values of r4,42 and RSR(r4,42) are shown as follows

r4,4
2 =

(
a31,4

)2
+

(
a32,4

)2
+

(
a33,4

)2
+

(
a34,4

)2
(41)

RSR
(
r4,4

2
)

=
1√
r4,42

(42)

Hence, the element r4,4 and the fourth column vector q4 of Q can be get as
Eq. 43

q1,4 = a31,4 · RSR
(
r4,4

2
)
,

q2,4 = a32,4 · RSR
(
r4,4

2
)
,

q3,4 = a33,4 · RSR
(
r4,4

2
)
,

q4,4 = a34,4 · RSR
(
r4,4

2
)
,

r4,4 = r4,4
2 · RSR

(
r4,4

2
)

(43)

To compute the value of RSR(x), a NR based method is proposed in [19].
This method is made up of the following steps:

Firstly, x should be scaled into the working range wr = [0.5, 2] by Eq. 44. The
value of z is in the closed interval and n represents the scaling factor. Therefore,
the computation of RSR(x) is converted to the computation of RSR(z), and
then de-scale the computation result by 1

2
n
2

.

RSR(x) =
1

2
n
2
√

x
2n

=
(

1
2

n
2

)(
1√
z

)
(44)

Secondly, the piecewise polynomial approximation is used to compute the
approximation result of RSR(z) in the wr range, that is shown as Eq. 45. Where
w0 is used to be the seed of the NR processing, and ai is the polynomial coeffi-
cients.

w0 =
2∑

i=0

ai · zi (45)

Thirdly, using the seed (w0) performs one iteration with the NR method as
shown in Eq. 46.

w1 =
w0

2
(
3 − zw0

2
)

(46)

Finally, the value of w1 should be de-scaled to the original data range by
Eq. 47.

RSR (x) =
(

1
2

n
2

)
w1 (47)

The aforementioned description is the proposed the MILMGS algorithm,
which is completed by multiplier, adder and shifter. Compared to the existing
MGS algorithm and the ILMGS algorithm, the proposed MILMGS algorithm
eliminates the square-root and the division operations.
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3 Hardware Architecture Design Based on the Proposed
MILMGS Algorithm

The proposed MILMGS algorithm has been presented in Sect. 2.3. A new TSA
architecture based on the proposed MILMGS for 4 × 4 real matrix will be pre-
sented in this section.

3.1 The TSA Architecture with MILMGS Algorithm

Figure 1 is the TSA hardware architecture based on the proposed MILMGS algo-
rithm for the 4×4 real matrix. The designed architecture consists of four Block1,
six Block2 and three Block3. Block1, Block2 and Block3 are the basic module to
implement a basic operation. Block1 is used to calculate the value of RSR(ri,i2),
ri,i and the column vector qi of unitary matrix Q. Block2 mainly computes the
next iterative matrix by the current matrix and the value of RSR(ri,i2). Block3
is used to obtain the value of ri,j , i < j ≤ 4.

Fig. 1. The TSA architecture for 4× 4 real matrix

The primary advantage of the TSA architecture is the simple and regular
characteristic, and can easily implement high throughput. However, the TSA
architecture needs more hardware overhead than the iterative architecture. As
shown in Fig. 1, the hardware sharing technique is used to reduce the hardware
overhead. In the second time slot, only one full pipelined Block3 is used to
compute the value of r1,j , 2 ≤ j ≤ 4. Similarly, in the third time slot, we use one
full pipelined Block3 to compute r2,3 and r2,4.
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3.2 The Basic Blocks

In this section, the detailed design of the basic blocks will be presented. Figure 2
is the hardware architecture of Block1, which is used to compute the value of
ri,i, RSR(ri,i2) and qi. Block1 contains the RSR module, and the kernel of RSR
is shown in Fig. 3.

Fig. 2. The hardware architecture of Block1

Fig. 3. The Kernel hardware architecture of RSR

The Fig. 3 shows that the designed RSR hardware consists of three multipli-
ers and five multiplexers. The processing latency and throughput are four clock
cycles and three clock cycles respectively. Therefore, the hardware sharing tech-
nique is used to reduce the hardware overhead in the Block1, and the throughput
of Block1 is also three clock cycles.

Figure 4 is the hardware architecture of Block2, which mainly consists five
multipliers, three adders (module SUM consists three adders), two subtractors.
The aforementioned description shows that the throughput of RSR is three clock
cycles. Because we can obtain a new RSR(ri,i2) value every three clock cycles,
the multipliers are shared in the designed Block2. The throughput of Block2 is
also three clock cycles as the throughput of RSR architecture.
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Fig. 4. The hardware architecture of Block2

Fig. 5. The hardware architecture of Block3

Figure 5 shows the hardware architecture of Block3, which consists four mul-
tipliers and three adders (module SUM consists three adders). The full pipelined
architecture is used to design the Block3, hence, the Block3 can be shared in the
TSA architecture, that is shown in Fig. 1.

4 Implementation Results and Comparisons

To verify the performance of the designed hardware architecture based on the
MILMGS algorithm for 4×4 real matrix, the TSA hardware architecture shown
in Fig. 1 is implemented in 0.13 µm CMOS technology. We will demonstrate the
implementation results and some comparisons in the following.

The 16-bit word is used in our design. In order to choice the better fractional
bits, we simulate the proposed MILMGS algorithm with various configurations
in MATLAB. The mean error of upper triangular matrix R and the mean error
of unitary matrix Q are presented in Figs. 6 and 7 respectively. The X-axle is the
fractional bits of RSR module, and curves represent the different fractional bits
of data. According to the simulation results, the data format of RSR module
and the other modules are set to be one sign bit, two integer bits and thirteen
fractional bits.

Table 1 shows the implementation results of the designed hardware architec-
ture. To decompose a 4×4 real matrix, the designed hardware architecture needs
250.2 K gate count (GC). The critical path (CP) and throughput are 3.5 ns and
95.2 M/s respectively. The processing latency (PL) is defined as the number of
clock cycles between the matrix feeding into the TSA architecture and the results
outputting from the designed architecture. The PL of designed architecture is
53 clock cycles.

Compared to the existing hardware architectures based on the MGS algo-
rithm [14] and the ILMGS algorithm [18], the designed hardware architecture
based on the proposed MILMGS algorithm adopts the architecture of TSA,
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Fig. 6. The obtained R matrix performance by our designed hardware architecture
versus word-length settings

Fig. 7. The obtained Q matrix performance by our designed hardware architecture
versus word-length settings

which is easy to implement higher throughput. Hence, the throughput of archi-
tecture designed in this paper is superior to the architecture designed in [14,18].
The drawback of TSA architecture is that it needs more area overhead than
the iterative architecture, so our architecture needs more gate count than the
architectures in [14,18]. Compared to the existing architectures proposed in
[20,21], the throughput performance and the processing latency performance of
our designed architecture are better. Moreover, the performance of gate count,
throughput and processing latency are all better than the architectures designed
in [22,23].
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Table 1. Performance comparison of QRD.

Algorithm Technology Matrix size WL PL GC CP Throughput

This work MILMGS 0.13µm Real 4 × 4 16 53 250.2 k 3.5 ns 95.2M/s

Liu et al. [18] ILMGS 0.13µm Real 4 × 4 14 31 52.3 k 1.5 ns 21.5M/s

Chang et al. [14] MGS 0.18µm Real 4 × 4 14 35 32.6 k 2.5 ns 11.4M/s

Shabany et al. [20] Hybrid 0.13µm Complex 4 × 4 16 150 36 k 3.6 ns 6.95M/s

Lin et al. [21] GR 0.18µm Complex 4 × 4 16 96 192.1 k 5 ns 25M/s

Chen et al. [22] GR 90 nm Complex 8 × 8 15 – 1098 k 13.2 ns 9.46M/s

Zhang et al. [23] CGRA 65 nm Complex 4 × 4 16 – 1055 k 2 ns 39.6M/s

5 Conclusion

QRD has been a vital component in the transceiver processor for the MU-MIMO
wireless communication systems. This paper proposes a novel MILMGS algo-
rithm based on the existing MGS algorithm and ILMGS algorithm for MIMO
systems. To eliminate the square root and division operations, the NR algorithm
is used in the proposed MILMGS algorithm. A TSA architecture based on the
proposed MILMGS algorithm is also implemented in 0.13 µm CMOS technol-
ogy. The results show that the designed architecture needs 250.2 gate count, the
critical path and throughput are 3.5 ns and 95.2 M/s respectively. Compared to
the architectures designed in [14,18,20–23], the throughput of our architecture is
superior. Moreover, although only the hardware architecture for 4×4 real matrix
is presented in this paper, the designed architecture is regular, and can be easily
extended to the common size of MIMO wireless communication systems.
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Abstract. Vehicular networks enable vehicles to realtimely upload states to the
cloud-based Traffic Control Center (TCC) that then performs global optimized
path planning and returns the planned result to the requester for improving traffic
congestion. Since a large number of vehicles simultaneously send the path-plan‐
ning requests to TCC, the TCC has to consume a non-negligible time delay to
solve the multi-objective optimization problem in a highly dynamic graph with
restrict to the temporal and spatial preferences. This paper aims to provide an
overall assessment of the relation between timeliness and accuracy rate of central
path planning. To this end, we view the path-planning delay as a variable and
perform extensive simulations to analyze the difference of the accuracy rate,
traveling time, and velocity between the planed optimal route and the ideal case
without any time delay against various combinations of parameters, e.g., vehicle
density, in-degree of destination, total number of intersections, and the distance
length from the origin to destination.

Keywords: Vehicular networks · Central path planning · Delay

1 Introduction

Over the last few years, a substantial increase of vehicle number has seriously affects
human lives and causes frequent traffic congestion and accidents, resulting in the low
efficiency of transport and the exhaust emissions of pollutants. To address this issue,
traffic efficiency improvement is becoming a main concern that scientific research insti‐
tutions and government look forward to solve. As an important component of Intelligent
Transportation Systems (ITS), the path planning system can provide vehicles multiple
alternative routes to meet users’ various trip preferences, e.g., the shortest distance, the
travel-time priority, the gasoline-cost priority, and more others. The development of
path planning system has facilitated to improve traffic efficiency and relieve traffic
congestion.

Vehicular networks enable sensors to measure a road congestion level for the path
planning purpose, and share the current congestion level and vehicles’ states-e.g. loca‐
tion, velocity, and even the remaining battery with the Traffic Control Center (TCC) for
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the realtime path planning service. As a result, TCC performs global optimized path
planning and then feeds the latest planed path back to the vehicles to avoid the on-going
congestion. Due to the ubiquitous clouding computing, it is envisioned that every vehicle
initiates a path-planning request to the TCC at the origin and follows the decided route
towards the destination. Such central path planning is expected to attain a global opti‐
mization prospect of traffic efficiency.

In spite of cloud-based TCC, whether or not the timeliness of path planning result
can satisfy the users’ demand is still not yet clear well. It can be anticipated that a large
number of vehicles concurrently issue their navigation queries to TCC at the same time,
and accompanying various temporal and spatial priority preferences. TCC has to exhaus‐
tively find a feasible global optimization solution for every requester according to the
current vehicles’ distribution over the map. Regarding such non-trivial workload chal‐
lenge, though the TCC is equipped by cloud-computing capacity, it has to spend a non-
negligible time delay, during which the requester has to stay at the place where it sent
request, but the other vehicles are still under movement. This embarrassing situation
may cause an inaccurate planned route decision. The inaccuracy extent depends on the
time delay duration of path planning decision. If short, the planned route is possibly
exactly same to the ideal result that corresponds to without any delay at all, otherwise
may result in a completely different route. The total delay of the central path planning
system includes the collection time, path planning time, and feedback time. By far, the
cloud-based TCC has not been large-scalely deployed, so it is difficult to conduct real
testing to explore the effect of time delay on the accuracy of the path planning results.
It is necessary to use accurate models and large-scale trace dataset instead of the real
testbed to carry out investigation. This paper does not differentiate the collection time,
path planning time, and feedback time and treats the total delay as a variable. We employ
the map of Cologne city and the mobility traces dataset to investigate the effect of delay
on the accuracy rate, traveling time, and velocity against various combinations of
parameters, e.g., vehicle density, in-degree of destination, total number of intersections,
and the distance length from the origin to destination.

2 Related Work

Central path planning needs to process very large number of geospatial data. Cloud
computing is now widely viewed as a promising paradigm for establishing future
geoprocessing systems [1]. In recent years, some applications have developed proto‐
types of geospatial on cloud both in academia and in industry. Wang et al. [2] described
a prototype for retrieving and indexing geospatial data developed for Google App Engine
(GAE). Asavasuthirakul et al. [3] presented a novel methodology, called integrated
GNSS (iGNSS) QoS prediction to provide a means for navigation applications to plan
according to GNSS positioning quality. Karimi et al. [4] explored the feasibility of using
GAE for a module in iGNSS QoS prediction. These studies provide a quality criterion
of GNSS positioning for the path planning application.

To reduce the time delay of calculating the path planning results and as far as possible
to obtain the optimal path planning results, Hiraishi et al. [5] proposed a dynamic route
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finding method based on Time-Constrained Search (TCS) that finds a provably optimal
solution within a specified time. Chakraborty et al. [6] proposed a GA based algorithm
to find out simultaneously several alternate routes depending on different criterion
according to driver’s choice. Yousefi and Roghayeh [7] proposed a method that finds
the paths with a combination of Divide and Conquer method and Ant Colony algorithm.
In these work, the delay is impossible to avoid, so this paper is devoted to discussing
the impact of delay on the accuracy rate of the path planning result.

3 System Model

Figure 1 demonstrates the workflow of central path planning system. (1) The requesting
vehicle collects the current situated location at the origin using the mounted GPS. (2)
The requester uploads the collected location information along with the destination
coordinate to the TCC. (3) Upon receiving the path planning request, the TCC performs
the global optimization path planning according to the current sensed traffic distribution
and the requester’s trip preference like distance priority and/or time priority. (4) The
planned result is feed back to the requester that then follows the target route towards the
destination.

Traffic Control Center

(1)

(2)

(3)

(4)

Fig. 1. Workflow of central path planning system
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The road network can be viewed as a dynamic directional weighted graph G
consisting of a set of edges (road segments) E and a set of vertexes (intersections, termi‐
nals, etc.) V. The weight wij(t) of edge eij at time t is expressed by:

wij(t)=𝛼nij(t) + (1 − 𝛼)lij. (1)

where nij(t) is the density of vehicles on road eij at time t, lij is the distance length of road
eij, and the parameter α is the weight factor. Vehicle density nij(t) and length lij are
normalized into range [0, 1]. In the simulations, the TCC adopts the Dijkstra algorithm
to find the optimal route with the smallest weight sum at the time instant of the TCC
receiving the requestor’s request. The ideal route is defined as the planned result
according to the snapshot of G at the time instant of the requester sending the path
planning request, i.e., there is no time delay. If the time delay present, the resulted nij(t)
and lij may not equal the values at the time when the result is fed back to the requester.
Therefore, we focus on the comparison of the optimal route and ideal route through the
extensive simulations. We consider that the path planning result is accurate if the optimal
and ideal routes are exactly the same, otherwise not.

4 Simulation

We employ the map dataset of Cologne from SUMO, which specifies the road net (such
as the road origin, end point, cross-connection point and longitude, latitude of each node)
of Cologne, and also indicates the vehicle mobility trace. According to the dataset, we
can calculate the length lij of each road segment. We run the dataset in SUMO and then
collect the vehicles distribution in unit of seconds, i.e., the location coordinates and
speed of all the vehicles are recorded in every second. Vehicle density nij(t) can be
obtained by the vehicles distribution. The weight factor α is set to 0.5 to calculate the
weight wij(t) of each road segment.

Figure 2 shows the effect of time delay on the average accuracy rate of the path
planning results. The selected scope of the focused area from the dataset falls into a
rectangle with vertex coordinates longitude (6.97, 7.00) and latitude (50.92, 50.95). This
area contains 1024 edges and 520 vertexes. If the optimal route is exactly same to the
ideal route, the accuracy count is added by 1 accordingly, otherwise not. The accuracy
rate is the ratio of accuracy count to the total number of path planning requests. We
randomly select 6 vertexes as the origins and 50 vertexes as the destinations from all the
520 vertexes. From Fig. 2, one can observe that the accuracy rate of the path planning
results is indeed reduced as the delay increases.
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Fig. 2. Average accuracy rate of path planning results vs. delay

The vehicle density of the same road segment may be different in different time
periods. Figure 3 shows the effect of vehicle density on the accuracy rate of the path
planning results against the delay. We use Python to parse the road topology stored in
the XML file and manually adjust the vehicle density spanning over three grades, i.e.
sparse (≤ 4vehicles/km), normal (5–8vehicles/km), and dense (≥ 9vehicles/km). We
still randomly select 6 vertexes as the origins and 50 vertexes as the destinations. From
the results, one can learn that the accuracy rate of the path planning results is higher in
the normal vehicle density than in the sparse and dense case.

Fig. 3. Average accuracy rate of path planning results vs. vehicle density
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Figure 4 shows the effect of the distance between the origin and destination on the
accuracy rate of path planning results. The scope of the road map is focused on the
rectangle with vertex coordinates at longitude (6.93, 6.97) and latitude (50.93, 50.97).
We divide the area into nine-sub-area Sudoku (as shown in Fig. 5) and select the origin
nodes within longitude (6.93, 6.943) and latitude (50.93, 50.943). The destination nodes
of the first group simulation (i.e. the black line and red line) fall into the rectangle with
vertexes at longitude [6.943, 6.956] and latitude (50.93, 50.943), and longitude [6.956,
6.97] and latitude (50.93, 50.943), respectively. The destinations of the second group
(i.e. the purple line and blue line) are set within the rectangle with coordinates at longi‐
tude [6.943, 6.956] and latitude (50.943, 50.956), and longitude [6.956, 6.97] and lati‐
tude (50.956, 50.97), respectively. Figure 4 shows that the long travel distance between
the origin and destination drops the accuracy rate and even more seriously as the delay
increases, such as when the delay is greater than 5 s and 13 s.

Fig. 4. Average accuracy rate of path planning results vs. travel distance

To explore how the destination’s in-degree (i.e. the number of roads permitted to
enter into the intersection) affects the accuracy rate, we find out some vertexes with in-
degree 3 or 4 from Cologne map as the destination set. Vehicles start from the same
origin (whatever the in-degree of start point is) towards a randomly selected destination.
Figure 6 shows the effect of the destination in-degree on the average accuracy rate of
path planning results against the delay, where we can observe that the larger the in-
degree of the destination, the lower the accuracy rate.
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Fig. 6. Average accuracy rate of path planning results vs. in-degree of destination

Figure 7 shows the effect of the total number of intersections on the average accuracy
rate of path planning results against the delay, where the more the number of intersec‐
tions, the lower the accuracy rate. We imported the Cologne map into Cytoscape tool
and manually removed the intersections on demand but ensured the graph connected,
and thus resulting in a controllable intersection number.

Fig. 5. Sudoku of simulation area
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Fig. 7. Average accuracy rate of path planning results vs. intersection number

Figure 8 shows the effect of delay on the traveling time. We fixed the origin and
destination of vehicles. In the case of considering delay, we calculate the ideal route
then import the route into SUMO, and always make vehicles move along the planned
route towards the same destination but against the different traffic distributions started
at time 4 s, 8 s, 12 s, 16 s and 20 s, respectively, which corresponds to the same elapsed
path planning delay. In the case of without delay, we employed the vehicles’ distribution
snapshot at time 4 s, 8 s, 12 s, 16 s, and 20 s to calculate the path planning results, and
also respectively imported these results to SUMO to collect the corresponding traveling
time. In Fig. 8, it can be seen that the path planning delay prolongs the average traveling
time.

Fig. 8. The effect of delay on the travel time

Figure 9 uncovers the effect of delay on the travel velocity. It can be observed that
the delay has little impact on the travel velocity. In Fig. 9b, the first vehicle reaching to
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the destination is at time 361 s while 406 s in Fig. 9a, which is in accordance to Fig. 8,
i.e. the delay poses the negative effect on the average traveling time.

Fig. 9. The effect of delay on the travel speed

5 Conclusions

This paper investigated the effects of timeliness of the central path planning on the
accuracy rate through simulating the global path planning using the dataset of Cologne
and SUMO. We viewed the delay as a variable and uncovered the difference between
the optimal route and ideal route with respect to the accuracy rate, travel time and
velocity against various combinations of parameters, e.g., vehicle density, in-degree of
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destination, total number of intersections, and the distance length from the origin to
destination. The extensive simulations show that the delay indeed heavily affects the
accuracy of path planning results, e.g., the sparse and dense vehicle density affects the
accuracy rate more seriously than the normal case, the long distance between the origin
and destination drops the accuracy rate, and the accuracy rate is low if the in-degree of
the destination is large. The future work will be focused on the modeling of concrete
delay generation process.
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Abstract. With the development of wireless networks and mobile computing,
using speech recognition with wireless networks in mobile terminals to process
data has become a new trend in mobile computing and achieved great success.
Therefore, how to improve the speed of training speech recognition is still a
problem worth studying. Using GPU to accelerate the training of speech recog‐
nition based on Deep Belief Network (DBN) has achieved great success, but there
exits some problems. Aiming the problems that single GPU can not store huge
parameters of DBM at one time and the unreasonable usage of GPU’s memory
model, we propose a new method in this paper. We divide the weight matrix into
blocks, take the connections between visible units and hidden unit as threads and
store the weight matrix into shared memory of GPU, establishing a reasonable
memory model. Experimental results show that the optimized GPU implemen‐
tation achieves 223 times and 1.5 times acceleration compared to single CPU and
single GPU in Kaldi respectively, which demonstrate that our method can
improve the DBN’s training speed in mobile computing without GPU memory
limitation.

Keywords: Wireless networks · Speech recognition · DBN · GPU
Parallel computation · Mobile computing

1 Introduction

With the development of wireless networks and mobile network, 4G/5G mobile commu‐
nications have got more and more attention, Internet of things and mobile computing [1]
have also achieved great success in practical applications. Under these circumstances,
it has been a trend that the speech signals are taken as inputting information, processed
and transferred to others in mobile terminals’ applications. So how to improve the
training speed of speech recognition in mobile terminals with wireless networks has
become one of important research topics in mobile computing. The Gauss Mixture
Model and Hidden Markov Model (GMM-HMM) is used to make acoustic models in
traditional speech recognition methods.
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However, this model is a typical shallow learning structure, and its performance is
limited under the massive data. Hinton [2] proposes the “depth learning” which points
the training of the depth neural network could be completed by “layer-by-layer initial‐
ization”, which is widely used in the field of speech recognition. Deep Belief Network
(DBN), as a typical model of deep learning, can be trained quickly, so it is widely used
in speech recognition and has achieved great success [3]. However the continuous
increments of speech input signals in mobile terminals lead to spending a large amount
of time on DBN’s training. Therefore, how to improve the speed of DBN training under
the massive data is an urgent problem that needs solving.

GPU has more powerful computing ability than CPU and has been applied into
mobile terminals for mobile computing. Paprotski accelerates the speed of RBM’s
training by Compute Unified Device Architecture (CUDA) and by speeding up RBM’s
training to further accelerate DBN model’s training speed has become a new trend [4].
The RBM is trained by function library of CuBLAS to accelerate in [5], but it is too
versatile. Special kernels function is written in [6] to make full use of GPU computing
resources, but its implementation is too complex and is not stably. Moreover, there are
a large number of parameters in RBM model, which makes it be likely to occur the
phenomenon that the single GPU can’t store all the parameters one-time.

In summary, considering the problems that single GPU can’t store all the parameters
one-time and inefficient usage of memory model, in this paper, we propose a new GPU
implementation of DBN to accelerate the speed of speech recognition with wireless
networks in which we divide the weight matrix into many sub-weight matrixes, select
appropriate GPU memory and further establish a reasonable memory model to store the
trained parameters.

2 DBN Training

A DBN is a probability generation model, which is composed of several Restricted
Boltzmann Machine (RBM) layers and a layer of Backpropagation (BP) neural network.
The training process of DBN model in speech recognition mainly contains layer-wise
greedy unsupervised learning as pre-training and supervised fine-tuning. The advantage
of pre-training lies in that it can provide an effective initial training value to the DBN
model; the significance of fine-tuning is that it can adjust the whole parameters of DBN
which are calculated by pre-training, and gets the optimal value of DBN’s parameters.

2.1 Pre-training of DBN

We use the Contrastive Divergence (CD) algorithm [7] to make unsupervised training
for each layer of RBM to make sure that the training speech data’s feature vectors are
mapped to the different feature spaces.

A RBM is an energy-based generative model that consists of two layers: a layer of
binary visible units and a layer of binary hidden units, with symmetrical connections.
Any unit in one layer is connected to all units in the other layer and has no connection
with units in the same layer. Since speech observations are sequential and real-valued,
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we consider RBM’s visible units obey Gaussian distribution and the hidden units obey
Bernoulli distribution. Thus the energy of Gaussian-Bernoulli configuration is given by
Eq. 1:

E(v, h) =

m∑

i=1

(vi − ai)
2

2
−

n∑

i=1

hjbj −

m∑

i=1

n∑

j=1

Wijvihj (1)

where vi ∈ Rm represents the initial input value of speech data’s features, hj ∈ Rn denotes
the output value of speech data’s extracted features. 𝜃 = {Wij, ai, bj} is the parameters
of the RBM. Considering RBM’s special structure, the probability of hj given vi becomes

P
(
hj = 1|v

)
= sigm

(
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Wijvi + bj

)

(2)

where sigm() is the sigmoid function. Similarly given a specific hidden state hj, the
probability of vi given hj is:

P
(
vi = 1|h

)
= sigm

(
n∑

j=1

Wijhj + ai

)

(3)

In order to obtain the value of RBM’s 𝜃, we could maximize the training data’s
likelihood function. So we use a much faster method: CD-k algorithm (k = 1) [7]. Here
are the following update rules:
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where 𝜀 is learning rate, v(0)
i

 represents the initial trained speech data’s features, h(0)
j

denotes the trained speech data’s extracted features. v(k)
i

 and h(k)

j
 are the reconstructed

trained speech data’s features and reconstructed trained speech data’s extracted features
respectively which are obtained after k iterations of Gibbs sampling.

2.2 Fine-Tuning of DBN

We can get the initial value of the entire DBN model after the pre-training is completed.
After the pre-training, we can do the progress of fine-tuning using the trained speech
data in which each frame is labeled with a target class label. We divide the fine-tuning
into two steps. Firstly, the speech data’s features extracted from the last layer of RBM
are taken as the input values of the BP neural network, and then the output values are
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classified by the softmax function. Secondly, use the cross entropy [8] as the loss func‐
tion and do the calculations with error Backpropagation algorithm, adjusting the param‐
eters of the whole DBN model.

Because it needs a long time for BP algorithm to complete an update of 𝜃, we choose
SGD algorithm. After completing the speech features’ classification of a mini-batch, we
update the 𝜃 directly using the calculated error to accelerate the speed of training DBN.

3 GPU Implementation

GPU has successfully applied in to speech recognition based on DBN. However, there
are still some problems in using GPU. For example, existing methods usually ignore
that the number of RBM’s parameters is so large that a single GPU can not store them
at one-time. The different type of memory in GPU has different access speed. Therefore,
we implement the optimization of RBM’s training using single GPU based on the
memory model with sliced weight matrix that are from two aspects. Firstly, divide the
weight matrix into sub-weight matrixes. Secondly, make full use of shared memory of
GPU to establish reasonable memory model.

3.1 Division of Weight Matrix

We can improve the training speed of RBM by training the data with size of l (the number
of mini-batch [9]), but there still exists a problem that the large size of l will hurt the
overall efficiency of learning. So in the training process, the size of l we choose is much
smaller than the m, n which are the dimensions of trained speech data’s features vi ∈ Rm×l

and speech data’s extracted features hj ∈ Rn×l respectively. vi, bias ai, hj and bias bj are
small so that they can store in the GPU device memory. However, the weight matrix is
so large duo to interconnections between any two units, it is likely to occur the phenom‐
enon the weight matrix can not store in GPU device at one-time. So we divided it into
many sub-weight matrixes Wi ∈ Rm′×n where m′

<< m such that every Wi could be stored
in the GPU device memory.

3.2 Memory Model Based on Shared Memory with Minimal Transfer

We copy the DBN model’s parameters trained from CPU to GPU after having divided
the weight matrix into sub-weight matrixes. According Eqs. 2 and 3, we calculate h0

j
 and

vk
i
. When calculating h0

j
 with GPU, in order to hide the global memory latency, we need

to use threads at a much finer granularity to take full use of the GPU computing resources.
Hence, we take the connection Wij ∈ Wi as the smallest unit of computation which is
called thread performing a function that multiples the vi by its weight. We can make
every block represent a unit by this way. In other words, every block can be taken as a
determined element of the speech data’s extracted features and we can store the Wi in
the shared memory to make full use of the shared memory having faster access speed
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to compute every thread’s value, and sum up them with reduction process. Then, we

calculate h0
j
.

As for the calculation of vk
i
, we also divide the weight matrix into Wi and transferring

Wi one by one on demand. However, the transfer of Wi would cost lots of time, we adopt
a method that avoids the undesirable memory transfer of Wi. Because the calculation of
vk

i
 and h0

j
 use the same Wi, we will calculate the vk

i
 immediately after the calculation the

vk
i
. The order that Wi stored in the shared memory (row-major or column) affects the

calculation of h0
j
 and vk

i
.

We use the same method to get the calculation of hk
j
. After hk

j
 is finished, we also

update Wi immediately as the updating Wi needs the corresponding vk
i
 and hk

j
 according

Eq. 4. Also we know that the updating of Wi needs hk
j
, h0

j
, vk

i
, vi matrices, if we adopt the

same method above, the updating of Wi could not be done in a coalesced manner and
many blocks are trying to access to the same memory address at the same time, which
could potentially lead to memory conflicts. So we propose a new way that each block
processes several adjacent connections that require, to some degree, access the same
elements of hk

j
, h0

j
, vk

i
, vi matrices to update Wi. We can copy the parameters for updating

Wi to the shared memory in each block for each sample, so that all the threads in one
block could access them in a coalesced manner to update Wi without memory conflicts.

4 Experimental Results and Analysis

We use TIMIT corpus in this paper. In the process of training, we use the method of
early-stop [7]. The input data are the 440-dimensional speech features which are spliced
by 40-dimensional fMLLR features. In the pre-training of DBN, we refer to the settings
of the instance of TIMIT in Kaldi. We use the Intel(R) Xeon(R) CPU E5-2620 v2 @
2.10 GHz with 128G memory, NVIDIA Teskla K20m with 5G device memory and
speech recognition toolkit Kaldi in our experimental environment.

4.1 Training Time Spent on RBM

We did experiments to compare the training time spent on one iteration of RBM with
the 440 visible units and different hidden units in three different ways. (1) the optimized
GPU implementation with 1/4 memory usage and four streams (2) the method used with
single GPU in [10] (3) the implementation of Kaldi with single GPU. In the following
experiments the optimized GPU implementation is like (1). Figure 1 describes the
results.

We can learn that the number of hidden units becomes larger, the cost time becomes
much from Fig. 1. At first, the first way spends the most time because it need more time
to exchange the weight matrix and streams synchronization. But with the increment of
the number of hidden units, the first way costs less time than the others. The reason is
that the first way uses reasonable memory model and streams process. The first way
achieves acceleration with a maximum time of 1.7 than the third way when the number
of hidden units is 213.
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4.2 Training Time and Word Error Rate Spent on DBN

We did experiments to compare the time spent on training DBN model using five
different ways. (1) the implementation of Kaldi with single CPU (2) single
GPU + CUDAC (3) the implementation of Kaldi with single GPU (4) the optimized
GPU implementation. Table 1 lists the results.

Table 1. Training DBN’s time

Model Time/h
Kaldi with single CPU 372
Single GPU + CUDAC 3
Kaldi with single GPU 2.5
Optimized GPU implementation 1.67

From Table 1, the optimized GPU implementation could greatly reduce the time
spent on training DBN model. It obtains accelerations of 1.5 times and 223 times than
that using Kaldi with single GPU and single CPU respectively. It confirms that the
optimized GPU implementation can achieve a better acceleration effect.

The word right rate is the factor that we must consider. So we did experiments to
compare the DBN’s word error rate with three different ways. (1) the implementation
of Kaldi with single CPU (2) the implementation of Kaldi with single GPU (3) the
optimized GPU implementation. Here is the word error rate of DBN model’s training.

From Table 2, we know that the optimized GPU implementation could obtain better
performance with only 5% performance loss comparing the Kaldi with single CPU. This
is acceptable for us. It proves that the optimized GPU implementation could accelerate
the training speed of DBN model, and remain a better word right rate.

Fig. 1. One iteration of RBM’s training time
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Table 2. Training DBN’s word error rate

Model Error rate
Kaldi with single CPU 18.6%
Kaldi with single GPU 18.8%
Optimized GPU implementation 19.5%

5 Conclusion

Applying the DBN model into the combination of speech recognition and wireless
networks has achieved great success in mobile computing. In this paper, aiming at the
problems huge parameters of DBN and unreasonable usage of GPU’s memory model,
we propose the memory model based on sliced weight matrix that could train large-scale
DBN without parameters restriction and make full use of GPU’s computing resources,
making the GPU in mobile terminals to process more data with wireless networks.
Results show that the optimized GPU implementation of DBN in mobile terminals for
mobile computing not only can accelerate its training speed with large parameters, but
also ensure the accuracy of the results.
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Abstract. Available bandwidth estimation is very important for network oper‐
ators, users, and bandwidth-sensitive applications. In the last 20 years, various
techniques and systems have been proposed to estimate end-to-end available
bandwidth. They were mostly tested in simulation or inside small-scale networks,
but they can’t consistently offer satisfying accuracy over the Internet. An active
probing method SOProbe is proposed, and it measures end-to-end available band‐
width from only the installed host. The key idea of SOProbe is to identify the rate
range where the available bandwidth resides. To archives this, SOProbe sends
probe packets at selected transmission rates, and tries to catch the relationship
between probe packets and available bandwidth.

Keywords: Active probe · Available bandwidth · Network measurement

1 Introduction

Mobile devices like iPhone and Android phones have become hugely popular, and
widely used. Mobile Internet devices quickly spread over the world, their processing
ability, built-in cameras, sensors, and pervasive cellular connections make them ideal
platforms for constructing comprehensive cyber-physical applications. A cyber-phys‐
ical application is a computer system that receives and responses to data from outside
stimuli, and makes decisions that also impact the physical world [14].

Traditional cyber-physical applications include flight avionics, electronic medical
devices, power grid control systems, and anything that can be managed by a remote
computer through cable or wireless connection [5]. Cyber-physical applications can
impact the real world and react to events, they always require strict quality and perform‐
ance assurance. Mobile devices are equipped with a variety of sensors (such as ambient
light sensors, gyroscope, accelerometers, GPS, microphones, and cameras) that cyber-
physical applications use to measure environmental digitally. The combination of data
from sensors with wireless networks and the growing data process power motivates more
and more cyber-physical applications.
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Though a lot of work has been done to make the operating environment of mobile
devices seem to be like general computer, they are indeed different. A step further,
mobile device push more rigid demand on their communicating capacity. First of all,
bandwidth is always very spare. Second, cyber-physical systems tend to generate small-
size IP packets. Third, short roundtrip time is preferred, thus packet replication, corrup‐
tion, loss, and retransmission would largely affect the usage.

For many large-scale cyber-physical applications, the design is divided into three
steps. First, application runs on mobile devices, e.g., iPhone or Android-based smart
phone, connect to WIFI or the Internet through cellular network of ISP. Second, data
packets traverse from ISP to server nodes located closed to the mobile devices, these
nodes are generally named access servers. Third, a large amount of nodes hosted together
to perform data-intensive computation, as well as to visit vast stored data. For load-
balance and data replication, there are always many backup nodes spread over different
racks, server rooms, or even cities.

Consequently, the performance bottleneck often exist between the second and the
third steps. It is often the case that when mobile devices in a city all connect to a network
node in another rack, or another server room, or even another city. It becomes crucial
for the access servers to be intelligent to choose suitable nodes for performing data-
intensive tasks.

This paper presents SOProbe, an original light-weight method that can quickly and
precisely measures the end-to-end available bandwidth from the installed nodes. The
key point of SOProbe is to identify a very narrow rate range of available bandwidth. As
verified by our theoretical method, the dispersion of a long packet array will be enlarged
only if the initial transmission rate is higher than available-bw. Therefore, SOProbe
sends packet arrays at different initial transmit rates, and catches per-link dispersion of
the arrays to estimate the relation between available bandwidth and the initial transmit
rates. The efficiency and accuracy of SOProbe have been tested in carefully designed
simulations.

This paper is organized as follows. Section 2 introduces the background. Section 3
presents the measurement methodology in details, and Sect. 4 sets up simulations to
verify the accuracy and efficiency of SOProbe. Finally, Sect. 5 concludes the paper.

2 Related Work

Specifically, the available-bandwidth (available-bw) is defined as the maximum data
rate that an end-to-end path can provide to a packet flow, without reducing the rate of
the cross-traffic in the path [8]. Quite a few active probe techniques have been proposed.
The first technique that tried to estimate available-bw was Cprobe [2]. Cprobe sends
short arrays of ICMP echo packets to target host as close as possible, and calculates the
obtained throughput from the head and the tail ICMP replies. The basic idea is that the
time distance of a lengthy packet array is inversely proportional to available-bw.

However, Dovrolis proved that what the packet arrays catch is the asymptotic disper‐
sion rate (ADR), instead of available-bw [8]. After Cprobe, quite a few methods that
relied on both endpoints of a communication path were proposed. Delphi [12], for
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example, estimate the volume of background traffic in network paths. However, since
Delphi interprets queueing delays of all links as that of the bottleneck, it is not applicable
in the presence of hidden bottleneck problem [16]. Because the initial transmit rate is
adjusted according to the measurement result of previous probes, SOProbe is able to
handle this problem when its bandwidth resolution is smaller than the bandwidth differ‐
ence of the actual and fake bottleneck links.

A representational end-to-end available-bw estimation tool, i.e. Pathload, was intro‐
duced in [7], and was explained in [3]. Pathload doesn’t simply report a number; instead,
it outputs a rate range where available-bw would reside. In order to reduce the rate range,
Pathload transmits packet arrays at different rates and watches their transmit delay at
the other end of the path. Parallelly, SOProbe manipulates a rate range by probing a
network path with packet arrays sent at selected data rates. But SOProbe is only installed
on the source node, and it pay much more attention to the reverse path and router queuing
effect.

A lot of techniques have also been presented to measure bandwidth with only the
source node. However, these techniques mainly concentrated on measuring capacity,
i.e. the physical communication rate of a link or a path, instead of available-bw. For
example, pathchar [4], and the tailgating technique [1] measure per-hop link capacity.
While Bprobe, nettimer, pathrate, and the PBM techniques catch path capacity [16]. In
Parallel, Prasad demonstrated that layer-2 store-and-forward devices can strongly influ‐
ence these methods [11]. But the layer-2 devices won’t affect the accuracy of SOProbe
since it relies on dispersion technique, instead of estimating delay.

Hu addressed the problem of bottleneck location and presented Pathneck [6]. Path‐
neck is based on the founding that background data interleave with probe packet arrays,
thus changing the transmission time of packet array. By catching per-hop array trans‐
mission time, the location of bottleneck, and the narrowed rate of available-bw, can be
inferred. The TTL configuration of packet array in SOProbe is similar to the recursive
packet train adopted by Pathneck. However, SOProbe provides more accuracy since it
can precisely control the inter-packet gap during estimation.

3 SOProbe Measurement Methodology

SOProbe is a single-end method and it uses the link congestion effect [16] in an iterative
probing manner. SOProbe is built on the observation that, if a packet array is inserted
into a network path at data rate rp that is higher than available-bw, communication time
must be enlarged by some links along the path; if rp is not higher than available-bw, the
communication time keep unchanged. As a result, by catching whether the path expands
the packet arrays injected at selected rates, the available-bw can be computed.

The path is a sequence of store-and-forward links [16] that transfer packets from
source host R0 to destination host Rn through a set of intermediate routers
R1, R2 …Rn−1. Link Li is the data connection from Ri to Ri+1. Since, at any time, Li is
either idle or forwarding packets at its capacity rate (maximum speed) Ci, its available-
bw is defined as the spare bandwidth over a time interval τ:
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Ai(t, t + 𝜏) =
1
𝜏 ∫

t+𝜏

t

(
Ci − 𝜆i(t)

)
dt (1)

In (1), Ai(t, t + 𝜏) is the available-bw of Li in the interval (t, t + 𝜏), and λi is the rate
of cross-traffic in Li. Particularly, the end-to-end available-bw is the path available-bw,
and is also the minimum link available-bw of the path:

A(t, t + 𝜏) = Min
i=0…n−1

{
Ai(t, t + 𝜏)

}
(2)

Here, τ is the time taken by an estimation instance. The link that maintains the
minimum link available-bw is the bottleneck link. From a specific instant, the source
node sends out an array of N packets to another node along a network path at data rate
rp. Every packet is of size S and is equally spaced. Figure 1 shows the array as it traverses
on Li. ∆i is the transmission time between the first and the last packets, the per-packet
dispersion (PPD) in Li is

pi =
Δi

N(i) − 1
(1 ≤ i ≤ n) (3)

Fig. 1. A probing packet train on Li.

Here, N(i) is the number of packets that the array remains when it transmit on Li.
Then we have

Δpi = pi − pi−1 (1 < i ≤ n) (4)

If n = 1, the path consists of one link. The path always keeps packet dispersion
because PPD on the first link is also the PPD on the last link.

We focus on path effect when n > 1. Note that the source node can’t send packets at
rate higher than Ai, i.e. rp ≤ A1. As a result, r1

c
+ rp ≤ r1

c
+ A1 = C1. Consequently, L1

transmits all data packets without delay. This means that r1
c
 maintains unchanged since

background traffic on L1 is not affected by the probe packet array. Additionally, the
background data on L2 comes from L1 and somewhere else; r2

c
 is unaffected because r1

c

doesn’t change and relative path features are regarded as fixed during a measurement
instance.

It needs more attention to study how the packet array enters L2 from L1. In Average,
in a p1 period, one probe packet moves into L2. Meanwhile, the amount of cross data
packets entering L2 is X2 = r2

c
⋅ p1. As a result, the amount of packets that L2 receives in

one p1 period is S + X2. Since rp ≤ A, we have rp ≤ A2 and
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S + X2 =
(
rp + r2

c

)
⋅ p1 ≤ (

A2 + r2
c

)
⋅ p1 = C2 ⋅ p1 (5)

Therefore, L2 is able to transmit all the packets from R1 without the need of queue.
So the rate of packet array remains rp as the array enters L2, and p2 = p1, i.e. Δp2 = 0.
Meanwhile, the background traffic on both L2 and L3 isn’t influenced by the probe packet
array. Inductively, this can be proved in the subsequent links. Suppose n > 2, ∆pi = 0
for i = 2, 3 ··· k (2 ≤ k ≤ n−1). The rate of probe array on Lk is rp; rk

c
 and rk+1

c
 are not

affected by the probe array.
When the probe packet array moves in Lk+1 from Lk, only one probe packet moves

into Lk+1 in a pk period. In average, the amount of background traffic goes into Lk+1 from
Rk in that pk period is Xk+1 = ri+1

c
⋅ pk. As a result, the total network amount that Lk+1

receives during pk period is S + Xk+1. By definition, rp ≤ A ≤ Ak+1.

S + Xk+1 =
(
rp + rk+1

c

)
⋅ pk ≤ (

Ak+1 + rk+1
c

)
⋅ pk = Ck+1 ⋅ pk (6)

Therefore, all income packets can be delivered out by Lk+1 without being queued,
∆pk+1 = 0 and the rate of probe array on Lk+1 is still rp. In addition, rk+1

c
 and rk+2

c
 remain

unchanged. Finally, we conclude that ∀i ∈ (1, n], ∆pi = 0.
Because available-bw is the minimum link available-bw of the path and rp > A, there

is at least one link whose available-bw is lower than rp. Precisely, a link is named the
first narrow link if its available-bw is first less than rp. Evidently, L1 can’t be the first
narrow link since rp ≤ A1.

Assume that L2 is the first narrow link, then rp > A2. As shown above, when the probe
packet array moves from L1 to L2, the total amount of traffic that enters L2 in a p1 period
is S + X2, so

S + X2 =
(
rp + r2

c

)
⋅ p1 >

(
A2 + r2

c

)
⋅ p1 = C2 ⋅ p1 (7)

This means that L2 must take more time to deliver out the packets it receives in p1.
Consequently, internal queue is built up and the transmission time of probe array is
enlarged. In average, L2 expands the PPD to be

p2 =
S + X2

C2
> p1 (8)

Therefore, Δp2 = p2 − p1 > 0.
SOProbe uses binary search algorithm to identify the rate range. Initially, Rmin = 0

and Rmax = A1. Since rp ≤ A1, A1 is the maximum probe data rate that the source node
can achieve. Suppose that the nth packet array is transmitted at rate rp(n), and the first
probe rate rp(1) = A1∕2.

If rp(n) > A, then Rmax = rp(n)

If rp(n) ≤ A, then Rmin = rp(n)

Estimating End-to-End Available Bandwidth 201



rp(n + 1) =
(Rmin + Rmax)

2

When Rmax − Rmin ≤ 𝛿, the process finishes. Here, δ is the bandwidth resolution
that indicates how small the estimated rate range could be. This process eventually
converges to a rate range [Rmin, Rmax] after probe the target path with log2(A1∕𝛿) different
data rates.

To understand the relation between available-bw and probe data rate, the source node
should be able to obtain PPD of its probe packet array. According to the ICMP protocol
that is widely used by network infrastructure, we design a probe packet array that would
trigger intermediate router replies. In particular, N IP packets of size S are equally spaced
by ΔP, and are sent to the destination at rate rp. Obviously, ΔP = p1. S and ΔP are
carefully selected, and

rp =
S

ΔP
(9)

Additionally, the time-to-live (TTL) parameters of probe packets are
{1, 2⋯ (n − 1), n, n, (n − 1)⋯ 2, 1}. Here, n is the number of links and N ≥ 2·n. Setting
TTL parameters in this way makes each intermediate router along the path response two
ICMP packets back to the source. When the array moves to the first router (R1), its first
and last packets expire because their TTL parameters are 1. Consequently, these two
packets are dropped and R1 sends two ICMP packets back to the source [10]. The other
probe packets of the train are forwarded to R2 after their TTL are decremented by 1.
Every subsequent router along the path repeats the above process (Fig. 2).

Fig. 2. Structure of the probing packet train.

As a result, each intermediate router sends back two ICMP packets. The source
measure the interval between two ICMP packets from router Ri to estimate Δi, i.e. the
dispersion of packet array in the incoming link of that router.

4 Simulation Verification

SOProbe have been tested in Network Simulator (NS) [9] - a widely used simulate
platform. SOProbe was developed in the agent and application levels of NS. In real
networks, it is the intermediate router that counts the TTL field of every incoming IP
packet, decrements it and replies with ICMP error if the TTL expires. While in NS, it is
the link that checks TTL and will drop the expired packets without any reply. To handle
this problem, we implemented an application and attached it to every node except the
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source node. This application sends 56-byte ICMP packet back to the source when it
receives a probe packet. Therefore, the source directly sends packets to the ICMP appli‐
cation attached to a node if the source wants that node to send back ICMP replies.

Our experiment use a linear topology. In this topology, nodes 0 and 7 are the source
and destination, nodes 1–6 are intermediate routers. C4 (the X) is configured according
to different use cases. All links are duplex; capacities of links are in the unit of bits per
second. In addition, every link applies the drop-tail queueing principle. Table 1 lists
parameters used in the experiment.

Table 1. Parameters used in the simulation

Parameter Description
N The number of packets in a train
S The packet size
g The PPD gauge parameter
δ The bandwidth resolution
β The loss gauge parameter, and β = 100%
ut The utilization of a path

In experiments, one hop persistent (OHP) background traffic is applied to the path.
Precisely, an OHP packet stream comes from four CBR sources, and will move out of
the path after one link. Packets of each OHP traffic stream are carefully set as follows:
15% 576 bytes, 20% 1500 bytes, 50% 40 bytes and 15% randomly distributed between
40 and 1500 bytes, similar to the Internet packets measured in [13]. All link usage are
equal. Here, X = 10 Mbps and the path is 40% utilized indicates that all links are 40%
utilized, i.e. the background traffic on each link is {20, 32, 24, 4, 28, 8, 40 Mbps}.
Precisely, there are two paths in Fig. 3: the forward path from node 0 to node 7, and the
reverse one from node 7 back to node 0. What we are measuring is the forward path
available-bw.

Fig. 3. Simulation topology.

We first demonstrate one SOProbe estimation process. Then we test SOProbe with
bidirectional background traffic and different bottleneck link positions. The effect of
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path features is also studied. After that, we record the convergence time that SOProbe
process takes.

X = 10 Mbps, all forward links are 20% usage, then available-bw is 8 Mbps.
Figure 4 demonstrates a SOProbe measurement process that finishes after 6 probes. The
initial rate range of available-bw is [0, 50 Mbps], and rp = 25 Mbps. SOProbe catches
that rp > A because it detects PPD expansion. As a result, it shrink the rate range to [0,
25 Mbps] and generates the next probe packet array at 12.5 Mbps. PPD expansion is
still there, so SOProbe decreases rp to 6.25 Mbps and tries again. This time, there isn’t
a PPD expansion; SOProbe sets the rate range to [6.25, 12.5 Mbps] and probes at
9.375 Mbps. Particularly, at the 6th probe, the range is [7.813, 9.375 Mbps], and
rp = 8.594 Mbps. Once again, a PPD expansion is detected. After this, the range [7.813,
8.594 Mbps] is outputted because it meets the limit of bandwidth resolution (δ = 1 Mbps
in this case).

Fig. 4. A SOProbe measurement process.

X = 10 Mbps, both forward and reverse paths are 20%, 40%, 60%, and 80% utilized,
respectively. Figure 5 reports the rate ranges after performing 50 SOProbe measure‐
ments for the designed 16 cases. In the following simulations, SOProbe are executed 50
times for each setting. In particular, “FP ut = x%” means the forward path is x% utilized.
In the same way, “RP ut = x%” denotes that every link of the reverse path is x% utilized.

Fig. 5. Results under different loaded conditions, link utilization conditions.
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The first founding is that background traffic in the forward path mainly determines
the measurement accuracy. When the forward path was no more than 40% utilized,
SOProbe reports rate ranges where available-bw nicely resides. As the forward path
became more and more congested, SOProbe lost the accuracy slowly. Though the
outputted range still includes the available-bw when forward path was 80% utilized, the
range fluctuates and cover a comparably bigger region.

Another observation is that background traffic in reverse path influences the meas‐
urement accuracy lightly. When the forward path is underutilized (ut = 20%), the esti‐
mations are stable no matter how high is the traffic load in the reverse path. When forward
path is 40% or 60% utilized, background traffic in the reverse path would affect the
measurement. Finally, as the forward path comes to 80% utilized, background traffic in
forward path dominates the measurement, and the influence of the reverse path traffic
decreased.

The simulation reveals that a lengthy packet array of large network packets would
interleave with the existing background traffic. Compared with probe packets (1500
bytes), ICMP packets (56 bytes) returned by nodes 1–7 are affected by background
traffic slightly. SOProbe isn’t sensitive to the background traffic in reverse path. Mean‐
while, SOProbe can accurately estimate the available-bw when the forward path is not
much loaded.

In the above experiments, the time taken by one SOProbe measurement highly
depends on N and δ. The longer the packet array is, the more time that transmission
requires. A smaller resolution parameter δ often leads to more probe tries. Every packet
array is transmitted at a selected rate, different packet size would only result in the space
in between packets. Analogously, parameter g would affect the estimation accuracy, but
it isn’t relative to the number of probes that one estimation takes.

Table 2 shows that, one single SOProbe estimation instance uses nearly 2–3 s. In
particular, all high estimation time occurred only when the forward path is overloaded.
According to a research founding, the Internet path properties do not change much on
the scale of hours [15], SOProbe can measure available-bw in a timely manner.

Table 2. Convergence time of SOProbe

N δ (Mbps) Convergence time (min, mean, max) (seconds)
20 0.5 1.90, 2.02, 2.35
20 1.0 1.62, 1.77, 1.96
30 0.5 2.52, 2.83, 3.11
30 1.0 2.06, 2.40, 2.88

5 Conclusions

A novel active probe technique, SOProbe, was presented to estimate end-to-end avail‐
able bandwidth from only the source node. With SOProbe, one can estimate available
bandwidth from a single source, this enable smart devices and applications to estimate
and select better network paths actively. The key idea of SOProbe and its working
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process have been verified in NS simulation with carefully designed topology and
comprehensive cross-traffic setting.
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Abstract. Device-to-device (D2D) communications can bring significant per-
formance improvement by allowing direct communications between users. Most
of previous work usually focuses on the optimization of throughput, energy
efficiency, offloading and so on. However, the delay performance of D2D users
is less considered. In this paper, we formulate a resource allocation problem to
maximize the system throughput while guarantying the delay performance for
each user. The resource allocation is dynamic due to the consideration of both
channel state and the queue length information. The optimization problem is a
mixed integer non-linear programming problem and the solution space is large.
Then in order to solve the problem with low complexity, we introduce particle
swarm optimization algorithm to the resource allocation scheme. Various sim-
ulation results show that the throughput of the scheme is close to the global
optimum and the delay performance for each user is guaranteed.

Keywords: Device-to-device communication � Resource allocation
Particle swarm optimization � Delay

1 Introduction

To accommodate the increasing traffic in future cellular systems, device-to-device
(D2D) communications is a potential technology to achieve higher data rate and
consume lower transmit power. Recently, D2D communications underlaying a cellular
network infrastructure has been proposed and attracted much attention [1–3]. This
hybrid infrastructure can bring several advantages such as higher system throughput,
less network congestion and lower power consumption. However, in underlay mode
D2D users share the same spectrum resources with regular cellular users. Sophisticated
resource allocation for cellular and D2D users needs to be performed to protect cellular
users and to achieve improved overall performance.

Much work has been done on resource allocation for D2D communications. Zhang
et al. [4] propose a graph-based resource allocation method for cellular networks with
underlay D2D communications which accounts for interference and capacity of the
network. The simulation results show that the graph-based approach performs close to
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the throughput-optimal resource allocation. The author of [5] considers the fair
resource allocation problem for device-to-device communications in Orthogonal Fre-
quency Division Multiple Access (OFDMA)-based wireless cellular networks. He
proposes a two-phase solution approach where resource allocation for cellular down-
link and uplink flows with max-min fairness is performed in the first phase and
resource allocation for D2D flows with rate protection for cellular flows is conducted in
the second phase. In [6–8], the authors propose simple interference avoidance mech-
anisms in OFDMA network, which commonly enables D2D users to reuse appropriate
resource using resource allocation information of legacy users in control signaling.
Marco et al. [9] propose a flexible resource reuse scheme incorporating mode selection
and power allocation. It minimizes the overall power consumption, but not maximizes
the system throughput. Yu et al. [10] propose to use Han-Kobayashi rate splitting
techniques to improve the throughput of D2D communications. Xu et al. in [11]
consider the sum-rate optimization in a single cell scenario with underlayed D2D
communications. They adopt the iterative combinatorial auction game in their proposed
spectrum resource allocation mechanism.

Although much work has been done on resource allocation, the delay factor is
ignored. Since many services are real-time and delay-sensitive, for example, voice
conversation, video streaming, and interactive gaming, it is important to take delay into
account when designing the protocols and algorithms for D2D communications. Wang
et al. [12] propose a low complexity practical solution to solve the delay-aware
resource allocation problems for D2D communications by exploiting the interference
filtering property of CSMA-like MAC protocols. Lei et al. [13] propose an optimization
framework on delay-aware resource control with bursty traffic and formulate a general
queuing model for performance evaluation and optimization. However, they still fail to
pay attention to subchannel allocation with the consideration of delay performance.

In this paper, we study a delay based resource allocation problem for the OFDMA
cellular network underplayed with D2D user pairs. The system throughput is maxi-
mized while the parameter of transmission delay is set as the constraint in the problem
formulation. Considering the proposed problem is a mixed integer non-linear pro-
gramming problem with high complexity, we present a resource allocation scheme
based on particle swarm optimization (PSO). It can provides joint subchannel
scheduling and simple power allocation for both cellular users and D2D users.

The remaining of this paper is organized as follows. Section 2 provides the system
model considered in this paper and formulations of the optimization problem. In
Sect. 3, we briefly introduce the standard particle swarm optimization and describe the
PSO-based resource allocation scheme. We provide numerical results in Sect. 4 and
draw conclusions in Sect. 5.

2 System Model

As is illustrated in Fig. 1, we consider the downlink transmission in an OFDMA single
cell network where K1 cellular users and K2 D2D pairs share N subchannels in
underlay mode. The set of cellular users and D2D pairs are denoted as C ¼ c1; c2; � � � ;f
cK1g and D ¼ d1; d2; � � � ; dK2f g, respectively. Furthermore, we uniformly label cellular
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users and D2D pairs with k ¼ 1; 2; � � � ;K, where K equals K1 þK2. Here D2D com-
munications reuse the downlink resources of cellular network. We assume that the BS
can get to know all downlink channel states information and thus it can allocate
resources between users flexibly.

Let xnk be a binary variable where xnk ¼ 1 if subchannel n is allocated for user k and
xnk ¼ 0 otherwise. We assume that the BS has the maximum power budget of Pmax

BS , and
meanwhile, the transmit power constraint of D2D users is Pmax

d . Denoting the transmit
power of D2D pair k on subchannel n by Pn

k and the transmission power allocated to
cellular user k on subchannel n at the BS by Pn

BS. g
n
kk and g

n
BSk respectively represent the

channel gain from the transmitter to the receiver of D2D pair k on subchannel n and the
channel gain from the BS to cellular user k on subchannel n. Then the SINR at cellular
user k or the receiver of D2D pair k on subchannel n can be written as:

Snk ¼
Pn
BSg

n
BSk

Ink þ rnk
k 2 C

Pn
kg

n
kk

Ink þ rnk
k 2 D

8
>><

>>:
ð1Þ

where rnk denotes the noise power and Ink represents the interference power from other
users on subchannel n. If a D2D pair occupies a subchannel which is assigned to a

UE

BS

D2D

Communication link

Interference link

Fig. 1. System model
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cellular user, it will suffer interference from the BS. Cellular users will be interfered by
D2D pairs which sharing the same subchannels with them. In general, channel capacity
can be calculated by Shannon formula but can not be achieved in reality. So we use a
factor C C� 1ð Þ represents the gap to the Shannon capacity. The transmission rate of
cellular user k or D2D pair k on subchannel n can be expressed as

rnk ¼ B log2ð1þCSnkÞ ð2Þ

where B is the bandwidth of subchannel n. For the sake of simplicity, we assume one
subchannel only can be assigned to one D2D pair so that there will be no interference
among D2D pairs. Let lk denote the queue length of cellular user k or the transmitter of
D2D pair k and the arrival rate of packets is subject to Poisson distribution. Then we
can formulate the resource allocation problem as follows:

max
X

k

X

n

xnkr
n
k ð3Þ

s:t
X

k2C
xnk � 1; 8n ð3:aÞ

X

k2D
xnk � 1; 8n ð3:bÞ

xnk ¼ 0; 1f g; 8n; k ð3:cÞ
X

n

X

k2C
xnkP

n
BS � Pmax

BS ð3:dÞ

X

n

xnkP
n
k � Pmax

d ; 8k 2 D ð3:eÞ

lkP
n
xnkr

n
k
� Dthreshold

k ; 8k ð3:fÞ

Our objective is to maximize the system throughput. Constraints (3.a) and (3.b)
ensure that each subchannel can be allocated to at most one cellular user or one D2D
pair. Function (3.c) indicates whether subchannel n is allocated to cellular user or D2D
pair k. Constraints (3.d) and (3.e) restrict the maximum transmission power of BS and
the transmitter of D2D pair. Constraints (3.f) describes the delay threshold denoted by
Dthreshold

k for every user. The optimization problem above is a mixed integer non-linear
programming problem with a large solution space.
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3 PSO-Based Resource Allocation Scheme

Particle Swarm Optimization is a stochastic population based optimization algorithm
with inherent simplicity and high efficiency, so it has been a popular candidate for
solving various complex optimization problems [14]. In basic PSO, the position of each
particle represents a potential solution to the optimization problem, and an objective
function is defined to evaluate the quality of the solutions. A swarm of S particles move
around in a M-dimensional problem search space to look for the global optimum
position that produces the best fitness of the objective function. In every iteration, every
particle adjusts its velocity to follow the historical personal best position (denoted by
pbesti) and global best position (denoted by gbest) found so far in order to lead them to
the best solution.

The velocity and position of particle i are updated with the following equations:

vmi ðtþ 1Þ ¼ w� vmi ðtÞþ c1 � r1 � ðpbestiðtÞ � xmi ðtÞÞ
þ c2 � r2 � ðgbestðtÞ � xmi ðtÞÞ

ð4Þ

xmi ðtþ 1Þ ¼ xmi ðtÞþ vmi ðtþ 1Þ ð5Þ

The parameters, xmi and vmi represent the position and velocity of particle i where
i ¼ 1; 2; � � � ; S and m ¼ 1; 2; � � � ;M. c1 and c2 are two positive constant named as
learning factors, usually set as c1 ¼ c2 ¼ 2. r1 and r2 are random variables between
0; 1½ �. w is an inertia weight factor that control the velocity of the particle.

The standard PSO is used to solve an optimization problem in a continuous solution
space which is not appropriate for the delay based resource allocation in this paper.
Under this context, we propose a PSO-based resource allocation scheme. The main
issues are the way to represent particles that can map integer solutions onto continuous
space and how to define the fitness function to evaluate the quality of particles with all
that constraints.

The problem in Sect. 2 contains two parts including power allocation and sub-
channel allocation, respectively. To decouple the power allocation and subchannel
allocation, we assume that the transmitters of D2D pairs and the BS allocate equal
power to the subchannels, which is a simple and practical power allocation policy.
Then we can merely consider the subchannel allocation without violate the constraints
(3.d) and (3.e). As such, the representation of particles will just deal with indicator xnk ,
which has a discrete value. Of course we can use discrete PSO to solve the problem, but
it is difficult to design a discrete PSO for such a problem. So we convert the problem
into a continuous one.

We use a vector consisting of 2N real elements to denote the position of each
particle, each element is between 0 and 1. The position of particle represents sub-
channel allocation for cellular users and D2D pairs. In this paper, we jointly allocate
subchannels for cellular users and D2D pairs so that we can jointly optimize them to
achieve better system performance than just dynamically allocate subchannels for D2D
pairs when cellular users’ subchannel allocation is fixed.
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Thus there are two elements in the vector correspond to each subchannel. For N
subchannels and S particles, the position of particle i can be expressed as Xi ¼
ðx1i ; x2i ; � � � ; xni ; � � � ; xNi ; xNþ 1

i ; xN þ 2
i ; � � � ; xN þ n

i ; � � � ; x2Ni Þ, i ¼ 1; 2; � � � ; S. The two ele-
ments correspond to subchannel n are xni and xNþ n

i . The index of cellular user and D2D
pair who gets subchannel n can be decoded by xni and x

N þ n
i respectively. To decode the

vector, we divide Xi into two parts evenly, which are ðx1i ; x2i ; � � � ; xni ; � � � ; xNi Þ and
ðxNþ 1

i ; xNþ 2
i ; � � � ; xNþ n

i ; � � � ; x2Ni Þ. Then the element of each part can be decoded into
integers as follows:

Dðxni Þ ¼ floorðxni � ðK1 þ 1ÞÞ; xni 2 ð0; 1Þ ð6Þ

DðxNþ n
i Þ ¼ floorðxN þ n

i � ðK2 þ 1ÞÞþK1 þ 1; xNþ n
i 2 ð0; 1Þ ð7Þ

It is obvious that the values of Dðxni Þ range from 0 to K1 and the values of DðxNþ n
i Þ

range from K1 þ 1 to K1 þK2 þ 1. The values of Dðxni Þ and DðxNþ n
i Þ means the index

of cellular users and D2D pairs who is allocated subchannel n while 0 and K1 þK2 þ 1
indicate subchannel n isn’t allocated to cellular users and D2D pairs respectively.

After finding the way to represent particles and decode it into the result of sub-
channel allocation, the power allocation problem is solved by the BS and the trans-
mitters of D2D pairs allocate their total power equally among the subchannels assigned
to them. All the constraints except (3.f) are satisfied. So the resource allocation problem
becomes maximizing the system throughput under constraint (3.f).

To transform a constrained problem into an unconstrained one, we import a penalty
function. It is a technique to handle constrained problem by adding a penalty function
to the objective function to cancel the constraint. The penalty function we defined can
be expressed as:

Penalty ¼
X

k

min 0;Dthreshold
k � lkP

n
xnkr

n
k

0
@

1
A

2
4

3
5
2

ð8Þ

Then the fitness function would be:

Fitness ¼
X

k

X

n

xnkr
n
k � P

X

k

min 0;Dthreshold
k � lkP

n
xnkr

n
k

0
@

1
A

2
4

3
5
2

ð9Þ

where P 2 Rþ is a penalty factor. The penalty function is an important aspect to guide
the particle to get out of the non-feasible region as soon as possible. As a feasible
solution, the penalty function should equal 0 and the answer of fitness function is the
solution to the resource allocation problem we proposed.
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The PSO-based resource allocation scheme can be describe as follows:

4 Numerical Result

In this section, simulation results are provided to evaluate the performance of the
proposed PSO-based resource allocation scheme. We consider a single cell OFDMA
cellular network with a radius of R ¼ 500m. Cellular users and D2D pairs are dis-
tributed uniformly over the cell area, while the number of cellular users is 3 and the
number of D2D pairs varies from 2 to 7. The distance-dependent path loss is modeled
as LðdÞ ¼ 128:1þ 37:6 log10 d for the links between BS to users and LðdÞ ¼
148þ 40 log10 d for the D2D links, where d is distance in kilometers. The system
bandwidth is 3 MHz and it is divided into 15 subchannels with equal bandwidth. The
delay threshold of all users is set as Dthreshold

k ¼100 ms. The transmit power of BS and
UE is 36 dBm and 17 dBm respectively. Meanwhile, the noise power spectral density
is set to be −174 dBm/Hz. Moreover, the parameters of the PSO algorithm are set as
follows. The number of iterations T ¼ 1000, the number of particles S ¼ 20, two
learning factors are set as c1 ¼ c2 ¼ 2, the inertia weight factor w decreasing linearly
from 0.95 to 0.4.

The PSO-based scheme is compared with traverse resource allocation scheme and
random resource allocation scheme. The traverse scheme go through every kind of
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resource allocation and select the one that can maximize the system throughput while
each user’s delay threshold is satisfied. The random scheme assign one subchannel to
one user randomly until all subchannels are allocated, and it doesn’t consider any
constraint at all.

In Figs. 2 and 3, we respectively provide the system throughput and the average
user delay of three schemes, while the number of D2D pairs increases from 2 to 7 and
the distance between D2D transmitter and D2D receiver is set to 50 m. The system
throughput of PSO-based scheme is a little lower than the traverse scheme, because the
solution of traverse scheme is global optimum for considering every condition and the
solution of PSO-based scheme is local optimum when the iteration number is limited.
However, the complexity of traverse scheme is much higher than PSO-based scheme.
So we sacrifice a little performance on system throughput to dramatically decrease the
complexity of the scheme. Our target is to maximize the system throughput, so we
already make full use of the system resources no matter what the number of D2D pairs
is. Hence as the number of D2D pairs grows, the system throughput just grows a little
bit. It is obvious that the system throughput and the average user delay of random
scheme vary randomly and its performance is worse than other schemes because it has
no mechanism to ensure the system performance.

The average user delay of the PSO-based scheme and the traverse scheme are pretty
close according to Fig. 3. Moreover, the average user delay increases with the number
of D2D pairs because the resource for each user is less than before. There is one thing
needs to be clarify. It is possible that not all users are allocated with subchannels while
using the random scheme, especially when the number of D2D pairs grows. When a
user isn’t allocated with subchannels, the throughput would be zero and the delay
would be infinite for this user. Then we wouldn’t take the user into account when we
calculate the system performance.
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Fig. 2. System throughput versus number of D2D pairs
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Figures 4 and 5 illustrate the average rate and the average delay of D2D pairs
versus the distance between users in the D2D pair, and the number of D2D pairs is set
to 3. We don’t consider the random scheme here because it has no certain pattern of
changing. As the distance between users in the D2D pair grows, the average D2D rate
decreases rapidly at first, then it becomes to decrease gently. When the distance is
small, the channel condition between D2D users will be the best. In this case, our
scheme schedules subchannels to the D2D pairs mostly to maximize the system
throughput. However, as the distance between users in the D2D pair is getting larger,
the average D2D rate is decreasing since the channel condition is getting worse. On the
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other hand, every user has to satisfy the delay constraint, so the average D2D rate then
becomes to decrease gently.

It is obvious that the average delay of D2D pairs increases with the distance. The
difference of average delay between the PSO-based scheme and the traverse scheme is
getting bigger when the distance grows, because the rate of D2D users is getting
smaller.

5 Conclusion

In this paper, we develop the PSO-based scheme to maximize the system throughput
for D2D communication underlay of cellular networks, which can jointly schedule the
subchannels of cellular users and D2D pairs with the constraint of users’ delay
threshold. This scheme maps resource allocation solutions onto the representation of
particles and construct a fitness function while handling constraints with penalty
function. Through the simulation results, we have shown that the local optimum we get
through the PSO-based scheme with low complexity is close to the global optimum on
system performance. The result also show that the performance of D2D communica-
tions is highly affected by distance between users in D2D pairs.
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Abstract. The Ultra-Dense Network (UDN) system is considered as a
promising technology in the future wireless communication. Different from the
existing heterogeneous network, UDN has a smaller cell radius and a new
network structure. The core concept of UDN is to deploy the Low Power Base
Stations (LPBSs). With denser cells, the interference scenario is even severer in
UDN than Long Term Evolution (LTE) heterogeneous network. Clustering
cooperation should reduce interference among the cells. In this paper, we firstly
derive the total uplink capacity of the whole system. Then we present a novel
dynamic clustering algorithm. The objective of this algorithm for densely
deployed small cell network is to make a better tradeoff between the system
performance and complexity, while overcome the inter-Mobile Station
(MS) interference. Simulation results show that our approach yields significant
capacity gains when compared with some proposed clustering algorithms.

Keywords: Ultra-Dense Network � Uplink capacity
Dynamic clustering algorithm

1 Introduction

Fueled by the popularization of smart devices, wireless traffic experienced an expo-
nential growth in recent years. The explosive growth of mobile data traffic these years
puts forward high requirements for the bandwidth and performance of coverage and
capacity of the 5th generation (5G) networks, such as ultra-high traffic volume density
and ultrahigh peak data rate [1]. It is expected [2] that the growth will reach 1000-times
by 2020 which is often regarded as the start of the time frame for future generation
wireless network. Generally speaking, capacity enhancement can be realized in three
ways, i.e. spectrum efficiency improvement, wider bandwidth and cell densification [3].
To deal with this growth rate, the Ultra-Dense Network (UDN) system is considered as
a promising technology in the future wireless communication. UDN is viewed as one of
the key technologies for 5G [4]. Different from the existing heterogeneous network,
UDN has a smaller cell radius and a new network structure. The core concept of UDN
is to deploy the Low Power Base Stations (LPBSs). In recent years, UDN attracts many
researchers in colleges and workers in industries. Both the industry and academia are
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working together, e.g. Mobile and wireless communications Enablers for 2020 Infor-
mation Society and 5th Generation Non-Orthogonal Waveforms (5GNOW), to meet
the capacity demand of the 5G mobile communication systems [2, 5].

With denser cells, the interference scenario is even severer in UDN than Long Term
Evolution (LTE) heterogeneous network. This is because the smaller distance between
LPBSs. Clustering cooperation should reduce interference among the cells. There have
been some researches about cell clustering schemes in UDN. Recently, [6] employs
Macro-Diversity-Coordinated Multipoint (MD-CoMP) to deal with the serious
inter-Mobile Station (MS) interference and solves the joint optimization problem that is
approximated by two sub-problems, i.e. clustering based on load information using
game theory and inter-cell resource allocation based graph-coloring algorithms. Thus a
Two-Step Joint Clustering and Scheduling (TS-JCS) scheme is proposed in [6]. [7]
proposes a graph-based low complexity dynamic clustering algorithm. The key idea in
[7] is that dividing the UDN into some clusters under size constraint, the maximum
intra-cluster interference and minimum inter-cluster interference. [8] draws attention to
the realistic scenario of randomly distributed Femtocell Access Points (FAPs) in
heterogeneous networks and proposes a clustering approach combined with an active
FAP selection algorithm to boost both spectral and energy efficiency without manual
configuration. [9] presents a modified K-means clustering algorithm to maximize the
sum throughput and proposes a two stage resource management scheme to solve this
problem. Focusing on UDN scenario, [10] gives a definition of cell cluster and designs
new synchronization signals. Moreover, a new cell clustering scheme based on the
redesigned signals is presented in [10]. [11] proposes a user scheduling algorithm to
gauge the performance gain of semi-static clustering and demonstrates the gain of
semi-static clustering in the non-asymptotic regime.

This paper aims to make a better tradeoff between the system performance and
complexity for uplink transmission with dynamic clustering approach in UDN. In this
paper, the following tasks are completed: we firstly derive the total uplink capacity of
the whole system. Then we present a novel dynamic clustering algorithm. The
objective of this algorithm for densely deployed small cell network is to improve the
total uplink capacity, while overcoming the inter-Mobile Station (MS) interference.
Simulation results show that our approach yields significant capacity gains when
compared with some proposed clustering algorithms.

The remainder of this paper is organized as follows: In Sect. 2, we present the
system model of UDN with multi-user environment and derive the total uplink capacity
of the whole system. In Sect. 3, some existing clustering algorithms are described and a
novel dynamic clustering algorithm is presented. We provide simulation results in
Sect. 4. Finally, conclusions are provided in Sect. 5.

The notation adopted in this paper conforms to the following convention. Column
vectors are denoted in lowercase boldface: x. Matrices are denoted in uppercase
boldface: A. Ik denotes the identity matrix of size k � k. ð�ÞT and ð�ÞH represent the
transpose and conjugate transpose matrix respectively. detðAÞ denotes the determinant
of A. The operator Eð�Þ denotes expectation.
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2 System Model

We consider the uplink transmission in UDN with M MSs and N LPBSs. The LPBSs
are very dense in UDN, so both MS and LPBS are equipped with a single antenna here.
In the UDN system, we assume that LPBS serves the MS which is the nearest to the
LPBSs and one MS can be served by several LPBSs. As shown in Fig. 1, MSs
uniformly and randomly are distributed in the area and LPBSs are grid-point distri-
bution. Also the number of MSs must be no larger than the number of LPBSs M�Nð Þ.
In the following, we will provide the system model of full LPBS cooperation and LPBS
clustering scheme.

2.1 System Model of Multi-user with Full Cooperation

In this subsection, we consider the circumstance that all the LPBSs serve all the MSs,
i.e. full cooperation. The transmit symbols of each MS are assumed independent
complex Gaussian with variance P. We also assume that the channels from LPBSs to
MSs are flat fading and spatial-temporally independent. The uplink channel matrix
between the MSs and the LPBSs can be expressed as a N �M matrix,

H ¼ ½h1h2 � � � hM � ð1Þ

where hm 2 C
N�1 is the channel vector between the mth MS and all of the LPBSs. We

define that central unit can control and manage the information from different LPBSs.
We assume the central unit has full channel state information (CSI), i.e. channel matrix
H is known by the central unit. Then, the uplink capacity of the MSs can be denoted as

Cuplink-capacity ¼ log2½detðIN þ P
r2

HHHÞ� ð2Þ

LPBS
MS

Fig. 1. Structure of UDN with twenty-one MSs and twenty-five LPBSs M ¼ 21; N ¼ 25ð Þ. The
small triangle and the small circle represent LPBS and MS respectively.
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Full cooperation is restricted by signaling overhead and real-time processing
complexity. So all the N LPBSs need to be divided to some clusters and jointly
combine and process the received signals within clusters. In the following, we will give
the system model of multi-user with clustering approach.

2.2 System Model of Multi-user with Clustering Approach of the LPBSs

We can define the set of all the LPBSs of the system as A, and the set of all the MSs
served by these LPBSs as U. Through a clustering algorithm, we could acquire R, the
set of all disjoint clusters which are subset of A. In consideration of signaling overhead
and real-time processing complexity, we assume that at most K LPBSs cooperation is
affordable for the system. So the R is between N

K and N, and R needs to be an integer.
These clusters are mapped to some groups of MSs. So U is correspondingly clustered to
L, the set of all disjoint groups which are subset of U, where Rj j ¼ Lj j.

Let VðV 2 RÞ be a given LPBS cluster. V is mapped to a MS cluster T ðT 2 LÞ,
i.e. V ! T . The LPBSs of V serve the MSs of T . We define the uplink channel matrix
as HðV; T Þ. Transmitted symbols vector by T is denoted as sðT Þ. Transmit symbols
are assumed independent complex Gaussian random variable with unit variance, i.e.
E½sðT ÞsðT ÞH � ¼ I Tj j. Received signals vector by V is denoted as yðVÞ. nðVÞ represents
the additive white Gaussian noise, and E½nðVÞnðVÞH � ¼ r2I Vj j. In our analysis, the
transmit symbols of each MS are assumed independent complex Gaussian with vari-
ance P. So the power allocation matrix of T is AðT Þ ¼ ffiffiffi

P
p � I Tj j. Let us denote the

received signals of the LPBS cluster V

yðVÞ ¼ HðV; T ÞAðT ÞsðT Þþ
X

Q2L;Q62T
HðV;QÞAðQÞsðQÞþ nðVÞ ð3Þ

where
P

Q2L;Q62T
HðV;QÞAðQÞsðQÞ represents the inter-cluster interference from MSs

which are not included in T .
From the above, we can derive the uplink capacity of the LPBS cluster V as

CðVÞ

¼ log2

detð Pr2 HðV; T ÞHðV; T ÞH þ P
r2

P

Q2L;Q62T
HðV;QÞHðV;QÞH þ I Vj jÞ

detð Pr2
P

Q2L;Q62T
HðV;QÞHðV;QÞH þ I Vj jÞ

2

64

3

75
ð4Þ

The total uplink capacity of the whole system is represented by

Ctotal ¼
X

V2R
CðVÞ ð5Þ
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3 Clustering Algorithm

In this section, we provide three kinds of LPBS clustering algorithms which we divide
many LPBSs into small group in order to reduce the complexity and the energy
consumption of signal processing in UDN systems. Our objective is to design a
methodology to avoid severe inter-MS interference and improve the total capacity of
the system.

In the uplink of UDN system, system performance is mainly limited by the
inter-MS interference, especially when some MSs are near to each other. Cooperation
of LPBSs could benefit from inter-MS interference cancellation. By clustering, a better
tradeoff between the cooperation benefit and joint processing complexity can be
obtained. It is reasonable especially when the number of LPBS is large.

3.1 Static Clustering Algorithm

In this algorithm, the cluster size and the cluster scheme are fixed. The idea of the static
clustering algorithm is that usually the interference between the MSs served by the
neighbor LPBSs is severe. Then the LPBSs are clustered according to their locations
and never changed in time. This algorithm is very simple but short of flexibility. But
not all of the MSs served by the neighbor LPBSs cause severe interference. So static
cooperation brings little benefit with some clusters. On the other hand, since cooper-
ation clusters are static, this algorithm can ignore the interference between the MSs
served by the nonadjacent LPBSs, and this will introduce severe inter-cluster
interference.

3.2 Semi-dynamic Clustering Algorithm

This algorithm specifies the size of the cluster, however, the cluster scheme changes
dynamically. For any one of these LPBSs, we use order searching scheme to find the
cooperation partner based on interference to signal power ratio and form a cluster. This
algorithm is more flexible than static clustering algorithm. However, the fixed cluster
size may block some better cluster schemes and degrade the system performance.

3.3 Dynamic Clustering Algorithm

In this subsection, we propose a novel dynamic clustering algorithm which can
improve the total system capacity. In this algorithm, the size of the cluster and the
cluster scheme are changing. But considering the signaling overhead and real-time
processing complexity, we assume that the size of the cluster keeps less than K, i.e. at
most K LPBSs cooperation is affordable for the system. Every LPBS serves its nearest
MS. So, in one LPBS cluster V, the LPBSs’ nearest MSs are regarded as the MS cluster
T , i.e. V is mapped to the MS cluster T . This cluster scheme is formed based on a
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pre-defined Signal-Interference Matrix (SIM). The dynamic clustering algorithm is
summarized as follows:

(1) Map the each LPBS to their nearest MS. The LPBSs which serve the same MS
forms a cluster. If one LPBS only serve one MS, the LPBS is a single cluster.
Then the initial cluster setR0 is obtained.M MSs are correspondingly clustered to
L0. We can know the initial size of the cluster, i.e. R0j j ¼ L0j j ¼ M.

(2) Define a SIM as

SIM ¼
I11 I12 � � � I1M
I21 I22 � � � I2M
..
. ..

. . .
. ..

.

IN1 IN2 � � � INM

2

6664

3

7775
ð6Þ

where Iim ¼ P� ĥim
�� ��2. ĥim is a parameter of the channel from the ith LPBS to the

mth MS. ĥim could be the instantaneous CSI, large-scale CSI, or path loss. For
each row, taking the maximum of Iimð1�m�MÞ as the signal, we use
Sikið1� ki �MÞ to represent the maximum of Iimð1�m�MÞ. So we know the kith
MS is served by the ith LPBS, i.e. the kith MS is the nearest MS to the ith LPBS.

(3) Each LPBS updates the cluster scheme based on the order of its signal component
Sikið1� ki �MÞ, from large to small. The update order based on the signal
component is more benefit for the MSs with better channel condition. That is
because they have more potential of achieving higher channel capacity. After the
gth, Rg�1 becomes Rg, g 2 f1; 2; . . .;Ng. And the final cluster scheme will be
RN , correspondingly L0 becomes LN . The update obeys the follow rules:
(a) Find out the biggest interference component Iim of current LPBS i,

m 2 f1; 2; . . .ðki � 1Þ; ðki þ 1Þ; . . .Mg.
(b) Define a parameter d called threshold. If Iim

Siki
\d or Iim

r2 \d, consider the

interference to current LPBS is small enough to ignore, and keep the current
cluster scheme. If Iim

Siki
� d and Iim

r2 � d, combine the cluster of ith LPBS and the

LPBS cluster serving the mth MS. In this algorithm, we try to put the MSs
which cause the strongest interference to each other in one cluster, to take
more advantages of cooperation. And the parameter of threshold provides the
possibility of simple non-cooperation processing for some MSs which are
unnecessary to cooperate with others. These characteristics make this algo-
rithm could realize dynamic adjusting according to the channel condition of
the MSs.

(c) If the number of LPBSs in the new cluster after the combing does not exceed
the maximum K, then go to the next updating step. Otherwise, the cluster
scheme does not change, then also go to the next updating step.
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4 Simulation Results and Analysis

For simplicity, as show in Fig. 1 a grid-point model is considered in our paper. The
LPBSs are deployed in grid, and each of them is equipped with one omnidirectional
antenna. The location of MSs follow random distribution in the cell. The length of the
cell is 35 m, and the minimum distance between MS and LPBS is 10 m. The channel
vector between the mth MS and ith LPBS is ĥim ¼ ffiffiffiffiffiffiffi

bim
p

cim, where
ffiffiffiffiffiffiffi
bim

p
represents the

large-scale fading which consist of path-loss and shadow fading. cim represents the
small fading and cim 2 CNð0; 1Þ.

In Fig. 2, the average uplink capacity per LPBS versus the size of cluster in static
cluster cooperation and semi-static and is given. With the increasing of the size of the
cluster, the average uplink capacity per LPBS is increasing. But the big and constant
size of the cluster will cause the signaling overhead and real-time processing
complexity.

In Fig. 3, the average uplink capacity per LPBS versus the threshold in dynamic
cluster cooperation is given. With the increasing of the threshold d, the average uplink
capacity per LPBS is decreasing. With the threshold increasing, the users which
originally belongs to a certain LPBS became an interfere user of other LPBS. Thus the
useful signals turn into interference. In UDN, the density and mobility of UE is very
high, it is important to adjust the threshold of each LPBS dynamically. The dynamic
clustering method can change the threshold according to the real-time SINR or the
quality of UE, it can ensure the high quality of service (QoS) of UE and keep the
computational complexity in an acceptable level.

Fig. 2. Average uplink capacity per LPBS versus the number of cooperate LPBSs in static
cluster and semi-static cluster cooperation.
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Figure 4 is the comparison of these three kinds of schemes, in order to a better
comparison between the three methods, we choose the appropriate parameters based on
the simulation parameters in three cases. We set the cluster size is 4 in the static way
and choose 4 LPBS for cooperation in semi-dynamic way. In the dynamic clustering
method, we select threshold as 0.02. It can be seen that under the static way, the
average uplink capacity is much smaller than other two ways. This is because that the
static way just removes the strong interference, but it cannot manage the interference
effectively to all users. As to the semi-dynamic way, because of the use of direct
collaboration between LPBSs, the interference within the cluster can be completely
eliminated. However, the collaboration between LPBSs will cause an extra cost to
ensure the information interaction. By using dynamic clustering method, the threshold

Fig. 3. Average uplink capacity per LPBS versus the threshold d in dynamic cluster cooperation.
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Fig. 4. The comparison of these three kinds of schemes
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can be decreased when the number of UE become large and vice versa. It can get a
better balance between the interference and computational complexity.

5 Conclusions

In the uplink of UDN, there exits severe interference among LPBSs because of the
densely deployed small cell. Cluster cooperation is a promising solution. However, the
challenge is the additional signaling overhead and real-time processing complexity. In
this paper, we derive the total uplink capacity of the whole system, and we present a
novel dynamic clustering algorithm to make a better tradeoff between the system
performance and complexity. This algorithm also provides flexibility to use the CSI
according to capability of the system. We compare this algorithm with proposed static
clustering algorithm and semi-dynamic clustering algorithm. The simulation results
prove this algorithm leads to significant capacity gains.
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Abstract. Wideband spectrum sensing capability by using multi-step energy
detection has been enabled in GNU Radio software radio platform. To improve
the detection performance, we propose a novel approach of wideband spectrum
sensing by multi-step sample autocorrelation detection. We first describe the
principle of signal sample autocorrelation detection, then we present our proposed
multi-step sample autocorrelation detection procedure for wideband spectrum
sensing. The proposed procedure is simulated by using MATLAB, and the simu‐
lation results demonstrate that our proposal can achieve required detection
performance by setting proper decision threshold.

Keywords: Spectrum sensing · Energy detection
Sample autocorrelation detection · GNU Radio

1 Introduction

The scarcity of suitable radio spectrum resource becomes ever more pressing with
increasing demand on wireless applications and services. The existing command-and-
control spectrum management that relies on static allocation results in low spectrum
utilization [1]. To address the spectrum scarcity problem, cognitive radio that can sense
idle spectrum and perform dynamic spectrum access has been considered to be a prom‐
ising technology. The existing spectrum sensing techniques include energy detection [2,
3]; matched-filtering detection [4]; cyclo-stationary detection [5] and eigenvalue detec‐
tion [6]. Among them, energy detection is a signal source detection algorithm which has
the advantage of simplicity. However, the performance of energy detection is vulnerable
to noise uncertainty [7]. To overcome the shortcoming of energy detection, the authors
in [8] proposed a covariance absolute value (CAV) algorithm, where the diagonal and
off-diagonal elements in the statistical covariance matrix of the received signal are
compared to determine the presence of primary user (PU). In [9], the authors discussed
the CAV detection results in Rayleigh fading channel under low signal-noise-ratio
(SNR). In practical GNU Radio software radio platform, the spectrum sensing by using
multi-step energy detection in frequency domain can be supported [10–12].

To further improve the detection performance of spectrum sensing, we propose a
wideband spectrum sensing by multi-step sample autocorrelation detection considering
that the sample autocorrelation detection is robust to the noise uncertainty. We first

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 228–239, 2018.
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describe the principle of signal sample autocorrelation detection, then we present our
proposed multi-step sample autocorrelation detection procedure. By simulating the
procedure using MATLAB, we obtain the detection performance (e.g., detection prob‐
ability and false alarm probability) in one-step narrowband spectrum sensing, and we
discuss the factors influencing the detection performance in one-step spectrum sensing,
i.e., the decision threshold, SNR, sensing time, number of available samples, and the
smoothing factor. The simulation results demonstrate that our proposal can achieve
required detection performance by setting proper detection threshold. Due to the signals
can be detected without the knowledge of the noise power, the sample autocorrelation
detection is robust to the noise uncertainty.

The remainder of the paper is organized as follows: The principle of signal sample
autocorrelation detection is presented in Sect. 2. Section 3 describes our proposed multi-
step frequency domain sample autocorrelation detection procedure. Section 4 presents
the simulations and discussions. Section 5 draws the conclusions.

2 The Principle of Signal Sample Autocorrelation Detection

A signal detector is to find the test statistic of the received signal and compare it with a
predefined threshold for deciding whether the signal exists or not. The signal detection
can be formulated as a binary hypotheses testing problem as follows.

H0 : y(n) = 𝜂(n), n = 1, 2, 3,⋯ , N (1)

H1 : y(n) = h(x(n)) + 𝜂(n), n = 1, 2, 3,⋯ , N (2)

where, H0 and H1 represent the hypothesis “primary signal absent” and the hypothesis
“primary signal present”, respectively; x(n) denotes nth sample of the primary signal to
be detected; 𝜂(n) is nth sample of noise process; y(n) denotes nth sample of the received
signal; N is the total number of samples collected during the sensing time T; h(⋅) denotes
the channel fading process.

2.1 Theoretical Analysis for Sample Autocorrelation Detection

When sample autocorrelation detection is performed in time-domain, the signal x(t) is
transmitted through a radio channel and passed through a bandpass filter (BPF) with
bandwidth W; then the filtered signals is sampled and the sample autocorrelation matrix
is calculated. Next, the ratio of its diagonal and off-diagonal elements is treated as the
test statistic and is compared to the predefined threshold.

From the discrete sampling sequences of y(t), we choose a suitable smoothing factor
L and define the following vectors,

ŷ(n) = [y(n) [Y(n − 1)] ⋯ y(n − L + 1)]T (3)

Where n = 0, 1, … , N − 1, [⋅]T stands for matrix transpose.
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The autocorrelation matrix of the received signal is defined as follows,

Ry = E[ŷ(n)ŷT (n)] (4)

In this paper, we calculate and estimate the sample autocorrelation matrix by limited
number of y(n). In practice, we can only approximate such a matrix when using limited
signal samples. Let us define the sample autocorrelation of the received signals as

𝜆(l) =
1
Ns

Ns−1∑

m=0

y(m)y(m − l), l = 0, 1,⋯ , L − 1 (5)

Where Ns is the number of available samples. In fact, signal autocorrelation matrix
Ry can be approximated by the sample autocorrelation matrix Ry(Ns) and we defined as

Ry ≈ Ry(Ns) =

⎛
⎜
⎜
⎜⎝

𝜆(0) 𝜆(1) ⋯ 𝜆(L − 1)
𝜆(1) 𝜆(0) ⋯ 𝜆(L − 2)
⋮ ⋮ ⋮ ⋮

𝜆(L − 1) 𝜆(L − 2) ⋯ 𝜆(0)

⎞
⎟
⎟
⎟⎠

(6)

Note that the sample covariance matrix is symmetric and Toeplitz. Obviously, if
there is no signal and Ns is big enough, the off-diagonal elements of Ry(Ns) are all zeros.
If there is signal and the signal samples are correlated, Ry(Ns) will be almost surely not
a diagonal matrix. Let rij be the elements of the matrix Ry(Ns) and we define

Tall =
1
L

L∑

i=1

L∑

j=1

|||rij

||| (7)

Tdiag =
1
L

L∑

i=1

||rii
|| (8)

Then, the test statistic of the detector is given by

Ratio = Tall

/
Tdiag (9)

and it is compared with a predefined threshold 𝛾 for hypothesis testing. Therefore, this
method can be described as follows: if Ratio > 𝛾, signal is decided to be present; other‐
wise, signal is decided to be absent. The signal sample autocorrelation detection does
not need the information about PU signal, noise and channel, it is robust to noise uncer‐
tainty compared with the energy detection.

2.2 Threshold Determination

For signal detection, selecting an appropriate detection threshold is the key to improve
the detection performance of the algorithm. The authors in [13] derived the threshold
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based on the minimum error probability criterion and pointed out that reducing the total
error probability can improve the detection performance. In this paper, we select an
appropriate threshold based on the false alarm probability and the detection probability.

The detection threshold can generally be determined based on the Newman-Pearson
criterion, to obtain the relationship between the false alarm probability and detection
threshold.

In [8], the relation between the detection threshold and false alarm probability under
the hypothesis H0 is given as follows,

𝛾 =

1 + (L − 1)
√

2
𝜋 ⋅ Ns

1 − Q−1(Pfa) ⋅

√
2
/

Ns

(10)

Where the function Q(⋅) is as follows Q(a) = ∫
∞

a

√
1

2𝜋
⋅ e

−x2

2 dx, and
Q(a) = 1 − Q(−a), Q−1(⋅) represents its inverse function.

The threshold is set in order to achieve a specified probability of false alarm
according to the Newman-Pearson criterion. However, the prerequisite for (10) is that
the transformed signal is not filtered by a band-pass filter. In our simulation, the received
signal is filtered by a narrow band-pass filter, (10) is no longer applicable to our problem.
We proposed a novel approach to the determination of the threshold through the exper‐
imental and simulation method by considering both the requirements of detection prob‐
ability and false alarm probability.

In the IEEE 802.22 draft standard [14], where Pfa = 0.01–0.1, Pd = 0.9–1.0. We
obtain an appropriate threshold in a certain detection performance (Pd > 0.95 and
Pfa < 0.05). In Sect. 4, we will give a detailed description of how to obtain the appropriate
threshold through the experimental and simulation approach.

3 Wideband Spectrum Sensing Procedure by Multi-step Sample
Autocorrelation Detection

Wideband spectrum detection by using multi-step energy detection in frequency domain
has been enable in the GNU Radio package. When the spectrum to be detected is larger
than the maximum detection bandwidth in the default settings of USRP, it cannot sense
the whole spectrum in one step. For instance, when the A/D sampling rate (adc_rate) is
set to 64 MBbytes/s and the extraction rate (decim) is 16, the maximum detection band‐
width of USRP is adc_rate/decim = 4 MHz.

Since energy detection is affected by noise power, we present an approach of wide‐
band spectrum sensing by multi-step sample autocorrelation detection as shown in Fig. 1.
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Fig. 1. The procedure of wideband spectrum sensing by multi-step sample autocorrelation
detection.

In the multi-step sample autocorrelation detection, the equipment first sets up the
spectrum range to be sensed, first single band, and step value; then the RF board of USRP
changes the central frequency step-by-step, and single-band sample autocorrelation
detection is performed for a narrow range of frequency in one step. In each step, it
compares the calculated test statistic based on sample autocorrelation with a predefined
threshold and determines whether the primary users exists or not. Such a procedure is
continued until the whole spectrum range is reached.

It is worth pointing out the frequency step value has influence on the detection band‐
width resolution and the detection time. The smaller the step value, the higher the
frequency band resolution is, but the detection time is longer and the complexity of the
detection is increased. On the contrary, when using a larger step value, the detection
speed is faster, but the frequency band resolution is lower.

4 Simulations and Discussions

We simulate the multi-step sample autocorrelation detection procedure for wideband
spectrum sensing by using MATLAB.
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Firstly, a wideband signal is generated by modulating a baseband signal. The base‐
band signal has sinc waveform with 2 MHz bandwidth and BPSK modulation. The
symbol duration of the baseband signal is set to 0.5 μs. Then, the baseband signal is
modulated onto two carriers at 5 MHz and 15 MHz respectively. The signal’s occupied
spectrum is within 4–6 MHz and 14–16 MHz with such parameters. The whole spectrum
range to be sensed is assumed to be 20 MHz. The sampling frequency is set to be 40 MHz.
The one-step size for spectrum sensing is set to be 200 kHz. The received signal is
obtained by adding white Gaussian noise to the modulated signal. At different SNRs,
we change the signal power while keeping the noise power to be 1 at each sampling
point. The one-step spectrum sensing at 200 kHz narrowband is implemented by a
200 kHz bandpass filter with 500-order Kaiser window. The multi-step wideband spec‐
trum sensing is realized by adjusting the central frequency of the 200 kHz bandpass
filter step by step until the whole 20 MHz spectrum is sensed. In each step, the calculated
test statistic in (9) is compared with a threshold for signal detection. At each 200 kHz
narrowband, the number of sensed BPSK symbols is set to 2000 (i.e., N = 2000); the
number of available samples is set to be 20000 (i.e., Ns = 20000).

Figure 2 shows the detection probability Pd versus the test statistic when the
smoothing factor L is 15 to 20. At L = 15, the required decision threshold 𝛾 is 9.0 and
9.5 to satisfy Pd ≥ 0.95 at SNR = −5 dB and 5 dB respectively; At L = 20, the required
decision threshold 𝛾 is 10.5 and 11.5 to satisfy Pd ≥ 0.95 at SNR = −5 dB and 5 dB
respectively.
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Fig. 2. Detection probability versus test statistic with different L

Figure 3 shows the false-alarm probability Pf  versus the test statistic when L is 15
and 20. It can be seen that, at L = 15, 𝛾 increases from 6.4 to 6.7 when the SNR = −5 dB
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and 5 dB to satisfy Pf ≤ 0.05; At L = 20, 𝛾 increases from 8.0 to 8.6 when the
SNR = −5 dB and 5 dB.
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Fig. 3. False-alarm probability versus test statistic with different L

From Figs. 2 and 3, it also can be seen that the decision threshold 𝛾 influences the
performance of false-alarm probability and detection probability. In addition, at the same
smoothing factor, the decision threshold to satisfy a certain false-alarm probability and
detection probability is loosely affected by the SNR. Hence the sample autocorrelation
detection is robust to the noise uncertainty. Meanwhile, the decision threshold increases
with the increases of the smoothing factor L to achieve the same detection probability.

The decision threshold for the sample autocorrelation detection in one-step 200 kHz
band can be determined from the simulation results of Figs. 2 and 3.

When L is 15 and SNR is −5 dB, the decision threshold 𝛾 should be less than 8.5 to
satisfy Pd ≥ 0.95. Furthermore, 𝛾 should be greater than 6.6 to satisfy Pf ≤ 0.05. There‐
fore, a value between 6.6 and 8.5 can be chosen as the decision threshold in one-step
spectrum sensing for the case that L = 15 and SNR = −5 dB.

When L is 20 and SNR is −5 dB, 𝛾 should be less than 10.5 to satisfy Pd ≥ 0.95.
Furthermore, 𝛾 should be greater than 8.2 to satisfy Pf ≤ 0.05. Therefore, a value
between 8.2 and 10.5 can be chosen as the decision threshold in one-step spectrum
sensing for the case that L = 20 and SNR = −5 dB.

When L is 20 and SNR is 5 dB, 𝛾 should be less than 10.6 to satisfy Pd ≥ 0.95.
Furthermore, 𝛾 should be greater than 8.4 to satisfy Pf ≤ 0.05. Therefore, a value
between 8.4 and 10.6 can be chosen as the decision threshold in one-step spectrum
sensing for the case that L = 20 and SNR = 5 dB.
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Figure 4 shows the test statistic of the detector in 100 steps for 20 MHz spectrum
sensing by multi-step sample autocorrelation detection for the case that L = 15 and
SNR = −5 dB. 𝛾 is chosen to be 7.8 in one-step spectrum sensing for such a case. It can
be seen from Fig. 4 that the test statistic of the detector is continuously larger than 7.8
from the 21th to the 30th 200 kHz steps, and from the 71th to the 80th 200 kHz steps.
Therefore, the occupied spectrum can be decided to be from 4.0 MHz to 6.0 MHz and
from 14.0 MHz to 16.0 MHz, and the idle spectrum is the spectrum range except 4.0 MHz
to 6.0 MHz and 14.0 MHz to 16.0 MHz in the 20 MHz.
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Fig. 4. Detected test statistic in 100 steps for 20 MHz spectrum sensing (SNR = −5 dB, L = 15)

Figure 5 shows the test statistic of the detector in 100 steps for 20 MHz spectrum
sensing by multi-step sample autocorrelation detection for the case that SNR = −5 dB
and L = 20. 𝛾 is chosen to be 9.0 in one-step spectrum sensing for such a case. It can be
seen that from Fig. 5 the test statistic is continuously larger than 9.0 from the 21th to the
30th 200 kHz steps, and from the 71th to the 80th 200 kHz steps. Therefore, the idle
spectrum is the spectrum range except 4.0 MHz to 6.0 MHz and 14.0 MHz to 6.0 MHz
in the 20 MHz.

Figure 6 shows the test statistic of the detector in 100 steps for 20 MHz spectrum
sensing by multi-step sample autocorrelation detection for the case that L = 20 and
SNR = 5 dB. 𝛾 is chosen to be 9.0 in one-step spectrum sensing for such a case. It can
be seen that from Fig. 5 the test statistic is continuously larger than 9.0 from the 21th to
the 30th 200 kHz steps, and from the 71th to the 80th 200 kHz steps. Therefore, the idle
spectrum is the spectrum range except 4.0 MHz to 6.0 MHz and 14.0 MHz to 6.0 MHz
in the 20 MHz.
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Fig. 6. Detected test statistic in 100 steps for 20 MHz spectrum sensing (SNR = 5 dB, L = 20)

From (5) – the equation of the sample autocorrelation, it can be seen that the sample
autocorrelation matrix is mainly determined by two factors, Ns and L. At the same Ns,
the detection probability is increasing. Obviously with the increase of the smoothing
factor, the complexity of the algorithm increases in a certain extent. In practice, we can
choose a relatively small smoothing factor if it can meet the detection performance.
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Fig. 5. Detected test statistic in 100 steps for 20 MHz spectrum sensing (SNR = −5 dB, L = 20)
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To investigate the impact of the number of available samples Ns on the detection
probability, we simulate Pd versus the test statistic when Ns is 20000 and 40000, respec‐
tively. Figure 7 shows that the 𝛾 increases from 10.6 to 11.5 with Ns increases from
20000 to 40000 to satisfy Pd ≥ 0.95.
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Fig. 7. Detection probability versus t with different Ns (L = 15)
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Fig. 8. Detection probability versus test statistic with different L
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Next, we evaluate the sensing performance with different sensing time. The number
samples at each 200 kHz narrowband is set to 3000 (i.e., N = 3000) instead of 2000.
Figure 8 shows Pd versus 𝛾 for N = 3000 when L is 15 and 20, respectively. 𝛾 increases
from 9.5 to 11.5 when L increases from 15 to 20 to satisfy Pd ≥ 0.95; Comparing
Fig. 2 for the case N = 2000, 𝛾 needs to be increased to satisfy Pd ≥ 0.95. Figure 9 shows
Pf  versus 𝛾 for N = 3000 when L is 15 and 20, respectively. It can be seen that, to satisfy
pf ≤ 0.05 at the same SNR, 𝛾 increases from 7.4 to 9.3. Comparing Fig. 3 for the case
N = 2000, 𝛾 needs to be increased to satisfy pf ≤ 0.05.
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Fig. 9. False-alarm probability versus test statistic with different L

5 Conclusions

When a sensing device cannot sense the spectrum range in one step because the whole
spectrum to be sensed is wider than the one-step detection bandwidth, the software radio
platform (like GNU Radio) employs multi-step energy detection in frequency domain
to fulfill the sensing task. Considering that the sample autocorrelation detection is robust
to the noise uncertainty, we proposed a novel approach of wideband spectrum sensing
by employing the sample autocorrelation detection instead of energy detection in the
multiple sensing steps. In the one-step narrowband spectrum sensing, the test statistic
of the received signal is calculated based on the sample autocorrelation and it is
compared with a predefined threshold to decide whether the signal exists or not. By
simulating our proposed procedure, we obtained the achieved detection probability and
false alarm probability of spectrum sensing in one-step spectrum sensing. From the
simulation results, we examined the factors (SNR, sensing time, the number of available
samples and the smoothing factor) that influence the decision threshold. In the perform‐
ance evaluation, the decision threshold is determined considering both the requirements
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of detection probability and false alarm probability. Due to the fact that the sample
autocorrelation detection can work without the knowledge of noise power, our proposal
provides a more robust approach for wideband spectrum sensing than the multi-step
energy detection.
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Abstract. A noncoherent joint multiple symbol differential detection
(MSDD) and channel decoding framework is proposed for massive
multiple-input multiple-output (M-MIMO) system. The proposed frame-
work bears the potential to solve the high channel estimation overhead
for conventional coherent M-MIMO systems. Employing the autocorre-
lation receiver (AcR) and the belief propagation (BP) message passing
algorithm, the proposed soft-input soft-output (SISO) MSDD can be
easily integrated with advanced channel coding. Simulation results show
that the BER performance can be significantly improved within a few
iterations of the proposed scheme.

Keywords: MSDD · Massive MIMO · SISO · BP

1 Introduction

Massive multiple-input multiple-output (M-MIMO) system has attracted much
attention recently. Equipped with the massive antenna arrays, M-MIMO system
can achieve very high spectral efficiency and energy efficiency [1–3]. One of the
challenges of coherent M-MIMO is the acquisition of channel state information
(CSI). As the number of antennas at the base station grows large, the system
overhead and the complexity associated with channel estimation will become too
high and unaffordable. When considering low-complexity and low-overhead M-
MIMO system, some noncoherent transmission schemes may be more favorable.

One of the typical noncoherent detectors is the differential detection (DD)
with the autocorrelation receiver (AcR). Noting the performance of the simple
DD may suffer from noise enhancement, multiple symbol differential detection
(MSDD) is proposed to suppress the noise in the reference signals [4]. MSDD
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jointly detects multiple consecutive symbols, and it has been shown to achieve
comparable performance of the coherent counterpart in many interesting sce-
narios [5–7]. In particular, the authors of [8] introduce the MSDD to M-MIMO
system by noting the similarity between channel responses of the impulse radio
ultra-wide band (IR-UWB) system [9] and the single-user M-MIMO system.
Recently, MSDD has been combined with advanced channel coding techniques
to further improve the system performance for IR-UWB [10], which is built upon
an novel soft-input soft-output (SISO) framework. Regarding the M-MIMO sys-
tem, the hard-output decision metric in [8] is not suitable for SISO channel
decoding [11]. To this end, a soft-output decision metric and a corresponding
SISO framework is needed to further improve the performance of [8].

In this paper, we propose a SISO framework jointly employing MSDD and
channel decoding for single user M-MIMO system. The proposed framework
does not need any knowledge of CSI, which reduces the system overhead and
the intensive computational cost of acquiring CSI. In particular, we develop
the SISO MSDD scheme by belief propagation (BP) message passing on a factor
graph [12]. Since BP algorithm is also employed by advanced channel codes, such
as LDPC decoding, we unify the treatment for SISO MSDD and LDPC channel
decoding with a single factor graph and simple message flow scheduling. To be
more specific, the soft outputs of SISO MSDD are considered as the inputs of the
channel decoding, and the soft outputs of channel decoding are fed back to SISO
MSDD, which turns conventional soft-output MSDD into an iterative manner.
We also propose a simple blind method to estimate a key parameter needed for
detection. Simulations show the good performance of estimated parameter in
detection and that the bit error rate (BER) performance of the system can be
significantly enhanced by a few iterations with our proposed scheme.

2 System Model

We consider the uplink transmission scenario, where a signal-antenna user trans-
mit to a NR-antenna base station, and NR is very large. In each discrete time k,
the user transmits a symbol bk drawn from an M -ary PSK constellation.

rk = hkbk + nk, (1)

where the channel vector is denoted as hk = [hk,1, hk,2, ..., hk,NR
]T and the

noise vector is denoted as nk = [nk,1, nk,2, ..., nk,NR
]T . We consider a rich scat-

tering environment, so the channel coefficient hk,m from the user to the m-th
receive antenna and the i.i.d. AWGN components are modeled as a zero-mean
circularly-symmetric complex Gaussian random variables, i.e., hk,m ∼ CN (0, σ2

h)
and nk,m ∼ CN (0, σ2

n), which are independent over receive antennas. We con-
sider quasi-static channel, i.e., the channel coefficients remain stationary for a
sufficient long transmission [8]. Therefore, the time subscript k of the channel
vector hk in (1) is omitted for simplicity hereafter.
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3 Noncoherent Detection in Massive MIMO System

3.1 Noncoherent Autocorrelation Receiver

The performance of nonherent DD receiver can be improved by MSDD [4]. The
differential encoding is needed at the transmitter and 2-DPSK is used to facili-
tate the noncoherent detection. To avoid explicit CSI, the detector is built on the
autocorrelation receiver (AcR) which calculates the correlations between received
differential signal vectors. Each transmission burst consists of K data symbols
[a1, a2, ...., aK ], i.e., (K +1) DPSK modulated differential symbols [b0, b1, ..., bK ].
Correspondingly, the received differential signal vectors during the whole trans-
mission burst can be stacked into a matrix R = [r0, r1, r2, ..., rK ]T . In MSDD,
R is divided into S = K/M blocks, where M is the block size. The s-th block,
s = 1, ..., S, includes M data symbol vectors. The length of the observation win-
dow of the s-th block is M +1 and the window slides down M differential signal
vectors after they have been processed jointly, as shown in Fig. 1. The adjacent
observation windows overlap one differential signal vector, and different blocks
are processed independently.

Fig. 1. The illustration of the observation window of the s-th and the (s+1)-th block.
The solid lines denote the correlation operation between the received differential signal
vectors in a block.

Using the result of differential modulation b∗
kbl = (

∏k
z=l+1 az), we drive the

correlation operation between the k-th and the l-th received differential signal
vectors in the s-th block. So the correlation coefficient is calculated as

zk,l = rHk rl
= ||h||2 · b∗

kbl + nk,l ,

= Eg · (
k∏

z=l+1

az) + nk,l, (2)
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nk,l = b∗
k · hHnl + nH

k h·bl + nH
k nl. (3)

We stack all zk,l of the s-th block into a vector zs = [zk,l], k = (s − 1)M +
1, ..., sM , l = (s − 1)M, ..., k − 1, which contains M(M + 1)/2 correlation coeffi-
cients. || · || denotes 2-norm of a vector, and Eg = ‖h‖2 represents the captured
energy of the signal vector, whose estimation is discussed in Sect. 4.

3.2 Multiple Symbol Differential Detection

With the knowledge of zs, [8] adopts the hard-output decision based on
maximum-likelihood estimate of the symbols in s-th block jointly, and the MSDD
decision metric is

bs = arg max
b̄s∈{±1}M+1,b̄0=1

b̄sZsb̄H
s , (4)

where the diagonal weighting matrix Zs = diag (zs) and b̄s ∈ {±1}M+1 repre-
sents the differential candidate symbols.

4 Noncoherent Joint Detection and Channel Decoding
in Massive MIMO System

In order to further improve the system performance, we incorporate the channel
codes. The decoding of powerful channel codes, such as LDPC and Turbo code,
relies on soft-outputs of detector to realize iterative algorithm within channel
decoding [11]. Obviously, the hard-output decision metric in [8] is not suitable for
iterative decoding, so a new soft-output decision metric for the massive MIMO
system is needed to study. In this section, we firstly investigate a new soft-
output decision metric, and then propose the joint MSDD and channel decoding
framework which enables novel additional iterative processing as shown in Fig. 2.

4.1 The Soft-Output Decision Metric for SISO MSDD

In order to enable the iterative algorithm, we need to calculate the probability
distribution of correlation coefficient zk,l.

Theorem 1. For massive MIMO system with AcR, the correlation coefficient
zk,l can be approximated as a Gaussian random variable with the mean μ =
(
∏k

z=l+1 az) · Eg and the variance σ2 = 2Eg · σ2
n + NR · σ4

n:

p(zk,l|xs) =
1

πσ2
exp

[

− 1
σ2

|zk,l − μ|2
]

, (5)

where xs = [a(s−1)M+1,a(s−2)M+2, ..., asM ]T is the candidate data symbols in the
s-th block.
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Fig. 2. The block diagram of noncoherent joint MSDD and channel decoding in massive
MIMO system.

Proof. It is noted that the noise component nk,l in (3) contains two linear terms
and a noise-by-noise product term. Given the assumed channel model, clearly the
first and second term are Gaussian random variables, and the third one can be
decomposed into a sum of NR independent random variables. According to the
central limit theorem, the third noise term can be approximated as a Gaussian
random variable with zero mean and the variance NR · σ4

n. The approximation
is very good when NR is large in massive MIMO scenario. For DPSK, |bk| = 1.
The conditional variance of nk,l is

V ar [nk,l | h] = V ar
[
b∗
k · hHnl | h]

+ V ar
[
nH

k h·bl | h]

+V ar
[
nH

k nl | h]

= 2Eg · σ2
n + NR · σ4

n .

So V ar [zk,l | h] = V ar [nk,l | h] = 2Eg ·σ2
n +NR ·σ4

n, and the mean E [zk,l | h] =
Eg · (

∏k
z=l+1 az).

Given the observation zs, the SISO MSDD scheme aims to calculate the a
posteriori probability (APP) of data symbol ak:

p(ak|zs) ∝
∑

xs:∼ak

p(zs|xs)p(xs), (6)

for k = (s − 1)M + 1, ..., sM , s = 1, 2, ..., S, and the notation
∑

xs:∼ak
means the

summation over all data symbols in xs except ak.

4.2 Parameter Estimation

It can be concluded from (2) that the correlation coefficient depends on the data
symbols and the captured energy Eg. To obtain the knowledge of the parameter
Eg, our receiver employs an energy estimation method
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Êg =
1
J

S∑

s=1

sM∑

k=(s−1)M+1

k−1∑

l=(s−1)M

|zk,l| , (7)

where J is the number of the elements in the set of the correlation coefficients
{zs|s = 1, 2, ..., S}. In total J = SM(M + 1)/2. With the estimation Êg, we
substitute it into the signal model (2). We compare the performances of the
perfect Eg and the estimated Êg in our proposed algorithm in the simulation.

Fig. 3. The factor graph of joint MSDD and channel decoding with the block size M .
ak is the data symbol. d̂k is the decoding result of the information bit dk. The red
arrows denote extrinsic information from SISO MSDD to the channel decoder in the
i-th iteration, and the blue arrows denote the extrinsic information from the channel
decoder to SISO MSDD in the (i− 1)-th iteration. (Color figure online)

4.3 Joint MSDD and Channel Decoding Framework

In this subsection, we propose a SISO MSDD scheme using BP message passing
algorithm. For the calculation of (6), we apply a factor graph to represent the
probabilistic model of the system. Then the BP massages can pass on the factor
graph. To realize this, we factorize the global probability function p(zs|xs)p(xs)
in (6) into many small local functions. Firstly, the channel evidence information
function p(zs|xs), or channel transition probability, is obtained by the Gaussian
approximation on the discrete noise components according to the Theorem 1
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p(zs|xs) =
sM∏

l=(s−1)M+1

l−1∏

k=(s−1)M

p(zk,l|xs)

∝
sM∏

l=(s−1)M+1

l−1∏

k=(s−1)M

exp(− 1
σ2

|zk,l − (
k∏

z=l+1

az) · Êg|2). (8)

Then we factorize p(xs), though in coded system, data symbols can be seen
approximately independent by interleaving operation, so

p(xs) =
sM∏

k=(s−1)M+1

p(ak). (9)

Substituting (8), (9) into (6) leads to

γ(ak) ∝
∑

xs:∼ak

p(zs|xs)
∏

((lεIs)∩(l �=k))

δ(al). (10)

Is = {(s−1)M +1, ..., sM}, and γ(ak) and δ(al) denote the APP and the priori
information of ak, respectively.

According to (10), we can now calculate p(ak|zs) using a BP message passing
algorithm for all ak. Figure 3 shows the framework for joint MSDD and channel
decoding. The framework can be divided into two parts: the upper one in dash
line box illustrates the SISO MSDD processing in one of the blocks of the size M ;
the under one shows the processing of deinterleaver and channel decoder. The
massages exchanged between the MSDD and the channel decoding are known as
extrinsic information. The total length of data symbols of a transmission burst
are divided into S blocks, they are processed simultaneously.

The algorithm of joint MSDD and channel decoding is briefly described as
follows:

– Initialization: Since no extrinsic information from channel decoder, the priori
information δ(0)(al) is assumed equiprobable.

– Step1: For the s-th block in the i-th iteration as shown in the Fig. 3, with the
knowledge of p(zs|xs) and the priori information δ(i−1)(al), compute γ(i)(ak)
in the probability domain using (10). γ(i)(ak) is new APP of data symbol al,
which is considered as the extrinsic information from MSDD and sent into
channel decoder.

– Step 2 : The extrinsic information γ(i)(ak) run several rounds of within
the channel decoder, and the channel decoder updates δ(i−1)(al). Updated
δ(i−1)(al) is new priori information of data symbol al, which is treated as the
extrinsic information from channel decoder and sent into MSDD.

– Step 3 : Steps 1 and 2 are repeated after a certain number of iterations, and
the final channel decoding results of information bits are obtained as results.
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5 Simulation Results

The performance of the proposed scheme is validated by numerical simulations.
There is an uniform linear array with NR = 100 antennas at the receiver. Block
fading channel changes after a transmission burst of the length K = 300, and the
results is averaged over 10000 channel realizations. The signal-to-noise (SNR) is
defined as Es/σ2

n. Es is the transmitted energy per PSK symbol. The LDPC
code [13] with coding rate R = 1/2 and 10 iterations within the LDPC channel
decoder is applied.

Figure 4 presents the BER comparisons of the coded MSDD with different
number of iterations between detection and decoding. The block size is M = 3,
using estimated Êg. It is clear to see that the BER performance of coded MSDD
scheme outperforms the uncoded one with enormous gains by iterative processing
with powerful channel code. When the iteration between MSDD and channel
decoding is one, the SISO MSDD degrades to the soft-output MSDD since no
extrinsic information from LDPC decoding is sent into MSDD, which is the case
of MSDD in [8] that we modify with channel encoding. In addition, it is also
shown that six iterations brings about 0.5 dB gain compared to single iteration.
The gain benefits from that more accurate priori information of data symbols
is sent into MSDD and more accurate posteriori information of data symbols is
sent into decoder, at the cost of extra iterations between SISO MSDD and SISO
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Fig. 4. BER comparisons of the coded MSDD with different number of iterations
between detection and decoding. Block size M = 3.
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Fig. 5. The BER comparisons of the coded MSDD with different block size.

channel decoder. Moreover, the BER result of five iterations is near to that of six
iterations, which denotes six iterations between SISO MSDD and SISO LDPC
decoder can reach converged error performance.

Figure 5 depicts the BER comparisons of the coded MSDD with different
block size. We can observe that when the block size increases, the BER perfor-
mance is also improved (1.1, 2.3, 3.5 dB at the BER of 10−6 for M = 2, 3, 5).
It also shows the impact of the estimated Êg on the BER performance. One
can see that the estimated Êg almost has the same performance as that of the
perfect Eg, which inspires us that we proposed straightforward way of energy
estimation is sufficient for the implementation of our algorithm.

6 Conclusions

In this paper, we propose a noncoherent joint MSDD and channel decoding
framework in M-MIMO system with BP message passing algorithm. We have
integrated BP for SISO MSDD and BP for channel decoding under the mas-
sage passing framework, which enables MSDD for computing the posteriori of
the data symbols with updated information from channel decoder. Simulations
indicate that the proposed joint detection and decoding scheme has significantly
improved the performance over the hard-output and the soft-output MSDD,
with the price of extra iterations between detector and channel decoder. A non-
coherent joint MSDD and channel decoding framework adapted for multi-user
in massive MIMO system shall be for future work.
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Abstract. Non-orthogonal multiple access (NOMA) is considered as a
promising multiple access technology, which could satisfy various incremental
requirements of the coming fifth generation (5G) mobile communication system.
As a novel NOMA scheme based on the joint design of the transmitter and
receiver, pattern division multiple access (PDMA) could enhance spectrum
efficiency significantly, compared to traditional orthogonal multiple access
(OMA) schemes. In this paper, a particular pattern design of downlink PDMA in
heterogeneous network is proposed. In overlapping deployment scenario of
macro cells and small cells, the downlink signals are transmitted with a novel
spatial and power domain superposition pattern. The user pairing and spatial/
power allocation schemes are therefore proposed optimizing the pattern design.
Analysis and simulation results illuminate the pattern design of downlink
PDMA could enhance the spectrum efficiency obviously.

Keywords: Heterogeneous network � Non-orthogonal multiple access
Pattern division multiple access � Superposition

1 Introduction

Radio access technologies (RATs) for mobile communications are typically charac-
terized by multiple access (MA) schemes. MA allows multiple users to access and share
the resources simultaneously. From 1G to 4G, MA techniques vary accompanying with
the evolution of wireless communication systems, including frequency-division multi-
ple access (FDMA), time-division multiple access (TDMA), code-division multiple
access (CDMA), and orthogonal frequency-division multiple access (OFDMA). In
orthogonal multiple access (OMA) schemes, different users are allocated with radio
resources which are orthogonal in either the time, frequency, or code domain to avoid or
alleviate inter-user interference. The above-mentioned MA schemes are all OMA
schemes. With simple single-user detection, OMA can achieve good system-level
throughput performance in packet-domain services. However, due to the orthogonal
resource allocation mechanisms that OMA schemes take, the maximum number of
supported users is strictly limited by the finite resources. Besides, it is known that OMA
cannot always achieve the sum rate of multiple user wireless communication systems.
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It is anticipated that explosive data traffic increase will happen in 5G era. Besides,
5G needs to support massive connectivity of users, due to new traffic types and data
services are emerging, notably machine-to-machine communications to support con-
cepts such as the smart grid, smart homes and cities, and e-health. In order to guarantee
the sustainability of the 3rd Generation Partnership Project (3GPP) RATs over the
coming Release 14 and onward, new solutions that are competent to meet prospective
challenges must be investigated [1]. Different from conventional OMA schemes,
non-orthogonal multiple access (NOMA) can support much more users via
non-orthogonal resource allocation. NOMA is expected to be adopted to increase
system throughput and accommodate massive connectivity. From the perspective of
information theory, NOMA outperforms orthogonal multiple access and it is optimal in
the sense of achieving the capacity region of the downlink channel. Successive
interference cancellation (SIC) is commonly used in the process of the multi-user signal
separation on the receiver side [2, 3]. With the robust performance gain, NOMA
scheme could be utilized widely in practical deployment [4].

Pattern division multiple access (PDMA), is novel NOMA scheme evolving from
SIC amenable multiple access (SAMA), and it is based on the joint design of the
transmitter and receiver to optimize of multi-user communication system. Non-
orthogonal pattern is utilized to distinguish different users at the transmitter, and SIC is
adopted to achieve the quasi optimal multi-user detection at the receiver. A pattern
design of PDMA is presented in this paper to satisfy the downlink channel. In over-
lapped deployment scenario of macro cells and small cells, the paired users are super-
posed in the same resource blocks and with appropriate power allocation. Simulation
results show that both the average and edge throughput have been greatly improved.

The rest of this paper is organized as follows: Sect. 2 describes the system model of
downlink PDMA in the heterogeneous network. Section 3 presents the method of user
pairing, the spatial superposition scheme and the power allocation scheme of PDMA.
Section 4 introduces the detail simulation model and throughput performance. Finally,
Sect. 5 concludes the paper.

2 System Model

In this paper, an overlapped deployment of macro cells and small cells is considered as
is shown in Fig. 1. Without loss of generality, only one sector of a macro cell is shown.
Small cells are randomly distributed in every sector in the form of clusters to provide
hotspot coverage. Users are randomly distributed in macro cells and small cells. The
users are divided into two kinds: the hotspot users and common users. Hotspot users
are distributed in small cells. Hotspot users are also divided into two kinds: the users
distributed in the coverage of small cell and the users in the coverage of small cell
cluster but not in the coverage of small cells. Macro base station (BS) and small cell BS
could be scheduled uniformly. All users are assumed static when we introduce the
spatial domain and power domain allocation scheme.
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The basic thought of PDMA is utilizing non-orthogonality of the signal pattern
based on power domain, space domain and code domain (jointly or separately) to
distinguish signals of different users. And non-orthogonal signals can be separated and
detected by SIC receivers effectively. The non-orthogonal transmission on the
time-frequency domain realizes the enhancement of spectrum efficiency [5, 6].

The basic principle of PDMA is improving resource utilization through the
equivalent diversity. According to the theory of V-BLAST system [7], the equivalent
diversity of the ith interference cancellation stage is

Ndiv ¼ NR � NT þ i ð1Þ

where NR denotes the receive diversity and NT denotes the transmit diversity. The
signal processing from transmitter to receiver is shown in Fig. 2.

Multi-user information theory points out that the sum capacity of NOMA scheme
could be close to the theoretical limit. The main study point of this paper is applying

Fig. 1. A overlapped deployment of macro cells and small cells

Fig. 2. Signal processing in communication system with PDMA
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the PDMA of spatial and power domain to transmitter design in the heterogeneous
network. The contents consist the allocation of power, the joint optimization of
time-frequency resources combined with power and multiple user clustering. In the
power domain PDMA model, User 1 and User 2 are defined as cell-edge user and
central user respectively. Different from the orthogonal condition, User 1 and User 2
which are allocated different power in the same frequency band. The spectrum
resources are saved in this way with the growth of the corresponding gain. An example
is present in Fig. 1 to compare non-orthogonal with orthogonal multi-user access in the
power domain. It is assumed that User 1 is the user in the edge small cell cluster and is
served by macro BS, and User 2 will be selected from macro BS correspondingly.
Macro BS will allocate different transmitted power to User 1 and User 2. If User 1 is
served by small cell, the principle is the same. The optimization of spatial resource is
also presented in Fig. 1. The data streams are transmitted by the superposed spatial
domain.

In the downlink, SIC process is adopted to get the signal of every user. The order of
decoding is mainly decided by the decreasing channel gain normalized by noise and
inter-cell interference power. Based on the order, it is assumed that any user can
correctly decode the signals of any other user which has the prior decoding order before
the corresponding user. In this way, the user with higher channel gain could remove the
inter-user interference from the user which has the lower channel gain. Assuming
successful decoding and no error propagation, every receiver could get the signal
accurately.

3 PDMA Transmitter Pattern Design

3.1 User Pairing Strategy

The main research object studied in this paper is the users of the small cell clusters.
Cell-edge users and central users are selected by the user pairing strategy. At the initial
stage of the system, users access BS according to the reference signal received power
(RSRP). Users select their served BS by the formula:

BSservingðbÞ ¼ argmax
b

fSINRu;bg ð2Þ

where b denotes the BS and u denotes the user. Every user selects the served BS
according to the polling mechanism. After the selection of BS, the users in the coverage
area of small cell cluster which are not in the coverage radius of the small cell are
regarded as the cell-edge users. The cell-edge user is called Uedge for short. The SIC
scheme could separate the mixed signal for the discriminating power allocation. So
every cell-edge user will match a central user. The central user is called Ucentral for
short. According to the served BS of Uedge, the next step is to decide the pairing user to
Uedge. Because Uedge in the small cell cluster but not in the coverage of the small cell,
the served BS has two: macro BS and small cell BS. If the served BS of Uedge is macro

Downlink PDMA in the Heterogeneous Network 253



BS, Ucentral will be chosen from the users served by the macro BS. The selection
criteria is shown as follows:

Ucentral ¼ argmax
m�2Mue;m2Mue;

am�;m
� �

am�;m ¼ jhm� j2=N0;m� � jhmj2=N0;m
�� �� ð3Þ

where m� denotes the Uedge and m denote the user served by macro BS. m� and m are in

the set of Mue which is the set of users served by macro BS. hm�j j2
.
N0;m� and

jhmj2=N0;m express the channel gain respectively. am�;m denotes the difference value of
the two channel gain.

If the served BS of Uedge is small cell BS, Ucentral will be chosen from the users
served by the small cell BS. The selection criteria is shown as follows:

Ucentral ¼ argmax
m�2Sue;m2Sue;

fam�;mg
am�;m ¼ jhm� j2=N0;m� � jhmj2=N0;m

�� �� ð4Þ

where m� denotes the Uedge and m denote the user served by small cell BS. m� and
m are in the set of Sue which is the set of users served by small cell BS. jhm�j2=N0;m�
and jhmj2=N0;m express the channel gain respectively. am�;m denotes the difference
value of the two channel gain.

After the user pairing strategy, every Uedge will have a corresponding Ucentral.
Every Ucentral may have more than one Uedge.

3.2 Spatial Domain Enhancement of PDMA

The users in the same group could use the same resources through the design of the pattern
in the spatial domain, as shown in Fig. 3(b). In traditional OMA schemes, user 1 sends
symbol S1 through antenna TX1, while user 2 sends symbol S2, symbol S3 through
antenna TX1, antenna TX2 respectively. However, the performance of the system is poor
even SIC receivers are utilized, that TX1 sends S1, S2 simultaneously. In PDMA scheme,
simple spatial coding is expected to be adopted. As shown in Fig. 3(b), TX1 sends
S1 + S2, while TX2 sends S1 + S3. Thus, S1, S2 and S3 have identical equivalent
diversity. The performance of the system can be satisfied by utilizing SIC receivers, for
that the data streams on the superposed spatial domain could be separated by the SIC level
demodulation. The structure of the spatial pattern is designed as follows:

Hs;2�3 ¼ 1 1 0
1 0 1

� �
ð5Þ
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3.3 Power Allocation Enhancement of PDMA

The power allocation considers every group of users. It is assumed that the total
transmit power PbðibðkÞÞ indicates the index of the users. At every sub carrier of
bandwidth b is a total of the coded modulation symbols, dbðibðkÞÞ, of the ib(k)-th user.
So the sum signal xb is superposed as follows:

xb ¼
XMb

k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PbðibðkÞÞ

p
dbðibðkÞÞ ð6Þ

where E jdbðibðkÞÞj2
h i

¼ 1 and PbðibðkÞÞ is the allocated transmit power to the user

ib(k) at bandwidth b and
PMb

k¼1 PbðibðkÞÞ ¼ P. The Nr dimensional received signal
vector of user ib(k) at every sub carrier of bandwidth b, YbðibðkÞÞ, is represented by

YbðibðkÞÞ ¼ HchðibðkÞÞ � Hsxb þNbðibðkÞÞ
¼ HðibðkÞÞxb þNbðibðkÞÞ

ð7Þ

where HchðibðkÞÞ is the Nr -dimensional channel coefficient vector of user ib(k).
HchðibðkÞÞ consists of distance dependent loss, shadowing loss and instantaneous
fading coefficients. NbðibðkÞÞ is the Nr -dimensional noise plus inter-cell interference.
And �means the element-wise product. Let H ¼ Hch � Hs.

Fig. 3. Illustration of spatial domain scheme with PDMA
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Assuming that the receiver treats inter-cell interference as white noise, at the
receiver maximal ratio combining is applied to YbðibðkÞÞ as follows:

~YbðibðkÞÞ ¼ HHðibðkÞÞYbðibðkÞÞ=jjHjj
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GbðibðkÞÞ

p
xb þ nbðibðkÞÞ

ð8Þ

where GbðibðkÞÞ ¼ HðibðkÞÞk k2 is the combining gain after maximal ratio combining
and nbðibðkÞÞ ¼ HðibðkÞÞNbðibðkÞÞ=jjHbjj is the noise plus inter-cell interference after
maximal ratio combining. The average power of nbðibðkÞÞ is presented as N0;bðibðkÞÞ ¼
E jnbðibðkÞÞj½ �2. So the ~YbðibðkÞÞ could be expressed as:

~YbðibðkÞÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GbðibðkÞÞ

p XMb

k¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
PbðibðkÞÞ

p
dbðibðkÞÞþ nbðibðkÞÞ ð9Þ

In downlink of the system, the SIC process is implemented at the user receiver. The
optimal order for decoding is in the order of decreasing channel gain normalized by
noise and inter-cell interference power. It is assumed that any user could correctly
decode the signals of other users whose decoding order comes before the corre-
sponding user. Take 3 users for example, User 1, User 2 are the cell-edge users and
User 3 is the central user. User 1 and user 3 form user pair 1, while user 2 and user 3
form user pair 2, as illustrated in Fig. 4. Assuming successful decoding and no error
propagation, the throughput of User i, Thri is represented as

Thr1 ¼ log2 1þ P1jh1j2
P3jh1j2 þN0;1

 !
ð10Þ

Thr2 ¼ log2 1þ P2jh2j2
P3jh2j2 þN0;2

 !
ð11Þ

Thr3 ¼ log2 1þ P3jh3j2
N0;3

 !
ð12Þ

So to get the value of Pi, the sum throughput Thr of User i will be maximized. The
expression is shown as follows:

Thr ¼ maxðThr1 þ Thr2 þ Thr3Þ ð13Þ

From (10), (11), (12), it could be seen that power allocation for each user greatly
affects the user throughput performance and thus the modulation and coding scheme
used for data transmission of each user. So the overall cell throughput, cell-edge
throughput, and user fairness are closely related to the power allocation scheme
adopted. The exact value of Pi will be got with solving the maximum value of Thr.
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4 Simulation and Analysis

4.1 Simulation Assumptions

We model a heterogeneous cellular network with 19 macro BSs. According to the
3GPP standards [8, 9], macro BS is located in the center of the three hexagonal sectors.
The inter-site distance is 500 m. Macro BSs equip with three directional antennas with
each antenna covering one sector. In our simulation, there is one small cell cluster
randomly distributed in every sector for hotspot deployment. The radius of the small
cell cluster is 70 m. There are 4 small cells in every cluster. The small cell BS is located
in the center of the small cell. The radius of the small cell is 50 m. The transmitting and
receiving antennas are all isotropic antenna in the small cell BSs and users.

Users are dropped randomly with uniform distribution. There are two types of
users: common users and hotspot users. Hotspot users are distributed in the coverage
area of small cell. Common users are distributed in macro cell. The specific parameters
are shown in Table 1.

All the users are stationary, so the total number in each sector remains constant
during the simulation.

Fig. 4. Illustration of 3 users scenario.
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4.2 Results and Analysis

According to the system level simulation model, we evaluate the system performance
of the power allocation scheme with PDMA in power domain. We simulate two
representative scenarios for comparison. The scenarios are set as follows:

1. Based on the system model presented in Sect. 2, the system adopts OMA as a
comparison scheme. Equal transmission power is allocated to each user.

2. Based on the system model presented in Sect. 2, the signals are transmitted from BS
according to the pattern design scheme with PDMA.

The main discriminant standard of system performance is the throughput of the
users. So we count user throughput of each scenarios. The cumulative distribution
function (CDF) of the user throughput is plotted. Assuming there is one small cell
cluster in every sector, the result is shown in Fig. 5.

From the distribution of the user throughput, it is clearly that the pattern design
scheme with PDMA really improves the user throughput by more than 20%, more
users could get a higher throughput based on the spatial and power domain overlapped
transmission. By this way, the total throughput of the system can also be improved
correspondingly.

PDMA is more appropriate for multi-user scenarios compared to OMA. With the
number of users increasing, pattern design scheme with PDMA will gain more
advantages by utilizing non-orthogonal power allocation scheme. From this point of

Table 1. Simulation parameters

Parameter Statistical characterization

LTE network model
Cell layout 19 sites/57 sectors
Tx power for macro BS 46 dBm
Tx power for small cell BS 30 dBm
Number of cluster per sector 1
Number of small cell per sector 4
Inter-site distance 500 m
Cluster radius 70 m
Small cell radius 50 m
Carrier frequency 2 GHz
Pathloss model for macro 128.1 + 37.6log(R), R in Kms
Pathloss model for small cell 140.3 + 36.7log(R), R in Kms
Shadowing standard deviation 8 dB
Shadowing correlation distance 50 m
Thermal noise density −174 dBm/Hz
User model
Total number of users 60
Hotspot users ratio 2/3
Antenna gain 0 dBi
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view, the pattern design scheme with PDMA is suitable for the dense users distribution
case. Moreover, our proposed pattern design scheme with PDMA is of low complexity,
which means that it is feasible and cost-effective in practical scenarios.

5 Conclusion

In this paper, we reviewed the multiple access schemes of cellular mobile communi-
cations. In the context of 5G, the requirements of further increasing system throughput
and supporting massive connectivity prompt the research on NOMA. Some merits of
NOMA schemes were listed in this paper. PDMA which is based on the joint-design of
the transmitter and receiver could enhance spectrum efficiency and system throughput.
The spatial and power domain superposition was considered. In overlapped deploy-
ment scenario of macro cells and small cells, the pairing users in the same cluster were
superposed in the same resource blocks and allocated with different power. The signals
were transmitted with spatial and power domain superposition. The simulation results
shed light on the pattern design scheme with PDMA in the heterogeneous network.
The CDF of our proposed scheme is superior to that for OMA, and it means that our
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proposed scheme could enhance the system throughput and have an effect on the
following research.
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Abstract. Vehicular ad hoc networks (VANETs), which can provide
drivers with convenience and entertainment services, have attracted atten-
tions from both academia and industry. In the VANETs, caching contents
at the edge of road-side units (RSUs) can facilitate the timely content deliv-
ery to driving-through vehicles when requested. However, as both the scale
of network and the number of content keep increasing, due to the lim-
ited cache capacity, how to selectively keep the replicas in the cache in
VANETs becomes a challenging issue. In this paper, to resolve the above
issue, we firstly make an analysis on the edge caching based on content
access, vehicle velocity and road traffic. Then, we propose a cost model to
decide whether and where to obtain the caching replica of content when
the moving vehicle requests for it. In addition, we prove the efficiency of
our proposed scheme with intensive simulation experiments.

Keywords: Vehicular ad hoc networks · Dynamic content · Caching

1 Introduction

Vehicular ad hoc networks (VANETs) [1–3] have become a promising filed as
diverse multimedia communication services can be provided for drivers during
driving. Currently, both the inter-vehicle content delivery and roadside-to-vehicle
content delivery have already been applied to daily life with a great deal of mar-
ket potential [4–10]. In VANETs, road-side units (RSUs) and on-board units
(OBUs) are two important elements for content delivery. RSUs are a group of
fixed peers, which are placed along the side of roads to provide moving vehicles
with wireless communications within their coverage areas. OBUs are moving
vehicles with wireless equipments, by which the OBUs may request content dur-
ing moving. With OBUs and RSUs, VANETs can be formed where each vehicle
can communicate with other vehicles and can also access backbone networks
through RSUs.

Compared with RSUs, OBUs always have limited storage capacity and unsta-
ble connection. Therefore it becomes necessary to store several replicas of the
original content on the edge of a group of RSUs. When an OBU requests for
content, if the replica of this content is available in the cache of its connecting
RSU, the requested content can be provided directly from the RSU to this mov-
ing vehicle directly. Otherwise, the OBU needs to contact other OBUs or other
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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far RSUs connected by wired network to fetch the content, resulting in an extra
user delay.

However, due to the limited caching capacity of RSU, with the increasing
scale of various content delivered in the VANETs, it is impossible to keep caching
the replicas of all content in RSUs. When the cache of an RSU exceeds its
capacity limit, some replica must be removed to make room for the newly coming
content. Then, when a future request from an OBU rises for this removed replica,
as it is not available in its connecting RSU, the OBU will wait for more time to
get it from other sites. Therefore, how to determine the replicas to be cached in
the RSUs becomes a new challenge.

Vehicular content caching is different from the conventional caching [11,12].
On one hand, as the content requester in VCNs is a moving vehicle, the requested
content needs to be delivered to a moving peer, instead of a static content
requester in the conventional caching scenario. On the other hand, when a mov-
ing vehicle needs to get a content, there may be multiple options including
getting content from other moving vehicles or from the connected RSU, while
the conventional caching is just to fetch the requested content from its server.
Therefore, in this paper an edge caching scheme is studied by fully exploring the
features of vehicles and utilizing both the infrastructure and infrastructureless
vehicle-to-vehicle communication modes.

The remainder of the paper is organized as follows. Section 2 reviews the
related work. Section 3 presents the system model. Section 4 presents the analysis
of caching for vehicular content request and delivery. Section 5 evaluates the
performance of the proposal using extensive simulations and Sect. 6 closes the
paper with concluding remarks.

2 Related Work

There are multiple works on VANETs. A swarming protocol for ad hoc wireless
network is proposed in [13] by using a gossip mechanism and a piece-selection
strategy, where the content can be delivered and shared in a peer-to-peer pattern
among vehicles. Cabernet [14] is developed to deliver vehicular contents among
moving peers using WiFi access points during the time of driving. [15] develops
a content search mechanism (i.e., find out the location where the particular
content is stored) based on the analysis of social cluster relations. To search
for the desired content, the query can be efficiently sent out by considering the
parameters such as bandwidth and lifetime. [16] presents an information sharing
method which can maximize the spread of information queries among vehicles,
and reduce the useless queries and duplicated replies at the same time.

Mobile content dissemination is studied with variable sensitivity levels and
lengths of delay in an opportunistic RSU-aided network [17], where the stor-
age of RSU is analyzed with different sizes allocated by a heuristic algorithm.
A design of distributed content services in peer-to-peer based vehicular net-
works is presented [18]. The proposed scheme can improve users’ satisfaction
and achieve fairness through opportunistic transmissions and the media-aware
content distribution. [19] propose to explore the parked vehicles to help with
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vehicular content distribution. [20] develops a coalitional graph game for model-
ing the cooperation where OBUs can be organized into coalitions to coordinate
transmissions autonomously. It allows different OBUs to exchange and comple-
ment content when some content is lost during delivery.

In the least recently used (LRU), the content which is the least recently
accessed by users would be removed from the cache, when the near-capacity
cache needs to accommodate the newly coming content. In the least frequently
used (LFU), the content which is the least frequently accessed would be removed.
The main problem of LRU is that the caching is determined only by the interval
between two requests, where the characteristics of content are not well consid-
ered, while in LFU, content which was frequently accessed in a past period may
remain in the cache for a long time even it has lost its popularity and has not
been requested by the user recently.

3 System Model

Each RSU ri (i = 1, . . . , I) is placed in different locations of the network. Within
the coverage area of ri, there are several roads and the j-th (j = 1, . . . , J) road
in ri’s coverage area is denoted by li,j . Let ci,j denote the length of road li,j ,
and let ui,j denote the number of lanes of road li,j . For road li,j , there could be
multiple moving vehicles where oi,j,k denotes the k-th moving vehicle on road
li,j . For the vehicles moving on road li,j , the velocity of vehicle oi,j,k is denoted
by vi,j,k. The velocity of different vehicles is divided into N discrete levels by
lsn (n = 1, . . . , N),

lsn ∈ [min(vi,j,k),max(vi,j,k)]. (1)

The arrival rate of moving vehicles at each level of velocity is defined by ran

(n = 1, . . . , N), where

RA =
N∑

n=1

ran. (2)

According to [21], the occurrence probability of each velocity level is obtained
by pran

(n = 1, . . . , N), where

pran
=

ran

RA
. (3)

For communications between moving vehicle oi,j,k and its connected RSU ri,
the coverage area of ri is divided into several zones according to the transmission
rate of vehicles to the RSU. As indicated in [22] and the references therein,
with different distances to RSUs, vehicles would suffer from different channel
impairments and transmit at different data rate. In zone u (u = 1, . . . , U), the
transmission rate bwu

ri,oi,j,k
between moving vehicle oi,j,k and its connected RSU

ri is determined by the zone model, in which different mobility zone within the
coverage area of RSU has different transmission rate.
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The arrival of content requests from moving vehicles follows a Poison process.
Let λi,j,k denote vehicle oi,j,k’s request rate. Let Q denote the total number of
content which can be requested. For the q-th (q = 1, . . . , Q) content, its data
size is defined by sq. The original content is stored in the content server which
is connected to RSUs by wire connections. The RSUs can only store replicas of
certain content due to a limited caching capacity. Considering that some content
may be requested more frequently than others, content in VANETs is modeled
to have different popularity. The popularity of content follows a Zipf distribution
[12]. The probability that content q is requested is given by

pq =

[ ∑Q
q=1

1
eτ

q

]−1

eτ
q

, (4)

where τ is the parameter of the Zipf distribution, and the ranking of request
times of content q is denoted by eq.

4 Caching Analysis for Content Distribution

When a given moving vehicle oi,j,k requests content q, if the replica of content
q is available in its connected RSU ri, the RSU ri sends the replica of content q
directly to the moving vehicle oi,j,k. Otherwise, to obtain the requested content
q there are two options for oi,j,k. One is to contact other moving vehicles which
have the replica of content q. The other is to let ri contact other nearby RSUs
for fetching the content. In this section, we give the analysis of both options.

For a given oi,j,k, the number of moving vehicles that oi,j,k can connect is
given by [21],

cvi,j,k =
1

e− ∑
n

ran
lsn

TRi,j,k
, (5)

where TRi,j,k is the fixed transmission range of oi,j,k. Define oi,j,z (z =
1, . . . , cvi,j,k) as the moving vehicles which oi,j,k is able to connect to within
its fixed transmission range. We define the probability that a request arises from
a given moving vehicle oi,j,k within the coverage of its connected RSU as wi,j,k.
Let ti be the total number of requests for content where these requests are from
all moving vehicles in the coverage area of ri within a past watching period Δt.
During the past watching period Δt, the number of requests from this moving
vehicle can be obtained by

∑

i

∑

j

ti · wi,j,z. (6)

If there has been a request from oi,j,z for content q, as the vehicle keeps
the content after obtaining it, oi,j,z can be a candidate to provide content q.
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Define repz,q as follows.

repz,q =

⎧
⎪⎪⎨

⎪⎪⎩

1,
∑

i

∑

j

ti · wi,j,z · pq ≥ 1;

0,
∑

i

∑

j

ti · wi,j,z · pq < 1.
(7)

The transmission rate of oi,j,z is

bwoi,j,k,oi,j,z
· log2

(
1 +

pooi,j,k

bwoi,j,k,oi,j,z
· N0 +

cvi,j,k∑

i=1

ifi

)
(8)

where bwoi,j,k,oi,j,z
denotes the bandwidth between oi,j,k and oi,j,z. pooi,j,k

is the
received signal power of oi,j,k while ifi is defined as the interference experienced
at receiver from other transmitters. Thus, the delay to obtain content q from
oi,j,z is

deloi,j,k,oi,j,z
=

sq

bwoi,j,k,oi,j,z
· log2

(
1 +

pooi,j,k

bwoi,j,k,oi,j,z
·N0+

cvi,j,k∑

i=1

ifi

) .

(9)

If the above delay is smaller than the possible connection time cdoi,j,k
between

oi,j,z and oi,j,k, this moving vehicle can be a candidate for obtaining content.

conz,q =

{
1, deloi,j,k,oi,j,z

≤ cdoi,j,k
;

0, deloi,j,k,oi,j,z
> cdoi,j,k

.
(10)

From [21], the possible connection time cdoi,j,k
between oi,j,z and oi,j,k can be

obtained by

cdoi,j,k
=

1 − e− ∑
n

ran
lsn

TRi,j,k

∑

n

ran

lsn
· e− ∑

n
ran
lsn

TRi,j,k

. (11)

Then, we can calculate the average delay to obtain content q from other
vehicles by

1
cv′

i,j,k

cvi,j,k∑

z=1

repz,q · conz,q · deloi,j,k,oi,j,z
, (12)

where cv′
i,j,k is the total number of oi,j,z which satisfies both conz,q = 1 and

repz,q = 1.
If the moving vehicle oi,j,k obtains the requested content q from other

fixed RSUs, when its connected RSU ri does not have the replica of con-
tent q, ri needs to fetch this content from a nearby wired connected RSU rm
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(m = 1, . . . , M & m �= i) which has the replica of content q. And, after obtaining
content q, ri sends content q to the moving vehicle oi,j,k.

For a given rm, the delay to obtain content q from it to ri can be obtained by

delri,rm
=

sq

bwri,rm

· dri,rm
, (13)

where the shortest distance (hop count) away from rm to ri is defined by dri,rm
,

and the average bandwidth (per hop) during the path from rm to ri is denoted
by bwri,rm

.
Based on the zone model [22], the delay during the delivery from ri to oi,j,k

within the u-th zone becomes

deluri,oi,j,k
=

su
q

bwu
ri,oi,j,k

. (14)

If
u+1∑

ε=1

sε
q > sq, we can know that all of the bytes of content q can be transmitted

from ri to oi,j,k and we have

delu+1
ri,oi,j,k

=

sq −
u∑

ε=1

sε
q

bwu+1
ri,oi,j,k

. (15)

Thus, the total delay to transmit content q from ri to oi,j,k is

u+1∑

ε=1

delεri,oi,j,k
. (16)

In addition, the total delay when ri fetches a replica of content q from rm and
then sends to oi,j,k can be obtained by

delri,rm
+

u+1∑

ε=1

delεri,oi,j,k
. (17)

If RSU rm has a replica of the requested content q and this replica can be
delivered to the moving vehicle oi,j,k within the connection time between this
moving vehicle and its connected RSU ri, RSU rm can be a candidate for content
delivery. Define conk,q,i,j,m and repm,q to show the candidate for providing the
replica of content q as follows.

conk,q,i,j,m =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1, delri,rm
+

u+1∑

ε=1

delεri,oi,j,k
≤ gri,oi,j,k

;

0, delri,rm
+

u+1∑

ε=1

delεri,oi,j,k
> gri,oi,j,k

.

(18)
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repm,q =

{
1, cpm,q ≥ 1;
0, cpm,q < 1.

(19)

In the above equations, if conk,q,i,j,m = 1 and repm,q = 1, RSU rm is determined
as a candidate for content delivery.

Then, we can obtain the average delay to obtain content q from RSU rm

after the moving vehicle oi,j,k sending the request to RSU ri by

1
M ′

M∑

m=1

repm,q · conk,q,i,j,m · (delri,rm
+

u+1∑

ε=1

delεri,oi,j,k
), (20)

where M ′ is the number of rm which satisfies both conk,q,i,j,m = 1 and
repm,q = 1.

If the following inequality holds,

1
cv′

i,j,k

cvi,j,k∑

z=1

repz,q · conz,q · deloi,j,k,oi,j,z

<
1

M ′

M∑

m=1

repm,q · conk,q,i,j,m · (delri,rm
+

u+1∑

ε=1

delεri,oi,j,k
), (21)

content q is delivered from moving vehicles. Otherwise, content q is provided by
the replica on the edge of RSUs.

5 Simulation Results

Using the scenario in [23], simulation involves 100 vehicles moving on a linear
highway, where the velocities of vehicles are uniformly distributed in the range
[70 km/h, 130 km/h]. The communication range of a vehicle is 300 m. Each
content is divided into 100 pieces of equal size which is 2 MBytes. A content
is downloaded successfully when all the pieces are collected. The probability
that a content is requested follows the Zipf distribution where contents have
different popularity. Here, the parameter of Zipf distribution is set to be 0.8 [12].
The cache size of RSUs is 0.15, i.e. 15% of the total content can be cached in an
RSU (due to limited cache capacity) [21]. The transmission rate between moving
vehicles and fixed RSUs is determined based on the zone model [22].

Figure 1 shows the relative delay compared with the delay to fetch the
requested content by using the Random scheme, where the total number of
requests is varied from 1000 to 9000. It can be seen that the proposed algorithm
can achieve the lowest relative delay. The reason is as follows: in our proposal, the
edge caching among several RSUs is analyzed, where the RSUs can also provide
the requested content. Therefore, different from other conventional algorithms,
when the vehicle requests for the replica of the content, the caching replicas on
the edge of RSUs may provide this content cooperatively with other vehicles
based on the constraints of transmission time. Then, the requested content need
not to be fetched from its content server so that the delay can be reduced.
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Fig. 1. Relative delay of different algorithms when the number of content requests is
increased.

6 Conclusion

In this paper, a cooperative scheme for edge caching has been proposed for
VANETs to provide multimedia content delivery services. Based on the proper-
ties of vehicle velocity, road traffic and content popularity, the edge caching has
been analyzed. Besides, a cost model has been proposed to compare the cost to
fetch the requested content from a moving vehicle or other RSUs. Furthermore,
simulation results clearly demonstrated the performance improvement with the
proposed algorithm. There are several works to be done as further researches.
Security issue related to the replicas of cache will be considered.
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Abstract. The new characteristics of IoT (Internet of Things) data and clients’
IoT data retrieval require the ICN infrastructure to be more intelligent and
advanced capabilities. This paper proposes enhanced in-network functionalities
of ICN routers, which are smart in-network caching, context-aware forwarding.
The paper illustrates the proposed enhanced in-network capabilities of ICN
routers to enable the efficient IoT data acquisition. The simulation shows the
significant performance improvement with different network settings.

Keywords: Information centric networks � In-network capabilities
Internet of Things � Data acquisition

1 Introduction

Information-Centric Networking (ICN) [1] has emerged as a promising candidate for
the architecture of the future Internet as well as the future Internet of Things (IoT) [2].
ICN integrates name-based routing and in-network caching as fundamentals of the
network infrastructure. The NDN architecture [4] is one of the most influential ICN
architectures in the community. A NDN router maintains three data structures: the
Forwarding Information Base (FIB) that associates the content names to the forwarding
face(s) towards the producer(s), the Pending Interest Table (PIT) that records the
incoming faces where the interests came from and have not replied by producer, the
Content Store (CS) that caches content from a producer when it is forwarded to the
requesters.

IoT Data [5] has some unique characteristics. One of them is that IoT data is
normally measured in time series, thus associated with time context information. Both
historic and fresh data may be needed by the client. On the other hand, IoT data may
vary greatly in sizes and is normally associated with the location context information.

In general, IoT data may be associate different kinds of context information.
Context [3] is defined as any information that can be used to characterize the situation
of an entity. An entity is a person, place, or object that is considered relevant to the
interaction between a user and an application, including the user and applications
themselves.

Clients’ IoT data acquisition usually requires that the data satisfies certain condi-
tions on associated context information, such as time, size and location requirements.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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A typical client’s request would look like: I want the traffic video at time 3:30 PM
today on route 56 exit 3; I want the temperature of today in 92121.

Currently, the NDN routers only provide the basic functions of in-network caching,
name based message forwarding. The NDN routers lack the context-awareness capa-
bility for data acquisition. Due to unawareness of the context information, a NDN
router may not be able to make the correct decisions on choosing the forwarding face if
there are multiple producers for the requested data. The network bandwidth could be
wasted on the message or data transmission that is not needed by the client. Therefore,
it is extremely important to enable enhanced context-awareness capability for content
acquisition by NDN primitives and protocols. This paper proposes the new capability
of context aware forwarding and smart in-network caching for the NDN routers.

2 Enhanced IoT Data Acquisition

The paper proposes that the enhanced in-network capabilities can be incorporated into
the NDN routers.

• Smart In-Network Caching: a NDN router can cache the information that is for-
warded by itself. It is proposed that the information could be in different kinds of
categories, such as an interest message for data retrieval and subscription, semantics
information of a resource, data discovery result, etc., other than just named
content/data resource. The caching criteria could be different for different categories
of information. Each NDN router can make independent decisions or collaborate
with neighboring routers on deciding whether to cache the information being routed
through.

• Context Aware Forwarding: a NDN router can forward a content acquisition request
based on the specified context requirements. The context information may also be
piggybacked in data message and recorded by the NDN router when the data
message is being forwarded. As a result, the context information is associated with
the IoT data stored in the CS, the forwarding entries maintained in the FIB, as well
as the pending interests in the PIT. When an interest is received by a NDN router, it
needs to match not just the content name in the request, but also the context
requirement incorporated in the interest message. If it finds an exact match of the
data in the CS with the same name and the same context information, then the data
is returned to the client. Otherwise, the interest is either added in the PIT along with
the context requirement, or aggregated in the existing entry in the PIT with the same
requested data name. If the interest is totally new to the PIT (a new entry is added in
the PIT), then the interest message is forwarded to the other NDN router based on
the FIB. The context aware forwarding capability enabled in the FIB will try to
match the contextual requirement in the interest message with the context associated
the forwarding faces for the same requested data name. The most matched face is
used to forward the interest message to the next NDN router until it reaches a
producer that can provide the IoT data.
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In the following, we use the examples shown in Fig. 1 to illustrate how context-
aware content acquisition is supported in the ICN networks (e.g. by NDN routers).

The client 1 sends an interest with the content name (i.e. movie.Frozen) and
contextual requirement (i.e. Size < 200 M) to the attached router 1. The FIB for the
prefix movie.Frozen exists in the router 1, which has two forwarding faces, i.e. 1 and 2.
The forwarding faces are not associated with any context information yet. The router 1
can randomly selects one of the faces to forward the interest to limit the overhead in
propagating the interest message. In the example, the face 1 is chosen. The face 1 next
hop router then forwards the interest to one of the producers, i.e. the server 1. The
server 1 processes the interest request, extracts the content name and the contextual
requirement. The server 1 finds that it can provide the content data with matching
contextual information. The server 1 replies with the content data, and piggybacks the
contextual information of the content that can be provided by itself (i.e. 200 M <
Size < 600 M, which indicates all the sizes that the Server 1 is able to provide for the
content movie.Frozen), as well as the original contextual requirement of the returned
content (i.e. Size < 200 M). The content is forwarded via the reverse path to the
router 1. The router 1 returns the content to the client 1. The router 1 decides to cache
the content based on the local caching criteria. The cached content has contextual
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Name: movie.Frozen

Contextual Requirement:
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movie.Frozen content
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Contextual Information of the returned content:
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and associates the contextual

information with Face 1 
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Finds the matching
content in the CS
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Name: movie.Frozen
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and uses Face 2 to Name: movie.Frozen
forward the interest Contextual Requirement:
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Name: movie.Frozen
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Contextual Information of the returned content: Size > 1G

movie.Frozen content

Associates the
contextual information

with Face 2 

Fig. 1. Exemplary message flow of context-aware content requests
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information of “Size < 200 M”. The router 1 associates the piggybacked contextual
information to the forwarding face 1. It indicates that through the face 1, the content
movie.Frozen with the contextual information of “200 M < Size < 600 M” can be
returned.

The client 2 sends an interest with the content name (i.e. movie.Frozen) and
contextual requirement (i.e. Size < 300 M) to the attached router 1. The router 1 finds a
local cached copy which satisfies the contextual requirement, and returns to the client 2.
The interest is dropped at the router 1.

The client 3 sends an interest with the content name (i.e. movie.Frozen) and
contextual requirement (i.e. Size > 1G) to the attached router 1. The router 1 is able to
exclude the face 1 since its associated contextual information opposes to the required
one. The router 1 is contextual aware in making the decision to forward the interest to
the face 2. The face 2 next hop router then forwards the interest to one of the producers,
i.e. the server 2. The server 2 processes the interest request, extracts the content name
and the contextual requirement. The server 2 finds that it can provide the content data
with matching contextual information. The server 2 replies with the content data, and
piggybacks the contextual information of the content that can be provided by itself (i.e.
1G < Size < 3G, which indicates all the sizes that the Server 2 is able to provide for the
content movie.Frozen), as well as the original contextual requirement of the returned
content (i.e. Size > 1G).

The content is forwarded via the reverse path to the router 1. The router 1 returns
the content to the client 2. The router 1 decides not to cache the content due to limited
storage. The router 1 associates the piggybacked contextual information to the for-
warding face 2. It indicates that through the face 2, the content movie.Frozen with the
contextual information of “1G < Size < 3G” can be returned.

3 Performance Evaluation

In this section, we evaluate the performance of the mechanisms proposed in the pre-
vious sections. The event-driven simulator simulates and compares the proposed
context-aware solution versus the random selection and round-robin selection of for-
warding faces for content request with contextual requirement. In the random selection
approach, each ICN router receiving an interest always randomly selects a forwarding
face in the FIB corresponding to the requested content name, if there are multiple ones.
In the round robin approach, each ICN router receiving an interest always forwards it to
the faces in a round-robin manner.

The metric evaluated is “success rate per sent interest”, which quantifies the
average successful ratio for the client receiving the content which satisfies the con-
textual requirements, among all interest messages sent during the simulation.

In the first set of simulations, we vary the network connectivity, which is defined as
the probability that two nodes in the network connecting to each other. The total
number of nodes in the network is 180. The total number of interests in the workload is
10000. The total number of content in the network is 1000. The maximum number of
contexts per content is 5.
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Figure 2 includes two figures on the success ratio per sent interest with network
connectivity varies from 0.2 to 0.6: (a) Without retransmission. The option adopted is
that after an interest fails, the interest is dropped by the client without retransmission.
For random selection and round robin mechanisms, the success ratios are similar,
which are around 60%. It indicates that when an ICN router chooses a forwarding face
from multiple faces either randomly or in a round-robin manner, it can’t guarantee that
the interest reaches the accurate content provider satisfying the contextual require-
ments. However, with proposed context-aware solution, with contextual information
associated and recorded in the FIB, the ICN router can make the right decision in
choosing the forwarding face towards the accurate content provider. After the FIBs in
ICN routers are stable, the success ratio per sent interest of the proposed context-aware
solution can stay as 100%. (b) With retransmission to ensure successful content
retrieval. The option adopted is that after an interest fails, the interest is resent by the
client until it reaches the maximum retry number. The maximum retry number is set to
be large enough to ensure that every interest would be eventually replied with a content
satisfying the contextual requirements. With the number of successful interests to be
fixed (i.e. the number of the interests in the workload), the success ratio per sent interest
performance in Fig. 2(b) indicates that the round robin mechanism has better chance
over the random selection mechanism to reach the accurate content provider with
retransmission. When the network connectivity increases, the number of hops between
two nodes in the network (i.e. between the client and the content provider) is smaller,
while the number of forwarding faces for a content in an ICN router may be larger.
Those two factors result in the success ratio per sent interest to be constant when
network connectivity varies in both option (a) and (b).

In the second set of simulations, we vary the parameter of context variety per
content, which is defined as the maximum number of associated contexts for each-
content. The number of associated contexts for each content is set up randomly
between 1 to this parameter. We assume that there is one and only one content server to
provide a content with one context, which suggests that the number of content provider
for each content is same as the number of the content’s associated contexts. The total
number of nodes in the network is 180. The network connectivity is 0.3. The total
number of interests in the workload is 10000. The total number of content in the
network is 1000.

Fig. 2. Success ratio per sent interest vs. network connectivity
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Figure 3 includes two figures on the success ratio per sent interest with context
variety per content changes from 2 to 8: (a) Without retransmission. The random
selection and round robin mechanisms show almost the same performance in success
ratio per sent interest. When the context variety per content increases, the success ration
per sent interest for both mechanisms decreases from 100% to 55%, while the proposed
context aware solution maintains the 100% successful ratio per sent interest when the
FIBs in ICN routers are stable. (b) With retransmission to ensure successful content
retrieval. The round robin mechanism performs slightly better than random selection
mechanism, but both still follow the same performance decreasing trend with the
increment of the context variety per content. The proposed context aware solution
again maintains 100% success ratio per sent interest, which means every request in the
workload is satisfied with the accurate content after every single interest message is
sent out.

4 Conclusion

In IoT applications/use cases, the content acquisition requests from clients often
involve the contextual requirements. Only such contextual requirements are satisfied by
the returned content, the content retrieval request can be considered successful. In the
paper, we proposed the enhanced in-network capabilities to support IoT data acqui-
sition in the ICN infrastructure. We performed thorough simulations to evaluate the
performance of the proposed context-aware solution compared to the two existing
mechanisms: random selection and round robin. The results verified the substantial
performance improvement of the proposed solution with very little network overhead.
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Abstract. Movement detection in Internet of Things (IoTs) has been widely
used in many fields, such as valuables monitoring, safety protection and
empty-nesters care. Monitoring by videos, GPS and ultrasonic is the most
common method to address the movement detection in IoTs. However, these
efforts are circumscribed because they need the support of the special equip-
ment, such as cameras, infrared equipment and ultrasonic facilities. It is sig-
nificant to detect the movement in IoTs systems without additional equipment
and ensure its high detection precision. Therefore, in this paper we derive an
innovative method called Horizontal Slicing Clustering (HSC) to detect the
movement in the IoTs. Received Signal Strength Indicator (RSSI) data are the
network parameters which are utilized in this method. The simulation results
show their effectiveness in movement detection.

Keywords: Internet of things (IoTs) � Movement detection
Horizontal slicing clustering (HSC)
Received signal strength indicator (RSSI)

1 Introduction

IoTs is the network of physical objects, vehicles, buildings and other items embedded
with electronics, software, sensors, and network connectivity that enables these objects
to collect and exchange data [1]. The main supports of IoTs are telecommunication
technology, internet technology, electronic technology and information processing
technology. IoTs have been applied in various social core departments with the rapid
development. In these departments, movement detection is a very valuable topic. In
factories, movement detection can achieve the monitoring of valuable instruments and
equipment; in hospitals, medical workers can employ movement detection technology
to care patients. At present, the movement detection technology has a wide range of
research. Many researchers have accomplished movement detection through the Video
[2], GPS [3], red line [4], ultra sound wave [5], RF [6] and so on. Although many
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movement detection systems have been proposed, few of them can be used in daily
living setting because of the limitation of relevant equipment. The expected result is to
achieve movement detection without additional equipment. So devices-free methods
for movement detection have attracted a lot of attention. The projects about passive
means for movement detection have been given [7, 8]. In current devices-free efforts,
CSI data are chosen as a better choice compared with RSSI data because the former are
more stable than the latter. Current studies about RSSI data based methods are unable
to obtain good efforts because of their fluctuation. However, CSI can only be collected
from few wireless devices, so its application is very circumscribed. Thus, a
high-precision and widely applicable movement detection method for IoTs system is
needed. In this paper, Horizontal Slicing Clustering (HSC) method is proposed to
determine whether movement exists in the working environment of IoTs. We apply this
method to analyze the RSSI data which can be collected from any wireless devices of
IoTs. Analyzing the feature of the RSSI data through HSC method when the IoTs
system is working, then we can judge the actual status of the working environment.

2 Related Work

2.1 RSSI

RSSI data are used as major metrics in this paper. RSSI data are frequently used in IoTs
to indicate the strength of communication signals between wireless devices. The dis-
tance between antennas will influence the RSSI value directly [9]. In [9], RSSI is
defined as follows:

RSSI ¼ 10 � log PRX

PRef
ð1Þ

where PRef is typically taken as 1 mW and PRx is the remaining power of the wave at
the receiver. RSSI is relatively stable if there are no movement or other changes in the
environment. RSSI data can get influences from a number of factors such as reflection
from objects, electromagnetic fields, diffraction, and other multipath effects [10].
Because of these effects, the movement in the environment is an important factor which
can influence the RSSI data. It has been proved that the movement of human will affect
the propagation of wireless signals [11, 12]. When someone moves around the com-
municating environment, the reflection, diffraction and other factors will be changed, so
the feature of RSSI data will be different. Thus, we can determine the movement by the
respective feature of different RSSI data. One of the desirable reasons that we select
RSSI data in this paper is that the indicators can be collected easily from any wireless
devices in IoTs when they communicating with others.

Obviously, it is very difficult to determine the movement only by the original RSSI
data because they might overlap each other. In this paper, we use HSC method to deal
with the indistinguishable RSSI data and get the differentiable HSC curves. Hence,
detecting the movement in the environment where the IoTs system is deployed.
Moreover, using only RSSI data to realize movement detection is challengeable
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because RSSI data can be affected by other factors such as the interferences from the
noise. In order to improve the effectiveness of the analysis, adaptability and robustness
of algorithm are needed.

2.2 Mathematical Morphology

In this paper, an innovative method called Horizontal Slicing Clustering (HSC) is
presented to detect the movement in the communicating environment. In order to
establish the detection method, we use tools taken from Mathematical Morphology
(MM). MM is based on set theory, lattice theory, topology, and random functions [13]
and it is most commonly used for digital image processing. Meanwhile, it can be
employed as well on graphs, surface meshes, solids, and many other spatial structures
[14]. [15, 16] introduced the application of MM to deal with the clustering of functional
data. MM operators extract the relevant structures of the set under study by probing it
with another set of a known shape called structuring element (SE) [17]. The SE can be
any kind of shape that researchers are interested in. Erosion, dilation, opening and
closing are four basic operations in MM. The erosion of the binary image A by the
structuring element B is defined by:

AHB ¼ x j Bð Þx �A
� � ð2Þ

Where x is a vector and (B)x is defined as:

Bð Þx¼ bþ x j b 2 Bf g ð3Þ

The dilation of A by B is given by the expression:

A� B ¼ x j Bð Þx \A
� � 6¼ /

� � ð4Þ

The opening of A by B is obtained by the erosion of A by B, followed by dilation
of the resulting image by B:

A � B ¼ AHBð Þ � B ð5Þ

The closing of A by B is obtained by the dilation of A by B, followed by erosion of
the resulting structure by B:

A � B ¼ A� Bð ÞHB ð6Þ

3 Horizontal Slicing Clustering

In this section, detailed explanation of Horizontal Slicing Clustering (HSC) method is
presented. The inspiration of HSC algorithm is from mathematical morphology.
An HSC function is a process of slicing. Slicing is a Mathematical Morphology
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(MM) based operation. The key point of HSC method is slicing the original signals with
different size of the Structuring Elements (SE) and clustering the sliced results. Sliced
results are generated by successively dilating or eroding the target image by increasing
the size of SE. In this paper, we take the unit square as the original SE because RSSI data
are integers. The increasing speed of the SE is 1 at each time. In order to analyze the
RSSI data through HSC method, the RSSI data collected by receivers will be trans-
formed to step function. So we can get the RSSI data based step curve in two-dimension.
The horizontal axis shows the simulation time and the vertical axis represents the signal
strength. We call the step curve as RSSI curve. By using incremental SE to slice the
RSSI curve horizontally, the different structures of RSSI curve can be separated. By
clustering the sliced results, we can get the proportional distribution of the different
structures from the RSSI curve. Main steps of HSC function are as follows:

Step(a): Calculating the total areas of the original RSSI curve S0.
Step(b): Setting the unit square as basic SE.
Step(c): Using current SE to slice the RSSI curve. If there are peaks match the size of

current SE, counting the total sliced areas Y(n) and removing these sliced
area from RSSI curve. If no peak matches the current SE, regarding the Y(n)
as 0.

Step(d): Calculating the ratio between the summation of all sliced areas so far and the
S0 and we can get HSC(i). We call the summation of all the sliced areas so
far as Section Score (SS).

Step(e): Adding one unit of the SE horizontally to enlarge it and repeat steps (c) and
(d) until all the areas of the RSSI curve are sliced.

The HSC(i) is defined as:

HSC ið Þ ¼ SS ið Þ
S0

ð7Þ

Where SS(i) is defined as:

SS ið Þ ¼
Xi

n¼1

Y nð Þ ð8Þ

In Fig. 1, an example of HSC function is illustrated. A random signal was gen-
erated by Matlab, where S(x) = [0, 0, 2, 3, 4, 7, 4, 5, 9, 8, 5, 4, 3, 3, 2, 0]. Figure 1(a) is
the step function of the random signal. Applying HSC algorithm and we can get the
HSC curve, as shown in Fig. 1(b). In this paper, we employ HSC algorithm to extract
the structural feature of RSSI data to determine whether there is movement in the
environment. For more detail of HSC method, we generate Table 1. Sliced areas Y(n)
are generated by Mathematical Morphology (MM) based slicing. After all the areas
have been sliced by incremental SE, we gather the information together and calculate
their Section Score(SS). Then we can get HSC by dividing SS(i) to the total area. In our
experiment, we use this HSC method to process the RSSI data of wireless nodes when
they communicating in different situations.
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4 Experimental Details

In IoTs system, transmitters broadcast wireless signals, meanwhile, receivers in the
similar system collect the data. We name the transmitters as Access Points (APs) and
receivers as Monitoring Points (MPs) hereafter. The APs can be typically access points,
such as routers which can transmit wireless signals. And the MPs could be any existing
wireless devices in living setting, such as smartphones and smartbands. In our
experiment, we used a router and three smartphones which were the most universal
devices in daily living setting as the experimental equipment. The router was employed
as AP and the smartphones were used as MP and named MP (1), MP (2), MP (3) re-
spectively. The operating system of the smartphones was Android. Android system is a
kind of open source operating system based on Linux. The system was running in
2.4 GHz. We opened the wireless hotspot function of the router so it could build a

9 1

8 0.9

7 
0.8

0.7
6

0.6
5

0.5

4
0.4

3 
0.3

2 0.2

1 0.1

0
0 5 10 15

Simulation time

0
0 2 4 6 8 10 12 14

SE Size

(a) Stepwise function of the random signal (b) HSC function of the random signal

Th
ro

ug
hp

ut
of

ge
ne

ra
tin

g
pa

ck
et

s

H
S

C

Fig. 1. Illustrative example of HSC function

Table 1. Illustrative example of HSC.

SE size Matched numbers Sliced areas Section score HSC

1 4 4 4 4/59
2 3 6 10 10/59
3 0 0 10 10/59
4 1 4 14 14/59
5 0 0 14 14/59
6 0 0 14 14/59
7 0 0 14 14/59
8 1 8 22 22/59
9 0 0 22 22/59
10 0 0 22 22/59
11 1 11 33 33/59
12 0 0 33 33/59
13 2 26 59 59/59
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small communicating system as a kernel. Many interested activities often happened in
several seconds, so we increased the sample rate to 10 packets per second in order to
capture the changes of the signals by the short time activities. There were two scenarios
in dormitory and students’ park respectively in our experiment. Through the results
generated from different environments, we could verify the environmental adaptability
of our algorithm.

The topologies of the nodes in the experiments can be seen in Fig. 2. In the first
scenario, we collected RSSI data from two cases separately. In case one there was no
movement in the dormitory and in case two an experimenter opened the door and
moved around the dormitory. The AP was deployed in the center of the dormitory and
the MPs was deployed around the AP. In the second scenario, we deployed a small
IoTs system in the students’ park and the RSSI data were collected by the MPs again.
There were also two situations in the second scenario in which the first was that the
system was deployed at night when the environment was quiet and there was no
movement there, and the second was collecting RSSI data at twelve o’clock when
students came home from school and the students’ park was busy. The AP was
deployed in the center of students’ park and the MPs was also around the AP. Each MP
recorded 2000 successive data points in each scenario, half of which were collected
from the dynamic environment and the other half were from the static situation.

5 Result Analysis

The primary motivation is detecting movement in the communicating environment
without additional equipment. In our experiment, by comparing the HSC curves of
RSSI data collected by the smartphones in different situations, we can successfully and
clearly differentiate their feature through HSC curves, which makes it possible to
determine whether there is movement in the environment. Figure 3 shows HSC curves
in different situations. We gathered the HSC function of RSSI data received by MP (1),
MP (2) and MP (3) when the status of environment is different. The green curves show
the static situation and the reds represent the dynamic status. It is very clear to observe
that the HSC curves have been successfully differentiated into two different clusters in

(a) Scenario 1: Laboratory (b) Scenario 2: Students’ park 

AP MP

Fig. 2. Topologies of IoTs
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each scenario. The shapes of HSC curves are dissimilar when the IoTs system com-
municates in different situations, which makes it possible to determine whether there is
movement by briefly observing and analyzing the shapes of HSC curves.

Assume an IoTs system which works in a static condition. At a certain moment, the
movement suddenly appears in the environment. Then the HSC curves of RSSI data
will change and be different. By differentiable HSC curves, the communication con-
dition can be determined. From the results of two different scenarios, the environmental
adaptability of HSC method can be shown.
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6 Conclusion

In this paper, a practical problem in IoTs is presented, which is how to determine the
movement in the environment of IoTs without additional equipment. HSC method is
presented to solve this problem. The detailed explanation of HSC method is presented
in this paper. Finally, our experiment results indicate that the HSC method can translate
the indistinguishable RSSI data into the differentiable HSC curves and have some
ability of environmental adaptability. Hence, movement in the communicating envi-
ronment can be effectively determined.
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Abstract. This paper analyzes the vibration signals on the surface of
the fluid-conveying pipelines so as to monitor the state of pipelines, and
study the impact of fouling on these pipelines. Wireless acceleration sen-
sors are deployed on pipelines’ surfaces to detect the vibration signals
under different states. According to the real data from the test experi-
ments, a model is implemented in ANSYS. On this basis, extensive sim-
ulation is conducted. The simulation results compare with real test data
to verify the efficiency of the model.

Keywords: Vibration signals · Fluid-conveying pipelines
Fouling impact · Wireless acceleration sensors

1 Research Problem

Heat exchanger is a kind of important equipment in petrochemical plants. For
the continuous production of industrial enterprises, the safe and stable opera-
tion of heat exchanger is of great importance. When using industrial circulating
water as the cooling medium for heat exchangers, sediment and dirt are easily
produced. When the heat exchanger is in operation, proper vibration will help
reduce dirt and severe dirt will reduce heat exchange efficiency. In order to main-
tain the original efficiency, the speed need to be increased, which will increase
the vibration of heat exchanger. According to statistics, the damage of nearly
thirty percent heat exchanger is caused by the vibration of the tube bundle.

At present, the structure, heat transfer performance and heat transfer param-
eters of heat exchange tubes are simulated and studied by some researchers by
means of ANSYS and CFX [9]. However, the research results of fault vibration
characteristics of the heat exchanger through the commercial simulation software
is quite less, because it involves the fluidic and structural two-way coupling, the
heat exchanger structure is very complex, resulting in the difficulty of calculation
of finite element analysis [2]. Many scholars have done a lot of research on the
on-line monitoring and fault diagnosis of heat exchanger [7,10]. However, their
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018

M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 288–292, 2018.

https://doi.org/10.1007/978-3-319-72998-5_30



Impact of Fouling on Fluid-Conveying Pipelines 289

studies are limited by many factors, e.g., temperature, pressure, petrochemical
material flow, and have many disadvantages, e.g. inefficient management, unreli-
able data, and high labor cost. Considering that petrochemical plants are lacking
effective online monitoring system to conduct fault diagnosis for heat exchangers
[5,6], this paper aims at proposing a novel method to solve this problem.

2 Solution

A heat transfer tube is one of the basic parts of a circulating water heat exchanger
for conveying and controlling liquid or gas. Normally, the tubes of pipe - shell
circulating water heat exchange are straight, and the pipes between the two
baffles are simply supported single span beams. In order to analyze the blockage
of the pipeline, this paper uses a two-way coupling separation model. Through
the study of different plugging levels of the model, the law of pipe vibration
caused by pipe blockage is determined. The simulation results were as show
in Fig. 1. After that, the simulation results compare with real test data which
collected by wireless acceleration sensors [3,4], to verify the efficiency of the
model. In this paper, the fouling of heat exchanger pipeline was discussed and a
new diagnostic method is put forward.

Fig. 1. Through constructing the finite element model of fluid - conveying pipe with
different levels of pollution, this paper analyzes the four different degree of clogging
(0%, 20%, 40%, and 60% fouling) under the influence of flow speed, direction, and load
on pipe wall, wall displacement, the fluid domain of accelerated speed fluid conveying
pipeline. It is found that fluid flow velocity and direction varied with the fouling posi-
tion. In addition, wall load, wall displacement and accelerated speed increased with
increasing degree of clogging. Therefore, the pollution of flow pipeline has an effect on
the vibration of pipes.
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3 Experiment

From the turbulence model, the normal fluid transportation pipeline model is
established by means of ANSYS and CFX. The paper studies the vibration of the
pipeline under different ow velocity through the study of the pipeline vibration
by ANSYS and CFX. On this basis, the pipeline model of with different blockage
levels is established, and the vibration of the pipeline is studied on the premise
of the same ow velocity [1,8].

In order to verify whether it is feasible and correct to establish the finite
element model of fluid transportation pipeline using ANSYS and CFX, this
paper presents an experimental analysis of an experimental model under a given
working condition. In this paper, two different diameters of pipeline are used
to simulate the vibration produced by the fluid with different inlet velocities.
Many high precision wireless sensors are installed at the same data observa-
tion point, and computer simulation is carried out to collect vibration signals
simultaneously. The experimental facilities were as shown in Fig. 2.

(a) Main components of experimental
equipment

(b) Schematic diagram of real test

Fig. 2. 1-wireless vibration sensors, 2-flow meters, 3-pumb, 4-water valve, 5-flexible
pipeline, 6-pool, 7-press instrument, 8-tap water inlet, 9-pipelines.

4 Conclusion and Open Issues

The experimental study was carried out in two different fluid - convey pipes. As
shown in Fig. 3, through comparing the simulation model with the real test data
of the non-fouling fluid-conveying pipeline in the same working condition, the
validity of the simulation model is proved.

The finite element model of fluid-conveying pipeline under fluid-solid cou-
pled interaction was established by ANSYS finite element analysis method. On
the basis of this model, finite element analysis is carried out in the pipeline of
different velocity and degree of clogging. In addition, a series of pipeline vibra-
tion experiments were performed under the same normal conditions. The results
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(a) Inlet Velocity=0.33m/s
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(b) Inlet Velocity=0.52m/s
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(c) Inlet Velocity=0.74m/s
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(d) Inlet Velocity=1.01m/s

Fig. 3. Taking the vibration data of the pipeline (DN20) center as an example, the
data of the finite element analysis and the actual experiment are basically similar, and
the speed is 0.52 or 0.74 m/s. The acceleration speed data is 0.33 m/s. In the same
orders of magnitude, the maximal acceleration speed of ANSYS simulation increases
with the increase of inlet velocity.

show that the simulation data is basically consistent with the actual test data,
only a small amount of data does not match.

4.1 Open Research Issues as Future Work

1. Vibration test experiments have been conducted with non-fouling fluid-
conveying pipelines, but without fouling pipelines. Designing such fouling
pipelines to make test experiments is still an open issue.

2. Vibration signals generated by other running equipment will affect the signal
collection on the target equipment. Distinguishing the signals which collected
from pipelines and other equipment in highly noisy environment is still an
open issue.
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Abstract. The shortage of spectrum resources has hindered the development of
the new wireless multimedia technology. Cognitive radio (CR) technology can
successfully deal with the growing demand and scarcity of the wireless spec-
trum. Through this technology the unlicensed users can use the underutilized
spectrum without any harmful interference to the licensed users. The spectrum
sensing problem is one of the most challenging issues in cognitive radio systems
to detect the available frequency bands. This paper introduces the spectrum
sensing technology of cognitive radio and summarizes the result of simulation
experiment based on GNU Radio and hardware platform.

Keywords: Cognitive radio � Spectrum sensing � GNU Radio
Hardware platform

1 Introduction

In recent years, wireless technology has entered a prosperous period of a rapid devel-
opment. The increasing of wireless user and the emerging wireless multimedia applica-
tions are leading to an insatiable demand for radio spectrum. But the shortage of spectrum
resources has hindered the development of them. So people put forward the initial
hypothesis of CR technology. CR is formally defined by FCCas a radio that can change its
transmitter parameters based on interaction with the environment in which it operates.

This paper reviews the research status of the simulation experiment of spectrum
sensing technology of cognitive radio technology and GNU Radio hardware platform
based on the development and more about ideas and put forward a new measurement
method is helpful. Section 2 of this paper introduces the spectrum detection technol-
ogy. In Sect. 3, we have described the simulation experiment and the results of the
spectrum detection technology based on GNU Radio in the hardware platform. Then
Sect. 4 summaries prospect of the spectrum detection technology of CR.

2 Spectrum Detection

In CR systems, when unlicensed users use the band allocated to licensed users for
communication should not interfere with the communication of licensed users. So
spectrum detection is one of the key technologies for CR system to detect the spectrum

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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environment efficiently and reliably. Generally, spectrum sensing technology can be
roughly divided into transmitter detection, cooperative detection and interference
detection. Transmitter detection techniques used to identify licensed users by detect the
weak signal from the licensed users’ transmitter. In general, detection problem is
analyzed as a binary hypothesis model, defined as (1):

x tð Þ ¼ nðtÞ H0

hs tð Þ þ n tð Þ H1

�
ð1Þ

where x tð Þ is the signal received by CR during observation window T, n tð Þ represents
the additive white Gaussian noise (AWGN) with mean 0 and variance r2, s tð Þ rep-
resents the transmitted signal from primary user which is to be detected and h is the
channel gain. This is a classic binary signal detection problem in which CR has to
decide between two hypotheses, H0 and H1. H0 corresponds to the absence of primary
signal in scanned frequency band while H1 indicates that the spectrum is occupied.

3 Simulation of Hardware Platform Based on Energy
Detection

3.1 Energy Detection

Energy detection is the common way for the detection of unknown primary signals in
spectrum sensing for its low computational and implementation complexities. Energy
detection judges the energy accumulation in a certain frequency band. If the detected
energy is higher than the threshold, it is considered that there is the licensed users’
signal. If the threshold is lower than the threshold, it is considered that there is only the
noise. The principle of energy detection is that the energy of the signal plus noise must
be greater than the energy of the existence of the noise. In addition, it is more generic as
receivers do not need any knowledge on the primary users’ signal [1]. It is the optimal
detector when the secondary user cannot gather sufficient information about the pri-
mary user signal [2]. Here is the formula (2):

E s tð Þþ n tð Þð Þ2
on
¼ E s2 tð Þ� �þE n2 tð Þ� �

[E n2 tð Þ� � ð2Þ

In this formula the signal and noise are independent of each other, and the noise is
zero mean value. According to the time and frequency domain energy detection can be
divided into two types. In this paper we use frequency domain energy detector. Fre-
quency domain energy detection model is shown in Fig. 1:

Fig. 1. The modle of frequency domain energy detection.
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3.2 GNU Radio and Hardware Platform

GNU Radio is an open source software radio project launched by Blossom Eric. It is a
tool that can serve the users around the world to study and create a software defined
radio system. When connecting the RF hardware, the composition of Radio GNU is
easy to form a software radio software platform, which is used to carry out the sim-
ulation experiment of sending and receiving data.

3.3 Experiment Simulation

We use Hack RF ONE as the experimental platform whose frequency range is
10 MHz–6 GHz. In the frequency range of the receiver, the energy detection can be
carried out for any frequency band. TVWS is our measurement band. By measuring the
occupancy of this frequency band and analyzing the usage of the frequency band, we
can get the simulation results. In the simulation experiment the first thing is setting the
center frequency and sampling bandwidth. We set the sensing range 698–806 MHz and
2 MHz as the sampling bandwidth. FFT is 256. The hardware platform will collect and
save the signal data. By stepping into the tuning, we can get a wide range of signal
spectrum data. Finally, using these data, we draw the corresponding spectrum. Figure 2
is the spectrum sensing data graph under simulation environment. Figure 3 is the
spectrum occupancy map in this frequency band.

We can clearly see that the occupancy rate of 755–780 MHz band is higher. The
result is similar with the spectrum analyzer. It can be known that the simulation of
hardware platform based on energy detection can accurately detect the main user
signal. And the complexity is low, the accuracy is high. In summary, after spectrum
sensing, we can have a better understanding of the use of the current spectrum, and then
through the opportunity spectrum access, improving the use efficiency of the spectrum.

Fig. 2. Spectrum sensing data graph Fig. 3. Spectrum occupancy map
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4 Conclusion

Cognitive radio technology is the key to solve the shortage of spectrum resources
effective method, spectrum detection technology as one of the key technologies of
cognitive radio, is the basis of theory research of cognitive radio technology, is a kind
of cognitive radio to the premise of practical application. In this paper, the simulation
experiment is carried out by GNU Radio and hardware platform. We can come to the
conclusion that the prospect of CR is very attractive, but it is not mature at present. In
the future, we should do a deeper research on the theory of spectrum sensing algorithm
which focused more on implementation-friendly, low-complexity sensing algorithms
that are robust enough to provide required sensing performance with demanded reli-
ability in minimum time.
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References

1. Omer, A.E.: Review of spectrum sensing techniques in Cognitive Radio networks. In:
International Conference on Computing (2015)

2. Garhwal, A., Bhattacharya, P.P.: A survey on dynamic spectrum access techniques for
cognitive radio. Int. J. Next Gener. Netw. (IJNGN) 3(4), 15–32 (2011)

298 X. Tang and B. Chen



Video Quality Assessment by Decoupling
Distortions on Primary Visual Information

Yang Li1, Xu Wang1, Feng Li1, Qingrui Guo1, Qiang Fan2,
Qiwei Peng2, Wang Luo2(&), Min Feng2, Yuan Xia2,

and Shaowei Liu2

1 State Grid Xinjiang Electric Power Science Research Institute,
Nanjing 210003, China

2 NARI Group Corporation (State Grid Electric Power Research Institute),
Nanjing 210003, China

luowang@sgepri.sgcc.com.cn

Abstract. Video quality assessment (VQA) aims to evaluate the video quality
consistently with the human perception. In most of existing VQA metrics,
additive noises and losses of primary visual information (PVI) are decoupled
and evaluated separately for quality assessment. However, PVI losses always
include different types of distortions such that PVI distortions are not evaluated
well enough. In this paper, a novel full-reference video quality metric is
developed by decoupling PVI distortions into two classes: compression distor-
tions and transmission distortions. First, video denoising method is adopted to
decompose an input video into two portions, the portion of additive noises and
the PVI portion. Then, maximal distortion regions searching (MDRS) algorithm
is designed to decompose PVI losses into transmission distortions and com-
pression distortions. Finally, the three distortions are evaluated separately and
combined to compute the overall quality score. Experimental results on LIVE
database show the effectiveness of the proposed VQA metric.

Keywords: Video quality assessment � Human visual system
Transmission distortion � Decoupling distortion

1 Introduction

Full Reference (FR) video quality assessment (VQA) metrics refer to algorithms that
evaluate qualities of distorted videos with available reference videos. The goal is to
evaluate the quality consistently well with human visual system (HVS). Signal-to-noise
ratio (SNR) and peak SNR (PSNR) are the most widely used FR quality metrics. These
indices are simple to calculate and convenient to be adopted. But they show poor
consistency with subjective evaluations [1, 2].

Recently, the area of FR metrics has attracted a lot of attention [3–8]. Structure
similarity index (SSIM) [3] was presented as a metric using structural information. To
account for human perception of motion information, proper temporal weighting
schemes [4, 5] were proposed based on SSIM. Temporal distortions were also con-
sidered in VQA metrics during the recent years. A motion-based video integrity
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evaluation (MOVIE) index [6] was proposed to define the temporal distortion as the
differences between the filter responses along computed motion trajectories.
Spatio-temporal structural information was designed to evaluate the video perceptual
quality [7]. Both the spatial edge features and temporal motion characteristics [9, 10]
were accounted for with the structural features in the localized space-time regions.
Different types of distortions cause different degradations. A decoupling based metric
[8] were proposed by decomposing distortions into additive noises and distortions on
primary visual information (PVI). The overall score was computed by combining
evaluations of the two portions.

PVI distortions can be mainly classified into two types: compression distortions
(e.g., Ringing, Blocking artifacts) and transmission distortions (e.g., Packet loss).
However, these two types of distortions are with different characteristics. Compression
distortions are content-dependent distortions. Structural similarity based metrics can
perform well on this type of distortion. Transmission distortions which are introduced
by packet loss are content-independent distortions. Large and distinct distortion regions
randomly appear in video frames. Structural similarity based metrics, such as gradient
similarity based metrics [7] can not represent transmission distortions accurately
enough, especially when they occur in the original flat regions.

In this letter, a novel video quality metric is developed by decoupling PVI dis-
tortions. Video distortions are firstly decomposed into additive noises and PVI dis-
tortions using denoising method. Then, PVI distortions are classified into two typical
classes: compression distortions and transmission distortions. After evaluating each
type of distortions with rational metric, we combine the three evaluated results to
compute the overall quality score. Experimental results on LIVE database show the
effectiveness of the proposed VQA metric.

2 Proposed Method

We first give a brief overview of our approach before going into detail in subsequent
sections. The flowchart of the proposed model is shown in Fig. 1. The reference video
(Vr) and the test video (Vt) are firstly decomposed into additive noises (Ar and At) and

Fig. 1. Flowchart of the proposed model. Vr (Vt) is the reference (test) video, Ar (At) and Rr (Rt)
are the additive noises and reconstructed portions of Vr (Vt), respectively. D

T and DC are the
portions of transmission distortions and compression distortions, respectively.
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PVI portions (Rr and Rt) by using video denoising method. Then, PVI distortions (Rd,
the difference between Rr and Rt) are classified into compression distortions (DC) and
transmission distortions (DT), respectively. Different metrics are adopted to measure the
degradations of each type, respectively. Finally, a combining scheme is used to gen-
erate the overall perceptual quality score of the test video.

2.1 Decoupling Distortions

Algorithm 1 : Maximal Distortion Regions Search (MDRS)
Input: The distortion of denoised video D.
Initialization: region number: K, difference threshold: T , window size: ws, area

threshold: S
1: OutIndex = cell(1, K);
2: [W,H] = size(Rd); M = zeros(W,H);
3: for r = 1 : 4 : W do
4: for c = 1 : 4 : H do
5: if (length(find(Rd(r : r + 3, c : c + 3) > T )) == 16) then
6: M(r : r + 3, c : c + 3) = 1;
7: end if
8: end for
9: end for

10: for i = 1 → K do
11: Idx = find max conn regions(M); M(Idx) = 0;
12: if length(Idx) > S then
13: OutIndex(i) = Idx;
14: end if
15: end for
16: Output: OutIndex;

The reference video and test video are firstly decomposed into additive noise portions
and PVI portions via a video denoising method, called VBM3D [11]. A sparse 3D
transform-domain collaborative filtering is used in VBM3D. This method performs
good restoration on videos with additive noises. The differences between the additive
noise portions of the reference video and test video are used to evaluate the additive
distortions. This type of distortion may cause uncomfortable sensation. The differences
between the PVI portions of the reference video and test video are called PVI
distortions.

In order to represent the degradations more accurately, PVI distortions are
decomposed into compression distortions and transmission distortions using a method,
called Maximal distortion regions searching (MDRS). Compared to ringings and
blocky artifacts which were introduced by compression, transmission errors always
generate large areas of distortions. Furthermore, the strengths of these distortions are
always large in local regions. That is, the regions with large area and distinct distortions
tend to be with transmission errors. The goal of MDRS is to detect k maximal regions
with transmission distortions, such that k < K, where K is the preset maximal number
of regions. The PVI distortions Rd are the inputs. The outputs are the locations of the k
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regions. Details of MDRS are shown in Algorithm 1. (1) To achieve the constraint that
distortions in local regions are large, the PVI distortion (Rd) is split into 4 � 4
non-overlapping blocks. For each block, if all the absolute values of the differences are
larger than the preset threshold T, flags in the corresponding block of M are set to 1.
Otherwise, flags are set to 0. (2) The k maximal regions will be searched out by finding
the maximal 1−connected regions in M. Areas of regions that are bigger than the preset
threshold S are considered to be regions with transmission distortions. The other
regions are with compression distortions. In this letter, K, S, and T are set to 8, 32, and
12, respectively, from our empirical study.

2.2 Additive Distortion Evaluation

Since MSE presents a good match with additive noises [8], MSE is adopted to evaluate
the degradations of the additive noises as follows

SA ¼ SðAr;AtÞ ¼ 1� log10ð1þMSEðAr;AtÞÞ=log10ð2552Þ; ð1Þ

where Ar and At are the additive portions of the reference video and test video,
respectively; MSE(Ar, At) is the mean squared error between Ar and At.

2.3 Transmission Distortion Evaluation

Transmission distortions are always introduced by packet losses. They are susceptible
to the strength and area of the distortion regions. Therefore, transmission distortions are
evaluated as follows

ST DT
� � ¼ C1 � log10 S � T þ Pk

i¼1 Li � S2i
� �

C1 � log10 S � Tð Þ ; ð2Þ

where DT is the transmission distortion detected by MDRS method; Li, (i = 1, 2..k) is
the mean absolute values of the ith maximal distortion region; Si, (i = 1, 2..k) is the area
of the ith maximal distortion region; k is the region number; C1 = log10(255�W 2 �H2),
W and H are the image width and height, respectively; S and T are the preset area and
difference thresholds used in MDRS. Similar with (1), the denominator is a normal-
ization factor. Adding S � T is to avoid big leap occuring between the scores with and
without transmission errors.

2.4 Compression Distortion Evaluation

Compression distortions mainly include degradations such as blurrings, blocking
artifacts, and ringings. These degradations can be represented well by structural sim-
ilarity based metrics, such as SSIM, edge gradient similarities. In this work, gradient
similarities in spatial and temporal domain are computed to evaluate the compression

302 Y. Li et al.



distortions. For each pixel, spatio-temporal gradient vector g = (gx, gy, gt) is computed
with Sobel filters along x, y and t directions, respectively. The Sobel Kernel for t
direction is a 3 � 3 � 3 matrix [7]. To balance the effect of temporal and spatial
gradients, they are divided by the sum of positive filter coefficients, respectively.

Since human attention mainly allocated to the salient regions, salient pixels are
selected to evaluate the degradations of compression distortions. A pixel is considered
to be a salient pixel if its spatio-temporal gradient magnitude is above the certain
threshold f in either original video or distorted video [7]. The similarities between
pixels can be computed as

Sp xr; xtð Þ ¼ 2 grk k gtk kþC2

grð Þ2 þ gtð Þ2 þC2

 !a

� gr � gt þC2

grk k gtk kþC2

� �b

; ð3Þ

where C2 is the small constant to avoid the denominator being zero and is set as
C2 = 0.03 � 2552 [3]; gr and gt are the spatio-temporal gradient vectors of pixels xr
and xt in the reference and test frames, respectively. In (3), the first term represents the
similarity of magnitudes between gr and gt; the second term represents the similarity of
directions between gr and gt. a and b are the relative importance of the two terms. A big
value of a highlights the importance of vector magnitude. In this letter, a is set to 2 and
b is set to 1.

Furthermore, HVS is highly sensitive to blocking artifacts. To measure the

degradation of blocky artifacts, spatial gradient gb ¼ gbx ; g
b
y

� �
similarities of

down-sampled images are evaluated. The reference frame and test frame are down-
sampled with rate 8 in both the vertical and horizontal directions. Blocking artifacts are
evaluated as

Sb br; btð Þ ¼ 2 gbr
�� �� gbt

�� ��þC2

gbrð Þ2 þ gbtð Þ2 þC2

 !a

� gbr � gbt þC2

gbrk k gbtk kþC2

� �b

; ð4Þ

where br and bt are the pixels in the downsampled frames, i.e., mean values of 8 � 8
non-overlapped blocks of the reference and test frames, respectively. gbr and gbt are
spatial gradient vectors of br and bt, respectively. a and b are set to the same values as
in (4).

Some image regions have no apparent edge but are still with structural character-
istics. Structural similarity [3] is adopted to evaluate the degradations on spatial
structural information as

Ss xr; xtð Þ ¼ 2rxr ;xt þC2

r2xrr
2
xt þC2

; ð5Þ

where S(xr , xt) is the structural similarity between blocks centered at pixels xr and xt.
The block size is set to 11 � 11.
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Combine pixel similarities, blocking artifacts, and structural similarities, com-
pression distortion are deduced as

SC ¼ Avg
xr2Z

ð
X

ðSpðxr; xtÞSsðxr; xtÞSbðbr; btÞÞÞ: ð6Þ

where br (bt) is the corresponding down-sampled value of the block in which pixel xr
(xt) located; Z is the set of salient pixels which are degraded with compression dis-
tortions; Avg(�) is to calculate the average similarity of Z.

2.5 Overall Perceptual Quality

Distortion of different types will co-determine the perceptual quality of each frame. To
evaluate the distortions on PVI, (2) and (6) are used to compute the perceptual quality
score. Furthermore, the weights of the two evaluation parts are related to the noise
energy level of the two portions. The similarities of additive distortions can reflect that
of the compression distortions to some extent. Therefore, (1) are used to adjust the
relative importance of the two portions. Finally, we combine the evaluation of the three
portions, (1), (2), and (6). For each frame, the similarity can be computed as

SFðVr;VtÞ ¼ SSAT � S1�SA
C ð7Þ

Finally, all of the frame scores are averaged to give a final video quality index.

3 Experimental Results

In this section, the effectiveness of the proposed perceptual VQA metric is demon-
strated. The LIVE subjective quality video database [12] is used to evaluate the per-
formance of the proposed VQA metric. The LIVE database consists of 10 768 � 432p
reference videos and 150 distortion videos. Subjective scores (DMOS) were recorded
for all test sequences. The types of distortion comprised of MPEG-2 compression,
H.264 compression, and simulated transmission of H.264 compressed bit-streams
through error-prone IP networks and error-prone wireless networks. To detect the
salient pixels, f is set to 300 through exhaustive experiments. For comparison, results
with state-of-the-art VQA metrics are reported. The comparison metrics include PSNR,
SW-SSIM [4], MC-SSIM [5], MOVIE [6], STSI [7], VQM [13], and Picture Quality
Analyzer. Parts of the results are quoted from [7]. Pearson correlation coefficient
(PCC) and Spearman rank order correlation coefficient (SROCC) are used as perfor-
mance indicators.

The mapping function chosen for regression for each of the metrics is

f xð Þ ¼ b1 � b2

1þ exp � x�b3
b4

� � þ b2: ð8Þ

where {b1, b2, b3, b4} are the fitting parameters.
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Table 1 shows the PCC and SROCC on the LIVE video quality database. It can be
seen that the proposed metric significantly outperforms other metrics according to the
two indicators. The PSNR performs especially poorly on this database. It shows that the
conventional pixel based models are incapable to represent perceptual video quality.

In Table 1, it also can be seen that the proposed VQA metric performs significantly
better than the SSIM based metrics such as SW-SSIM (PCC increment: 0.23), and
MC-SSIM (PCC increment: 0.14). The reason is that the proposed decoupling based
method can detect different types of distortions and evaluate each type with the rational
measure. Furthermore, the proposed method performs better than the spatio-temporal
gradient similarity based method, STSI (Pearson CC increases by 0.04). This can be
attributed to that gradient similarity based method cannot represent transmission errors
accurately enough. Since transmission distortions are always flat regions without
apparent edges, gradient similarity based methods cannot detect these distortions well
enough, especially when transmission distortions occur in the original flat regions.

Table 2 shows the PCC on the four kinds of distortions in LIVE database. It
demonstrates that the proposed metric performs the best on three kinds of distortions
(Wireless, IP, and H.264). For MPEG2 distortion, even though it is not better than
VQM metric, it performs significantly better than all the other metrics (SROCC

Table 1. Performance comparison on the live database

Methods Pearson CC Spearman CC

VQM 0.702 0.723
MOVIE 0.786 0.810
STSI 0.779 0.778
SW-SSIM 0.585 0.596
MC-SSIM 0.679 0.698
PSNR 0.368 0.404
PQR (by PQA500) 0.695 0.712
DMOS (by PQA500) 0.695 0.711
Proposed 0.816 0.809

Table 2. Spearman CC Scores of VQA metrics on each kind of distortion in live database

Methods Wireless IP H.264 MPEG2

PSNR 0.4675 0.4108 0.4385 0.3856
VQM 0.7325 0.6480 0.6459 0.7860
STSI 0.7544 0.8072 0.8298 0.6624
SW-SSIM 0.5867 0.5587 0.7206 0.6270
PQR (by PQA500) 0.6464 0.7300 0.7455 0.6456
DMOS (by PQA500) 0.6426 0.7295 0.7427 0.6445
Proposed 0.7786 0.8069 0.8792 0.7023
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increment: at least 0.04). The proposed metric is rather robust to various types of video
distortions.

Figure 2 shows the scatter plots of the DMOS against the objective score by the
proposed VQA metric on the LIVE database. It can be seen that the proposed metric
performs well on videos from low quality to high quality.

4 Conclusion

In this letter, a VQA metric by decoupling PVI distortions has been proposed. Besides
decoupling videos into additive noises and PVI, PVI distortions are decomposed into
compression distortions and transmission distortions in order to evaluate PVI distor-
tions more accurately. Considering the different properties of the decomposed portions,
we separately evaluate their quality degradations with rational metrics. Experimental
results demonstrate the effectiveness of the proposed metric.
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Abstract. When the Faster-than-Nyquis (FTN) signal transmits in the Single
Carrier Frequency-Domain Equalization (SC-FDE) system over the multipath
frequency selective channel, the Inter-Symbol Interferences (ISIs) will be induced
by both FTN signaling and multipath channel. In this paper, we investigate the
method to combat the induced ISIs together with one equalizer at the receiver.
The simulation results demonstrate that acceptable BER system performance can
be achieved with our proposed transceiver.

Keywords: Faster-than-Nyquist (FTN) · SC-FDE · Unique Word
Inter-Symbol-Interference (ISI)

1 Introduction

The concept of FTN signaling was discovered by Mazo in 1970 [1]. He proved that
increasing the rate of data transmitted of signal by 25% more than Nyquist rate in the
AWGN channel, the minimum Euclidean distance does not reduce and the performance
of transmission does not degrade [2].

In wireless communications, the transmitted signals normally go through multipath
channel before reaching the receiver. Both FTN signaling and multipath frequency
selective channel can induce ISIs in the transmission. To combat the both ISIs, Sygiura
proposed a frequency-domain equalization (FDE) receiver structure in [3], which can
operate in the context of FTN signaling transmission. Furthermore, an FTN transceiver
without guard interval in the transmitter was used overlap FDE in [4] and demonstrated
that the scheme can achieve higher transmission rate than that Nyquist without perform‐
ance degradation.

In this paper, we investigate the FTN transmission in the SC-FDE system over the
multipath frequency selective channel. The main contribution of this paper is that we
propose a low-complexity receiver with one equalizer to combat the two induced ISIs
together. The simulation results demonstrate that acceptable BER system performance
can be achieved with our proposed transceiver.

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
M. Huang et al. (Eds.): WICON 2016, LNICST 214, pp. 308–311, 2018.
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2 System Model

At the transmitter, the information bits are mapped to data symbols after modulation.
Then the modulated data appended with a UW (Unique Word) to form a data block,
passing through a FTN-shaping filter to get the FTN signal with transmission interval
𝜏T

s
. The length of UW is set to be longer than the length of ISIs induced by both FTN

signaling and multipath channel to eliminate inter-block interference (IBI). After that
the SC-FDE blocks transmitted though the mobile radio channel. A multipath frequency
selective channel with additive white Gaussian noise is considered in this paper. The
receiver first removes the UW of the received signals, and utilizes the pilot for channel
and FTN estimation. Then one MMSE equalizer in the frequency domain is applied on
the received signals to combat the induced ISIs by FTN signaling and frequency selective
channel. Finally, the equalized signals are demodulated to recover the original data
(Fig. 1).

Data 
source Modulator h(t)Append 

UW Channel c(t)

Extract 
UWFFTIFFTDemodulatorOutput

Transmitter

a[n]
FTN shaping filter

Receiver

White Gaussian noise n(t)

Channel estimator

x[n]

y(t)

FTN & Channel
Equalizer

Fig. 1. System model of FTN transmission in SC-FDE system with one equalizer.

3 Simulation and Discussion

In this section we simulate the FTN transmission for SC-FDE system over multipath
frequency selective channel. In the considered SC-FDE system, one transmitted frame
is 1024 samples with 768 data symbols and 256 UW samples. The Zadoff-Chu sequences
are used as the UW for channel estimation. For channel equalization at the SC-FDE
receiver, the MMSE scheme is used. The symbol sampling rate is 1/τ10 M samples per
second. In this simulation, we utilize the 3rd generation partnership project (3GPP)
Pedestrian A channel with 4 dominant taps.

Figure 2 shows the BER (Bit Error Rate) performance of the SC-FDE system at
different FTN rates using the designed frame structure under AWGN channel and multi‐
path channel.
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Fig. 2. BER performance of FTN transmission for SC-FDE with frame structure

We firstly compare the BER performance of FTNs transmission in AWGN channel
with different value of 𝜏. It can be observed that the BER perfomance of system becomes
worse when decreasing the value of 𝜏. In case of 𝜏 = 1 and 𝜏 = 0.9, the system error rate
is up to 10−4 at SNR = 16 dB; for 𝜏 = 0.8 SNR needs to be 20 dB to reach the same BER;
when 𝜏 = 0.75, the error rate is higher at high SNR.

Under the multipath channel, the ISIs are induced by both non-orthogonal FTN
transmitter and multipath frequency selective channel, and we can see that at 𝜏 = 0.9
and 𝜏 = 0.8, the system BER can be almost up to 10−4 at SNR = 30 dB, which performs
an acceptable for the information transmision; When 𝜏 = 0.75, the BER performance
can be only close to 10−3 at high SNR. In this case we need to consider the error correcting
codes for improving the BER performance.

4 Conclusion

When combining FTN signaling with SC-FDE system over frequency selective channel,
the FTN signaling and multipath frequency selective channel can both induce ISIs in
the received signals. It is a promising approach these ISIs can be combatted by properly
designed transceiver structure. With our designed frame structure using UW sequence,
we can adopt one MMSE equalizer to combat both ISIs at the receiver. Such a low
complexity transceiver can provide acceptable BER performance in a range of FTN
signaling rate. The error correcting codes can be considered for further achieving better
BER performance in certain SNR regime.
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Abstract. In recent years, ensemble methods have been widely applied
to classify binary imbalanced data. Traditional ensemble rules have man-
ifested performance in dealing with imbalanced data. However, shortage
appears that only the results of base classifiers is considered, while these
traditional ensemble rules ignore the Euclidean distance between the new
data and train data as well as the relations of majority and minority
classes in the train data. So we proposed a novel ensemble rule which
take Support Vector Classification (SVC) as base classifier. Moreover, the
distance between the new data and train data and relations of majority
classes and minority classes are taken into account to overcome conven-
tional drawbacks. Simulation results are provided to confirm that the pro-
posed method has better performance than existing ensemble methods.

Keywords: Binary imbalanced data · SVC · Euclidean distance
Ensemble rule

1 Introduction

In recent years, due to the importance of imbalanced data in civilian and govern-
ment applications, such as facial age estimation [1], speech recognition [2] and
governmental decision-making support systems [3], imbalanced problems have
been developed tremendously. So, researchers have shown greater interest on
this crucial area.

The current research in imbalanced problems focuses more on binary imbal-
anced data, where data set is sorted into majority classes and minority classes.
From Fig. 1(a) and (b), we can see the difference between binary imbalanced data
and balanced data. Conventional binary imbalanced data classification methods
mainly appear in data level and algorithm level. In data level, the main idea
is to transform the imbalanced data into balanced data by increasing data or
reducing data, such as synthetic minority over sampling technique (SMOTE)
which increases minority classes by using k-nearest neighbors (KNN) algorithm.
In contrast, while the main idea in algorithm level is to improve algorithm such
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2018
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(a) An example of binary imbalanced data, where majority class is 25
and minority one is 5.

(b) An example of binary balanced data, where majority data is equal
to minority one.

Fig. 1. A figure illustration of imbalanced data (a) and balanced data (b).

as ensemble learning methods [4], and cost-sensitive analysis. But these methods
mentioned above share a collaborative shortage that they ignore the Euclidean
distance of the new data and train data, and the number of majority and minor-
ity classes which gather around the new data.

To overcome above problems, we proposed a novel ensemble method which
take Support Vector Classification (SVC) as base classifier and take the distance
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between the new data and train data into account. In our method, KNN is
taken as a filter to wipe out some majority classes whose Euclidean distance
close to minority classes; then SVC is employed as the base classifier to classify
the obtained balanced data; finally, we use our proposed ensemble rule to com-
bine the classification results obtained by base classifiers. Our ensemble method
is innovative while not only takes the relationships between majority classes
and minority classes in train data but also that of new data and train data
into account. The numerical analysis indicates that our ensemble method has an
obvious improvement compared with four traditional ensemble rules including
Max rule, Min rule, Product rule, and Sum rule [5]. At the same time, we also
compare proposed method with another ensemble method (Splitbal + MaxDis-
tance) [6], where the area under curve (AUC) is validated to be enhanced in
comparison.

The rest of this paper is organized as follows: Sect. 2 introduces the related
work; Sect. 3 presents our proposed method; Sect. 4 reports the experimental pro-
cedure, describes the detailed experimental setup and analyzes the corresponding
results; finally, in Sect. 5 we summarize the study and draw the conclusion.

2 Related Work

Over past decades, the binary imbalanced problem has always been a difficult
problem in data mining. So far, many methods have been proposed for handling
binary imbalanced problem. Traditional binary imbalanced data classification
methods mainly include data level and algorithm level [3]. In algorithm level,
methods modify existing classification algorithms for adapting them to binary
class imbalanced problem, while in data level methods aim to turn the imbal-
anced data into balanced data. Our method belongs to algorithm level. Next, we
will introduce the present situation in algorithm level.

At present, the algorithm level methods include ensemble learning [5], cost-
sensitive learning [7] and recognition-based learning [3]. (1) Ensemble learning is
used to reduce the variance and bias by integrating the results of many classifica-
tion algorithms on imbalanced data. Representatively, boosting uses the iterative
method to focus on the samples as classified error, so it can obtain a good per-
formance on imbalance problem. (2) Cost-sensitive learning approaches obtain
the lowest classification error by adjusting the class misclassification cost. (3)
Recognition based learning, RIPPER [6] and auto association provide the dis-
crimination model created on the examples of the target class alone. They have
been certified to be effective in dealing with complicated binary imbalanced data
in high dimension.

However, these algorithms have collaborative drawbacks that they all ignore
the Euclidean distance of the new data and train data as well as the relations
of majority and minority classes in the train data. Our method solve both two
problems mentioned above simultaneously by adding the Euclidean distance of
the new data and train data and the number of majority and minority classes
which gather at the new data into the final classification results.
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Fig. 2. Framework of our proposed method for handing binary imbalanced data

Table 1. The strategy for traditional rules

Year World population

Max R1 = argmax1≤i≤kPi1, R2 = argmax1≤i≤kPi2

Min R1 = argmin1≤i≤kPi1, R2 = argmin1≤i≤kPi2

Product R1 =
∏k

i=1 P
i1 , R2 =

∏k
i=1 P

i2

Sum R1 =
∑k

i=1 P
i1 , R2 =

∑k
i=1 P

i2

Table 2. The strategy for MaxDistance rule

Rule Strategy

MaxDistance R1 = argmax1≤i≤k
Pi1

Di1+1
, R2 = argmax1≤i≤k

Pi2
Di2+1



316 L. Zhao et al.

3 Our Proposed Method

Our proposed method includes four parts: Data Preprocessing, Data Balancing,
Modeling, and Classifying. Figure 2 shows the whole process. In our method, we
first perform the Data Preprocessing based on KNN; then we divide the majority
classes obtained from Data Preprocessing into several sets and each set has the
same amount with minority classes; next we use the balanced data set to create
the base classifiers with SVC; finally, we use our ensemble rule to combine the
results of each base classifiers. In the subsequent, we will introduce the Data
Preprocessing and Classifying.

3.1 Data Preprocessing

In this part, we innovatively use KNN as a method of data preprocessing. First of
all, we divided train set into majority classes and minority classes. Secondly, we
set majority classes as test set, if majority data is classified as minority classes,
we judge that such majority data is close to minority data in space and can be
stricken out. The reason is that these removed data will influence the classify
results if the distances of new data and train data is taken into consideration.

3.2 Classifying

After Modeling, we can obtain several results from each base classifier which
based on SVC. Next, we use our ensemble rule to combine these classification
results. We make some assumptions as following: assume that there are K SVC
classifiers and every data set has two labels, C1 and C2. For the ith SVC classifier
(1 ≤ i ≤ k), it classifies the new data as C1 with the probability Pi1, and classifies
the new data as C2 with the probability Pi2. In the final classification results,
R1 and R2 represent the class C1 and C2, respectively. In [5], four ensemble
rules are described, and the details are shown in Table 1. In our ensemble rule,
Dij(1 ≤ i ≤ k, 1 ≤ j ≤ 2) represents the average distance between new data and
the data with class label Cj in train set, and Kn represents the k closest data
around new data using KNN. Moreover, b represents the number of data which
belongs to minority classes in the k data. The details of our ensemble rule are
shown in Table 3. Table 2 shows another ensemble rule Splital + MaxDistance
which comes from [6].

From Table 3 we can see that the rule R2 = average(Pi2)
Di2

× (1 + b
Kn

) has a
weight of (1 + b

Kn
). The reason is that the number of majority classes is less

than that of majority classes, and such fact will mislead the classification results

Table 3. The strategy for proposed ensemble rule

Rule Strategy

Proposed ensemble rule R1 = average(Pi1)
Di1

, R2 = average(Pi2)
Di2

× (1 + b
Kn

)
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Table 4. Statistic summary of the 38 highly imbalanced data sets in experimental
study

ID Data set ATT Ins Mi IR ID Data set Att Ins Mi IR

1 yeast3 9 1484 163 8.10 20 led7digit 8 443 37 10.97

2 ecoli3 8 336 35 8.60 21 ecoli01vs5 7 240 20 11.00

3 yeast2vs4 9 514 51 9.08 22 glass06vs5 10 108 9 11.00

4 ecoli067vs35 8 222 22 9.09 23 glass0146vs2 10 205 17 11.06

5 ecoli0234vs5 8 202 20 9.10 24 glass2 10 214 17 11.59

6 glass015vs2 10 172 17 9.12 25 ecoli0147vs56 7 332 25 12.28

7 yeast0359vs78 9 506 50 9.12 26 ecoli0146vs5 7 280 20 13.00

8 yeast0256vs3789 9 1004 99 9.14 27 shuttlec0vsc4 10 1829 123 13.87

9 yeast02579vs368 9 1004 99 9.14 28 yeast1vs7 8 459 30 14.30

10 ecoli046vs5 7 203 20 9.15 29 glass4 10 214 13 15.46

11 yeast1289vs7 9 947 30 30.57 30 ecoli4 8 336 20 15.80

12 ecoli0267vs35 8 224 22 9.18 31 pageblocks13vs4 11 472 28 15.86

13 glass04vs5 10 92 9 9.22 32 glass016vs5 10 184 9 19.44

14 ecoli0346vs5 8 205 20 9.25 33 glass5 10 214 9 22.78

15 ecoli0347vs56 8 257 25 9.28 34 yeast2vs8 9 482 20 23.10

16 yeast05679vs4 9 528 51 9.35 35 yeast4 9 1484 51 28.10

17 vowel0 14 988 90 9.98 36 yeast5 9 1484 44 32.73

18 ecoli067vs5 7 220 20 10.00 37 ecoli0137vs26 8 281 7 39.14

19 glass016vs2 10 192 17 10.29 38 yeast6 9 1484 35 41.40

Table 5. The AUC of our ensemble method and the SMD method with 38 data sets

ID Data set SMD SVC-KNN ID Data set SMD SVC-KNN

1 yeast3 0.8648 0.9346 20 led7digit 0.9599 0.9600

2 ecoli3 0.9206 0.9329 21 ecoli01vs5 0.9505 0.9453

3 yeast2vs4 0.8441 0.9227 22 glass06vs5 0.9548 0.9789

4 ecoli067vs35 0.8923 0.8597 23 glass0146vs2 0.7630 0.8162

5 ecoli0234vs5 0.9383 0.9419 24 glass2 0.7851 0.8104

6 glass015vs2 0.7272 0.7978 25 ecoli0147vs56 0.9242 0.9245

7 yeast0359vs78 0.6999 0.7512 26 ecoli0146vs5 0.9520 0.9475

8 yeast0256vs3789 0.7875 0.8107 27 shuttlec0vsc4 1.0000 1.0000

9 yeast02579vs368 0.9169 0.9210 28 yeast1vs7 0.6158 0.8006

10 ecoli046vs5 0.9607 0.9523 29 glass4 0.9659 0.9413

11 yeast1289vs7 0.5761 0.7375 30 ecoli4 0.8692 0.9867

12 ecoli0267vs35 0.8891 0.8523 31 pageblocks13vs4 0.9135 0.9627

13 glass04vs5 0.9667 0.9633 32 glass016vs5 0.9529 0.9324

14 ecoli0346vs5 0.9500 0.9444 33 glass5 0.9325 0.9125

15 ecoli0347vs56 0.9390 0.9323 34 yeast2vs8 0.7547 0.7765

16 yeast05679vs4 0.7870 0.8478 35 yeast4 0.8341 0.8704

17 vowel0 0.9996 0.9999 36 yeast5 0.9516 0.9865

18 ecoli067vs5 0.9410 0.9250 37 ecoli0137vs26 0.9768 0.9620

19 glass016vs2 0.7401 0.8113 38 yeast6 0.8236 0.9246

Average SMD: 0.8742 SVC-KNN: 0.9020

tending to majority classes, so we add a weight into to balance the imbalance
ratio. Finally, the final classification result R1 and R2 are obtained with the
ensemble rules in Tables 1 and 2, if R1 ≥ R2, the new data is seen as C1,
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otherwise C2. In our experiments, we set Kn as 5, for the specific reasons, please
see the fourth section.

4 Simulation Study

4.1 Data Sets

In our paper, we have adopted several binary imbalanced data sets which come
from Keel data set repository [8]. The attributes of these data sets are shown in
Table 4. Including imbalance radio (IR), total attributes (ATT), total instances,
and the number of minority (positive) class instances. For more details of the
adopted data sets, please referred to the following cite http://sci2s.ugr.es/keel/
imbalanced.php.

In experiments, we used the 5 fold cross validation strategy, furthermore, we
set SVC as our basic algorithm. Otherwise, we select AUC [9] as our perfor-
mance evaluation, because of its superiority to G-mean and F-measure [10] in
performance evaluation.

4.2 Experimental Design

Our works in this paper consists of three investigations. The first investigation
is to test which value of is better in. The second investigation is to compare
our method with Splital + MaxDistance when the basic algorithm is SVC. The
third investigation is to make a compare of our ensemble rule with traditional
ensemble rules including Max rule, Min rule, Product rule, and Sum rule.

11 9 7 5 3
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0.88
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0.91

0.92

0.93

0.94

value of k in KNN 
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C

0.8516

0.842

0.8535

0.9346

0.8476

Fig. 3. The results while Kn take different values

http://sci2s.ugr.es/keel/imbalanced.php
http://sci2s.ugr.es/keel/imbalanced.php
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Fig. 4. The average AUC of different ensemble rule with 38 data sets

Investigation 1: We use the data set yeast3 to test the AUC value of our
ensemble methods when takes different values (under the situation that its value
must be odd). The experiment results are shown in Fig. 3. From the Fig. 3, we
can figure out that our method could get best performance when Kn is set to 5.

Investigation 2: In this part, we make a compare of our method with the
method Splital + MaxDistance (SMD) and the results are shown in Table 5. From
Table 5, we can see that our method has a better performance and there is 2.78%
increase than another ensemble method. Moreover, the deep color represent the
better performance at each data set.

Investigation 3: For the four traditional ensemble rules, we obtained its aver-
age AUC value while SVC is set as basic algorithm with 38 imbalanced data
sets. From Fig. 4 we can see that our method (SVC-KNN) acquired the best
performance and SMD ranked second.

5 Conclusion

An ensemble method based on SVC and Euclidean distance for classification of
binary imbalanced data has been shown in this paper. Different from the existing
methods, our proposed ensemble method is innovative while not only takes the
connections between majority classes and minority classes in train data but also
that of new data and train data into account.

In this paper, we can learn that our proposed method has a visible improve-
ment compared with existing methods while dealing with binary imbalanced data
set. But there some problems need to be solved, such as whether our proposed
ensemble rule suit to other basic algorithms (Naive Bayes, Random Forest, and
so on). So further research on this area is expected in the future.
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