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Preface

We live in a data-driven society. The search for innovative solutions and competitive
advantage has led to digital revolution where a huge amount of data is produced every
day. Today’s organizations are facing new challenges in processing and analyzing
this massive data, collected from different sources, containing inconsistent, incor-
rect, inadequate, and misleading information. These databases involve a great deal of
complexities due to the variations in sources of data (such as mixture of media: text,
graphics, audio, video) and velocity at which real-time data is being generated,
collected, and processed. New data analytics patterns and trends are needed to
analyze this enormous volume of structured and unstructured data. Big Data is a
massive collection of data containing plentiful information, which is broadly defined
by five dimensions: (i) volume: referring to the large size of the data; (ii) variety:
representing unstructured data from heterogeneous sources such as traditional data-
bases, transactional systems, Internet, and social media; (iii) velocity: the speed at
which new data is generated and analyzed in real time; (iv) veracity: the authenticity
or origin of the data; and (v) value: the value of data which depends on whether the
data collected is old or recent.

One of the major problems encountered during the use of Big Data in industrial
processes and applications is the hardware and software requirements to deal with
such a huge amount of data from varying sources. Although the development of
advanced technologies such as cloud computing, virtualization of processes and
storages, new programming and data processing frameworks like MapReduce and
Hadoop have been successful to some extent, still complex industrial applications
need more improved technologies to deal with real-time requirements. In addition,
the information about the authenticity and origin of the data collected is mandatory
as inaccurate and erroneous data may result in inadequate and irrelevant information
thus hampering prediction accuracy. These challenges have created a wide range of
research opportunities including:

1. Algorithms for analyzing and optimizing Big Data
2. Alternative solutions for storing, accessing, and transmitting Big Data
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3. Various communication techniques for fast processing and transmission of
Big Data

4. Innovative solutions for controlling and monitoring machineries and processes
5. Data-driven solutions for supply chain management and logistic systems
6. Innovative software for remote distributed applications

Although a great deal of research is devoted to the realization of smart Industry,
synergetic study of Big Data has not yet peaked up momentum. This conference
provided a platform for discussion of various challenges and issues relating to Big
Data and business analytics. This volume contains 55 research articles from diverse
areas of data science and business analytics categorized into five sections:

(i) Marketing and Supply Chain Analytics: focuses on the integration of hori-
zontal processes related to all value chain partners from various suppliers of
raw materials to intermediate suppliers to final customers using tracking and
tracing systems. There are eight research articles in this section.

(ii) Logistics and Operations Analytics: focuses on the digitalization, integration,
and efficient management of various processes across the vertical value chain
such as designing and planning of product, purchasing of raw materials,
development of products, manufacturing of products, and logistics. There are
12 research articles in this section.

(iii) Financial Analytics: focuses on improving the financial health of the busi-
nesses and economy. There are 11 contributions in this section.

(iv) Predictive Modeling and Data Analytics: focuses on predictive modeling and
digital solutions for integrated and data-driven platforms. These solutions are
based upon optimization of customer access and interaction for generating
additional revenue using predictive data analysis and modeling. There are
14 research articles in this section.

(v) Communications and Information Systems Analytics: focuses on smart
factories and autonomous systems and intelligent equipment and machineries
embedded with sensors and actuators and establishes the concept of smart
manufacturing processes. High-level automation results in self-adaption and
self-optimization of manufacturing processes from acquisition of raw materials
to production of final products. Automatic data exchange and communication
between machineries, infrastructures and human agents, and complete automa-
tion of machineries and processes are also a branch of this domain. There are
10 research articles in this section.

Philadelphia, PA, USA Madjid Tavana
Bhubaneswar, Odisha, India Srikanta Patnaik
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Chapter 1
Research on Differential Pricing
and Coordination Mechanism of Second-
Class Supply Chain of New Products
and Remanufactured Products

Hubiao Li

Abstract Based on the price sensitivity of consumer products and the degree
of substitutability of products, this paper analyzes the optimal pricing strategy of
manufacturer, manufacturer and retailer. By comparing the total profit of
decentralized decision and centralized decision supply chain, it is found that the
decentralized decision can lead to the “marginal effect”, which leads to the loss of
supply chain efficiency. Therefore, the Shapley value method is used to study the
coordination of supply chain. Finally, through the numerical simulation analysis of
two kinds of consumer decision mode of unit product price sensitivity and the
product can replace the influence on the sales price and the profit of the supply
chain members profit changes.

Keywords Original equipment manufacturer (OEM) · Remanufacturer · Two
echelon supply chain · Shapley value method

1.1 Literature

With the development of remanufacturing industry, more and more remanufactured
products are made in the market. There are many vendors selling new products and
remanufactured products at the same time. For example, the repair station of China
National Heavy Duty Truck Group Co. LTD. sells their own new products as well as
remanufactured engine produced by Jinan Fuqiang power co. LTD at the same time.
Because there are differences between the component costs, technology and market
acceptance. Remanufactured products and new products tend to have different
market prices. So, how to differentiate these two types of products for vendors?
What differences between Decentralized decision pricing strategy and the

H. Li (*)
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centralized decision pricing strategy? And how to coordinate between supply chain
members Under the optimal pricing strategy? This paper examines differential
pricing strategy and coordination mechanism between manufacturers, remanufac-
turers and vendors, aiming to put forward the solution to these problems.

Currently, the pricing strategy and coordination mechanism between new prod-
ucts and remanufactured products ware main concentrated about two aspects: one is
that the pricing strategy and coordination mechanism studying based on the different
recovery function of the remanufacturing product, the other is that the pricing
strategy and coordination mechanism studying based on closed-loop supply chain.
Debo et al. [1] presents that manufacturers facing remanufacturing product pricing
and technology selection problem. Ferrer and Swaminathan [2] established a new
product and remanufacturing product cycle model, separately studied the two man-
ufacturers of new products and remanufactured products pricing strategy. On this
basis, the Ferguson and Toktay [3] introduced the recovery of function based on
different consumer groups. The following study is about the differential pricing and
new products and remanufactured products’ pricing strategy under third parties
participate in the remanufacturing proces. Ge and Huang [4] shows that who is
responsible for the recovery of waste products based on the supply chain composed
of a manufacturer and a retailer, and getting that profits under decentralized decision
in the supply chain is lower than centralized decision. Based on the newsboy model
and the bayesian model, Chen et al. [5] studied in the supply chain system with
demand forecast update under asymmetric information, and coordinate upstream and
downstream enterprises in supply chain. Liu and Chong [6] studied Coordination
between two stage supply chain repurchase contract based on the newsboy model.
Yan and Huang [7] focused on the second party’s responsibility for recycling waste
products, discussing the decentralized decision and supply chain optimization strat-
egy where manufacturer, seller give priority to party for from the side. The compar-
ison and analysis from the perspective of supply chain contract coordination is also
studied. Bao et al. [8] constructed the closed-loop supply chain composed of a single
manufacturer and single retailer, studied the differences between a single cycle of
new products and remanufactured product pricing, and got the results as follows:
decentralized decision makes the sales of new products and recycled waste products
lossing 50%, relative value of the whole closed-loop supply chain efficiency loss is
25%, and giving supply chain coordination mechanism is presented. Zheng [9]
assumed that the retailer was responsible to recycle based on game theory and
studied closed-loop supply chain pricing strategy and contract coordination, under
the circumstances that remanufactured product have price variance with new product
and used product.

Most of papers on manufacturing/remanufacturing differential pricing assume
that manufacturing enterprises and Remanufacturing enterprises are one. Mean-
while, these papers haven’t studied the demand affecting parameters in detail.
Based on the existing research, this paper assumes that manufacturing enterprises
and Remanufacturing enterprises are not one and demand function is effected by the
sensitivity of the consumer products to the unit price and Degree of alternative
product. The optimal pricing between manufacturers, manufacturers and retailers

4 H. Li



strategy is analyzed. By numerical value simulating, it also analyze the effects of the
sensitivity of the unit product price and Degree of alternative product on sales prices
and profits under decentralized decision and centralized decision making.

1.2 Problem Description and Modeling

1.2.1 Problem Description and Assumptions

Considering a single manufacturer, a single manufacturer and a retailer, the two
echelon supply chain. The original manufacturer makes the new product, the man-
ufacturer makes the remanufactured product, and the new product and the
remanufacturing product wholesale to the retailer. The goal of the original manu-
facturer, the manufacturer and the retailer is to maximize their profits. The order of
decision is to determine the wholesale price of new products and remanufactured
products separately from the original manufacturer and the manufacturer, and then
the retailer decides the retail price of the two products.

Hypothesis 1.1 The original manufacturer is not the same as the manufacturer.
However, the original manufacturer is in the leading position in the supply chain.

1.2.2 Parameters of the Model

wm: The wholesale price of new products is the decision variable of the original
manufacturer;

wr: The wholesale price of remanufactured products is the decision variable of
remanufacturing;

pm: The retail price of new products is the decision variable;
pr: The unit retail price of remanufactured products is the decision variable of

remanufacturing;
cm: Manufacturing cost per unit new products.
cr: Manufacturing cost of unit remanufacturing products;
ϕ: Market capacity;
α: Express consumer sensitivity to price;
β: Represents the substitutability between new products and remanufactured

products;
Qm: Demand for new products in the market;
Qr: Demand for remanufactured products on the market;

Considering the reality, we could find that cm � cr, wm � wr, pm � pr.

1 Research on Differential Pricing and Coordination Mechanism of Second. . . 5



According to the literature [10] that we have, we could make sure the consumer
demand for new and remanufactured products:

Qm ¼ ϕ� αpm þ βpr, Qr ¼ ϕ� αpr þ βpm

1.2.3 Model Establishment

1.2.3.1 Decentralized Decision

maxπM ¼ wm � cmð Þ ϕ� αpm þ βprð Þ ð1:1Þ
maxπR ¼ wr � crð Þ ϕ� αpr þ βpmð Þ ð1:2Þ

maxπT ¼ pm � wmð Þ ϕ� αpm þ βprð Þ þ pr � wrð Þ ϕ� αpr þ βpmð Þ ð1:3Þ

1.2.3.2 Equation Solving

It easily knows that the (1.3) equation is a convex function about the variables pm
and pr, so (1.3) gets the maximum value at the point which the partial derivative
about pm and pr is equal to zero. Then we could get the optimal value through (1.3) as
follows:

pm
∗ ¼ ϕþ α� βð Þwm

2 α� βð Þ , pr
∗ ¼ ϕþ α� βð Þwr

2 α� βð Þ
Putting pm

∗ and pr
∗ into the equation of (1.1) and (1.2), Simulating to the (1.3), it

could get the optimal value as follows:

wm
∗ ¼ 2αþ βð Þϕþ α 2αcm þ βcrð Þ

4α2 � β2
, wr

∗ ¼ 2αþ βð Þϕþ α 2αcr þ βcmð Þ
4α2 � β2

Then put the optimal value w∗
m ; w

∗
r

� �
in to p∗m ; p

∗
r

� �
, it could get the the optimal

value as follows:

pm
∗ ¼ 2αþ βð Þ 3α� 2βð Þϕþ α α� βð Þ 2αcm þ βcrð Þ

2 α� βð Þ 4α2 � β2
� � ,

pr
∗ ¼ 2αþ βð Þ 3α� 2βð Þϕþ α α� βð Þ 2αcr þ βcmð Þ

2 α� βð Þ 4α2 � β2
� � :

6 H. Li



The profit function of the OEM, the manufacturer and the retailer is as follows:

πM
∗ ¼ α

2

2αþ βð Þϕþ β2 � 2α2
� �

cm þ αβcr
4α2 � β2

" #2

πR
∗ ¼ α

2

2αþ βð Þϕþ β2 � 2α2
� �

cr þ αβcm
4α2 � β2

" #2

πT∗ ¼ α2
2αþ βð Þϕ� α� βð Þ 2αcmþ βcrð Þ½ � 2αþ βð Þϕþ βαcr þ β2� 2α2

� �
cm

� �� �
4 α� βð Þ 4α2� β2

� �2
þα2

2αþ βð Þϕ� α� βð Þ 2αcr þ βcmð Þ 2αþ βð Þϕþ βαcmþ β2� 2α2
� �

cr
� �� �

4 α� βð Þ 4α2� β2
� �2

The total profit is as follows:

π∗ ¼ πM
∗ þ πR

∗ þ πT
∗

1.2.3.3 Centralized Decision

max
pm, pr

πC ¼ pm � cmð Þ ϕ� αpm þ βprð Þ þ pr � crð Þ ϕ� αpr þ βpmð Þ ð1:4Þ

Similar to the 1.2.3.2, it could get the optimal value about pm and pr as follows:

pm
∗∗ ¼ ϕþ α� βð Þcm

2 α� βð Þ , pr
∗∗ ¼ ϕþ α� βð Þcr

2 α� βð Þ
Then it could get total profit as follows:

π∗∗
C ¼ ϕ� α� βð Þcm½ � ϕ� αcm þ βcrð Þ

4 α� βð Þ þ ϕ� α� βð Þcr½ � ϕ� αcr þ βcmð Þ
4 α� βð Þ

Conclusion 1.1 The profit of supply chain in centralized decision is greater than
decentralized decision.

Proof of Conclusion 1.1 The second partial derivative of pm, pr about the total
profit function (1.4):

∂2π

∂pm2
¼ �2α,

∂2π

∂pr2
¼ �2α,

∂2π

∂pm∂pr
¼ ∂2π

∂pr∂pm
¼ 2β

1 Research on Differential Pricing and Coordination Mechanism of Second. . . 7



Then it could get the Jacobi matrix as follows:

�2α 2β
2β �2α

����
���� ¼ 4 α2 � β2

� �
> 0, � 2α < 0:

Therefore, the function (1.4) reaches its maximum at.

p∗∗
m ; p∗∗

r

� � ¼ φþ α� βð Þcm
2 α� βð Þ ;

φþ α� βð Þcr
2 α� βð Þ

	 

:

The proof of Conclusion 1.1 being finished. It could be seen from the Conclusion
1.1 that decentralized decision reduces the supply chain benefit. So, it is meaningful
and necessary to coordinate the supply chain. Then, the supply chain coordination
strategy will be given in Sect. 1.3.

1.3 Supply Chain Coordination

1.3.1 Shapley Value Method

From the above analysis, we could see that decentralized decision leads to “marginal
effect”, which will reduce the profit of the whole supply chain. In order to avoid the
loss of supply chain, the coordination of supply chain should be considered. In this
paper, Shapley value method is used to coordinate supply chain. Shapley value
method based on the size of the members of the alliance to achieve the overall
interests of the alliance between the members of the fair and effective allocation. The
basic principle of Shapley method is as follows:

Setting <I, v> as union. I ¼ {1, 2, � � �, n} represents the collection people in the
game. Referring to the subset S, its profit function is compatible with those
conditions:

v Φð Þ ¼ 0
v si [ s2ð Þ � v sið Þ þ v s2ð Þ and s1 \ s2 ¼ Φ

In the collection of I, v(s) can be seen as characteristic function, which represents
the profits of S. The two equations reflect the basic system idea of “1 + 1> 2”, which
means the profit peaks when the cooperation comes into being, and marks it as v(I ).
We set ϕi(i ¼ 1, 2� � �, n) as the deserved profit (the member i achieved from the
collection I) . Therefore, the allocation of the maximum profit during the process of
cooperation is ϕ(v) ¼ (ϕ1(v),ϕ2(v)� � �,ϕn(v)). At the same time, it should fulfill the
following things:

8 H. Li



Xn
i¼1

ϕi vð Þ ¼ v Ið Þ and ϕi vð Þ > v ið Þ, i ¼ 1, 2, � � �, n

From the conditions above, the each member of the supply chain shapely value
could calculate of.

ϕi vð Þ ¼
X
i2s ið Þ

w jsjð Þ v sð Þ � v s\ ið Þ½ � i ¼ 1, 2, � � �n

w jsjð Þ ¼ n� jsjð Þ! jsj � 1ð Þ!
n!

S(i) represents the subset of I (including company of i), jsj means the amount of
element in the subset S. N means the amount of element in the subset I. w(| s| ) is the
weighting factor. In fact, it is the probability of contribution to the alliance. v(s) is the
effectiveness of S. v(s\i) is the available effectiveness of S(removing i).

1.3.2 Part Alliance

The original manufacturer and the manufacturer alliance, the alliance’s revenue
function is:

max
wm,wr

πMR ¼ wm � cmð Þ ϕ� αpm þ βprð Þ þ wr � crð Þ ϕ� αpr þ βpmð Þ
s:t:max

pm, pr
πT ¼ pm � wmð Þ ϕ� αpm þ βprð Þ þ pr � wrð Þ ϕ� αpr þ βpmð Þ

wm
∗ ¼ ϕþ α� βð Þcm

2 α� βð Þ , wr
∗ ¼ ϕþ α� βð Þcr

2 α� βð Þ
pm

∗ ¼ 2ϕþ α� βð Þcm
4 α� βð Þ , pr

∗ ¼ 2ϕþ α� βð Þcr
4 α� βð Þ

πMR
∗ ¼ ϕ� α� βð Þcm½ � 2ϕ� αcm þ βcrð Þ

8 α� βð Þ þ ϕ� α� βð Þcr½ � 2ϕ� αcr þ βcmð Þ
8 α� βð Þ

The original manufacturer and retailer alliance, the alliance’s revenue function is:

max
pm, pr

πMT ¼ pm � cmð Þ ϕ� αpm þ βprð Þ þ pr � wrð Þ ϕ� αpr þ βpmð Þ
s:t: max

wr

πR ¼ wr � crð Þ ϕ� αpr þ βpmð Þ

Similar to the above, solution process can be obtained:

pm
∗ ¼ ϕþ α� βð Þcm

2 α� βð Þ , pr
∗ ¼ 3α� βð Þϕþ α� βð Þ αcr þ βcmð Þ

4α α� βð Þ

1 Research on Differential Pricing and Coordination Mechanism of Second. . . 9



w∗
r ¼ ϕþ αcr þ βcm

2α

πMT
∗ ¼ ϕ� α� βð Þcm½ � 2αþ βð Þϕ� 2α2 � β2

� �
cm þ αβcr

� �
8α α� βð Þ

þ αþ βð Þϕ� α� βð Þ αcr þ βcmð Þ½ � ϕ� αcr þ βcmð Þ
16α α� βð Þ

The alliance between the manufacturer and the retailer:

max
pr, pm

πRT ¼ pr � crð Þ ϕ� αpr þ βpmð Þ þ pm � wmð Þ ϕ� αpm þ βprð Þ
s:t: max

wm

πM ¼ wm � cmð Þ ϕ� αpm þ βprð Þ

we could also reach the optimum solution.

pm
∗ ¼ 3α� βð Þϕþ α� βð Þ αcm þ βcrð Þ

4α α� βð Þ , pr
∗ ¼ ϕþ α� βð Þcr

2 α� βð Þ
w∗
m ¼ ϕþ αcm þ βcr

2α

πRT∗ ¼ ϕ� α� βð Þcr½ � 2αþ βð Þϕ� 2α2 � β2
� �

cr þ αβcm
� �

8α α� βð Þ
þ αþ βð Þϕ� α� βð Þ αcm þ βcrð Þ½ � ϕ� αcm þ βcrð Þ

16α α� βð Þ
According to the above, Shapley could get as Table 1.1:
The allocation of the Original manufacturer:

ϕM
∗ vð Þ ¼ 1

3
πM

∗ þ 1
6
πMR

∗ � πR
∗½ � þ 1

6
πMT

∗ � πT
∗½ � þ 1

3
πMRT

∗ � πRT
∗½ �

Similarly, the manufacturer and the retailer can gain a

ϕR
∗ vð Þ ¼ 1

3
πR

∗ þ 1
6
πMR

∗ � πM
∗½ � þ 1

6
πRT

∗ � πT
∗½ � þ 1

3
πMRT

∗ � πMT
∗½ �

ϕT
∗ vð Þ ¼ 1

3
πT

∗ þ 1
6
πMT

∗ � πM
∗½ � þ 1

6
πRT

∗ � πT
∗½ � þ 1

3
πMRT

∗ � πMR
∗½ �

Table. 1.1 The Shapley value of OEM

s M MR MT MRT

v(s) πM
∗ πMR

∗ πMT
∗ πMRT

∗

v(s\M ) 0 πR
∗ πT

∗ πRT
∗

v(s) � v(s\M ) πM
∗ πMR

∗ � πR
∗ πMT

∗ � πT
∗ πMRT

∗ � πRT
∗

jsj 1 2 2 3

w(| s| ) 1/3 1/6 1/6 1/3

w(| s| )[v(s) � v(s\M )] πM
∗/3 (πMR

∗ � πR
∗)/6 (πMT

∗ � πT
∗)/6 (π∗ � πRT

∗)/3
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Conclusion 1.2 If (pm, pr,wm,wr) ¼ (pm
∗∗, pr

∗∗, cm, cr), it makes Supply chain
coordination.

The Proof of Conclusion 1.2 According to pm
∗∗ ¼ ϕþ α�βð Þcm

2 α�βð Þ , pm
∗ ¼ ϕþ α�βð Þwm

2 α�βð Þ
pr

∗∗ ¼ ϕþ α�βð Þcr
2 α�βð Þ and pr

∗ ¼ ϕþ α�βð Þwr

2 α�βð Þ , it could get (wm,wr) ¼ (cm, cr).

The proof of Conclusion 1.2 being finished.

1.4 Numerical Analysis

According to literature [11], it could choose ϕ ¼ 2000, cm ¼ 200, cr ¼ 150, and the
α and β could choose values are as follows:

According to Tables 1.2, 1.3, and 1.4, the result could get as follows:

1. According to the numerical example, it is necessary to reduce α, and increases β,
i.e., the different between α or β should keep small. When α or β is given and the
difference between α and β is smaller: when it is decentralized decision the
wholesale and retail prices of the both products is bigger, and the profit of the
OEM, the remanufacturer and the retailer becomes larger; when it is centralized
decision, the profit of supply chain becomes larger as the retail price increases.

2. When the different between α or β is fixed, the profit of the OEM, the remanu-
facturer and the retailer becomes larger when α and β becoming smaller and the
retail price increasing. The wholesale price of new products and remanufactured
products is less than the wholesale price of decentralized decision. The contribu-
tion of the retailer is the largest, the second is remanufacturer, and the OEM is the
least accounting to the profit of supply chain for centralized decision.

3. When the supply chain is coordinated, the coordination contract requires that the
wholesale price is equal to the production cost, then the sales profit will be zero.
However, the profit of the supply chain is greater than that of decentralized
decision. The main reasons is that one is the centralized decision-making unit,
the retail price of the product is much smaller than decentralized decision-
making, will increase the products, and the centralized decision avoids the
marginal effect of decentralized decision, the entire supply chain has been
reached optimal.

Table. 1.2 The profit changes after supply chain coordination

α β π∗M π∗R π∗T π∗

9 5 Decentralized decision 32346.4 59737.7 101919.9 194004.0

Centralized decision 32840.9 65494.9 117289.2 215625.0

6 Decentralized decision 51801.8 86372.1 204624.0 342798.0

Centralized decision 55182.87 95514.87 216594.0 367291.7

1 Research on Differential Pricing and Coordination Mechanism of Second. . . 11
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1.5 Conclusions

Based on the analysis of the sensitivity of consumers to the product price and the
degree of substitution of the product, this paper analyzes the optimal pricing strategy
of the OEM, the remanufacturer and the retailer under the two decision modes.
Shapley value method is used to coordinate the supply chain, and the coordination
contract is given to optimize the supply chain. Finally, the results are verified by
numerical simulation. In this paper, we can further study the recycling of waste
products, so that the supply chain becomes a closed loop supply chain.
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Chapter 2
A Study on Cooperation Strategies of Dual
Channel Supply Chain Based on Service
Level

Guojun Ji and Xi Liu

Abstract Dual channel operation under the competition condition not only requires
to improve service level, but needs to achieve the collaborative service among
channels, which amplifies the conflict of the manufacturer and the retailer and
cooperation of the whole supply chain. Based on the service level under the dual
channel supply chain, considering that cooperative strategy between network direct-
channels and retail channels, to realize supply chain coordination, this paper builds
providing the same services and differentiation service model based on the central-
ized decision and decentralized decision, through the theoretical model and numer-
ical computation to explore the different service levels and network channels that
effect on demands, prices, profits. Our conclusions show that to provide differenti-
ated services to enable the system to achieve the optimal profit, manufacturers and
retailers to adopt decentralized decision or centralized decision are affected by the
acceptance degree of direct marketing network.

Keywords Service level · Dual Channel supply chain · Cooperative strategy

2.1 Introduction

With the popularity of the Internet, e-commerce, mobile commerce and other
emerging e-marketing channels rapid development, companies have successfully
achieved from the traditional channels to the network channels and physical retail
channels dual channel transformation. A variety of channels of supply chain system
will not only help to improve the efficiency of enterprise supply chain management,
but also help to meet customer differentiation preferences, enhance customer loyalty,
improve profitability and market coverage(2004).GOME Electrical Appliances in
early 2014 announced a strategic transformation, the full implementation of the
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“O2M Omni-channel retailer strategy mode, namely “combined offline store with
online e-commerce and mobile terminal”, return to the commercial essence that is
customer demand-oriented. According to Wikipedia statistics (2014), Dell’s 30%,
Apple’s 43% of the net income comes from the sale of services, IBM through
continuous service innovation to obtain customer’s consistent affirmation, become
one of the world’s successful transformation of service enterprises. Therefore, it is
one of the most important issues for dual channels to study the service level and the
cooperation between the supply chain participants in order to coordinate the conflicts
between channels.

The existing research, which is directly related to this article, focuses on channel
pricing and service. (1) Channel pricing. Tsay and Agrawal [1] have studied
consumers’ sensitivity to price and sales support, and found that manufacturers’
increased online channels is not necessarily harmful to retailers. Cai Guangshu [2]
discusses the impact of discount pricing strategies under dual channels. Liu Hanjin
et al. [3] discusses the effect of different pricing strategies on the channel when the
manufacturer introduces the online channel on the basis of taking into account the
different channel distribution efficiency and the online channel acceptance of the
product in view of the channel structure of the retailers are price leaders. Chen
Guopeng et al. [4] analyze the pricing situation of dual channel retailers, establish the
price demand model, and test the results of the example according to the price
situation between channels. (2) Channel service. For example, Dumrongsiri believes
that consumers choose which channels to shop mainly depends on the price and
service two factors. Kaya’s [5] study shows that the level of service provided by
manufacturers and retailers in a dual-channel supply chain is higher than that of a
single channel. Dan [6] study the optimal price and service decision of retailers in the
dual-channel supply chain, the results show that the retailer’s services have a huge
impact on manufacturers and retailers. Ding Feng [7] thinks that the improvement of
service level will lead to manufacturers wholesale prices and the channel sales and
channel demand increase, the impact on channel competition exists spillover effect,
and the extent of the price and service depends on the impact of demand. Most of
these documents are considered that the manufacturer not to provide services but the
retailers to provide services, or retailers and manufacturers to cooperate by the
retailers to provide services and the manufacturers provide services based on
retailers to give some compensation, but rarely consider the manufacturer provide
individual service. In fact, manufacturers also provide services, including electronic
payment, after-sales support, regular updates the commodity types and many other
services.

Based on the consideration of manufacturers and retailers both provide services,
this paper takes into account the impact of service level on commodity prices,
demand and profit, and focuses on the influence of different decision-making
methods and acceptance of the network channels.
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2.2 Model Description and Optimal Decision Making

2.2.1 Model Hypothesis

Suppose that there is a dual supply chain composed of a manufacturer and a supplier
(as shown in Fig. 2.1), where manufacturers sell the same product through direct
online channels with retailers. Manufacturers and retailers can provide the same or
differentiated service through the direct online channels. The consumer’s channel
preference is concerned with the quality of the service other than the price. For
example, due to the growing competition between online sales and retail channels,
network direct sales channels can improve the quality of service by providing similar
retailer returns, providing independent packaging, customized services, or products
that are conducive to increase the consumer’s experience.

Let i ¼ r, d, represent the decision variables of traditional channels and internet
direct marketing channels respectively. Suppose the wholesale price of the product is
w, the consumer’s value for the product is v, v obeys the uniform distribution on
interval [0,1]. Assume that the cost of production is zero [8]. According to the
literature [10], the utility obtained by consumers buying through two channels is:
Ui¼ V� Pi + θSi (i¼ r, d). According to the literature [9], μ, θ 2 [0, 1]. According to
the literature [1], Service cost is:C Sið Þ ¼ ηS2i =2, where η represents a unit of service
cost (η > 0). Assume that service level S2[0,1], 0 means that the manufacturer or
retailer does not provide service, 1 means that the manufacturer or retailer offers the
perfect service. The meaning of variables is shown in Table 2.1.

When Ur ¼ Ud, there is no difference that the consumer choose which channel to
buy products; when Ur > Ud, consumers choose the retail channels; when Ur < Ud,

consumers choose the network direct selling channel. Considering the two channel
demand situation, it shall be satisfied that Ur < Ud and Ud > 0. When Ur ¼ Ud, there
is V ¼ Pr�Pdþθ Sd�Srð Þ

1�μ . When Ud ¼ 0, we have V ¼ Pd�θSd
μ . Therefore,

Fig. 2.1 Dual channel
manufacturers and retailers’
channel structure
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Dd ¼
Z Pr�Pdþθ Sd�Srð Þ

1�μ

Pd�θSd
μ

f vð Þdv ¼ Pr � Pd þ θ Sd � Srð Þ
1� μ

� pd � θSd
μ

ð2:1Þ

Dr ¼
Z 1

Pr�Pdþθ Sd�Srð Þ
1�μ

f vð Þdv ¼ 1� Pr � Pd þ θ Sd � Srð Þ
1� μ

ð2:2Þ

2.2.2 Optimal Decision Under Decentralized Decision

Consider that only one product is sold in the dual channel supply chain, and the
manufacturer is the sole producer of the product, assuming the manufacturer is the
leader in the Stackberg game. Therefore, the reverse solution is adopted: the first stage
assumes that the manufacturer direct price Pd and wholesale price w are known, and
the retailer determines the retail price Pr. The second stage manufacturer maximizes its
revenue and identifies the direct selling price Pd, and wholesale price w.

1. Manufacturers provide the same services as retailers

When the manufacturer The manufacturer’s e-channel and retail channel provide
same services (Sd ¼ Sr ¼ S), so C(Sd) ¼ C(Sr) ¼ ηs2/2. Let C0 ¼ ηS2/2, we can get
the optimal decision variables are obtained by using the reverse solution (with
superscript *) which is shown in Table 2.2:

The total profits of the manufacturer, retailer and supply chain system are:

Π∗
d1 ¼

Aþ 2μð Þ2
16μ

þ 1� μ

8

Π∗
r1 ¼

1
16

1� μð Þ

Π∗
s1 ¼

Aþ 2μð Þ2
16

þ 3
16

1� μð Þ

;where A ¼ 2θS� ηS2:

8>>>>>><
>>>>>>:

ð2:3Þ

2. Manufacturers and retailers offer differentiated services

The manufacturer’s e-channel and retail channel offer different services (Sd 6¼ Sr).
Similarly, the value of each optimal decision variable (expressed by superscript *) is
shown in Table 2.3:

Table 2.2 Optimal decision variables with the same service under decentralized decision making

Variable P∗
d1 W∗

1 P∗
R1 D∗

d1 D∗
r1

Optimal value θSþC0þμ
2

θS�C0þ1
2

3�μþ2θSþ2C0
4

1
4 1� 2C0�2θS

μ

� �
1
4

Table 2.3 Optimal decisions for differentiated services under decentralized decision making

Variable P0∗
d1 W 0∗

1 P0∗
r1 D0∗

d1 D0∗
r1

Optimal value θSdþCdþμ
2

θSr�Crþ1
2

3�μþCdþCrþθ 3Sr�Sdð Þ
4

1
4 þ B1�B2

8 1�μð Þ þ B1
4μ

1
4 � B1�B2

8 1�μð Þ
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Π0∗
d1 ¼

1þ μþ B1 þ B2

8
þ B1 þ B2ð Þ2

32 1� μð Þ � B2
1

16μ

Π0∗
r1 ¼

2 1� μð Þ � B1 þ B2ð Þ½ �2
64 1� μð Þ

Π∗
s1 ¼

1þ μþ B1 þ B2

8
þ B1 þ B2ð Þ2

32 1� μð Þ � B2
1

16μ
þ 2 1� μð Þ � B1 þ B2ð Þ½ �2

64 1� μð Þ

8>>>>>>><
>>>>>>>:

ð2:4Þ

where B1 ¼ 2θSd � 2Cd, B2 ¼ 2θSr � 2Cr.

2.2.3 Optimal Decision Under Centralized Decision Making

Manufacturers and retailers form strategic alliances under centralized decision-
making. They work together to set the online price and retail price to maximize
the profit of the whole system.

1. Manufacturers provide the same services as retailers

Assume that the manufacturer and the retailer provide the same service S. The
total profit of the system is that: Πs2 ¼ (Pd2 � C0)Dd2 þ (Pr2 � C0)Dr2. So the
optimal decision variables are obtained (with superscript *), as shown in Table 2.4:

Π∗
s2 ¼

1� μ

4
þ Eþ 2μð Þ2

16μ
, where E ¼ 2θS� ηS2:

2. Manufacturers and retailers offer differentiated services

Manufacturers and retailers offer differentiated services (Sr, Sd and Sr 6¼ Sd) under
centralized decision making. The optimal decision variables are(with superscript *)
shown in Table 2.5:

Here Π0∗
s2 ¼

F2 þ 2ð Þ2
16

þ F1 � μF2ð Þ2
16μ 1� μð Þ where F1 ¼ 2θSd � 2Cd,

F2 ¼ 2θSr � 2Cr.

Table 2.4 Provide same service optimal decisions under Centralized Decision Making

Variable P∗
d2 P∗

r2 D∗
d2 D∗

r2

Optimal value θSþC0þμ
2

θSþC0þ1
2

E
4μ

1
2

Table 2.5 Provide differentiated service optimal decisions under Centralized Decision Making

Variable P0∗
d2 P0∗

r2 D0∗
d2 D0∗

r2

Optimal value θSdþCdþμ
2

θSrþCrþ1
2

F1�μF2
4μ 1�μð Þ

1
2 � F1�F2

4 1�μð Þ
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2.3 Model Conclusion and Numerical Analysis

2.3.1 Model Results Analysis

By analyzing the service level S, the acceptance of network direct selling channel μ,
and the influence of the service sensitivity coefficient θ in the system, we can get the
following conclusions:

Proposition 2.1 The price of network direct selling channels and retail channels is
positively related to the service level, whether in decentralized decision-making or
centralized decision-making.

Proof As
∂pd1
∂Sd

¼ ∂P0
d1

∂Sd
¼ ∂pd2

∂Sd
¼ ∂P0

d2

∂Sd
¼ ηSd þ θ

2
> 0:

∂pr1
∂Sr

¼ ∂pr2
∂Sr

¼ ∂P0
r2

∂Sr
¼ ηSr þ θ

2
,
∂P0

r1

∂Sr
¼ ηSr þ 3θ

4
> 0:

Proposition 2.2 When Sd2 0; θη

� �
, In any case, there is a positive correlation

between the demand for direct marketing channels and the level of service; when

Sd2 θ
η; 1

� �
, there is a negative correlation between the demand of the direct

marketing channel and the service level.

Proof As
∂Dd1

∂Sd
¼ θ � ηSd

2μ
,
∂D0

d1

∂Sd
¼ θ � ηSdð Þ 1

4 1� μð Þ þ
1
2μ

� �
< 0;

∂Dd2

∂Sd
¼ θ � ηSd

2μ
,
∂D0

d2

∂Sd
¼ θ � ηSdð Þ 1

2 1� μð Þ þ
1
2μ

� �
< 0:

Proposition 2.3 In the case of the same service provided by the manufacturer and
retailer, the retailer’s demand is independent of the service level, whether it is
decentralized decision making or centralized decision making. When retailers and

manufacturers provide differentiated services, Sr2 0; θη

� �
, there is a positive corre-

lation between the demand for retail channels and the level of service; when Sr

2 θ
η; 1

� �
, there is a negative correlation between the demand for retail channels and

the level of service.

Proof As
∂D0

r1

∂Sr
¼ θ � ηSr

8 1� μð Þ ,
∂D0

r2

∂Sr
¼ θ � ηSr

2 1� μð Þ :

Proposition 2.4 In any case, the price of network direct selling channels is posi-
tively related to the acceptance of direct marketing channels. In the case of the same

2 A Study on Cooperation Strategies of Dual Channel Supply Chain Based. . . 21



service, whether it is decentralized decision-making or centralized decision-making,

when Sd2 0; 2θη

� �
, there is a negative correlation between the demand of network

direct channel and the acceptance of network direct channel. When Sd2 2θ
η ; 1

� �
,

there is a positive correlation between the demand for direct channel channels and
the degree of direct channel acceptance (this is because of the higher degree of
acceptance of the network direct channel, the higher the pricing of the firm).

Proof As
∂pd1
∂μ

¼ ∂P0
d1

∂μ
¼ ∂pd2

∂μ
¼ ∂P0

d2

∂μ
¼ 1

2
;
∂Dd1

∂μ
¼ ∂Dd2

∂μ
¼ Sd ηSd � 2θð Þ

4μ2
:

Proposition 2.5 In the decentralized decision-making premise, the degree of net-
work direct channel acceptance and retailer prices were negatively correlated. In
the case of centralized decision-making, the degree of network direct channel
acceptance has no effect on retail prices. In the case of the same service, the
retailer’s demand is not related to the degree of network direct channel acceptance.

Proof As
∂pr1
∂μ

¼ ∂P0
r1

∂μ
¼ �1

4
:

Proposition 2.6 In any case, the manufacturer’s pricing is positively related to the
service sensitivity coefficient. In the case of the same service, the network direct
channel demand is positively related to the service sensitivity coefficient; the
retailer’s demand is independent of the service sensitivity coefficient.

Proof As
∂pd1
∂θ

¼ ∂P0
d1

∂θ
¼ ∂pd2

∂θ
¼ ∂P0

d2

∂θ
¼ Sd

2
;
∂Dd1

∂θ
¼ ∂Dd2

∂θ
¼ Sd

2μ
:

2.3.2 Numerical Analysis

The following is a numerical analysis of the relationship between service levels and
profits, and compares the impact of service levels on the level of acceptance of direct
marketing channels across different networks. Here is the assumption that
θ ¼ 0.1,η ¼ 2.

2.3.2.1 When the Acceptance of Network Direct Marketing Channel Is
Higher (μ ¼ 0.8)

1. Comparing Figs. 2.2, 2.4, 2.6 and 2.8, regardless of the acceptance of the network
is high and low, manufacturers provide the same service under decentralized
decision making profits is always greater than the retailer’s profit, and the system
benefits from centralized decision making at the same level of service. In the case
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of a higher degree of the acceptance of the internet, the profit of the manufacturer
decreases with the increase of the service level. On the contrary, the profit of the
manufacturer increases with the increase of the service level when the degree of
direct channel acceptance is low.

2. As shown in Fig. 2.3, the profitability of manufacturers shows a trend of decreas-
ing first and then increasing with the level of their service level and retail channel
service. The retailer’s profit increases with the increase of the service level of the
electronic channel, and decreases with the increase of the service level.

3. As shown in Fig. 2.5, the total profit of decentralized decision-making system
increases with the increase of network direct channel and retail channel service
level when the acceptance of the network direct channel is higher. The total profit
of the system under the centralized decision-making system increases with the
increase of the network direct sales channel service level and the retail channel
service level, and decreases with the increase of the network direct sales channel
service level and the retail channel service level.
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Fig. 2.2 When the acceptance of network direct marketing channel is high (μ ¼ 0.8), the profit of
the two parties under decentralized decision-making and same service
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Fig. 2.6 The profits of both parties are provided under the decentralized decision and same service
when the acceptance of network direct marketing channel is lower (μ ¼ 0.2)
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2.3.2.2 When the Acceptance of Network Direct Marketing Channel Is
Lower (μ ¼ 0.2)

1. From Fig. 2.7, the profit of the retailer increases with the increase of the service
level of the network direct channel, and decreases with the increase of the service
level when the acceptance of network direct marketing channel is lower. The
profit of manufacturers decreases with the increase of direct marketing channel
and retail channel service level. It shows that when the acceptance of network
direct marketing channel is low, increasing the service will make the manufac-
turers’ profits lower and even lose money.

2. As shown in Fig. 2.9, when the network direct channel acceptance is lower, the
total profit of the system decreases with the increase of service level, under
centralized decision, the total profit of the system increases with the increase of
service level of direct marketing channel, and decreases with the increase of
service level of retail channel, the system profits reached the maximum when the
direct marketing channels provide perfect service and retail channels do not
provide service. As a result, when the acceptance of network direct marketing
channel is lower, the system profit is higher under the centralized decision.
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Fig. 2.7 The profits of both parties are provided under the decentralized decision and differentiated
service when the acceptance of network direct marketing channel is lower (μ ¼ 0.2)
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2.4 Conclusion

This paper studies the impact of service level on price, demand and profitability of
supply chain under dual channel conditions, and analyzes the impact on the profit-
ability of the supply chain when the acceptance of the online channel is higher or
lower. Through theoretical analysis and numerical calculation, it is concluded that
both the decentralized decision-making and the centralized decision-making net-
work direct channel price are positively correlated with the service level and the
acceptance of the direct channel. The relationship between the demand and the
service level of the network direct marketing shows a “first increase, then decrease”
relationship. There is always a positive correlation between the price of the retail
channel and the service level, in decentralized decision-making, the price of retail
channel is negatively related to the acceptance of direct marketing channel, in the
case of centralized decision-making, the retail price has nothing to do with the
acceptance of the direct marketing channel. When the manufacturer and retailer
provide the same service, the retailer’s demand has nothing to do with the level of
service, when manufacturers and retailers offer differentiated services, the relation-
ship between retailer demand and service level of retailers increases first and then
decreases. For the whole supply chain, no matter the level of the acceptance of the
network direct selling channel, the differential service provided by the manufacture
and the retail can make the profit of the system reach the optimum.

The conclusions can provide the following management implications: for manu-
facturers, when the acceptance of the network direct channel is higher, they can raise
the price of products to obtain higher profits, the service level of the network direct
selling channel should subdivide the product category according to the customer’s
sensitivity to the service, and reasonably set up the different service level and its
proportion. For retailers, product prices are bound to increase as service levels
improve, in decentralized decision-making, the products with higher acceptance of
direct marketing channels should increase their profits through appropriate price
reductions. When manufacturers and retailers offer differentiated services, retailers
and manufacturers need to increase sales by setting reasonable levels of services and
their share. From the whole supply chain, manufacturers and retailers should provide
differentiated services through the provision of differentiated services, alleviate the
competition between channels and channel conflicts, cater to consumers’ demand for
personalized services, optimize the supply and demand balance of the entire system,
and ultimately improve the profits of the entire system. As for the strategy should be
decentralized or centralized decision-making, it need to be based on the level of the
acceptance of the online direct channel. For consumers, when choosing a product,
the service level and price should be integrated and balanced.
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Chapter 3
The Quality Management of Food Supply
Chain in Perspective of Food Safety

Gang Liu and Li Guo

Abstract Food safety is become more and more valued by the public and the
government. Due to a large number of stakeholders of food safety, it is very
necessary for business managers and researchers to improve the quality of food
from the perspective of food supply chain. Consequently, the study introduces the
concept of supply chain quality management (SCQM) into the food safety manage-
ment, taking SCQM as an important practice tool for quality control in order to
achieve food safety. The paper develops the supply chain quality management
(SCQM) models for food safety, and takes Yili as a case to verify the model. We
propose a Quality-SCM framework that including supplier selection, supplier par-
ticipation and QM practice in order to implement the quality control for the whole
food supply chain.

Keywords Food safety · Quality management · Supply chain management · Yili

3.1 Introduction

Food safety is now under public scrutiny. As the consumers become more conscious
about health and more informed, consumers, regulators and other stakeholders are
now paying more attention to food safety issues and food scandals, especially after
the scandals of Melamine, and clenbuterol. Food safety is becoming an important
issue for all stakeholders in food production, including farmers, processors, retailers
et al. A typical food supply chain network is fairly complicated, from farmland to
plate, achieving the food safety in the whole supply chain is not easy. Any risk or
moral hazard in food supply chain will lead to the food safety issues. Application of
supply chain quality management (SCQM) can make a powerful contribution
towards achieving food safety.
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3.2 Literature Review

As any other supply chain, the food supply chain is also the network of cooperation
between different orgnizations in order to provide qualified food to consumers and
meet the demand of consumers [2]. As food safety control systems in processing
phase, all input elements must be well understanded by the manufacturing process,
and the quality of ingredients and raw materials must meet the requirement of further
processing [8]. Kaynak and Hartley [3] stated that supplier quality management and
customer focus are two important factors which influence quality-related perfor-
mance. Their study identified eight QM practices in supply chain including quality
management for supplier, quality training, customer focus, the design of product or
service, quality data and reporting, process management, the emphasis on quality by
top management, and employee relations. Roth et al. [6] developed a conceptual
frame work to identify the key elements which are critical to ensure food safety in
supply chain including transparency, trust, training, traceability, testability and time.
The main reason for food scandals maybe the poor strategy of vertical control which
is not available to manage the quality risk of food supply chain [1]. Manning et al. [4]
developed a quality assurance model for food supply chain, the QA model including
pre-requisite programme and benchmarking protocol. This study intends to analyze
how to achieve food safety through supply chain quality management.

3.3 SCQM Models for Food Safety

The food supply chain involves many stakeholders who have different types, scale
and target. It is very necessary for us to design a scientific method for food safety in
supply chain. As the asymmetry information about the quality of food, whether
farmers or processors have no motivation to control the quality of food. From the
perspective of food safety, supply chain quality management is an important tool for
integrating independent activities of various suppliers in order to assure the quality
of materials in each stage of food supply chain. This paper gives an supply chain
quality management model based on food safety (Fig 3.1), Fig. 3.1 presents the
factors used to quality control in food supply chain, including supplier selection,
supplier participation, and quality management practice.

Supplier selection

Supplier

QM practice

Quality Food safety

Fig. 3.1 Supply chain quality management for food safety
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3.3.1 Supplier Selection

For core enterprise in supply chain, there have two different orientations to select
cooperative partners, suppliers can be selected based on quality or cost. What
differentiates food supply chain from other supply chains is that the quality and
safety is the primary factor must be considered by all stakeholders in supply chain
[7]. Many food safety scandals directly stem from supplier’s moral hazard, such as
melamine incident. Selecting suppliers based on food quality is very important for
food supply chain. Suppliers should be selected based on their capacity to meet the
safety standards of the core enterprise. It is very necessary for core enterprise to
establish the system of evaluation and selection for suppliers. To select prospective
suppliers, scientific criteria must be well established. Supplier criteria should be
designed to measure some aspects of the supplier’s business: production environ-
ment, technical ability, management approach, financial strength, especially quality
control systems.

3.3.2 Supplier Participation

More and more food sectors have recognized advantages in mutual cooperation
among partners to achieve the benefits of food safety and efficient food supply
business [8]. Supplier participation is the process of bringing together different
orgnizations, business and fuctions in food supply chain by management or infor-
mation technology, to work jointly for the purpose of food safety. It is very important
for core enterprise in food supply chain to strengthen communication with suppliers,
strengthen specific investments for suppliers in the area of food quality improve-
ment. Some management activities, such as proactive support for food processing or
agricultural products cultivation, supplier participation in the food quality improve-
ment teams, and supplier involvement in the product design are representative
indicators of supplier participation in food supply chain management activities.

3.3.3 Quality Management Practice

Quality management (QM) practice include series of procedures and methods for
food quality management. We focus on several QM practices, including hazard
analysis critical control point (HACCP), traceability system, and good manufactur-
ing practice (GMP). HACCP is a very important method for food quality control,
which is based on the prevention of problems [5]. Traceability system is to trace and
record the history of food by identification code. At practice level, traceability
system involves what must be traced and how the trace-back should be carried out
[9]. GMP is concerned with a series of mandatory standards which are related to raw
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materials, personnel, facilities, equipment, production process, packaging, transpor-
tation and quality control in order to produce safe food [10].

3.4 Case Study of Yili

In order to illustrate our SCQM for food safety, we employ a case study of the firm
named as Yili. This firm, located in Inner Mongolia in China, is China’s largest dairy
producer which has the most complete productlines. Green industrial chain plan is
the fair indicator of food safety and environmental sustainability for Yili, which
requires cleaner production processes in the whole food supply chain. The paper
discusses the measures that Yili has taken, describes how Yili control the quality of
whole supply chain. Yili has made great efforts to improve the quality of food,
especially launched the strategy of quality leadership which extended the quality
control to every stakeholders.

3.4.1 Suppliers Management

The suppliers are required to pay high attention to the quality of raw milk, it is the
basis for long-term and stable cooperation between Yili and suppliers. Yili carried
out series of backward vertical integration in order to better control for the quality of
raw milk. Yili have more than 2400 pastures, including self-constructive pastures,
under-constructive pastures, and co-operative pastures, all of them are large-scale
and concentrated-breeding pastures.

3.4.2 International Quality Control Standard

Yili and SGS, LRQA, Intertek have reached strategic cooperation in order to
continuously updated the global quality and safety management systems. To further
enhance the ability of quality risk control, most products of Yili including liquid
milk, powdered milk, Yogurt et al. have passed the FSSC22000 food safety system
certification. Yili is the first dairy enterprise in china that all products have passed
this global food safety management standard system certification.

3.4.3 Process Quality Control System

In the process of quality control, Yili adds a lot of quality control indexes, and sets
strict limits on each index. HACCP and Traceability system are critical components
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in Yili’s process quality control system, which promotes the inspection for every link
of food supply chain. In Yili’s global quality management system, food supply chain
can be traced back to every stage, from raw milk production and transportation to
process, by whole course traceability system for quality. Early warning system for
food safety has been established by Yili, which can analyze the risk from the whole
industrial chain, and identify the key risk points and risk levels.

3.5 Discussion and Conclusions

The paper has discussed supply chain quality management for food safety, and
developed the theoretical model. The SCQM model for food safety including
supplier selection, supplier participation and QM practice in order to implement
the quality control for the whole supply chain. The model deal with establishing
effective guidelines for managing suppliers and implementing quality control. The
key lesson that food supply chain seeking to develop the system of quality assurance
can learn from this study is the need for a good strategy to support the supplier
management and supply chain quality coordination.

Acknowledgements This research was financially supported by the quality improvement project
for postgraduate education of Tianjin agricultural university in 2017(Project No: 2017YJG007), and
also supported by the innovation and entrepreneurship training program for college students in
Tianjin (Project No: 201510061029), China.

References

1. Chen, C., Zhang, J., & Delaurentis, T. (2014). Quality control in food supply chain manage-
ment: An analytical model and case study of the adulterated milk incident in China. Interna-
tional Journal of Production Economics, 152(6), 188–199.

2. Christopher, M. (2005). Logistics and supply chain management. London: Prentice Hall.
3. Kaynak, H., & Hartley, J. L. (2008). A replication and extension of quality management into the

supply chain. Journal of Operations Management, 26(4), 468–489.
4. Manning, L., Baines, R. N., & Chadd, S. A. (2006). Quality assurance models in the food

supply chain. British Food Journal, 108(2), 91–104.
5. Mortimore, S. E. (2001). How to make HACCP really work in practice. Food Control, 12(4),

209–215.
6. Roth, A. V., Tsay, M. E., Pullman, M. E., & Gray, J. V. (2008). Unraveling the food supply

chain: Strategic insights from China and the 2007 recalls. Journal of Supply Chain Manage-
ment, 44(1), 22–39.

7. Salin, V. (1998). Information technology in agri-food supply chains. International Food and
Agribusiness Management Review, 1(3), 329–334.

8. Stringer, M. F., & Hall, M. N. (2007). A generic model of the integrated food supply chain to aid
the investigation of food safety breakdowns. Food Control, 18(7), 755–765.

3 The Quality Management of Food Supply Chain in Perspective of Food Safety 35



9. Hobbs, J. E. (2004). Information asymmetry and the role of traceability systems. Agribusiness,
20(4), 397–415.

10. Konecka-Matyjek, E., Turlejska, H., Pelzner, U., & Szponar, L. (2005). Actual situation in the
area of implementing quality assurance systems GMP, GHP and HACCP in Polish food
production and processing plants. Food Control, 16(1), 1–9.

36 G. Liu and L. Guo



Chapter 4
Strategic Customer Behavior with Risk
Preference for a Supply Chain Management
Based on Double Channel

Wanjin Hou and Quansheng Lei

Abstract This paper consider a supply with a manufacturer, a retailer and an
independent strategic customer. Strategic customer with risk preference can buy
products through double channels which are physical channel of offline and internet
channel of online. We use rational expectation equilibrium related knowledge,
analyze the retailer best order quantity to reach profit maximization, analyze the
best quantity of products delivered in the internet channel to reach profit maximize
without risk preference. We find the retailer’s maximum profit is decreasing in risk
preference in the physical channel as well as manufacturer’s in the internet channel.
In order to ease the profit reduction, manufacturer and retailer should reduce price
and quantity in their respective channel at the normal period. This is not consistent
with the fact that price is raised in the normal period.

Keywords Double channel · Strategic customer · Risk preference · Supply Chain

4.1 Introduction

In recent years, the development of e-commerce has gave birth to double channel
marking system with offline physical channel and online internet channel. More
manufacturers begin to choose double channel to distribute products. On the one
hand, manufacturer sells products though retailer to customer in physical channel.
On the other hand, manufacturer sells products to customer directly in the internet
channel. However, consumer can choose period of sells: normal sell period and
discount sell period. In other words, consumers have strategic behavior. The con-
sumer involved in our paper is strategic customer. There are some examples in
reality, online double 11 activity of Taobao, discounting activities of physical store
at the end of season. Based on this background, how does the manufacturer operate
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its own channel strategy and how retailer make price and quantity strategy according
to strategic customer. When does customer choose to purchase and what’s channel to
choose to maximize utility. What’s more, different strategic customers have different
attitude towards risk.

Researchers do not combine double channel and strategic customer for research
currently. Our model builds on the classic newsvendor model. We introduce strate-
gic customers into double channel. Next, we discuss the impact of risk preference on
strategic customer. We divide strategic customers into risk-seeker, risk-neutral and
risk-averse. Determine the optimal order quantity for the retailer, the optimal quan-
tity to put on the internet channel for manufacturer.

4.2 Literature Review

Alba J, et al. examine the implications of electronic shopping for consumers,
retailers, and manufacturers n [1]. Ryan, et al. analyze impact of competition in an
online marketplace system [2]. Lu H and Chen Y investigate the interaction between
the capabilities of introducing the internet channel, the pricing strategies, and the
channel structure [3]. Chen Y G, Liu N studies that the manufacturer sells the
products through the traditional online retail channel and the online direct channel
in order to alleviate the conflict [4]. Hahn P, et al. studies an effort toward modeling
competition in the multiple channel environment from a strategic view point
[5]. Chiang W Y K, et al. analyze strategic of double channel supply chain design
[6]. Our paper attempts to fill the gap between double channel and strategic cus-
tomer. Though our studies, we find that retailer’s inventory and profit has unique
maximum in physical channel. Manufacturer’s delivery quantity in the internet
channel has unique maximum, as well as profit. In addition, we find the retailer’s
best profit is decreasing in risk preference in the physical channel as well as
manufacturer’s in the internet channel.

4.3 Model of Strategic Customer

4.3.1 Model Setup and Rational Expectations Equilibrium

Our paper consider a supply with a manufacturer, a retailer and an independent
strategic customer. Strategic customer can buy products through double channels.
The manufacturer produces products though internet channel. The retailer operates
physical channel which is offline. The manufacturer provides products to the retailer,
the retailer sells the products to the strategic customer through the physical channel.
At the same time, the strategic customer can choose the purchase periods: the normal
sales period and discount sales period.
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In our model, we use t demote period of sales, the normal sales period (t¼ 1) and
discount sales period (t ¼ 2). Each unit product cost is c and wholesale price of
per product is w. However, each unit of product is valued by strategic customer
are v in the physical channel and vi in the manufactuer-owned channel. We use r and
ri denote strategic customer reservation price in physical channel and in the
manufacturer-owned internet channel, which is their willingness to pay in the normal
sales period. We assume the mass of market demand is X(X � 0). We use p and Q
denote the retail price and quality in the physical channel of the normal sales period.
We use pd denote discount price in the physical channel and assume pd < p < v.
Similarly, wi and QM

i denote the retail price and quality in the manufacturer-owned
internet channel, wd

i denote discount price in the manufacturer-owned internet
channel, wd

i < wi < vi. This paper use X(X � 0) denote random aggregate demand
of market. We use F( f ) denote distribution function (destiny function) of demand
ð �F ¼ 1� FÞ. We use ΠR to denote the retailer’s payoffs in the physical channel and
ΠM

i to denote the manufacturer’s payoffs, which contains profit supplied to retailer
and payoffs in the manufacturer-owned internet channel.

The Sequence of events is adopted as following. Frist, Manufacturers and
retailers guessing strategic customer’s reservation price is r and ri in the normal
period, retailer and manufacturer to determine the price of products for p and wi.
According to the principle of profit maximization, retailer determines its own order
quantity Q, and manufacturer determines the sells quantity QM

i in the manufactuer-
owned channel. The possibility of not selling at the end of normal period is
FðQÞ, FðQM

i Þ. Second, strategic customers guessing the possibility of obtaining
products is φ, φi at the discount period (t ¼ 2), and then to determine the reservation
price of products r, ri. Strategic customer can observe the retail price of products, but
cannot observe the number of products. Finally, all remaining products are sold at
the price pd in the physical channel and wd

i in the manufacturer-owned internet
channel. The strategic customer’s expected surplus in the physical channel, as in
(4.1). The strategic customer’s expected surplus in the manufacturer-owned internet
channel, as in (4.2) (Table 4.1).

maxfv� p, ðv� pdÞφg ð4:1Þ

maxfvi � QM
i , ðvi � wd

i Þφig ð4:2Þ
The strategic customer choose buying or waiting in the normal period and will

buy if and only if ðv� pÞ � ðv� pdÞφ or ðvi � QM
i Þ � ðvi � wd

i Þφi in the normal
period. That is to say strategic customer’s reservation price is r and ri on physical
channel and internet channel, respectively. We assume the proportion of strategic
customer for the α in the Internet channel, then the physical channel on the demand

Table 4.1 Expected utility
of strategic customer

Period Physical channel Internet channel

t ¼ 1 (v � p) (vi � wi)

t ¼ 2 (v � pd)φ ðvi � wd
i Þφi

4 Strategic Customer Behavior with Risk Preference for a Supply Chain. . . 39



for (1 � α) X, the Internet channel demand for αX. Q∗ is the optimal order quantity
for the retailer.

r ¼ v� v� pd
� �

φ ð4:3Þ
ri ¼ vi � vi � wd

i

� �
φi ð4:4Þ

ΠR ¼ p� pd
� �

E min 1� αð ÞX;Qf gð Þ � w� pd
� �

Q ð4:5Þ
ΠM

i ¼ wi � wd
i

� �
E min αX;QM

i

� �� �� c� wd
i

� �
QM

i þ w� cð ÞQ∗ ð4:6Þ
Rational expectations equilibrium satisfied the following conditions:

(i) r ¼ v� φ v� pd
� �

, ri ¼ vi � φi vi � wd
i

� �
(ii) pd ¼ ξr,w

d
i ¼ ξri

(iii) Q ¼ argmax Π Q; pð Þ,QM
i ¼ argmax ΠM

i QM
i ;wi

� �
(iv) p ¼ r, wi ¼ ri
(v) φ ¼ F Qð Þ,φi ¼ F QM

i

� �
Among them (i–iii) represent retailer, manufacturer and strategic customer are

choosing their own utility to maximize (iv, v) represent the expectation must be
consistent with the results, and we believe that the predicted value is the same as the
actual value. (iv) Note that retailer and manufacturer must correctly predict the
strategic customer’s reservation price in the physical channel and the internet
channel. (v) Note that φ(φi) must be consistent with the actual probability of
obtaining products though offline (online).

4.3.2 Retailer’s and Manufacturer’s Strategies

We assume the strategic customer is risk-neutral. In the physical channel, strategic
customer’s utility in normal period is (v � p). The probability of obtaining the
product at the price pd is φ in the discount period where φ¼ F(Q). Then, we consider
the decision of the retailer, the retailer determines the quantity Q and the normal
selling price pand the order quantity Q( p)¼ arg max (ΠR). The profit of the retailer
isΠR. In the internet channel, strategic customer’s utility in normal period is (vi�wi).
The probability of obtaining the product at the price wd

i is φi in the discount period
where φi ¼ F QM

i

� �
. Then, we consider the decision of manufacturer, the manufac-

turer determines the quantity QM
i and the normal selling price wi and the order

quantity QM
i wið Þ ¼ argmax ΠM

i

� �
. The profit of the manufacturer is ΠM

i .

Proposition 4.1 In the RE equilibrium. When the strategic customer has no risk
preference characteristics, the retailer’s order quantity Q and the profit ΠR have the
only optimal value in the physical channel.
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Proof of proposition 4.1:

ΠR ¼ p� pd
� �

E min 1� αð ÞX;Qf gð Þ � w� pd
� �

Q

ΠR ¼ p� pd
� �

1� αð Þ
Z Q

1�α

0
xf xð Þdxþ Q

1� α

Z 1

Q
1�α

f xð Þdx
" #( )

� w� pd
� �

Q

,p ¼ v� v� pd
� �

F Qð Þ ∴p� pd ¼ v� pd
� �

�F Qð Þ

ΠR ¼ v� pd
� �

�F Qð Þ Q� 1� αð Þ
Z Q

1�α

0
F xð Þdx

" #
� w� pd
� �

Q

The derivative ofΠR atQ :
∂ΠR

∂Q
¼ v� pd

� �
�F Qð Þ 1� F

Q

1� α

� �� �
� w� pd
� �

The second derivative of ΠR atQ :
∂2ΠR

∂Q2 ¼ � v� pd
� �

�F Qð Þf Q

1� α

� �
1

1� α
< 0

So, there exist a unique optimal value Q∗.

Q∗satisfy v� pd
� �

�F Q∗ð Þ �F Q∗

1� α

� �
� w� pd
� � ¼ 0

Proposition 4.2 In the RE equilibrium, when the strategic customer has not risk
preference characteristics, manufacturer’s quantity QM

i and the profit ΠM
i have the

only optimal value in the physical channel.
Proof of proposition 4.2 is similar to the proposition 4.1

4.4 Model of Strategic Customer with Risk Preference

In this section, we introduce risk preference. The risk-seeker choose the higher risk
of the purchasing discount period when the two periods’ expected utility are same.
Risk-neutral keep a neutral attitude towards risk. The only criterion for risk-neutral is
expected utility regardless of risk situation, because two periods with the same
expected returns will give them the same effect. Risk-averse, when two periods’
expected utility are same, tend to choose the normal period of low-risk, namely the
customer hates the loss of losing opportunity to buy products. We use η note the
strategic customer’s risk preference. η > 1 is risk-seeker, η ¼ 1 is risk-neutral,
0 < η < 1 is risk-averse. In this situation, the customer’s utility is shown in the
following Table 4.2.

Table 4.2 Expected utility of
strategic customer

Period Physical channel Internet channel

t ¼ 1 (v � p)η (vi � wi)
η

t ¼ 2 (v � pd)ηφ vi � wd
i

� �η
φi
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p ¼ v� v� pd
� �

F Qð Þð Þ1η, wi ¼ vi � vi � wd
i

� �
F QM

i

� �� �1
η

Proposition 4.3 If the strategic customer has the risk preference η, F(Q),Q, p,ΠRis
decreasing in η, with η is increasing, the profit in the physical channel is decreasing.

Proof of proposition 4.3:
∂ΠR

∂Q
¼ p� pd

� �
�F

Q

1� α

� �
� w� pd
� � ¼ 0

p ¼ w� pd

1� F Q
1�α

� �þ pd, p ¼ v� v� pd
� �

F Qð Þð Þ1η

Simultaneous above two formulas: w� pd ¼ v� pd
� �

1� F Qð Þð Þ1η
h i

1� F Q
1�α

� �� 	

Let : G η;F Qð Þð Þ ¼ v� pd
� �

1� F Qð Þð Þ1η
h i

1� F
Q

1� α

� �
 �
� w� pd
� �

∂G
∂η

¼ v� pd
� �

1� F
Q

1� α

� �
 �
F Qð Þð Þ1η 1

η2
lnF Qð Þ

∂G
∂F Qð Þ ¼ v� pd

� � �1
η

1� F
Q

1� α

� �
 �
F Qð Þð Þ 1

η�1ð Þ � 1� F Qð Þð Þ1η
h i dF Q

1�α

� �
dF Qð Þ

" #

∴
∂G
∂η

< 0,
∂G

∂F Qð Þ < 0,∴
∂F Qð Þ
∂η

¼ �
∂G
∂η

� 

∂G

∂F Qð Þ
h i < 0

That is F(Q) is decreasing in η.
Hence there exist a positive correlation between F(Q) and Q, Q is decreasing in η.

p ¼ w�pd

1�F Q
1�αð Þ þ pd, p is decreasing in η.

Next, we consider the relationship ΠR with η. Let η1 > η2, then p1 < p2, Q1 < Q2

Π R
1 ¼ p1 � pd

� �
E min 1� αð ÞX;Q1f gð Þ � w� pd

� �
Q1

Π R
1 > p1 � pd

� �
E min 1� αð ÞX;Q2f gð Þ � w� pd

� �
Q2

Π R
1 > p2 � pd

� �
E min 1� αð ÞX;Q2f gð Þ � w� pd

� �
Q2

p2 � pd
� �

E min 1� αð ÞX;Q2f gð Þ � w� pd
� �

Q2 ¼ Π R
2 . So,Π

R is decreasing in η.

Proposition 4.4 If the strategic customer has the risk preference η,F QM
i

� �
,QM

i ,wi,

ΠM
i is decreasing in η, with η is increasing, the profit in the manufacturer-owned

internet channel is decreasing.
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Proof of proposition 4.4 is similar to the proposition 4.3. This result of proposi-
tions 4.3 and 4.4 state, both physical channel and internet channel, that reducing
quantity of products which make product scarce can guide the strategic customer to
purchase in the normal sales period (t¼ 1). What’s more, reducing price of products
can guide the strategic customer to purchase in the normal sales period (t ¼ 1) and
reducing the loss of profit ΠR in the physical channel. We use numerical examples to
illustrate.

Let c ¼ 65, w ¼ 70, v ¼ 130, vi ¼ 115, pd ¼ 60, wi ¼ 95, wd
i ¼ 60, α ¼

0:4 and market demand X obey Uniform Distribution U[0,200]. Profit of physical
channel (Fig. 4.1-left) are decreasing in risk preference in the physical channel, profit
of internet channel (Fig. 4.1-right) are decreasing in risk preference in the physical
channel.

Acknowledgments This paper attempts to fill the gap between double channel and strategic
customer. We discuss the impact of strategic customer behavior under the double channel on
retailer’s and manufacturer’s profit. The strategic customer’s risk characteristic impacts inventory,
price and profit under the double channel. Though our studies, we find that retailer’s inventory and
profit has unique maximum in physical channel. Manufacturer’s delivery quantity in the internet
channel has unique maximum, as well as profit. In addition, we find the retailer’s maximum profit is
decreasing in risk preference in the physical channel as well as manufacturer’s in the internet
channel.

In the future research, not only manufacturer can introduce internet channel, retailer can
introduce retailer-owned internet channel. Follow research can consider the introduction of risk
preference for manufacturer and retailer.
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Chapter 5
Competition and Coordination in Single-
Supplier Multiple-Retailer Supply Chain

Jiahang Du and Quansheng Lei

Abstract We analyze a dual-channel supply chain consisting of a single supplier
and multiple retailers. The retailers make sales effort to attract the potential cos-
tumers. The retail channels compete in price at the end market. We find out the
equilibrium solution in centralized case and decentralized case. Then we analyze the
effect of total supply chain profit with respect to effort level. We show that the
supply chain efficiency decreases and then weakly increases as the number of retailer
increases. We also coordinate the supply chain with two-part tariff mechanism and
find out the corresponding parameters. Finally, a numerical example is given to
illustrate our model.

Keywords Dual-channel · Effort level · Multiple retailers · Two-part tariff
mechanism

5.1 Introduction

Recent years, the development of electronic commerce has encouraged a growing
number of suppliers to operate a direct channel. For example, Apple has both online
shop and physical stores where the end customers can buy the products. In fact, a lot
of suppliers choose to operate a direct channel as well as sell through traditional
retail channel. For instance, one can buy Sony’s product from both the official
website and the retailers like Carrefour and Wal-Mart. This kind of supply chain is
called dual-channel supply chain.

The relationship between supplier and retailer can be more complex in a dual-
channel supply chain. The development of direct channel can decrease the market
demand of retail channel. Therefore, many retailers make sales effort (advertising, store
decoration, training of the sellers, special offers, etc.) to improve their quantity of sale.
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The retailer’s sales efforts will attract more prospective customers. What’s more,
the potential customer may get the information about this product from the retailers’
advertisements and then buy online. Under this circumstance, when the retailers
make the sales effort, the demand of direct channel increases.

In this paper, we consider a supplier as an exclusive source of a single product.
The supplier sells his products through his own direct channel and multiple retailers.
Retailers compete in price at the terminal market and make sales effort to increase the
demands.

5.2 Literature Review

Coordination in dual-channel supply chains has been researched for a long time.
Huang and Swaminathan [1] consider a supply chain consisting of a traditional
channel and an Internet channel and find the optimal decision. Chen Zhang and Sun
[2] analyze the supplier’s price strategy in dual-channel supply chain and find that
wholesale price contract can coordinate dual-channel supply chain. David and Adida
[3] study competition and coordination in a supply chain in which a single supplier
both operates a direct channel and sells its product through multiple differentiated
retailers.

A related steam of literature study in the supply chain with multiple retailers.
Most of the suppliers sell through more than one retail channel in real life. Sinha and
Santanu [4] optimize the single-vender multi-buyer supply chain with discount
pricing policy. Mateen and Chatterjee develop analytical models for various
approaches through which a single supplier–multiple retailers system may be coor-
dinated through vendor managed inventory.

We also interested in recent literatures focused on sales effort. Yao and Liu [5]
show that there exists an optimal wholesale price under a different market structure
that could be used to encourage the retailer to accommodate the additional e-tail
channel. Li and Liu [6] show that two-part tariff contract can effectively coordinate
the supply chain with price and sales effort dependent demand.

Our work differs from all the above mentioned literatures in that we assume the
demand to be endogenous and consider a multi-retailer supply chain affected by the
retailers’ sales effort.

5.3 Model

5.3.1 Basic Setup

We consider a dual-channel supply chain that is composed of a single supplier
[he] and N retailers [she]. The supplier can sell his products through both the direct
channel and the retail channels. The retailers purchase the product from supplier at
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wholesale price w. The market demand is affected by sales effort and price. It is
distributed in both retail channels and direct channel. Retailers compete in price with
each other.

We assume that the demand is endogenous. The demand of direct channel is
dependent on the direct sales prices, while the retailer’s demand depends on its own
price and other retailers’ prices. And the retailers’ sales effort can benefit both retail
channel and direct channel. Therefore, we can get the linear function of retail
channel’s demand, Di, and direct channel’s demand, D0:

Di ¼ θiaþ λrei � βpi þ γ
XN

j ¼ 1
j 6¼ i

pj ð5:1Þ

D0 ¼ θ0aþ λs
XN
i¼1

ei � βp0 ð5:2Þ

where a is basic demand of the market, θ0 is the direct channel’s share of basic
demand, θi represents the ith retailer’s share of basic demand, these coefficients

should satisfy θ0 þ
XN
i¼1

θi ¼ 1. We define ei to describe the effort level of retailer i.

The coefficient λr � 0 represents the effort sensitivity in each retail channel, and
λs � 0 represents the effort cross-sensitivity in direct channel. The demands are
affected by sale price of direct channel, p0, and retail price, pi, of retailer i. The
coefficient β � 0 represents the price sensitivity of demand at each channel, and
γ � 0 represents the price cross-sensitivity of demand at retail channel.

The retailers have to pay for her own sale effort. We define the cost of ith

retailer’s effort as
ηe2i
2
, which should be strictly convex in ei. Similarly, the supplier

has a unit production cost of c. Therefore, we can get the supplier’s profit, π0, the
profit of retailer i, πi, and total supply chain profit, πT.

π0 ¼ D0 p0 � cð Þ þ
XN
i¼1

Di w� cð Þ ð5:3Þ

πi ¼ Di pi � wð Þ � ηe2i
2

ð5:4Þ

πT ¼ π0 þ
XN
i¼1

πi ¼ D0 p0 � cð Þ þ
XN
i¼1

Di pi � cð Þ � ηe2i
2

� �
ð5:5Þ

We make the following assumptions to develop our model.

1. As a change of competitor’s price affects the retailer’s demand less than the
change of its own sales price, we restrict that β � γ.

2. In reality, the demand in each channel should be positive, otherwise the channel’s
existence will become meaningless. Thus, we define Di � 0, D0 � 0.
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3. The retailer’s sales effort can increase its demand directly, but promote the sales
of direct channel indirectly. The effort level sensitivity coefficient of demand in
retail channel should be greater than that in direct channel, λr > λs.

4. In this paper, all retailers are symmetric for the convenience to develop our
analytical results.

5.3.2 Equilibrium in Centralized Case

As a benchmark, we find out the equilibrium solution of centralized supply chain
firstly. In this case, the participants make decision with the goal to maximize the
profit of whole supply chain. We assume there is a single decision-maker to choose
the prices.

Now, we differentiate partially the total supply chain profit with respect to
p0 and pi and equal to zero. We can get: ∂πT∂pi

¼ 0 and ∂πT
∂p0

¼ 0.

Solving these equations, we find out the extreme point of πT. The Hessian matrix
is obviously negative definite. Therefore, we can find a maximum of supply chain
profit at the extreme point.

Proposition 5.1 When 2β� γ(N� 1)> 0 and θia + λreiþ (γ(N� 1)� β)c> 0, the
centralized supply chain prices and profit are given below.

p∗ic ¼
θiaþ λrei þ βc

2β � γ N � 1ð Þ ð5:6Þ

p∗0c ¼
θ0aþ Nλsei þ βc

2β
ð5:7Þ

π∗Tc ¼
θ0aþ Nλsei � βcð Þ2

4β
þ Nβ θiaþ λrei � β � γ N � 1ð Þð Þc½ �2

2β � γ N � 1ð Þ½ �2 � Nηe2i
2

ð5:8Þ

Because the price and demand of retail channel need to be positive, the retail
channel exists only when 2β � γ(N � 1) > 0 and θia + λrei þ (γ(N � 1) � β)c > 0.
Otherwise, the suppler sell his products only through the direct channel. In these

circumstances, we get p∗0c ¼
aþ βc

2β
,D∗

0c ¼
a� βc

2
, π∗Tc ¼ π∗0c ¼

a� βcð Þ2
4β

. In this

paper, we concentrate on the situation that retailers participate the supply chain.

Proposition 5.2 When the retailer’s effort level increases, the total supply chain
profit will increase firstly and then decrease.

It turns out that total supply chain profit will increase to a maximum as the
retailers begin making sales effort to attract customers. But when the retailers
continue increasing their effort level, the total profit will decrease. This is because
it’s too costly as the effort level becomes too high. This is illustrated in Fig. 5.1.
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5.3.3 Equilibrium in the Decentralized Case

Then, we consider the decentralized case where all the participants make decisions to
maximize their own profit. We use Stackelberg game to find out the optimal pricing
strategies. In a Stackelberg game, the leader makes his decision firstly, then the
follower observe the leader’s decision and decide her actions. We assume that the
supplier is Stackelberg leader and the retailers are followers. The order in which
events happen is as follows: (1) The supplier chooses his sale price, p0, and
wholesale price, w, anticipating the retailers’ corresponding decision. (2) The
retailers observe the supplier’s decision. (3) The retailers decide their sale prices,
pi, and therefore the demand and profit can be calculated.

Similar to the centralized case, we find the equilibrium solution and reach the
following conclusion.

Proposition 5.3 The decentralized supply chain prices and profits are given below,

when θiaþλrei� β�γ N�1ð Þð Þc
4β�3γ N�1ð Þ � 0,

p∗id ¼
3θiaþ 3λrei þ βc

4β � 3γ N � 1ð Þ ð5:9Þ

p∗0d ¼
θ0aþ Nλsei þ βc

2β
ð5:10Þ

w∗
d ¼ 2β � γ N � 1ð Þð Þcþ 2 θiaþ λreið Þ

4β � 3γ N � 1ð Þ ð5:11Þ

11000

0 20 40 60 80 100 120
effort level

pr
of

it 
of

 s
up

pl
y 

ch
ai

n

140 160 180 200 220 240

10000

9000

8000

7000

6000

5000

Fig. 5.1 The impacts of total supply chain profit with respect to retailer’s effort level, where
N ¼ 10, θ0 ¼ 0.2, a ¼ 50, η ¼ 0.2, β ¼ 3, γ ¼ 0.5, λr ¼ 0.2, λs ¼ 0.1, c ¼ 10
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π∗0d ¼
θ0aþ Nλsei � βcð Þ2

4β
þ 2Nβ θiaþ λrei � β � γ N � 1ð Þð Þc½ �2

4β � 3γ N � 1ð Þ½ �2 ð5:12Þ

π∗id ¼
β θiaþ λrei � β � γ N � 1ð Þð Þc½ �2

4β � 3γ N � 1ð Þ½ �2 � ηe2i
2

ð5:13Þ

π∗Td ¼
θ0aþ Nλsei � βcð Þ2

4β
þ 3Nβ θiaþ λrei � β � γ N � 1ð Þð Þc½ �2

4β � 3γ N � 1ð Þ½ �2 � Nηe2i
2

ð5:14Þ

As is known to all, the supplier’s wholesale price must be greater than unit cost of
production, that is to say: w∗

d � c � 0. Therefore, the supplier operates retail
channels only when the constraint (5.15) is binding. Otherwise, supplier sells his
products only through direct channel.

θiaþ λrei � β � γ N � 1ð Þð Þc
4β � 3γ N � 1ð Þ � 0 ð5:15Þ

We define the efficiency of total supply chain, μ, as the ratio of the supply chain
profit in decentralized case and centralized case. In other words, we define
μ ¼ π∗Td=π

∗
Tc. We can think the efficiency as a supply chain performance indicators.

The impact of the number of retailers, N, on supply chain efficiency is shown in
Fig. 5.2.

Proposition 5.4 When the number of retailers increases, the efficiency decreases
and then weakly increases.

As the figure shows, when the quantity of retailers is quite small, reducing the
quantity of retailers can enhance the efficiency. Otherwise, if the number of retailers
is large enough, the efficiency increases as the number of retailers increases.
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Fig. 5.2 The impacts of supply chain efficiency with respect to N where
θ0 ¼ θi ¼ 1

N , a ¼ 100, η ¼ 0:02, β ¼ 3, γ ¼ 0:01, λr ¼ 2, λs ¼ 0:5, c ¼ 0
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5.3.4 Coordination with Two-Part Tariff Mechanism

For improving the efficiency of the system, we coordinate the supply chain with a
two-part tariff mechanism. We regard the wholesale price as the per-unit charge and
transfer payments Ti as the lump-sum fee. The participants profit are therefore given
as:

π0 ¼ D0 p0 � cð Þ þ
XN
i¼1

Di w� cð Þ þ Ti½ � ð5:16Þ

πi ¼ Di pi � wð Þ � ηe2i
2

� Ti ð5:17Þ

To find out the maximum point of the retailer’s profit, we differentiate partially
the profit of retailer with respect to pi and equal to zero: ∂πi∂pi

¼ 0.

pit ¼
θiaþ λrei þ βw

2β � γ N � 1ð Þ
In theory, when the supply chain is coordinated perfectly, the participants should

make the same decisions as that in the centralized case. That is to say, p∗it should be
equal to p∗ic .

p∗it ¼ p∗ic ¼
θiaþ λrei þ βc

2β � γ N � 1ð Þ ð5:18Þ

Therefore, we can get the optimal wholesale price, w∗
t ¼ c. Then we solve the

optimal problem of the supplier’s profit and get:

p∗0t ¼
θ0aþ Nλsei þ βc

2β
ð5:19Þ

Substituting the prices into demand and profit function, we get corresponding
profits. The total supply chain profit should be equal to that in centralized case.

π∗0t ¼
θ0aþ Nλsei � βcð Þ2

4β
þ
XN
i¼1

Ti ð5:20Þ

π∗it ¼
β θiaþ λrei � β � γ N � 1ð Þð Þc½ �2

2β � γ N � 1ð Þ½ �2 � ηe2i
2

� Ti ð5:21Þ

Proposition 5.5 When Ti 2 [T1,T2], there exists a two-part tariff mechanism that
perfectly coordinates the supply chain.

Suppliers and retailers will not accept this mechanism unless it can achieve Pareto
optimization. Our two-part tariff mechanism need to confirm every participant can
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get no less interest than that in the decentralized case. Thus the transfer payments Ti
must satisfy π∗0t � π∗0d � 0 and π∗it � π∗id � 0. We can get Ti 2 [T1, T2].

Ti � 2β θiaþ λrei � β � γ N � 1ð Þð Þc½ �2
4β � 3γ N � 1ð Þ½ �2 ¼ T1

Ti � β θiaþ λrei � β � γ N � 1ð Þð Þc½ �2
2β � γ N � 1ð Þ½ �2 4β � 3γ N � 1ð Þ½ �2 � 12β2 þ 8γ2 N � 1ð Þ2 � 20βγ N � 1ð Þ

h i
¼ T2

5.4 Numerical Example

To prove our conclusions numerically, we set the coefficients as shown in the
following formulas: a ¼ 100, N ¼ 8, β ¼ 3, γ ¼ 0.05, λr ¼ 2, λs ¼ 0.5, ei ¼ 10
and c ¼ 0 in appropriate units. For the analytical simplicity, we assume θ0 ¼ θi ¼ 1/
N. For this data set, we obtain the optimal results in each case as given in Table 5.1,
where Ti 2 [52.86, 72.83]. This example has proved the correctness of our
conclusions.

From Table 5.1, we can see that total supply chain profit in centralized case is
higher than that in decentralized case. The efficiency of supply chain μ ¼ 83%.
Coordinating the supply chain with two-part tariff mechanism, we can get the same
result as centralized case.

5.5 Conclusions

We discuss the dual-channel supply chain that is composed of a single supplier and
multiple retailers. The retailers compete in price at the terminal market and make
sales effort to increase the demands.

In this paper, we make some specific contributions. Firstly, we resume the
retailers are symmetric and get the optimal decision. Secondly, the effects of supply
chain with respect to effort level and number of retailers are analyzed. Thirdly, we
prove that a two-part tariff mechanism coordinates the supply chain.

Table 5.1 Numerical
example where a ¼ 100,
N¼ 8, β¼ 3, γ¼ 0.05, λr¼ 2,
λs ¼ 0.5, ei ¼ 10

Centralized case Decentralized case Two-part tariff

pi 5.75 8.9 5.75

p0 8.75 8.75 8.75

Di 17.26 8.9 17.26

D0 26.25 26.25 26.25

πi 89.26 16.43 89.26-Ti
π0 229.69 652.53 229.69 þ 8Ti
πT 943.8 783.95 943.8
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In this article, we regard the prices as decision variables. In fact, the effort level
can also be considered as decision variables. What’s more, the supply chain should
be tried to coordinate with other contracts and mechanisms. More research is needed
in the future.
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Chapter 6
Research on the Construction of Enterprise
Brand Competitiveness Evaluation System
Based on the Integration of SWOT
and AHP Model

Mudan Tao and Zhi Li

Abstract The brand is very important to the enterprise, which determines the
enterprise’s core competitiveness. It is crucial to assess enterprise brand value based
on a series of criteria, and this paper proposed enterprise brand evaluation system
based on the SWOT model. It used the SWOT model to analysis and determine the
brand competitive strengths, weaknesses, opportunities, threats and other factors of
the enterprise brand, and then constructed the enterprise brand evaluation system by
integrating SWOT Model and AHP calculation method.

Keywords Enterprise brand competitiveness · Evaluation system · SWOT · AHP

6.1 Introduction

With the progress of internationalization of the market is accelerating, the competi-
tion between the state and state, country and country has essentially changed into the
competition between enterprises and enterprises, brands and brands. The brand
determines the core competitiveness of enterprises. In 2016, The United States
occupied 227 seats in the world’s top 500 brands, continuing to maintain a brand
of great power, while Chinese brands were selected for only 36, and even none was
selected into top 100. It can be seen that Chinese enterprises must enhance their
brand competitiveness in order to stand out in the international market. So, the
evaluation and upgrading of brand competitiveness have become the important
development issues for Chinese enterprises. The purpose of this paper is to construct
the enterprise brand competitiveness evaluation system by using SWOT model and
AHP calculation method, so as to provide a method for enterprise to evaluate its
brand strategy and analysis the effect of the brand strategy.
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6.2 Literature Review

Enterprise brand competitiveness is the unique ability of enterprise product brand
which is different from other competitors, and is a form of enterprise comprehensive
competitiveness’s existence. The research on the brand competitiveness is earlier
and the research theory is more mature overseas. There are some typical and
excellent theory: The Aaker model proposed by David Aaker (1997), which is
derived from five dimensions of brand loyalty, brand awareness, consumer per-
ceived quality, brand associations and other brand equity, and ten indicators to
measure the value of brand assets [1]. The global asset model proposed by
Motamenti (1988) based on the customer potential, which is measure the brand
competitiveness by three indicators of customer potential, competitive potential and
global potential [2]. In recent years, domestic scholars also put forward the idea of
different perspective for construct the enterprise brand competitiveness evaluation
system. Peng Meng, Jinglong Cao, Zhaojun Liu (2014) comprehensively considered
the process of brand nurturing and brand performance, and calculated the compet-
itiveness of enterprise brand from three dimensions of “process” and three dimen-
sions of “results” [3]. From the point of view of performance excellence model,
Jinrong Xie (2015) constructed an evaluation model which focuses on process index,
fusion analysis index and evaluation index [4]. Zhongyuan Ren (2017) bases on the
brand value connotation, and constructed the brand evaluation index system from six
aspects of brand positioning, brand personality, brand innovation, brand culture,
brand communication and customer [5].

In summary, domestic and foreign scholars have rich research results on the
evaluation of brand competitiveness. However, in the construction of brand evalu-
ation system, most of the consideration is the enterprise’s own brand development
capabilities, as well as corporate finance and market performance. However, they
overlooked the influence from competitors, competitive environment and other
external factors. To solve this problem, this paper will base on a new perspective,
and use the SWOT model to analyze and determine the factor index of brand
competitive advantage, brand competitive disadvantage, brand competitive weak-
nesses, brand competitive opportunities and brand competitive threats for enterprise,
and use the AHP calculation method to construct the enterprises brand competitive-
ness evaluation system.

6.3 Enterprise Brand Competitiveness Evaluation System

The SWOT model is a basic mediation model that includes internal factors and
external factors [6]. Internal factors include internal strengths and internal weak-
nesses, and external factors include external opportunities and external threats.
Applying SWOT analysis method to the construction of enterprise brand competi-
tiveness evaluation system, and do a comprehensive, systematic and accurate
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analysis for brand competitiveness of enterprise, is helpful for enterprise to recog-
nize its brand competitive advantages and disadvantages, and actively respond to
external opportunities and challenges. It also provide a theoretical basis for enter-
prise to make scientific brand competiveness evaluate and make reasonable brand
development strategy. Based on the above understanding, this paper constructed the
brand competitiveness evaluation index system from 4 dimensions and 12 indicators.
(As shown in Table 6.1).

Table 6.1 Enterprise brand competitiveness evaluation index system

Dimension First grade index Second grade index

Enterprise brand competitive
advantage (S)

Brand basic capability Brand strategy

Technological innovation
capability

Leadership

Human capital

R & D investment

Brand management capability Market segmentation

Brand personality

Advertisement investment

Brand image design

Brand extension capability

Brand profitability Sales (operating) profit

Profit margin

Enterprise brand competitive
disadvantage (W)

Brand products (services)
quality disadvantages

Unqualified rate of enterprise
product

Complaints rate of enterprise
products (services)

Brand asset inferiority Enterprise asset scale

Current asset ratio

Asset liability ratio

Brand talent inferiority Number of brand management
staff

Brand management staff edu-
cation level

Enterprise brand competitive
opportunity (O)

Brand market capability Market share

Market coverage

Brand sustainable develop-
ment potential

Brand awareness

Brand reputation

Brand loyalty

Brand relationship ability Customer relationship

Relationship between brand
and supplier

Relationship between brands
and related parties

(continued)
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Due to the enterprise brand competitive advantage and opportunity has positive
effect to the brand competitiveness, but brand competitive disadvantage and threat
has negative impact on brand competitiveness, this paper will divide the enterprise
brand competitiveness evaluation index system into positive enterprise brand com-
petitiveness index table (As shown in Table 6.2) and negative enterprise brand
competitiveness index table (As shown in Table 6.3).

6.4 Evaluation of Enterprise Brand Competitiveness

When calculating the score of positive indexes and negative indexes, the influence of
each segmentation index on brand competitiveness is different. So, it is necessary to
make use of a certain mathematical method to weight its segmentation indicators. In
this paper, the analytic hierarchy process (AHP method) is adopted to determine the
weight of each index.

6.4.1 Determine Indexes’ Weight by AHP

AHP is a good mathematical method to determine weight, its main steps are:

1. Marking the importance of indicators and the construction of judgment matrix

Table 6.1 (continued)

Dimension First grade index Second grade index

Enterprise brand competitive
threat (T)

Status of negative news Amount of corporate negative
news

Enterprise negative news
propagation path

The spread speed of negative
news

Competitive power of existing
competitors

Competitor capital scale

Market coincidence degree

Competitor brand reputation

Competitor ‘s technological
innovation ability

Competitor’s leadership

Brand competence of new
entrant

Market barrier

New entrant’s capital scale

New entrant’s brand image

New entrant’s leadership

New entrant’s technological
innovation ability
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Combining with the characteristics of product and industry to choose the method
like expert marking method, questionnaire survey method, interview method to
compare the importance of indicators. Then, constructing judgment matrix Uij
with scoring results according to Satie 1–9 scaling table.

Uij ¼

u11 u12 u13 u14 . . .
u21 u22 u23 u24 . . .
u31 u32 u33 u34 . . .
u41 u42 u43 u44 . . .
. . . . . . . . . . . . . . .

2
66664

3
77775

ð6:1Þ

According to the judgment matrix, calculate the eigenvectorW corresponding to
the maximum characteristic root λmax based on the weighted mean method of the
matrix, which is the corresponding weight of each comparison factor.

2. Consistency test

First, Multiply and add each column in the judgment matrix with the
corresponding weight matrix W which calculated in the first step;

Then, Divide the sum by the corresponding weight coefficient, and calculate the
average numerical value A;

Finally, Consistency index: CI ¼ A/N � 1 (N represents the number of compar-
ison items). Carry on the consistency check for the weight distribution’s rationality
by the formula CR¼ CI/RI (the numerical value of RI as shown in Table 6.4). When

Table 6.2 Positive enterprise brand competitiveness index table

Dimension Index Dimension Index

Brand basic
capability (U1)

Brand strategy (U11) Brand profitability
(U3)

Sales (operating) profit
(U31)

Technological inno-
vation capability
(U12)

Profit margin (U32)

Leadership (U13) Brand market capabil-
ity (U4)

Market share (U41)

Human capital (U14) Market coverage (U42)

R & D investment
(U15)

Brand sustainable
development potential
(U5)

Brand awareness (U51)

Brand manage-
ment capability
(U2)

Market segmentation
(U21)

Brand reputation (U52)

Brand personality
(U22)

Brand loyalty (U53)

Advertisement
investment (U23)

Brand relationship
ability (U6)

Customer relationship
(U61)

Brand image design
(U24)

Relationship between
brand and supplier (U62)

Brand extension
capability (U25)

Relationship between
brands and related parties
(U63)
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CR < 0.1, it can be considered that the judgment matrix and the weight distribution
are reasonable. If there is inconsistency situation happens, return to the first step to
re-start to compare the importance of each two indexes in the matrix design cycle.

6.4.2 The Index Weight of the Enterprise Brand
Competitiveness Evaluation System

In this paper, we obtain the importance judgment matrix as the source of weight
calculation by expert marking. The expert marking carried on three rounds, which
lasted 3 weeks, and through the expert group using “1–9 scale method” to mark by

Table 6.3 Negative enterprise brand competitiveness index table

Dimension Index Dimension Index

Brand products (ser-
vices) quality disad-
vantages (u1)

Unqualified rate of
enterprise product
(u11)

Competitive power
of existing competi-
tors (u5)

Competitor capital
scale (u51)

Complaints rate of
enterprise products
(services) (u12)

Market coincidence
degree (u52)

Brand asset inferiority
(u2)

Enterprise asset scale
(u21)

Competitor brand
reputation (u53)

Current asset ratio
(u22)

Competitor’s techno-
logical innovation
ability (u54)

Asset liability ratio
(u23)

Competitor’s leader-
ship (u55)

Brand talent inferior-
ity (u3)

Number of brand man-
agement staff (u31)

Brand competence
of new entrant (u6)

Market barrier (u61)

Brand management
staff education level
(u32)

New entrant’s capital
scale (u62)

Status of negative
news (u4)

Amount of corporate
negative news (u41)

New entrant’s brand
image (u63)

Enterprise negative
news propagation path
(u42)

New entrant’s leader-
ship (u64)

The spread speed of
negative news (u43)

New entrant’s tech-
nological innovation
ability (u65)

Table 6.4 Matrix order n and its corresponding average random consistency index RI

n 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
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comparing the importance of each two indexes. We get the following judgment
matrix (take brand basic capacity as an example):

U1 ¼

1 3 4 5 3
1=3 1 3 4 2
1=4 1=3 1 2 1=2
1=5 1=4 1=2 1 1=5
1=3 1=2 2 5 1

2
66664

3
77775

ð6:2Þ

By the sum calculate method, we get the corresponding weight results as follow:
W1 ¼ 0:4452; 0:2357; 0:0920; 0:0545; 0:1725f g, λmax ¼ 5.1893, consistency

check result: CI¼ 0.0423. As we know, when n¼ 5, RI¼ 1.12, therefore, CR¼ CI/
RI ¼ 0.03776 < 0.1, indicates that the judgment matrix’s consistency is acceptable.
In the same way, we can get the positive and negative indexes’ weight of enterprise
brand competitiveness evaluation system, as shown in Tables 6.5 and 6.6.

Table 6.5 The positive index weight table

Dimension
Dimension
weight Index

Index
weight Dimension

Dimension
weight Index

Index
weight

Brand basic
capability
(U1)

0.0523 U11 0.4452 Brand profit-
ability (U3)

0.1744 U31 0.3333

U12 0.2357 U32 0.6667

U13 0.0920 Brand market
capability (U4)

0.3926 U41 0.6667

U14 0.0545 U42 0.3333

U15 0.1725 Brand sustain-
able develop-
ment potential
(U5)

0.2238 U51 0.1047

Brand man-
agement
capability
(U2)

0.0702 U21 0.0641 U52 0.2583

U22 0.2731 U53 0.6370

U23 0.0797 Brand relation-
ship ability
(U6)

0.0867 U61 0.6483

U24 0.1711 U62 0.2297

U25 0.4120 U63 0.1220

Table 6.6 The negative index weight table

Dimension
Dimension
weight Index

Index
weight Dimension

Dimension
weight Index

Index
weight

Brand products
(services)
quality disad-
vantages (u1)

0.1911 u11 0.5000 Competitive
power of
existing com-
petitors (u5)

0.1210 u51 0.0554

u12 0.5000 u52 0.0673

Brand asset
inferiority (u2)

0.0781 u21 0.5499 u53 0.5026

u22 0.2402 u54 0.2572

u23 0.2098 u55 0.1175

Brand talent
inferiority (u3)

0.0488 u31 0.2500 Brand com-
petence of
new entrant
(u6)

0.0825 u61 0.0774

u32 0.7500 u62 0.0822

Status of nega-
tive news (u4)

0.4785 u41 0.3332 u63 0.3832

u42 0.0751 u64 0.1264

u43 0.5917 u65 0.3309
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6.5 Conclusion and Discussion

In this paper, we constructed an enterprise brand competitiveness evaluation system
which is consist of 12 first grade indexes and 40 second grade indexes from the
aspect of enterprise brand competitive advantage dimension, disadvantage dimen-
sion, opportunity dimension and threat dimension four dimension based on the
SWOT model, and then divided it into positive index system and negative index
system two sub-index system. When calculating enterprise brand competitiveness,
we calculate the second grade index by expert marking first, and then deduce the first
grade index by the weight relation, and calculate the positive index score and
negative index score. Finally, the balance of the positive index score and the
negative index score is the score of the enterprise brand competitiveness. This
enterprise brand competitiveness system and its calculation method not only pro-
vided the basis for the evaluation of enterprise brand competitiveness, but also
quantitatively calculated the competitive advantage, competitive disadvantage, com-
petitive opportunity and competitive threat of the enterprise brand, moreover, it
provided a method for enterprise to make the brand strategy and analysis the effect of
the brand strategy, too.
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Chapter 7
Reflections on the Training Mode
of E-Commerce Professionals
with Improved Practical Exercises
and Innovative Ability

Shunmin Wang

Abstract Practical teaching is a basic requirement for the cultivation of students’
practice and innovation ability. At present, there are some shortcomings in the
practice teaching of e-commerce in undergraduate colleges, and it is necessary to
cultivate the educational idea of students’ autonomous ability in the course of
teaching practice. Teaching process should focus on the combination of basic theory
and practice teaching, and teaching practice should focus on school-enterprise
cooperation and joint training model. Practical teaching should focus on the devel-
opment of e-commerce professional ability.

Keywords E-commerce · School-enterprise cooperation · Talent cultivation · The
talented personnel of e-commerce

7.1 Introduction

In recent years, the e-commerce of our country has the developed rapidly, and
e-commerce transaction volume has increased by 10 times in 10 years. At the
mean-time, “Internet plus” has become the fastest developing areas, and has affected
all areas of the industry, such as retail network, cross-border e-commerce, online
services and Internet banking. Such industries have become new bright spot and the
new engine of economic upgrade. Among them, the network retail sales increased by
145 times, which surpassed United States from 2013 and become the number one in
the world.
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7.1.1 The Need for Professional Training Practice Patterns
of E-Commerce

Based on the rapid development of e-commerce, the teaching model of undergrad-
uate colleges in the “plan 2011” emphasizes a new collaborative model with four
type of cooperation, such as: schools cooperated with schools, schools cooperated
with institution, schools cooperated with enterprises, and schools integrated in local
place. Such new model would contribute to meet the demands of the industry, the
regional development and the cultural innovation. Moreover, the education working
conference in 2014 further discussed how to push forward vocational education
innovation, promote schools and enterprises’ combination, enrich the pattern of
industry enterprises to participate in the vocational education, and encourage enter-
prises to participate in the vocational education thoroughly. The e-commerce major
itself has the characteristics of strong practicality, and the application type under-
graduate graduates mostly work in skillful and operational job. The feature of
electronic commerce is that the electronic is the tool while the commerce is the
essence. And the electronic commerce is characterized by fast, convenient, and open.
Such feature is beneficial to create a favorable environment for e-commerce person-
nel training. The undergraduate colleges give full play to the function of education
service industry. And e-commerce major operation modes also contribute to the
economic development and transformation of economic growth mode.

7.1.2 The Status Quo of E-Commerce Talents

According to the “2016 annual Chinese e-commerce talent survey report”, released
by China Electronic Commerce Research Center (100EC.CN) and domestic profes-
sional talents service providers, which is regarded as industrial Internet think-tank, it
shows that the proportion of enterprises with stable or large-scale recruitment needs
have reached 85%. At the same time, the talents of business enterprise flow fre-
quently, which leads to the growing rate of the loss of talent in the industry.

Further, the report shows that the surveyed enterprises in need of large-scale
re-cruitment program account for 45% in year to come, small-scale recruitment
program account for 40%, according to the actual development of the enterprise
recruitment account for 12%, for the business restructuring, reducing staff size
enterprises account for 3%.

Also, the report shows that the electricity supplier industry is a relatively strong
field of practical requirements. What values most is the staff’s learning ability, sense
of responsibility, and executive ability. Data shows that enterprises staff’s quality of
learning ability account for 48%; responsibility and dedication account for 46%;
pro-fessional knowledge and skills account for 38%; work execution capacity
account for 38%. The learning speed is greater than the rate of market change, and
it is the key to maintain competitiveness. Responsibility is the basic premise of
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occupation. Professional knowledge and skills are the occupation permission while
execution is the biggest security of job performance.

In order to solve the problem of talent, on the one hand, it needs to strengthen the
cooperation between schools and enterprises, and build a practical e-commerce
training system. On the other hand, it needs for training of middle-level management
personnel, so as to enhance the efficiency of enterprises and business performance.

7.2 The Reasons for the Change of Teaching Mode
of Existing Talents Training in E-Commerce Major

The teaching of e-commerce major in application-oriented universities is bound to
face new opportunities for change. In the past, the courses of e-commerce related
courses in each undergraduate college were similar, and the teaching content was
relatively backward. At the same time, the teaching technology was relatively
backward, and the teaching methods were relatively old. Also, there was a lack of
auxiliary materials for teaching materials which kept pace with the times. In terms of
employment, many e-commerce enterprises are often reluctant to recruit graduate
students, but more willing to recruit experienced talents. The reason is that
e-commerce major practical ability is far lower than the requirements of enterprises.
The problems existing in practice teaching limit the better and faster development of
e-commerce.

7.2.1 Practice Teaching Is Not Enough

First of all, training courses cannot open. College still stay at the primary stage that
students only understand the basic operation process of the e-commerce level.
Students might read hastily and without thinking. In that way, they have to take a
lot of time and effort on learning after the actual work. However, some of them still
have a smattering of knowledge. Secondly, those existed training courses could not
reach the goal of teaching outline. Because it is hard to find the better teaching
methods, those students learning from the training of skills are also less effective.
Though the related professional teachers’ teaching level is high, yet they are lack of
e-commerce experience. They can hardly fully mobilize the interest of students by
only teaching knowledge on textbook. Also they can hardly effectively guide the
students majoring in electronic commerce on practical activities. Focus on points of
textbook while ignoring students’ learning curriculum training, then the practice of
electronic commerce course will not meet the conditions. Therefore, it is imperative
to study the practice teaching model of e-commerce.
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7.2.2 Lack of Systematicness and Pertinence in Curriculum
Setting

Electronic commerce is a new discipline. Undergraduate colleges often simply add
the information technology with commerce to build in e-commerce major courses.
There have been open too many courses and students have to learn so much that a few
years later they still don’t know what they are be able to do. In the past 2 years, with
the maturity of the e-commerce industry, the demand for talents has becomemore and
more clear. Schools should conform to the current situation and study the demand for
talents of various positions in e-commerce enterprises. In view of the characteristics
of application-oriented undergraduate students, we should gradually dilute the tech-
nical color, and focus on the skills required for “website operation”, “online shop
operation”, and strengthen the cultivation of professionalism and proficiency.

7.2.3 The Learning Process of Students “Lack of Initiative
and Creativity”

At present, the theory and method of teaching practice in Institutions of higher
learning are still in the stage of continuous improvement. The teaching model has not
been completely changed from teacher-centered way, and students are dependent on
the learning process. As a matter of fact, e-commerce is a highly practical subject,
which requires a high level of students’ ability. Once been employed, those students
would be asked to be qualified with innovative Internet thinking. So during the
teaching process, teachers should cultivate students’ thinking model. And students
should learn to think. Also they should be aware of that business model under the
network environment keep changing, and it’s useful to grasp the rules and methods
of operation of electronic commerce. It’s important to train students’ initiative, tap
and stimulate students’ creativity. To do this, teachers have to overcome their inertia
of the traditional teaching mode, and actively explore the practice of the new
teaching method, undertake the task of leading and motivating the initiative and
creativity of students, and excavate the students’ potential.

7.3 Reflections on the Teaching Model of Practical Talents
Training for E-Commerce Majors in Application-
Oriented Universities

7.3.1 Determination of Practical Teaching Objective
of E-Commerce Specialty

According to the standard and teaching status of e-commerce talents, we should
begin with the goal of teaching e-commerce, and cultivate application-oriented
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talents. First of all, in the business skills aspect, train the students of computer
information processing and writing ability, and make the students have the ability
to skillfully use the computer information processing business, also be able to do
online business communication, which can describe the business platform products
etc.. Secondly, in the e-commerce platform, make students understand the network
platform operating rules. Also teach them to be familiar with the operation of the
platform and related laws and regulations, familiar with warehousing management,
SKU and product mix knowledge. Finally, those students need to have good
communication skills, negotiation ability, service consciousness, emergency
response ability, honest and trustworthy, strong learning ability, sense of
responsibility.

7.3.2 Innovation of Practical Teaching in E-Commerce

7.3.2.1 Innovation in School and Enterprise Cooperation, Joint
Training Practice

The teaching reform of electronic commerce majors to serve local economic devel-
opment as the goal, with skill training as the key point, and take the initiative to
introduce the e-commerce industry to create a school for students to carry out
training, practicing, combat, school productive training base. Set up the idea of
“education serves the enterprise”. Reform the existing teaching mode, arrange the
teaching content according to the actual combat items of the enterprise, train the
students’ professional ability and job adaptability, and meet the needs of the
enterprise. Set up a training base with enterprise culture atmosphere to improve
students’ professional accomplishment. Combining production with teaching is an
important way of innovative vocational education. Promote students to obtain the
actual business ability of e-commerce enterprises, both skilled in application and be
able to operate practical platform for business activities. You can use the existing
Amazon platform and other websites to train students’ operating skills. Enterprises
are willing to provide students with the company’s products and network platform,
willing to cooperate with the school to provide its business and related financial
handling. Carry out research and establish an integrated model of education, learning
and practice. Open the school enterprise cooperation and unite the practice teaching
mode. In the enterprise actual position, those experienced ones should guide those
green hands. With practical operation, experience comprehensive and true
e-commerce platform trade, and grasp the whole process as soon as possible. In
the meantime, the student makes full use of the Internet technology and business
network platform, also saves the enterprise manpower. The enterprises can reduce
the operation cost, trade cost and customer cost management. At the same time, build
up efficient, interactive, technical, economic entrepreneurship practical teaching
methods to help students realize zero distance employment.
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7.3.2.2 The Innovation of Teaching Process Emphasizes
the Combination of Basic Theory and Practice Teaching

The construction of e-commerce practice teaching system is reasonable and
effective. It is essential to integrate the theory of e-commerce professional teaching
content. In the electronic commerce theory and operation method, train the students
to solve business problems in the way of thinking and ability. Set up e-commerce
experimental training platform. Firstly, integrate all kinds of existing resources, and
build a practical teaching platform covering all aspects of e-commerce business
curriculum knowledge and skills training. The specific approach is to develop
network quality courses, purchase e-commerce laboratory software, build electricity
providers entrepreneurship training room, improve e-commerce case teaching
resource library. Secondly, education should be oriented in quality, and innovate
practice teaching methods. Most of the existing teachers have specialized theoretical
teaching, and few of them are engaged in the practice of the enterprise, which lead to
lack the actual work experience of e-commerce. The construction of teaching staff
should actively consider the selection of “double teacher” and work with the
enterprise elite to train students’ skills and improve their practical ability. Provide
the best choice for enterprise recruitment talents.

7.3.2.3 Training to Pay Attention to the Practical Ability
of E-Commerce Major

Because schools often lack the actual environment of e-commerce enterprises, and
schools to this part of the training course content development is often due to limited
power, the electronic commerce specialized practice teaching course can only stay in
the scattered skill points, and it is difficult to form a system. Therefore, the cognition
practice, the school curriculum practice, the post-practice, the graduation practice
should run through the entire process of education and teaching, and form the
practical teaching ability training together. Both internship and graduation practice
require students to go deeper into the enterprise. After the ideological and moral
education for students, professional knowledge and job skills training and assess-
ment, students should practice in the enterprise through collective or decentralized
mode. And also take part in e-commerce activities, learn to accept the real test, so
that to lay the foundation for the accumulation of experience. The graduation
internship report is based on theoretical study and practical teaching. The report
might state students’ practice and experience specific problems encountered in the
process of elaboration. Students should be under the guidance of teachers in some
specific problems and describe their own point of view, select the practical value
perspective, try to make full use of professional theory to solve practical problems.
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7.4 Summary

In summary, to improve the basic undergraduate colleges and universities autonomy,
flexibility and sensitivity of the employment market, it need government guidance,
social support, school work. And as in the past, paying attention to the cultivation of
e-commerce courses practical teaching, establishing employment oriented training
mode and cultivating position real operation ability, are beneficial to the cultivation
and development of e-commerce professionals.
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Chapter 8
Research on Evaluating Marketing Ability
of Traditional Chinese Medicine
Enterprises in Gansu Province

Lixin Yun, Zhonghua Luo, and Mingwei Wu

Abstract Marketing ability is the bottleneck of the development of Chinese
medicine enterprises in Gansu province. Based on the method of improved gray
correlation, with construction of the evaluation index system of marketing ability of
Chinese medicine enterprises, this paper analyzes the marketing ability of Chinese
medicine enterprises in Gansu province and shows the evaluation process of
marketing ability. And then some countermeasures and suggestions are proposed,
which can provide reference and guidance in order to promote the marketing
ability of Chinese medicine enterprises in Gansu province and promote the rapid
development of Gansu traditional Chinese medicine industry.

Keywords Chinese medicine enterprises · Evaluating marketing ability · Gray
correlation analysis · Empirical research

8.1 Introduction

Marketing refers to the process of business activities and sales activities for the
market [1]. It can bring economic value for customers, partners and society in the
process of creating, communicating, disseminating and exchanging products. Not
only can marketing drag customers back to the enterprises and open up the market,
but also it is the primary way to obtain funds and profits. So marketing is necessary
for any enterprise. And enterprise competitiveness is generally determined by
marketing ability, as well as the profitability and the pace of development. Since
Gansu province is a large one in the field of Chinese medicine, there are more than
3000 different Chinese medicine enterprises at all levels. As a pillar industry in
Gansu province, marketing ability of Chinese medicine enterprise not only
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determines their own development, but also affects the economic and social
development of the whole province. However, marketing ability as a whole is still
at a low level due to the degree of development of Chinese medicine industry,
economic and social environment and the level of management. Products sold
mainly in the local market, market development slow, the market size small, the
development of traditional Chinese medicine industry is seriously affected and
restricted. Therefore, it is very important to guide the management of Chinese
medicine enterprises in Gansu province by selecting an appropriate method to
evaluate their marketing ability, which help to analyze the marketing ability and
also help to find out their problems in marketing activities.

8.2 Methods of Gray Correlation to Evaluate Marketing
Ability

The method of gray correlation is a systematic analysis one, which can find the
relevance between the sequence of the characteristic data reflecting the behavior of
the system and the data sequence of the effective factor affecting the system
behavior. With the existing information, the correlation is calculated by a certain
amount of data processing to determine the main factors that affect the behavior of
the system, and to find out the differences among these factors. All about the factors
are quantitatively described, to obtain an evaluation method [2–4]. In the process of
evaluating marketing ability of Chinese medicine enterprises, the status and level of
marketing ability are analyzed by describing the similarity between marketing ability
of each enterprise and the ideal scheme. The formula to calculate the gray correlation
is [5, 6]:

r XjX0
� � ¼ 1

n

Xn
k¼1

ξi kð Þ ð8:1Þ

where

ξi kð Þ ¼
min
j

min
k

x0 kð Þ � xj kð Þ�� ��þ ρmax
j

max
k

x0 kð Þ � xj kð Þ�� ��
x0 kð Þ � xi kð Þj j þ ρmax

j
max
k

x0 kð Þ � xj kð Þ�� �� ð8:2Þ

ρ 2 (0, 1) is resolution coefficient, and X0 ¼ {x0(1), x0(2), � � �, x0(n)} is reference
series, Xj ¼ {xj(1), xj(2), � � �, xj(n)} is the j-th comparison sequence.
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8.3 Constructing the Evaluation Index System
of Marketing Ability of Chinese Medicine Enterprises

It is very important to use the method of gray correlation to evaluate the marketing
ability of Chinese medicine enterprises and to design a comprehensive evaluation
index system. According to the research and summary of different scholars’ evalu-
ation system about marketing ability, this study considers that the evaluation of
marketing ability of Chinese medicine enterprises should include the following
contents.

8.3.1 Marketing Concept

The marketing concept of Chinese medicine enterprises plays a guiding and domi-
nating role in the marketing. The marketing ability is obviously influenced by the
features of times and advanced from the marketing concept. With the information era
coming, the market is changing rapidly, the demand for Chinese medicine products
is also rapidly changing, which forces the enterprises to improve their marketing
concepts timely, and to keep up with the pace of the times, therefore advanced
marketing concept is always used to guide the specific practice of Chinese medicine
marketing [7, 8].

8.3.2 Effective Utilization of Marketing Information

Since effective marketing must be based on comprehensive and correct marketing
information, in the marketing activities of Chinese medicine enterprises, only when
the correct information become the guide to find out timely the needs of customers
and the changes from market, can the scientific marketing strategies be made. And
only marketing activities meet the needs of the market development, can product
sales be improved and can competitive advantage be obtained. In today’s informa-
tion explosion era, it is the key for Chinese medicine enterprises to timely reorganize
and summarize the relevant from the massive information to find out the key
information to grasp the needs of customers and the changes from markets, and
then to find their opportunities. Therefore, the effective utilization of marketing
information becomes important in evaluating the marketing ability of Chinese
medicine enterprises.
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8.3.3 Marketing Strategy

Marketing strategy means that the Chinese medicine enterprises make their market-
ing plan, according to the characteristics of their own products, the share in markets
and the position in the entire industrial structure. Scientific marketing strategy should
make the advantages and competitiveness clear, and highlight the key tasks in
marketing activities. Marketing strategy plays a directional role in the marketing
of Chinese medicine enterprises, and the irrational marketing strategy will inevitably
bring low level of marketing ability, so the quality of marketing strategy is very
essential and important in evaluating marketing ability.

8.3.4 Marketing Implementation

In order to achieve marketing goals, marketing strategy and marketing plan must be
effectively implemented. In the marketing activities, only when all about marketing
programs are implemented, can the definite effect be gotten. The level of marketing
execution ability, determining the degree of realization of marketing goals, and also
determining the marketing benefit, becomes a key indicator in evaluating marketing
ability of traditional Chinese medicine.

8.3.5 Marketing Benefit

Marketing benefit refers to the ratio of profits from markets and marketing costs. The
main purpose of marketing is to sell more products, maximize products to market,
expand market shares and get the profits. Since marketing needs costs, only when the
profits are bigger than the costs, are the marketing activities effective. The better the
marketing benefit, the more powerful the marketing ability of Chinese medicine
enterprises. Marketing benefit is the core indicator to evaluate the marketing ability
of Chinese medicine enterprises.

As the above analysis, evaluating marketing ability of Chinese medicine enter-
prises mainly involves five aspects: marketing concept (M1), utilization of market-
ing information (M2), marketing strategy (M3), marketing implementation (M4),
and marketing benefit (M5). The index system of marketing evaluation of Chinese
medicine enterprise is made of these five factors, which is shown as Fig. 8.1, and
EISOMC is the abbreviation of Evaluation Index System of Marketing ability.
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8.4 An Empirical Study on Marketing Ability of Chinese
Medicine Enterprises in Gansu Province

8.4.1 Data Sources

In this study, ten Chinese medicine brand enterprises in Gansu province are selected
as the research objects, and the marketing ability of ten enterprises is evaluated by
hiring the marketing experts, and then the improved gray relational model is used to
carry out their marketing ability evaluation. The experts give their scores based on
the centesimal system, with the evaluation system of Chinese medicine enterprise. In
order to ensure the fair and objective, anonymous evaluation is adopted and the
average from group experts becomes the final score. By statistics and calculating the
scores from the experts, and ultimately the evaluation information about marketing
indicators of the ten Chinese medicine enterprise is as follows:

X ¼

19:3332 49:6562 72:7109 13:6520 79:4819

68:2199 90:0011 30:9289 21:1760 95:6842

30:2764 82:1629 83:8496 89:3898 52:2590

54:1674 64:4910 56:8072 19:9136 88:0142

15:0874 81:7973 37:0415 29:8723 17:2956

69:7898 66:0228 70:2740 66:1443 97:9747

37:8371 34:1970 54:6569 28:4409 27:1447

86:0013 28:9698 44:4878 46:9224 25:2328

85:3654 34:1194 69:4563 726:478 87:5742

59:3559 53:4080 62:1308 98:8336 73:7311

2
666666666666666666664
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Marketing Concept (M1)

Marketing benefit (M5)

Marketing Implemetationtion (M4)

Marketing Strategy (M3)

utilization Marketing Information (M2)

Fig. 8.1 Evaluation system of marketing ability of Chinese medicine enterprises
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8.4.2 Evaluation of Marketing Ability of Chinese Medicine
Enterprises in Gansu Based on Improved Gray
Relational Degree

It can be seen from the formula of grey correlation that although the grey correlation
can describe marketing ability of each enterprise and the evaluation value is also
similar to the ideal scheme, the different resolution parameter ρ 2 (0, 1) will get
different gray correlation. It may appear different ρ, grey correlation degree appears
reverse to disturb the evaluation results. And meanwhile, since the gray correlation
does not satisfy the symmetry, discrepancy appears that the sequence of number
should satisfy the characteristic of the symmetry. In order to avoid such defects, the
improved method to calculate the grey correlation is proposed.

Firstly, the evaluation values are calculated about ideal schema of enterprise
marketing ability. The general ideal schema should be the optimal of each evaluation
index, and the five evaluation indicators are effective indicators, should be the bigger
the better, therefore, when the improved evaluation method is used, the maximum
value of each evaluation index is selected to form a reference sequence:

X0 ¼ 86:0019 89:9764 83:8498 97:9758 98:8316f g
Gray correlation degree is used to describe the similarity of marketing ability of

traditional Chinese medicine enterprises and the ideal schema, which means that the
geometric characteristic must be similar. And then it is to require that the slope be as
similar as possible. For discrete data, the difference can be seen as the slope of
discrete data, therefore, when calculating the gray correlation, the difference of the
ideal will be firstly calculated, and the difference is:

y0 1ð Þ ¼ 0, y0 ið Þ ¼ x0 i� 1ð Þ i ¼ 2; 3; � � �; nð Þ ð8:3Þ
So the difference is:

Y0 ¼ 03:8986 �6:0976 14:1248 0:8565f g
With the same principle, each evaluation vector is differentiated for marketing

ability of each Chinese medicine enterprise, for the ith enterprise, the difference
formula is:

yi 1ð Þ ¼ 0, yi jð Þ ¼ xi j� 1ð Þ � xi j� 1ð Þ ð8:4Þ
Finally, the matrix is gotten as follows by differentiating the evaluation value of

all the enterprise:
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Y ¼

0 �35:979 �17:2654 �84:3931 �4:3775

0 3:9849 �58:9882 �76:7992 11:7952

0 �3:8581 �6:0976 �8:6017 �31:6011

0 �21:5219 �33:1595 �77:9865 4:1492

0 �4:1929 �52:9292 �68:0926 �66:5537

0 �20:0126 �19:6981 �31:8410 14:1245

0 �51:7951 �35:3209 �69:5324 �56:7054

0 �57:0305 �45:4906 �50:9819 �58:5993

0 �51:8818 �20:5201 �71:7959 3:7274

0 �33:0247 �28:1688 0:9562 �10:1206

2
666666666666666664

3
777777777777777775

In order to overcome the shortcomings of calculating the original gray correlation
degree, with the statistical knowledge, the mean variance is introduced, so it is
necessary to calculate the mean value and mean variance. The mean of the ideal
scheme is:

�X0 ¼ 1
5

X5
i¼1

x0 jð Þ ¼ 90:9854 ð8:5Þ

σx0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
4

X5
j¼1

x0 jð Þ � �X0ð Þ2 ¼ 6:7905

vuut ð8:6Þ

Similarly, the mean and mean variance of evaluation vector of marketing capacity
for each enterprise is as follows respectively:

�X¼ 46:9786 61:2174 67:6076 56:6785 36:4201 73:9889 36:4652
46:3834 60:6286 69:5012

� �

σX ¼ 30:00082 33:8565 25:3927 24:4994 27:0324 13:5249 11:0595
24:1038 28:6572 18:0125

� �

After the mean and mean variances of the evaluation vector are determined, the
correlation coefficient of evaluation vector between the ith enterprise xi and the ideal
x0 is,

ξ x0 jð Þ; xj jð Þ
� � ¼ sign y0 jð Þ � yi jð Þð Þ 1

1þ y0 jð Þ
σx0

��� ���� yi jð Þ
σxi

��� ������ ��� ð8:7Þ

Where xi ¼ {xi(1), xi(2), � � �, xi(5)}, x0 ¼ {x0(1), x0(2), � � �, x0(5)}, j ¼ 2, 3,. . ., n, and
sign (x) is the sign function
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sign xð Þ ¼
1 x > 0ð Þ
0 x ¼ 0ð Þ
�1 x < 0ð Þ

8<
:

9=
; ð8:8Þ

With the sample data, the correlation coefficient is:

ξ ¼

0 �0:4802 0:7122 �0:2734 �0:8631
0 1:0083 0:4126 �0:2985 0:9655
0 �0:9425 0:9308 �0:7602 �0:6162
0 �0:5610 0:4507 �0:2413 0:8795
0 �0:9349 0:3735 �0:2914 �0:3214
0 �0:4225 0:4276 �0:3125 0:5841
0 �0:1835 0:2476 �0:1414 �0:1810
0 �0:3071 0:3729 �0:3222 �0:3212
0 �0:3681 0:6295 �0:2884 0:5229
0 �0:3672 0:4142 0:9724 �0:8021

2
666666666666664

3
777777777777775

Finally, calculating the average of the correlation coefficient of each TCM
enterprise, the gray correlation is acquired. And the gray correlation between the
ith enterprise and the ideal schema is:

ηi ¼
1
4

X5
j¼2

ξ x0 jð Þ; xj jð Þ
� � ð8:9Þ

With the sample data, the gray correlation of ten enterprises is as shown in
Table 8.1.

The average of gray correlation of each indicator for ten enterprises is as shown in
Table 8.2.

Generally, the greater the gray correlation is, the stronger the marketing ability of
the enterprises is. With the comparison of the results listed in Table 8.1, the
marketing ability of ten companies is sorted as:

C2 > C9 > C4 > C6 > C10 > C7 > C8 > C1 > C5 > C3

Table 8.1 Improved gray
correlation between ten
enterprises and the ideal

Enterprise C1 C2 C3 C4 C5

Correlation �0.905 1.793 �1.299 0.541 �1.173

Enterprise C6 C7 C8 C9 C10

Correlation 0.284 �0.240 �0.583 0.829 0.226

Table 8.2 Average of gray correlation of each indicator

Index M1 M2 M3 M4 M5

Average of correlation 0 �0.35599 0.49725 �0.23589 �0.01542
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Shown as the sort sequence, the final evaluation of the marketing ability of ten
enterprises is that the enterprise C2 is the best and C3 is the worst.

As can be seen from Table 8.2, the weakest three factors about the marketing
capacity in the ten enterprises are marketing executive ability, utilization efficiency
of the marketing information, marketing benefit.

8.5 Discussion and Suggestion

Marketing ability plays a very important role for maintaining and enhancing the
competitiveness of Chinese medicine enterprises. The expansion of the market and
many activities of marketing in Chinese medicine enterprises become very necessary
for the rapid development of Chinese medicine industry in Gansu province. There-
fore, both the government and Chinese medicine enterprises should strengthen the
marketing evaluation to increase constantly the marketing capacity of enterprises.
From this evaluation, the whole marketing ability of Chinese medicine enterprises in
Gansu province is still at a low level. There is a huge difference in marketing ability
between different enterprises. So it is necessary to support Chinese medicine enter-
prise with the policy, capital, technology, talent and other aspects to comprehen-
sively improve the marketing ability and marketing level. As the every evaluation
index is analyzed, the weakest aspects are the timeliness marketing information,
marketing implementation and marketing benefit. So acquiring the information,
implementation of marketing schemes, controlling on the management and the
cost should be focused to improve the marketing effectiveness of Chinese medicine
enterprises and to promote of marketing capacity.

Since evaluation of Chinese medicine marketing ability is a long-term process of
sustained activity, the government should evaluate the whole marketing ability
regularly of Chinese medicine enterprises in Gansu province and provide some
necessary guidance and help based on the evaluation results to promote their
development. In order to improve their marketing ability and level so as to improve
their competitive advantages, enterprises should regularly and irregularly evaluate
their marketing abilities to find out and correct the problems in the process of
marketing. The improved method of grey correlation evaluation proposed in this
research can effectively overcome the shortcomings of the traditional one. With its
simple calculation and easy operating, it provides a reliable method for evaluating
the marketing ability of Chinese medicine enterprises.

Acknowledgement This research was financially supported by the FDA of Gansu Province
(No. 2017GSFDA016) and also supported by the Health management of key disciplines in
Gansu University of Chinese Medicine.
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Chapter 9
The Impact of the Relationship Between
Operational Cost and Oil Prices
on Economic Assessment in Oil and Gas
Industry

Lihui Zhu, Dongkun Luo, Xiaoyu Wang, and Rui Guo

Abstract In the long-term, changes in oil prices will certainly have an impact on the
estimate of the project income, investment and costs, the variables are not mutually
independent, but there is a correlation. Traditional economic evaluation methods
tend to ignore the influence of parameter correlation, resulting in project evaluation
deviations. In this article, we assume that oil prices obey geometric Brownian
motion and mean-reverting stochastic process separately, taking into account the
correlation between oil prices and operational costs, using the Monte Carlo model to
simulate the project value and risk under different probability. The results show that
if the linkage mechanism of the oil prices and operational costs is not considered, it is
easy to overestimate the risk of the project, which leads to some feasible projects
excluded.

Keywords Oil price · Operating costs · Relevant · NPV · Monte Carlo simulation

9.1 Introduction

Traditional economic evaluation methods generally assumed parameters are inde-
pendent, but this assumption is not realistic. In recent years, with the rise in oil
prices, exploration and development capital investment and operational costs have
also increased. On the one hand due to the rising oil prices, industry expansion,
increased competition leads to increased investment in equipment and raw material
costs. On the other hand, with the exploration and development of the deep-water
and unconventional projects, the requirements of technology and environmental
protection are becoming higher and higher, and the investment and cost are also
increased accordingly. The relationship between oil price and other variables make

L. Zhu · D. Luo · X. Wang · R. Guo (*)
School of Business Administration, China University of Petroleum, Beijing, China
e-mail: gray000@163.com

© Springer International Publishing AG, part of Springer Nature 2018
M. Tavana, S. Patnaik (eds.), Recent Developments in Data Science and Business
Analytics, Springer Proceedings in Business and Economics,
https://doi.org/10.1007/978-3-319-72745-5_9

83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-72745-5_9&domain=pdf
mailto:gray000@163.com


the economic assessment more complex. The dependence between parameters has a
little impact on assessment at high oil prices, while the oil price fell down, the
relationship between them can make a big difference, even influence the decision-
making. With oil prices fell sharp since the second half of 2014, the profitability of
oil company decline, the work of economic assessment become more important.
Capital investment is mainly influenced by the company’s strategy and policy, which
is not sensitive to the change of oil prices. In this article, we focus on the relationship
between oil prices and operational costs and quantify their impact on the economic
assessment.

The remainder of this paper is organized as follows: Sect. 9.2 establishes a NPV
model that considered the correlation between oil prices and operational costs.
Thereafter, a simple example project is demonstrated to illustrate the effectiveness
and practicability of the method in Sect. 9.3. The last section is conclusions and
recommendations.

9.2 Methods

9.2.1 Modeling Oil Price

In this article, we consider the Geometric Brownian motion (GBM) and mean-
reverting stochastic process to describe the international crude oil prices.

Geometric Brownian motion [1–3] can express as follow:

dPOil ¼ uPPOildt þ σPPOildzP ð9:1Þ
Where POil is oil price in units of U.S. dollar/Barrel; dzp is the independent
increments of Wiener process dzp ¼ εP

ffiffiffiffi
dt

p
, where εP is a normally distributed

random variable with mean 0 and standard deviation 1; uP and σP represent the
drift and variance parameters of the oil price, respectively.

According to Ito’s Lemma:

d ln Poilð Þ ¼ up � 1
2
σ2P

� �
dt þ σPdzP ð9:2Þ

In the simulations, the discrete approximation to oil price process in risk-neutral
version is:

Poil tiþ1ð Þ ¼ Poil tið Þexp r � 1
2
σ2p

� �
� T � tð Þ þ σp

ffiffiffiffiffiffiffiffiffiffiffi
T � t

p
� εp

� �
ð9:3Þ

Where r is the risk-free rate.
In addition, we also use a mean reversion process to describe the uncertainty of oil

prices which are an alternative type of Markov process. In this article, we use the one
factor Ornstein-Uhlenbeck process, which has the form:
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dP ¼ ηðm� lnPÞdt þ σPdz

Where, m is the logarithmic mean of the long-term oil price, η is the magnitude of the
speed of adjustment which measures the degree of mean reversion to the long run
mean m.

Defining X¼ lnP and applying Ito’s Lemma, this implies that the log price can be
characterized by an Ornstein-Uhlenbeck stochastic process:

dX ¼ η∗ � m∗ � Xð Þdt þ σdz ð9:4Þ
Where η∗¼ η,m∗¼m� σ2/(2 � η). lnP obey normal distribution, dz is an increment
to a standard Brownian motion. The conditional distribution of X at time T is normal
with mean and variance:

E X Tð Þ½ � ¼ e�ηTX 0ð Þ þ 1� e�ηT
� �

m∗ ð9:5Þ
Var X Tð Þ½ � ¼ σ2

2η
1� e�2ηT
� � ð9:6Þ

According to B.J.A. Willigers [4], estimates of low-, base-, high-probability
uncertainties are often expressed as P90, P50, P10, respectively, which P means
the probability that an uncertain variable has a value less than the specified value. In
Swanson’s rule, probabilities of 30%, 40% and 30% have been assigned to P10, P50,
and P90, respectively [5].

9.2.2 The Relationship Between Oil Price
and Operational Cost

Previous research most assumes the relationship between oil prices and operational
costs is linear. But we all know that, with the rise of the price level and the difficulty
of exploration and development, the operating costs also have a ratchet effect. We set
up a linear model, exponential model and binomial model fitting oil price index and
operational costs index. The results show that, for CNPC companies, the effect of
exponential fitting is best, so we have reason to believe that oil price index and
operational costs index meet the exponential function. The relationship can express
as follows:

CNPC : C ¼ 0:637e0:387�p

where C is operational costs index and p is oil price index.
According to the nonlinear relationship between oil prices and operational costs,

we can adjust the operational costs under different oil price assumptions.
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9.3 A Case Study

9.3.1 Model Parameters

In case study, we select CNPC (China National Petroleum Corporation) in china as
the overseas investor as the case study for the NPV evaluation model discussed in
Sect. 9.3. The data related to project were adapted in order to maintain the confi-
dentiality of the information.

The field is expected to produce in 2018, and ends in 2037. The economic value
of an exploration target has been made and the basic assumptions of the asset are
shown in Table 9.1. We have invested 100 million dollars to explore, and calculated
according to 2014 oil price, the project NPV is positive. But as oil prices fell sharply,
the profitability of the project affected. The decision in 2017 is whether to drill
production wells and develop facilities. The biggest risk to the project from the
uncertainty of oil prices, if oil prices do not rebound in 2018, then we have to
re-evaluate the economic value of the project. In addition to the uncertainty of oil
price, we also analyze the impact of oil price-operational costs correlation and
different types of contracts on project evaluation. The relationship between oil
price and operational costs refer to the above 3.2, and contract type reference
above 3.3. The mining royalty are 10% and 40% respectively under resource royalty
systems and production sharing system, income tax is 30%. Depreciation period of
20 years, does not consider the residual value.

In this paper, the operational costs are fixed costs and variable costs, and fixed
costs are fixed in the whole production cycle, variable costs change with output. In
the short term, the impact of oil prices on the variable costs is large, fixed costs are

Table 9.1 Summary of oil production and expenditures

Year 2017 2018 2019 2020 2021 2022 2023

Production mbbl 1530 5980 8960 8023 6210 4960

Capital $MM 400a

Fix Opex $MM 3.6 12.3 17.8 14.6 11.5 10.2 7.1

Var.Opex oil $/Bbl 11 11 11 11 11 11 11

2024 2025 2026 2027 2028 2029 2030

Production mbbl 4010 3412 2350 1960 1390 1039 960

Capital $MM

Fix Opex $MM 5.6 4.1 3.2 2.4 1.8 1.2 0.9

Var.Opex oil $/Bbl 11 11 11 11 11 11 11

2031 2032 2033 2034 2035 2036 2037

Production mbbl 695 492 356 268 203 114

Capital $MM 150b

Fix Opex $MM 0.7 0.5 0.4 0.2 0.1 0

Var.Opex oil $/Bbl 11 11 11 11 11 11
aDevelopment drilling and infrastructure costs
bAbandonment costs
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not sensitive, so we just adjust variable costs. First, we adjust the operational cost
index based on the prediction of oil price index. According to the operational cost
index to adjust the variable costs, resulting in operational costs associated with the
oil price.

9.3.2 Results and Discussions

9.3.2.1 Production Sharing Contract

As we can see in Table 9.2, Under the assumption of Geometric Brown motion, the
value of the project is significantly greater than that of the mean reversion assump-
tion. When the oil price is assumed to obey the Geometric Brown motion, if the
correlation between the price of oil and operational cost is not considered, the
volatility of the project value is large, and the error of the expected net present
value of the project is 40%. Under the mean reversion hypothesis, the volatility of
the project value is small and the correlation between oil price and operation cost has
little effect, and the relative error is 9%. In addition, we also found that without
considering the correlation between oil prices and operational costs, the breakeven
point are basically the same under different oil price assumption. But once consid-
ered the relevance, the break-even point becomes lower, and the risk of the project is
reduced.

Table 9.2 Oil project values with resource PSC and resource royalty system

PSC Resource royalty system

Scenario

Consider
correlation Uncorrelated

Consider
correlation Uncorrelated

NPV in $MM NPV in $MM NPV in $MM NPV in $MM

GBM

P90 �155.82 �200.96 24.52 �91.79

P50 125.59 114.57 464.50 437.32

P10 541.16 822.44 908.44 1606.40

ENPV 165.84 232.27 465.69 629.31

Break-even point 69.10 73.92 38.55 50.00

P (NPV > 0) (%) 66.8 63.8 91.9 82.5

Mean reversion

P90 �25.68 �58.25 231.74 149.43

P50 102.44 87.29 428.51 390.84

P10 260.43 281.27 660.18 712.12

ENPV 111.40 101.82 438.98 414.80

Break-even point 69.10 73.89 38.55 49.94

P (NPV > 0) (%) 82.8 77.0 99.9 99.1
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9.3.2.2 Resource Royalty System

Under resource royalty system, cash flow calculation is relatively simple, and the
results are show in Table 9.2. When the oil price follows the Geometric Brown
motion, the fluctuation range of the project value is relatively large, when the oil
price is assumed to be a mean reversion process, the fluctuation of the value of the
project is small. Traditional evaluation methods (ignore the correlation between oil
price and operational costs) exist error, the relative error is 35% (GBM) and 6%.
(mean reversion). For the break-even point, the calculation results of the traditional
method are basically the same under different assumption of oil price. When
considering the correlation, the break-even point becomes lower.

9.4 Conclusions

In this paper, we research the impact of the relationship between oil prices and
operational costs on economic assessment in oil and gas Industry, the main conclu-
sions are as follows:

First, we study the relationship between oil prices and operational costs, and
found that the nonlinear exponential relationship can be better fitted to the oil prices
and operational costs. Second, the linkage mechanism between the oil prices and the
operational costs has an impact on the project evaluation. Whether in resource
royalty system or production sharing contract, the linkage mechanism reduced the
break-even point, and the risk of the project is relieved. Under different oil price
assumptions, the error caused by the correlation between the oil price and the
operational costs is also different. Under the assumption of GBM, the error of the
traditional evaluation method is relatively large, and the relative error is more than
10%, while under the mean reversion hypothesis, the relative error is less than 10%.
The results of two oil price assumptions indicate that ignore the linkage mechanism
between oil prices and operational costs will lead to inaccuracies evaluation.
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Chapter 10
The Construction of University Students’
Entrepreneurship Competency Model
in Application-Oriented Universities

Chunxiao Chen and Jinjian Wang

Abstract As a special entrepreneurial group, university student enterprises have
different psychological features, behavior characteristics and entrepreneurship envi-
ronment, so they have different entrepreneurship competency relative to others
groups. Based on competency model, by means of personnel assessment, the article
established an entrepreneurship competency hypothetical model for application-
oriented Universities’ students, and modified the model through statistical analysis
and test.

Keywords Entrepreneurship competency · Quotient · Factor

10.1 Introduction

At present, under the innovation driven development strategy, China’s economy kept
transformation and upgrading and entered a period of new normal. Innovation and
entrepreneurship have become the themes in the context of the present era, and elevate to
the position of national strategy. As the precious human resources and innovation
resources, university students are the vital new force and main force of popular
entrepreneurship and innovation [1]. In the process of cultivating creative talents and
promoting the construction of innovative society, colleges and universities face heavy
tasks and shoulder unshirkable responsibility. Entrepreneur is the main body of entre-
preneurship. Entrepreneurial success is a result of the effect of entrepreneur capability.
As a special entrepreneurial group, university student enterprises have different psycho-
logical features, behavior characteristics and entrepreneurship environment, so they
have different entrepreneurship competency relative to other groups [2]. Therefore, we
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should explore the diathesis characteristic of university students’ entrepreneurship
competency according to their conditions, environment and growth law, using scientific
methods.

10.2 Research Process

10.2.1 The Determination of University Students’
Entrepreneurial Competence

Literature search.The factors of undergraduates’ entrepreneurship competency.Lit-
erature search. According to searching journal articles and relative books, we acquire
some concepts of entrepreneurship competency, and arranged them from high
frequency to low frequency. We take the top 60 as the alternatives of the factors of
undergraduates’ entrepreneurship competency [3].

Behavioral event interview. Among the application-oriented universities, We
select nine entrepreneur teams with representative sample characteristics related to
finance, accounting, business management, logistics management, hotel manage-
ment, clothing design, food science and engineering, electronic commerce and
marketing. And we carry out deeply behavior event interviews with 25 undergradu-
ates which entrepreneur succeeded.

Base on collecting the entrepreneur behavior and results, we have screened and
modified the competency factors which involved in the interview process according
to the criterion of accuracy simplicity. Then, we ranked them according to frequency
and compared them to the top 60 factors in the above. Finally, we got the 38 com-
petency factors (Table 10.1).

10.2.2 Build the Hypothetical Model of the University
Students’ Entrepreneurship Competency

Entrepreneurship competency factors classification, hypothetical model construc-
tion. We selected 38 university students’ entrepreneurship competency factors
through behavioral event interview. We divided these factors into ten major catego-
ries, there are learning ability, decision making ability, theoretical knowledge and
skills, market ability, sense of social responsibility, interpersonal quotient, self-
management skills, innovation ability, anti-pressure ability and problem-solving
skill. The ten major categories can be classified into three concepts, Intelligence
quotient (IQ), Emotional quotient (EQ) and Adversity quotient (AQ). Based on the
above analysis, we constructed a hypothetical model university students’ entrepre-
neurship competency (Table 10.2).
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Table 10.1 The factors of undergraduates’ entrepreneurship competency

1 Interpersonal
skills

11 Coordinate
ability

21 Communication
skill

31 Psychological diathesis

2 Contemplative
faculties

12 Spirit of
dedication

22 Foreseeability 32 Market consciousness

3 Sanguine
nature

13 Well-
connected

23 Strategic foresight 33 Positivity

4 Not
conservative

14
Responsibility

24 Decision-making
capacity

34 Understanding of national
laws and regulations

5 Marketing
ability

15
Perseverance

25 Jump at the chance
of learning

35 Professional knowledge and
skills

6 Confidence 16 Moral
character

26 Insight 36 Asset management ability

7 Face up to
challenge

17 Firmness of
will

27 Creative thinking 37 Sense of time

8 Dauntless 18 Team work 28 Knowledge appli-
cation ability

38 Creation inspiration

9 Strong belief 19
Possessiveness

29 Market analysis

10 Wonderful
thinking

20 Memory 30 Attention

Table 10.2 The classification of competency factors

Category

Classification of
entrepreneurship
competency Factor description

Intelligence
quotient (IQ)

I1 Learning ability 20 Memory 22 Foreseeability 33 Positivity
25 Jump at the chance of learning

I2 Decision making ability 23 Strategic foresight 26 Insight
30 Attention

I3 Theoretical knowledge
and skills

34 Understanding of national laws and regulations
35 Professional knowledge and skills
36 Asset management ability

I4 Market ability 5 Marketing ability 29 Market analysis
32 Market consciousness

Emotional
quotient (EQ)

E1 Sense of social
responsibility

12 Spirit of dedication 14 Responsibility
16 Moral character

E2 Interpersonal skills 1 Interpersonal skills 11 Coordinate ability
13 Well-connected 18 Team work
21 Communication skill

E3 Self-management
skills

2 Contemplative faculties 37 Sense of time
19 Possessiveness 31 Psychological diathesis

Adversity
quotient (AQ)

Al Innovation ability 4 Not conservative 10 Wonderful thinking
7 Creative thinking 38 Creation inspiration

A2 Anti-pressure ability 3 Sanguine nature 6 Confidence
7 Face up to challenge 9 Strong belief
15 Perseverance 17 Firmness of will

A3 Problem-solving skills 8 Dauntless 24 Decision-making capacity
28 Knowledge application ability
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Questionnaire survey. According to the 38 competence factors, we established
university students’ entrepreneurship competence questionnaire, using Likert’s Five
Scaling Method. Taking their experience in entrepreneurship process into account,
the respondents will be required to grade the competence factors considering the
factors’ significance in entrepreneurship process. The 55 respondents were selected
from ten application-oriented universities in Shandong Province. We distributed
55 questionnaires, and recycled 55. There are 52 effective questionnaires in the end.

Factor analysis. Basing on the effective questionnaires, we used Cronbach alpha
coefficient to do reliability analysis. The conclusion will be shown as Table 10.3.
The total Cronbach alpha coefficient is 0.934, and the reliability coefficient of
Intelligence quotient (IQ), Emotional quotient (EQ) and Adversity quotient (AQ)
are 0.860, 0.826 and 0.795, respectively.

We did KMO test and Bartley sphere test before factor analysis, and the conclu-
sion will be shown as Table 10.3. The average value of KMO test is 0.7 which can be
accepted. The significance level of Bartley sphere test is 0.000(<0.01), so there is a
common factor in the correlation matrix, which is suitable for factor analysis.

Because there are too many elements in the questionnaire, we divided the
competency factors into three groups, that is, intelligence quotient group, emotional
quotient group and adversity quotient group while doing factor analysis.The results
of factor analysis will be shown as follows.

Intelligence quotient (IQ) group. The 13 competency factors included in the
original hypothesis model can be attributed to 4 common factors, we gave the
name of I1–I4 to them. These factors explained 72.527% of the variance
(Table 10.4).

The rotated component matrix of intelligence quotient will be shown in
Table 10.5. The data showed that the hypothesis of competency factors (including
I1, I2, I3, I4) was consistent with the proposition of the original hypothetical model.

I1 is designated as learning ability in the original hypothetical model. The
competency factors of I1 contains 20 Memory, 22 Foreseeability, 25 Jump at the
chance of learning and 33 Positivity, so we can rename I1 to independent learning
ability considering the connotation of active learning. The others factors’ name in the
original hypothetical model are no need to rename.

Table 10.3 The results of KMO test and Bartley sphere test of each dimension

Intelligence
quotient (IQ)

Emotional
quotient (EQ)

Adversity
quotient (AQ)

Kaiser-Meyer-Olkin measure of
sampling adequacy

0.715 0.707 0.778

Bartlett’s test of
sphericity

Approx.
Chi-square

383.100 244.242 146.062

df 105 66 36

Sig. 0.000 0.000 0.000
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Emotional quotient (EQ) group. Based on the data in Table 10.4, the 12 compe-
tency factors can be attributed to 3 common factor, that is, E1, E2, E3. These factors
explained 69.103% of the variance.

The rotated factor loading matrix of Emotional quotient (EQ) is in Table 10.5.
From the data it is shown that the hypothesis of competency factors (including E1,
E2, E3) was consistent with the proposition of the original hypothetical model.

Because the factor loading of 21 (Communication skill) and 31 (Psychological
diathesis) are under 0.5, we winkled out these two factors. The others factors’ name
in the original hypothetical model are no need to rename.

Adversity quotient (AQ) group. In the process of factor analysis, we winkled out
four factors, that is 4 (Not conservative), 10 (Wonderful thinking), 27 (Creative
thinking) and 38 (Creation inspiration), because their factor loading is too small for
factor analysis. The value of KMO is 0.676(>0.5) after deleting.

In Table 10.4, we selected Anti-pressure ability and Problem-solving skills as the
explanatory factors. Anti-pressure ability is named for Al, and Problem-solving
skills is named for A2. According to data in Table 10.10, after factor analysis, the
13 competence factors can be attributed to two common factors (A1 and A2). These
factors explained 65.686% of the variance.

The rotated factor loading matrix of Adversity quotient (AQ) is in Table 10.5. The
data showed that the hypothesis of competency factors (including A1, A2) was
consistent with the proposition of the original hypothetical model. The factors’ name
in the original hypothetical model are no need to rename.

Correlation analysis. In order to investigate the internal relations of the compe-
tence factors, we carried out correlation analysis based on the method of Pearson
correlation analysis, and tested the significance level by two-tailed test [4]. The
results will be shown as Table 10.6.

Through the hypothesis test of correlation, we can find that the correlation among
most of the common factor is significant. We believe that there are positive relations
among the university students’ entrepreneurship competency factors with 95%
certainty while the significance level p ¼ 0.05 (2-tailed).

Table 10.4 Partitioning of total variance

Factor

Initial eigenvalues Extraction sums of squared loadings

Total % of variance Cumulative % Total % of variance Cumulative %

I1 10.872 55.966 55.966 10.872 55.966 55.966

I2 2.905 8.299 64.265 2.905 8.299 64.265

I3 1.658 4.737 69.103 1.658 4.737 69.103

I4 1.198 3.424 72.527 1.198 3.424 72.527

E1 1.673 56.467 56.467 1.673 56.467 56.467

E2 1.513 9.061 65.528 1.513 9.061 65.528

E3 1.251 3.575 69.103 1.251 3.575 69.103

Al 2.429 57.300 57.300 2.429 57.300 57.300

A2 1.885 8.386 65.686 1.885 8.386 65.686
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Table 10.5 Rotated component matrix

Factor
The Factors of Entrepreneurship
Competency

Factor Loadings

1 2 3 4

I1 Learning ability 20 Memory 0.571

22 Foreseeability 0.607

25 Jump at the chance of learning 0.630

33 Positivity 0.795

I2 Decision making
ability

23 Strategic foresight 0.637

26 Insight 0.745

30 Attention 0.675

I3 Theoretical knowledge
and skills

34 Understanding of national laws
and regulations

0.523

35 Professional knowledge and
skills

0.707

36 Asset management ability 0.745

I4 Market ability 5 Marketing ability 0.838

29 Market analysis 0.720

32 Market consciousness 0.496

E1 Sense of social
responsibility

12 Spirit of dedication 0.637

14 Responsibility 0.730

16 Moral character 0.720

E2 Interpersonal skills 1 Interpersonal skills 0.830

11 Coordinate ability 0.718

13 Well-connected 0.632

18 Team work 0.747

21 Communication skill 0.438

E3 Self-anagement skills 2 Contemplative faculties 0.571

19 Possessiveness 0.596

31 Psychological diathesis 0.424

37 Sense of time 0.585

Al Innovation ability 3 Sanguine nature 0.581

6 Confidence 0.667

7 Face up to challenge 0.597

9 Strong belief 0.779

15 Perseverance 0.720

17 Firmness of will 0.592

A2 Anti-pressure ability 8 Dauntless 0.523

24 Decision-making capacity 0.809

28 Knowledge application ability 0.622
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10.2.3 Modify the Hypothetical Model of the University
Students’ Entrepreneurship Competency

Considering the factor composition of Adversity quotient (AQ), Emotional quotient
(EQ) and Adversity quotient (AQ), We Modified the hypothetical model of the
university students’ entrepreneurship competency. The revised model of the univer-
sity students’ entrepreneurship competency is shown in Table 10.7.

10.2.4 The Correlation Between the University Students’
Entrepreneurship Competency and Entrepreneurial
Performance

Let’s suppose that there are positive relation between the university students’
entrepreneurship competency and entrepreneurial performance [5]. Entrepreneurial
performance consists of operating period, living crisis, operational condition, finan-
cial distress, market share and competitive power. Using the questionnaire survey
method, we require the respondents to evaluate the entrepreneurship competency

Table 10.7 The revised model of the university students’ entrepreneurship competency

Category

Classification of
entrepreneurship
competency Factor description

Intelligence
quotient
(IQ)

I1 Learning ability 20 Memory 22 Foreseeability
25 Jump at the chance of learning
33 Positivity

I2 Decision making
ability

23 Strategic foresight 26 Insight
30 Attention

I3 Theoretical knowl-
edge and skills

34 Understanding of national laws and regulations
35 Professional knowledge and skills
36 Asset management ability

I4 Market ability 5 Marketing ability 29 Market analysis
32 Market consciousness

Emotional
quotient
(EQ)

E1 Sense of social
responsibility

12 Spirit of dedication 14 Responsibility
16 Moral character

E2 Interpersonal skills 1 Interpersonal skills 11 Coordinate ability
13 Well-connected 18 Team work

E3 Self-management
skills

2 Contemplative faculties
19 Possessiveness 37 Sense of time

Adversity
quotient
(AQ)

A1 Anti-pressure
ability

3 Sanguine nature 6 Confidence
7 Face up to challenge 9 Strong belief
15 Perseverance 17 Firmness of will

A2 Problem-solving
skills

8 Dauntless 24 Decision-making capacity
28 Knowledge application ability
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factors’, that is, Independent learning ability, Decision making ability, Theoretical
knowledge and skills, Market ability, Sense of social responsibility, Interpersonal
skills, Self-management skills, Anti-pressure ability and Problem-solving skills,
effects on entrepreneurial performance.

Firstly, we test the reliability of the questionnaire. All the Cronbach alpha
coefficient are greater than 0.6, so the reliability of our questionnaire is fairly good.

According to the data in Table 10.8, the average value of KMO test is greater than
0.7 which can be accepted. The significance level of Bartley sphere test is 0.000
(<0.01), so there is a common factor in the correlation matrix, which is suitable for
factor analysis.

There is a simple correlation between the entrepreneurship competency factors
and entrepreneurial performance. Table 10.9 shows that the nine factor all have
correlation with entrepreneurial performance, but the strength of correlation is
different.

The results of regression analysis will be shown in Table 10.10. The data shows
that Self-management skills and Problem-solving skills have no significant effects
on entrepreneurial performance. The other factors have positive effects on entrepre-
neurial performance in varying degrees. On the whole, the entrepreneurship compe-
tency has positive effect on entrepreneurial performance.

Because the entrepreneurship competency factors are no independent mutually,
the positive relationship does not show in the testing results. The competency system
is indispensable to successful entrepreneurship, so we retain Self-management skills
and Problem-solving skills in the entrepreneurship competency model.

10.3 The Construction of University Students’
Entrepreneurship Competency Model in Application-
Oriented Universities

Base on the relationship analysis, we test the reliability of the composition and
relationship of the entrepreneurship competency factors. So we can establish the
entrepreneurship competency model as shown in Fig. 10.1. The relationship of the
variables will be shown as Table 10.7.

Table 10.8 The results of KMO test and Bartley sphere test of each dimension

Entrepreneurial performance

Kaiser-Meyer-Olkin measure of sampling adequacy 0.748

Bartlett’s test of sphericity Approx. Chi-square 48.897

df 10

Sig. 0.000
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Table 10.10 The results of regression analysis

Factor
Regression
Coefficient

The standard regression
coefficient t Sig.

I1 Learning ability 0.246 0.246 3.679 0.001

I2 Decision making ability 0.242 0.242 3.561 0.001

I3 Theoretical knowledge
and skills

0.295 0.295 �4.913 0.000

I4 Market ability 0.378 0.378 4.466 0.000

E1 Sense of social
responsibility

0.378 0.378 6.983 0.000

E2 Interpersonal skills 0.390 0.390 4.768 0.000

E3 Self-management skills 0.008 0.008 0.210 0.834

A1 Anti-pressure ability 0.741 0.741 18.648 0.000

A2 Problem-solving skills 0.055 0.055 1.376 0.175

Correlation is significant at the 0.05 level (2-tailed)
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Chapter 11
Improving Airport Security Screening
System in Terms of Efficiency and Fairness
Via Network Model

Tan Liming, Cai Xiaohang, and He Yuandi

Abstract In this paper, we focus on a dual-objective task of maximizing the airport
throughput, efficiency, and reducing the inconvenience to travelers, fairness. Based
on the real screening data collected, we construct a network model to make a precise
analysis aiming to help figure out a set of efficient strategies. After evaluating the
performance of these methods and taking feasibility into consideration, we find that
modifying the group security process can improve the overall efficiency of the
airport screening system while maintaining the good experience for each passenger.

Keywords Screening security · Passenger throughput · Network model · Multi-
objective optimization

11.1 Introduction

The role of aviation security checkpoint screening is important in protecting airport
and passengers from terrorist attacks. However, airlines have a vested interest in
maintain a positive flying for passengers by minimizing the time they spend waiting
in line at security checkpoint. Therefore, there is a tension between desires to
maximize security while minimizing inconvenience to passengers.

Nevertheless, this contradiction is intensified recently. In the first year in Amer-
ican airports, most of passengers wait for more than 2 h before their departure and
still missed their flights. Apart from that, 10% drop in staffing which cannot afford
the 15% increase in passenger volume makes the situation worse still [1].

There is a trade-off between maximizing the passenger throughput and minimiz-
ing variance in wait time given the same standard of security and safety. And there
are a lot of method to deal with this problem.
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For example, assigning passengers to a set of security classes, when passenger
perceived risk levels are known. Babu [2] and Nie [3] use linear programming
models to investigate the benefit of diving passengers into different groups.

In addition, the allocation of customers to a queuing system with multiple servers
has been studied extensively, through either dynamic flow models [4] or static flow
models [5].

This paper focuses on using quantitative models to figure out the problem facing
the airport security in America now. In particular, the most challenging part is that
we are not only required to determine the passenger throughput macroscopically but
also to obtain the wait time individually. And in order to search for the appropriate
policy and procedural recommendations, we also need to take the practical con-
straints into consideration due to that our assumption may not always match the
actual. Therefore, the potential modifications should be evaluated based on our
model and knowledge of the real world.

11.2 Fundamental Assumptions

• There is only one Pre-check lane open for every three regular lanes. Based on
the given information and illustration, we only consider four lanes (three regular
lanes and one pre-check lane) to simplify the model.

• Under a certain observation time, the queue length is unlimited. That is to
say, passengers who arrive later will continue to line up regardless the queue
length.

• Average 45% of total passengers line up in the Pre-check lane over a long
time. We have already learned that approximately 45% of passengers enroll in
Pre-check program. According to the law of large number, we believe that the
average number of pre-check lane takers is around 45%.

11.3 The Passenger Flow Network Model

Airport security screening often consist of lots of tedious processes like documents
checking, belongings removing, scans (for both people and required items), baggage
collecting and so on. We construct a quantitative model here to explore the flow of
passengers and figure out the bottlenecks.

Based on our researches, there is often one Pre-check lane open for every three
regular lanes, despite the fact that more passengers use the Pre-check process.
According to this fact, we build our model just for four lanes, three for regular
lanes and one for Pre-check lane.

Every node shown in Fig. 11.1 represents different processes. We presume that
every passenger goes through these nodes consecutively until he or she departs the
checkpoint area. Node 1 is the point from which passengers start to enter the
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different entrances randomly. Arc (1, 3), (1, 4), (1, 5) stands for the regular lanes
while arc (1, 6) presents the pre-check lane.

11.3.1 Throughput Estimation

Airport throughput refers to the number of passengers transported in a certain period
of time. According to some definitions and equations of the word “Throughput”, we
have

Q ¼ Qin þ Qout ð11:1Þ
Q is the airport throughput, Qin is the number of inflow passengers, Qout is the
number of outflow passengers.

We assume thatQin is not equal toQout in our model. It is reasonable for that there
are always some visitors waiting in the queue for screening. The time taken to finish
all security process is much longer than that of inflow. And it is also the problem that
we need to figure out in this paper. However, in the long run, this two values matches
each other.

Based on our network model, we can easily obtain the following equations

Qin ¼
X5
k¼2

Q 1; kð Þ, Qout ¼
X13
k¼10

Q k; 15ð Þ ð11:2Þ

Arrival

Entrance

2

1

6 10

3 7 11

4 8 12

5 9 13 15

Qualified?

14

ID Check Scan
Screen
Again

No

Yes

Exit

Fig. 11.1 The passenger flow network model
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Q(i, j) is the number of inflow passengers in arc (i, j). It is constrained by the flow
rate of the previous arc and the velocity in node i. Therefore, we build a passenger
flow network model by subjecting to this constraint.

Time required to pass each node

t ið Þ ¼
ε , i ¼ 2, 3, 4, 5
E tIDð Þ , i ¼ 6, 7, 8, 9
E tscan�reg

� �
, i ¼ 10, 11, 12

E tscan�pre

� �
, i ¼ 13

8>><
>>:

ð11:3Þ

ε is an infinite quantity. In our model, the mean value of each channel entry is used as
the inflow. Then, based on the data from the COMAP [6], we can get the following
data

Q 1; 2ð Þ ¼ Q 1; 3ð Þ ¼ Q 1; 4ð Þ ¼ 0:08,Q 1; 5ð Þ ¼ 0:11 ð11:4Þ
Flow rate in the process of ID check

Q i; iþ 4ð Þ ¼ min Q 1; ið Þ; 1=t ið Þf g, i ¼ 2, 3, 4, 5 ð11:5Þ
Flow rate in the process of scan

Q i; iþ 4ð Þ ¼ min Q i� 4; ið Þ; 1=t ið Þf g, i ¼ 6, 7, 8, 9 ð11:6Þ
Flow rate in the process of departure

Q i; 15ð Þ ¼ min Q i� 4; ið Þ; 1=t ið Þf g, i ¼ 10, 11, 12, 13 ð11:7Þ
Through MATLAB, we analyze that the annual airport throughput is about 15.97

million which is almost equal to the previous result 15.54 million. That is to say, our
model building is reasonable and valid.

However, we think this result is still reasonable because there are only four
channels in our model, while in real life, there are far more than four channels. In
addition, the throughput actually includes the number of passengers on the airplanes
which make a stopover in these airports.

11.3.2 Identify the Potential Bottlenecks

By comparing the data during the calculation, we identify the potential bottlenecks in
the screening process (Table 11.1).

When the number of inflow passengers of the node is smaller than the flow rate of
the arc, the subsequent flow rate is limited, and the passengers this arc cannot be
transferred to the next arc. That is to say, the marked area in Table 11.1 is the place
where bottleneck may exist.
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One bottleneck is the ID check process for the pre-check takers, another bottleneck is
the scan process of all channels.

11.4 Modified Model: Focus on Individuals

In the previous Passenger Flow Network Model, we only care about the flow of
people in each link. As a result, we cannot accurately figure out the individual wait
time, so we modify our first model by introducing matrix to meet the needs of
recording passengers’ wait time separately.

11.4.1 Model Modification

• Combination of macroscopic and microscopic method

Matrix P introduced here helps us to record individual wait time more accurately.

Ppre tð Þ ¼
x11 tð Þ x12 tð Þ� � �x1p tð Þ
x21 tð Þ x22 tð Þ� � �x2p tð Þ
⋮ ⋮ ⋱ ⋮

xn1 tð Þ xn2 tð Þ� � �xnp tð Þ

2
664

3
775,Preg tð Þ¼

x11 tð Þ x12 tð Þ� � � x1p tð Þ
x21 tð Þ x22 tð Þ� � � x2p tð Þ
⋮ ⋮ ⋱ ⋮

xm1 tð Þ xm2 tð Þ� � �xmp tð Þ

2
664

3
775

ð11:8Þ
Ppre(t) and Preg(t) record the security state at time t in the same lane. Each row is the
representative of one passenger and shows which position he or she is in at time t. n
and p is set based on our observation time T (normally set to a larger number). p is
the total number of security steps. xij(t) is described as follows

Table 11.1 Comparison of node flow rate and arc flow rate

Node Flow Rate Arc Flow Rate
2 1.00 > 0.0

Arrival3 1.00 > 0.0
4 1.00 > 0.0
5 1.00 > 0.1
6 0.09 > 0.0 ID 

Check7 0.09 > 0.0
8 0.09 > 0.0
9 0.09 < 0.1
10 0.03 < 0.0

Scan11 0.03 < 0.0
12 0.03 < 0.0
13 0.06 < 0.0

(1,2)
(1,3)
(1,4)
(1,5)
(2,6)
(3,7)
(4,8)
(5,9)
(6,10)
(7,11)
(8,12)
(9,13)
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xij tð Þ ¼ 1, passenger i is at the j� th stage
0, passenger i is not at the j� th stage

�
ð11:9Þ

Of course, one passenger cannot take more than one security process
simultaneously.

Xp
j¼1

xij tð Þ ¼ 0, 1 i ¼ 1, 2, � � �, n ð11:10Þ

In addition, based on previous assumption, when xij(t) � xkj(t) j ¼ 1, 2, � � �, p,
we write

xij tð Þ � xkj tð Þ j ¼ 1, 2, � � �, p ð11:11Þ
• Modification of time used in the process of scan

In the first model, we use the mean value of processed data to represent the time
spent by each individual in each process step. However, it is not so accurate due to
that we leave out the individual difference (gender, baggage, etc.). According to the
data, we consider that the time consumed is normally distributed.

tscan�pre ið Þ � N μpre; σpre
� �

tscan�reg ið Þ � N μreg; σreg
� � ð11:12Þ

• Calculation of the average and variance of the wait time

During [0, t], the number of the passenger flowing out from the node can be
calculated as follows:

Q 10; 15ð Þ ¼ Q 11; 15ð Þ ¼ Q 12; 15ð Þ ¼
Xm
i¼1

Preg xip tð Þ� � ð11:13Þ

Q 13; 15ð Þ ¼
Xn
i¼1

Ppre xip tð Þ� � ð11:14Þ

Total number of outflows:

Qout tð Þ ¼
X13
k¼10

Q k; 15ð Þ ð11:15Þ

Average wait time and variance of wait time are as follows

E tð Þ ¼
PQout

i¼1
touti � tinið Þ
Qout

,Var tð Þ ¼
PQout

i¼1
touti � tinið Þ � E tð Þ½ �2

Qout
ð11:16Þ

Solutions are shown in the Table 11.2.
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11.4.2 Three Recommended Strategies

Aiming to reduce the variance of wait time, we offer three strategies here:

• Strategy 1: Add to two pre-check lanes. If one more pre-check lane is added, it
may share the pressure with original pre-check lane.

• Strategy 2: Add a female-only lane. If the female fail the millimeter wave scan,
they will be inspected only by female officers, while the male can be screened by
both female and male officers. Therefore, adding a female-only lane can improve
the overall efficiency.

• Strategy 3: Modify the group security process. This policy allows the passen-
gers who buy group tickets to start removing their belongings simultaneously. In
addition, we limit the number of groups not more than 5.

The blue line represents the average of wait time and the red one represents the
variance of wait time in Fig. 11.2. Also, the dotted line represents the initial situation
and the solid line represents the modification.

As shown above, we can easily find that all the strategies have positive effect on
reducing the average waiting time especially the third one. In another aspect, the
attribution of the three strategies to reducing the waiting time variance is decreasing
successively.

• The analysis of throughput after optimizing

By comparison, all the three policies have a positive impact on the passenger
throughput. Among them, strategy 1 has a relatively weak effect. For the other two,
there is no such big difference. However, taking the practical situation into account,
adding female-only lane is much harder to conduct for more operating costs. In a
word, it is better to modify the group security process (Fig. 11.3).

Table 11.2 The average
and variance of wait time

Time stamps Average wait time Variance of wait time

100 51.2 98.8

150 82.4 704.3

200 101.0 1204.3

250 107.1 1599.0

Fig. 11.2 The effect of three strategies in waiting time
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11.4.3 Comprehensive Evaluation Index

Our model is introduced to realize the two-objective task of maximizing the airport
passenger throughput and minimizing the variance of wait time. We carry out a
comprehensive evaluation index as follows:

CVi ¼ Qi �
Var ið Þ

α
ð11:17Þ

Qi and Var (i) are the throughput and the variance of wait time under different
modifications, α is the coefficient which makes throughput and variance comparable
due to the different magnitude (Table 11.3).

As indicated in the table, we find that the third combination methods (add a
female-only lane and modify the group security process both) is the most optimal
solution to the dual-objective task with the index value of 31.45. This is also in
accordance with the previous analysis.
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Fig. 11.3 The effect of three strategies in throughput

Table 11.3 Multiple
strategies are used
simultaneously

i Modifications Comprehensive evaluation index

I 1 þ 2 18.98

II 1 þ 3 24.73

III 2 þ 3 31.45 (max)

IV 1 þ 2 þ 3 27.02
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11.5 Conclusions

As our team set out to build a quantitative mathematical model to explore the flow of
passengers, we figure out that the bottlenecks exist in the process of ID check and
scan. Then, modified model is introduced to determine the effect of bottlenecks more
accurately. And, in order to fulfill the ambition of maximizing the throughput and
minimizing the variance of wait time, we offer some ways and examine their impact
and feasibility.

The result shows that the combination of the policies we choose is influenced by
some factors like operating costs and the ratio of the pre-check lane takers. When the
ratio is between 45% and 61.25%, we pick the policies of adding female-only lane
and modify the group security process.
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Chapter 12
Study on the Choice of Strategic Emerging
Industries in Gansu Province Based
on Multi-level Grey Model

Zhonghua Luo, Qi Men, and Lixin Yun

Abstract In the economic transformation period, it is an important realistic choice
for local government to accelerate developing its strategic emerging industries and to
cultivation them into leading industries for revitalizing local economy and
transforming economic increasing mode. In the context of “One Belt And One
Road” strategy, how to choose strategic emerging industries will determine its future
economic trends and development speed. This paper uses multi-level grey correla-
tion evaluation method, and studies how to select its future strategic emerging
industries relying on date of four industries such as health services, processing and
manufacturing industry in 2015 Gansu statistical yearbook. This paper can provide
the necessary theoretical reference for Gansu province to determine its future
emerging industries.

Keywords Strategic emerging industries · A multi-level gray model · Industry
choice · The empirical research

12.1 Introduction

Scientific and rational selection of emerging strategic industries is critical. If you
choose the right one, you can leap the development, however the reverse is not. So a
question is what kind of surveying indicators should be used, what kind of selection
methods should be choose for potential strategic emerging industries. Therefore, it is
the important content of the current economic research to avoid the phenomenon of
blindly disordering and convergent development in the new round of industry
development. Gansu province is located in the northwest of China, the economic
society is backward. In the western development strategic and one Belt and one Road
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strategic background, It is a great importance for Gansu to seize the opportunity,
utilize the local advantage and resources to improve the economic development
speed of Gansu province [1].

12.2 Strategic Emerging Industries and Their Choices

Strategic emerging industries are based on breakthroughs in major technological
development, and represent the new direction of science and technology and indus-
try development, and reflect the world knowledge economy, circular economy and
low carbon economy development trend. Strategic emerging industries are still in its
early growth, so their future development potential is huge. Strategic emerging
industries have obvious competitive advantage, and may play an significant leading
role in driving regional economic and social development and leading the develop-
ment of other industries. Strategic emerging industries are characterized by strategic,
competitive, leading, mobility and development. The industries play an important
role to promote regional economic, social development and regional economic
competitiveness. Strategic emerging industry choice refers to the government com-
bining with the regional resource advantages and characteristics, on the basis of the
scientific and reasonable evaluation, reasonable choose and determine the strategic
emerging industries, and management activities to promote the development of the
process. Correct selection of strategic emerging industries will benefit local effective
use of regional resources and competitive advantage, to speed up the regional
economic development [2]. On the other hand, the strategic emerging industry
selection error will affect the development of local economy and society. So using
the scientific method, evaluate the related industries from a host of economic and
social development needs of industry, select the suitable strategic emerging indus-
tries, is the important content of government macroeconomic management, and is
also the basic duty of the government [3].

12.3 Create a Grey Three-Tiered Strategic Emerging
Industries Evaluation Index System

In order to objectively and effectively evaluate which industry can be used as a
potential strategic emerging industry, adhere to the principles of scientific nature and
operability, can be universal, choose some which can response characteristics of
strategic emerging industries, and to obtain objective data from the current statistics
index to evaluate as grey correlation theory, is the precondition of scientific choose
strategic emerging industries [4]. According to the different scholars research on
evaluation of strategic emerging industries, and combining with the characteristics of
strategic emerging industries, this research will be strategic emerging industries as
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competitiveness index and economic benefit evaluation index design and sustain-
ability indicators, financial indicators, innovative five level indicators. The five
secondary indexes were designed under each category, and 25 secondary indexes
were put together to form the secondary industry evaluation index system [5].

1. Competitiveness index, Z1, the index is mainly industry anti-risk ability, and in
the economic and social position, competitive advantage, and the means of
development of the enterprise ability. In combination with the target require-
ments, the five sub-indices of U1, total output value, U2, total value U3, total
assets U4 and current assets U5, are taken.

2. The index of economic performance, Z2, measures the performance of industry
price and the overall economic performance. One, based on the characteristics of
the strategic emerging industries, it must be someone who has a good economic
benefit, to grow as the leading and mainstay industry of industry is the appropriate
choice of strategic emerging industry; Reflect the economic efficiency of enter-
prises. Two, Reflect the economic efficiency of enterprises many indicators, each
indicator can’t fully reflect its connotation, considering the acquired data, this
study selected total assets contribution U7, U6, the asset-liability ratio, current
assets turnover U8, cost, profit marginsU9and product sales U10 of five sub-
systems refers to as a secondary indicator of economic benefit index.

3. The financial indicator Z3 mainly examines and evaluates the profits of enter-
prises in the industry. The growth and development of an enterprise, needs to
constantly invest, if without the support of surplus profit, enterprise development
is unsustainable, it will bring great influence to industry development, industry is
difficult to become a pillar industry in the economy. This paper examines the five
sub-indexes of the average individual enterprise owners’ equity U11, the total
liabilities of U12, the main business revenue U13, the main business cost U14 and
the total profits total U15.

4. The innovation indicator Z4 mainly measures the space of future development of
the industry, including technological innovation potential, business model inno-
vation and so on. Strategic emerging industry to highlight the industry pioneer
and grasp core technology competence, therefore, must be those who dare to
investment in the research and development, investment, and possess the core
technology advantage industry, can in the face of competition, finally have the
ability to deal with, and get development. This study from the R&D expenses
within budget spending U17, test development U16, scientific research personnel
for stepping, count U19 and owns a patent for invention patent application U20 is
the index to evaluate.

5. The sustainability indicator Z5 focuses on industry and environmental compati-
bility. According to the international evaluation indicators related to the study on
sustainable development, this article selects raw coal U22 consumption power
U21, consumption of gasoline U23, U24, “three wastes” emissions and energy
consumption per unit output value of U25 five indicators as a secondary indicator
of the sustainability evaluation of strategic emerging industries.
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12.4 The Multi-level Grey Evaluation Process of Strategic
Emerging Industries

On the basis of the rational evaluation index system, the paper evaluates the strategic
emerging industries using the multi-level grey evaluation method, and the basic
evaluation process is as follows:

12.4.1 Select the Reference Number Column

Let’s say that Vij is the actual value of the i(i ¼ 1,2,. . ., n) of the industry for the
j(j ¼ 1,2,. . ., n). Take the various best values of Vij as the specific value of Vo
which is:

Vo ¼ (V01, V02,. . ., V0n)
Among them: Voj¼Optimum(Vij), i¼ 1,2,. . ., m, j¼ 1,2,..., n is a model of an m

evaluation project, n indicators.

V ¼ Vij

� �
m�n ¼

V11 V12 . . .V1n

V21 V22 . . .V2n

:
:
:

Vm1 Vm2 . . .Vmn

2
666666664

3
777777775

ð12:1Þ

The selected reference number is listed as: Vo ¼ (V01, V02,. . ., V0n)

12.4.2 The Metric Is Normalized

In order to ensure that the indexes are comparable, the formula is processed through
normalization

Xij ¼ Vij �miniV ij

maxiV ij �miniV ij
ð12:2Þ

X ¼ Xij

� �
m�n ¼

X11 X12 � � � X1n

X21 X22 � � � X2n

⋮
Xm1 Xm2 � � � Xmn

2
664

3
775 ð12:3Þ
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12.4.3 Evaluate the Correlation Values ξij

After the normalizedX0 ¼ (x01, x02, . . ., x0n) as a reference value,
Xi ¼ (xi1, xi2, . . ., xin)(i ¼ 1, 2, . . .,m)as a comparative sequence, deduced ξij

calculation formula is:

ξij ¼
miniminjXoj � Xij þ ξmaxi maxj

i
Xoj � Xij

Xoj � Xij þ ξmaxi maxj Xoj � Xij

ξ ¼ 0:5ð Þ
ð12:4Þ

By the formula above, ξij ¼ (i ¼ 1, 2, m; j ¼ 1, 2,..., n) to obtain the following
matrix:

E ¼ ξij
� �

m�n
¼

ξ11 ξ12 � � � ξ1n
ξ21 ξ22 � � � ξ2n

⋮
ξm1 ξm2 � � � ξmn

2
664

3
775 ð12:5Þ

In the formula, ξij is the jth index of the ith industry and the associated value of
the jth reference index.

12.4.4 Calculates the Lowest Correlation Values

Because each metric plays a different role in the target layer, the calculation of the
associated values is obtained by the product of the weighting and correlation
coefficients. Using the AHP method, get the weight W ¼ (w1, w2, . . ., wn).

Among them:
Xa

j¼1

wj ¼ 1, a represents the total number of indices.

The associated values R ¼ (ri)l � m ¼ (r1, r2, . . ., rm) � WET.

12.4.5 The Final Correlation Value of the Model Is Chosen,
and the Appropriate Strategic Emerging Industries
Are Selected

Based on the method in 3.4, the correlation value of the target layer is obtained by
layer by layer ri(i ¼ 1, 2, . . .,m). According to the size of ri, the bigger the ri is more
suitable to cultivate and support development as a strategic emerging industry
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12.5 Research on the Evaluation and Selection of Strategic
Emerging Industries in Gansu Province

Based on Gansu province statistical yearbook 2015, selection of processing and
manufacturing, health services, information industry and cultural tourism four char-
acteristic industry figures as raw data, the empirical test on the above model, to
analysis and study of Gansu province should choose single industry as the best for
cultivating and developing strategic emerging industry. From Gansu province sta-
tistical yearbook from 2015 finishing get four industries (V1, V2, V3,V4) the index
data of the original, as shown in Table 12.1:

According to Table 12.1, select the reference sequence

Vij i ¼ 1; 2; 3; 4; j ¼ 1; 2; 3; . . . ; 25ð Þ
V0 ¼ (V01, V02,. . ., V0n) ¼ (629,971.27,932.71,871.92,421.74,60.25,49.1,6.25,

10.98.87, 1.23,46.3933.72,299.08,75.01,90567.2,89006.6,0.39,1155.59,401.35,7247,
5326,84,713.78,6.64)

According to the method of the model, the correlation value of 25 points and v0 is
obtained by using the relevant software ξij ¼ (i ¼ 1, 2, . . .,m; j ¼ 1, 2, . . ., n)

As shown in Table 12.2.
Through the analytic hierarchy process (ahp), invite the industry experts hierar-

chy in Table 12.1, according to 1–9 scale method to construct double two judgment
matrix, it is concluded that the weight of each level values are as follows:

WYZ 0:1249; 0:3751; 0:0615; 0:3748; 0:0631ð Þ
WZ1U 0:0579; 0:4698; 0:2401; 0:1167; 0:1202ð Þ
WZ2U 0:3531; 0:1169; 0:1169; 0:3528; 0:0591ð Þ
WZ3U 0:2222; 0:0563; 0:2222; 0:0563; 0:4444ð Þ
WZ4U 0:3333; 0:1671; 0:0833; 0:3333; 0:0833ð Þ
WZ5U 0:0833; 0:0833; 0:0833; 0:2498; 0:4978ð Þ

Calculated by R ¼ WET, U associated values:

RZ1 ¼ WZ1E
T
Z1 0:9989; 0:9964; 0:9960; 0:9989ð Þ

RZ2 ¼ WZ2E
T
Z2 0:9969; 0:9989; 1:00000:9999;ð Þ

RZ3 ¼ WZ3E
T
Z3 0:9996; 0:9992; 0:9991; 0:9989ð Þ

RZ4 ¼ WZ4E
T
Z4 1:0000; 0:8628; 0:8203; 0:8712ð Þ

RZ5 ¼ WZ5E
T
52 0:9548; 0:9140; 0:9661; 0:9558ð Þ

The ET
B1C,E

T
B2C,E

T
B3C, E

T
B4C, E

T
B5C respectively corresponding to the lines of data in

Table 12.2 of matrix. Repeat the process to calculate the associated value of the Y
layer:
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RY(r1, r2, r3, r4) ¼ WYZ, RZ1, RZ2, RZ3, RZ4, RZ5 ¼ (0.9971,0.9229,0.9501,
0.9530)

According to Rr, if choosing right from the above four industry development in
Gansu province to cultivate strategic emerging industries, in this research model
validation, health services will be the best selection of industry, can be used as to
nurture and support the development of strategic emerging industries.

Table 12.1 The initial data for four industry indicators

Indicator/unit
Health
services V1

Processing
manufacturing V2

Cultural
tourism V4

Information
industry V3

U1/numer 629 266 105 327

U2/100 million
yuan

970.27 439.19 438.12 802.61

U3/100 million
yuan

942.71 421.24 334.29 768.99

U4/100 million
yuan

678.97 296.57 81.86 868.92

U5/100 million
yuan

387.89 130.62 83.51 421.74

U6/% 67.09 21.82 60.25 32.37

U7/% 46.69 59.1 36.56 43.28

U8/frequency/
year

6.43 1.69 7.25 4.87

U9/% 7.66 10.7 5.01 9.83

U10/% 97.16 90.91 98.87 93.81

U11/million 0.86 0.46 0.62 1.03

U12/100 million
yuan

284.93 245.62 46.3 162.96

U13/million 933.72 457.23 332.99 675.08

U14/100 million
yuan

780.61 360.7 299.08 664.23

U15/100 million
yuan

75.01 24.11 20.43 42.24

U16/10 thousand
yuan

19006.6 7640.3 627.9 16272.1

U17/10 thousand
yuan

70587.2 48340.3 28238.8 51083.4

U18/ten thousand
people

0.39 0.17 0.03 0.31

U19/piece 1125 488 156 803

U20/piece 399 143 51 206

U21/gw 96,940 149,456 7387 86,898

U22/ton 65,591 286,988 79,710 7326

U23/ton 1928 9952 10,986 1065

U24/ton 4282 6233.72 713.78 1045.97

U25/ton 116.07 653.45 24.9 16.64
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12.6 Conclusion

The rational choice of strategic emerging industries is vital to the development of
local economic and social development. The academic community has not able to
find a feasible scientific method to effectively evaluate the industry as a strategic
emerging industry. And, in the real economy and society, the statistical methods,
statistical rules and other limitations, made some information about the strategic
emerging industry is in a state of “grey”, that is part of the state of information is not
clear, even more difficult for industry to evaluate. A multilevel grey evaluation
model, this study builds on the system data requires less, at the same time just
have a small amount of calculation, on the characteristics of less sample size
requirements, very suitable for use in the selection of strategic emerging industries.
Evaluation results of this study strategic emerging industry in Gansu province, and
determining the health services industry as a strategic emerging industry in Gansu
province is suitable for resources characteristic and the economic and social situation

Table 12.2 classifies index correlation tables

Refers to the
standard

Health
servicesV1

Processing and
manufacturing
V2

Cultural tourism
V4

Information
industry V3

ξi1 0.9998 0.9963 0.9962 0.9979

ξi2 1.0000 0.9971 0.9959 0.9988

ξi4 0.9987 0.9959 0.9944 1.0000

ξi5 1.0000 0.9979 0.9974 1.0000

ξi6 0.9997 0.9987 1.0000 0.9997

ξi7 0.9999 1.0000 0.9999 1.0000

ξi8 1.0000 0.9983 1.0000 1.0000

ξi9 1.0000 1.0000 1.0000 1.0000

ξi10 1.0000 0.9691 0.9997 1.0000

ξi11 1.0000 1.0000 1.0000 1.0000

ξi12 0.9986 0.9993 1.0000 0.9971

ξi13 1.0000 0.9966 0.9958 0.9989

ξi14 0.9996 0.9976 1.0000 0.9974

ξi15 1.0000 0.9998 0.9996 1.0000

ξi16 0.9200 0.6293 0.6426 0.7641

ξi17 1.0000 0.6327 0.7466 0.7672

ξi18 1.0000 1.0000 1.0000 1.0000

ξi19 1.0000 0.9953 0.9930 0.9961

ξi20 1.0000 0.9984 0.9976 0.9986

ξi21 0.7387 0.6937 1.0000 0.5207

ξi22 0.9121 0.3333 0.5987 0.8030

ξi23 0.9735 0.9939 1.0000 0.9931

ξi24 0.9686 0.9793 0.9871 0.9858

ξi25 0.9996 0.9342 0.9920 0.9820
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in Gansu province. Gansu has the development of health service resources advan-
tage, competitive advantage and good market prospects, it is reasonable for Gansu
province to regard health service industry as a strategic emerging industry. This
proves that the multi-level grey evaluation model is an effective method for industry
evaluation and selection of strategic emerging industries.
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Chapter 13
The Study of “Big Quality” Satisfaction
Evaluation

Lizhong Tong and Taoyu Jia

Abstract The concept of “high quality” became more and more concerned in the
world, the study of the “big quality” satisfaction evaluation is necessary, which is a
basic work of macro quality management. This paper drew on the widely accepted
ACSI model, expanded its range of application, and successfully constructed a new
“big quality” satisfaction evaluation model. Based on this model, a “big quality”
satisfaction evaluation system has been established. And then this study used
Analytic Hierarchy Process to give weight to each evaluation index, so that the
system can be used in empirical study in the further.

Keywords Quality · Satisfaction evaluation · Evaluation index system · AHP

13.1 Introduction

The International Standardization Organization defines “quality” as “the ability to
meet requirements with a set of inherent characteristics". From the comprehensive
definition of quality we can see that the concept of quality is not only about product
or service, but also including engineering and environment, and so on. This is the
concept of “big quality” that is popular all over the world. But in the research of the
evaluation of quality satisfaction, most scholars still carry on the satisfaction eval-
uation of a product, a service or regional environment. Such as, Ramdass conducted
a case study that the proposed company faced various problems with regards to
product quality and customer satisfaction. The most fundamental definition of a
quality product is one that meets the expectations of the customer. In order to use
quality as a strategic advantage, quality dimensions relevant within the specific
industry needs to be specified [1]. Kang combined the customer satisfaction,
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customer demand structure and modern products theories to study the satisfaction
evaluation of products, and used AHP to establish evaluation system [6]. Park, Kim
et al. adopted a Delphi method to identify suitable criteria for evaluating the farm
accommodation quality and applied the analytic hierarchy process to determine the
relative weights of those evaluation criteria [2]. Ghiasi’s study focused on satisfac-
tion with the Plant Clinics services with the objective to examine farmers’ familiar-
ity, willingness to use, and willingness to pay for services offered by Plant Clinics in
Guilan Province of northern Iran [4]. Hsu, Hung et al.’s study aims to propose a
hybrid analytic network process (ANP) model as an improved method to evaluate
electronic service quality with the interdependence perspective [3].

There are also some scholars noticed the evaluation of “big quality” satisfaction
from the macro perspective, Cheng ‘s study based on “big quality” category, put
forward the construction of regional Total quality index (TQI), which is to measure
the overall quality of region, including products, services, engineering and environ-
ment [7]. Feng ‘s study is based on the “big quality” concept, which is divided into
four dimensions of products, services, engineering and environment. According to
the geographical seven division of China, a total of 15,000 samples was selected to
conduct a questionnaire survey of satisfaction. But the study failed to design the
evaluation system on the basis of customer satisfaction theory, and weight the
evaluation indicators [8].

This paper is also about the evaluation of quality satisfaction. However, the
research object is not limited to certain aspects, but about “big quality” status of
an area which including products and services, engineering, environment as four
aspects. The focus of this research is to establish the evaluation system of the “big
quality” satisfaction. The difference from the previous research is no longer simply
divided the “big quality” into products, services, engineering, and environment to
evaluate the public satisfaction respectively but combined a customer satisfaction
model and transformed it to establish a new evaluation system.

At present, there are some related models to assess the public satisfaction, such as
the Swedish SCSB model, the German DK model, the Korean KCSI model, the
Malaysia McsI model, etc.. But the most widely accepted and used one is the
American ACSI model. Such as, Chai&Fan’s study analyzed the relations between
user motivations, attempted to establish a user satisfaction evaluation model for
mobile SNSs based on the Uses and Gratifications Theory on media communication
and the American Customer Satisfaction Index [5]. Du exceeded the scope of
application of the ACSI model, combined with the characteristics of the retail
industry, and used the method of fuzzy judgment to extend and improve the ACSI
model. [9].

Based on the model, this study puts forward a new quality satisfaction evaluation
system, with quality expectation, quality consciousness, quality perception and
quality participation and weights each of it.

Analytic Hierarchy Process (AHP) is a method of combining the subjectivity and
objectivity by comparing the indexes of the same level by experts and establishing
the judgment matrix. After a series of mathematical treatments, the weights of each
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index are obtained. Therefore, this paper chooses to use Analytic Hierarchy Process
to assign weight to each index.

13.2 Quality Satisfaction Evaluation Model

The American Customer Satisfaction (ACSI) evaluation model is a customer-based
evaluation system used to evaluate and improve organizational performance. The
structural model of ACSI consists of the above six structure variables. The final
target variable is customer satisfaction, the causal variables are consumer’s expec-
tation, customer expectation and perceived value and the outcome variables are
customer complains and customer loyalty. Of these six structural variables, each
structural variable contains one or more observed variable(s) and the data of the
observed variables are generally obtained by actual investigation.

ACSI system is applicable to all different business, industry and departmental
customer satisfaction whose evaluation results are intercomparable. Not only does it
make customer satisfaction comparable in different products and industry, but also in
different customers using the same product.

Therefore, customer satisfaction measurement can also be extended from the
product and service quality areas to the field of engineering and environmental
quality.

Inspired by the ACSI model variables, the evaluation of the satisfaction of the
four quality areas can derive the following quality satisfaction evaluation model on
the original basis (Fig. 13.1):

This model only focuses on the evaluation of the satisfaction of quality, so the
variables of “perceived value” and “customer loyalty” in ACSI model are removed,
the “customer complaint” is extended to “quality participation” and the “quality
awareness” variable is created. The details as follows:

Quality perception: It is equivalent to the “perceived quality” in the ACSI model,
which refers to the subjective feeling and psychological experience of the quality of
the public. Quality expectations and quality participation can affect quality percep-
tion while quality perception can also affect social quality satisfaction.

Quality
Consciousness

Quality Satisfaction Quality 
Perception

Quality 
Participation

Quality 
Expectation

Fig. 13.1 Quality satisfaction evaluation model
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Quality expectation: It is equivalent to the “customer expectation” in the ACSI
model, which refers to the quality level expected by the public and the quality of
construction requirements based on past and present experience.

Quality awareness: As a new variable, it mainly refers to whether the public has
quality awareness. Social public awareness of quality is the cornerstone of social
quality satisfaction.

Quality participation: It refers to the public’s own initiatives on the quality issues,
including the initiative of supervision, participation and the variable “customer
complaints” in ACSI model which include encouraging the public to report fake
and shoddy products and participation in product quality supervision. “Customer
complaints”model makes the public feel the quality construction is closely related to
their own lives which leaves a feeling of self-realization and enhances satisfaction.

13.3 Establishment of Quality Satisfaction Evaluation
System

Refine the first level index including product, service, engineering and environment
to 12 second level index on the basis of quality evaluation model so as to determine
33 observable variable as follows (Table 13.1):

The quality consciousness indicator is reflected by quality concerns, quality
activities, and quality complaints. Specifically speaking, the quality concerns refers
to the public attention to the four quality and the quality complaints refers to the
public awareness of complaints and will.

The survey content of quality consciousness is what the “customer perception” is
in the ACSI model, which directly investigates the public perception of the four
quality.

Quality participation is divided into three parts: quality supervision, quality
promotion and quality activities which investigates whether the public has
conducted quality supervision through rights protection, carried out quality promo-
tion and participated in quality related activities.

The quality expectation indicator is explained by quality expectations, which,
namely, is investigation the expectations of the public about the quality of the four
quality.
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Table 13.1 Quality satisfaction evaluation system

Objective
First level
index Second level index Observed variables

Quality
satisfaction

Quality
consciousness

Quality concerns Concerns about product quality

Concerns about service quality

Concerns about engineering quality

Concerns about environment quality

Quality complaints Complaint consciousness

Complaint will

Quality
perception

Perception of product
quality

Perception of agricultural product
quality

Perception of consumer goods
quality

Perception of import and export
product quality

Perception of food product quality

Perception of drug & medical equip-
ment quality

Perception of dangerous chemicals
quality

Perception of
Service
Quality

Perception of tourism & hotel quality

Perception of transport services
quality

Perception of communication ser-
vices quality

Perception of electrical utility ser-
vices quality

Perception of express mail services
quality

Perception of health services quality

Perception of engi-
neering quality

Perception of architectural engineer-
ing quality

Perception of transport engineering
quality

Perception of hydrographic engi-
neering quality

Perception of
Environment
Quality

Perception of air quality

Perception of water quality

Perception of acoustic environment
quality

Quality
participation

Quality supervision Frequency of safeguarding rights

Quality publicity Frequency of publicizing quality

Quality activity
participation

Frequency of quality activity
participation

(continued)
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13.4 Weighting Quality Satisfaction Evaluation Index

13.4.1 Determination of Evaluation Index Set

Through the interview with scholars in the field of quality research, government
officials of quality departments and managers of enterprise market departments, the
evaluation index set have formed as shown in Table 13.2.

Table 13.1 (continued)

Objective
First level
index Second level index Observed variables

Quality
expectation

Quality expectation Product quality expectation level

Service quality expectation level

Engineering quality expectation level

Environment quality expectation
level

Quality improvement
expectation

Product quality improvement expec-
tation degree

Service quality improvement expec-
tation degree

Engineering quality improvement
expectation degree

Environment quality improvement
expectation degree

Table 13.2 Evaluation index

Objective First level index Second level index

Quality satisfaction (U) Quality consciousness (U1) 1. Quality concerns

2. Quality complaints

Quality perception (U2) 1. Perception of product quality

2. Perception of service quality

3. Perception of engineering quality

4. Perception of environment quality

Quality participation (U3) 1. Quality supervision

2. Quality publicity

3. Quality activity participation

Quality expectation (U4) 1. Quality expectation

1. Quality improvement expectation
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13.4.2 The Calculation of the Weight of the Index

In this experiment, expert group scoring method is used to obtain the importance
judgment matrix as the source of weight calculation. Being different from the
standard of regular selection of experts. This experiment invited six experts (quality
professors, quality-related government officials and enterprise market managers) and
four civilians who are concerning about products, services, engineering and envi-
ronment quality to participate in the process of scoring to the judgment matrix .

The expert scoring is a total of three rounds, which lasted 3 weeks, After the
expert group compared and corrected scores using “1–9 scale method” several times,
the following judgment matrix was achieved:

(U as an example here)

U ¼
1 0:2 3 0:25
5 1 7 3
0:33 0:14 1 0:17
4 0:33 6 1

2
664

3
775 ð13:1Þ

Corresponding weighting results:
w2 ¼ {0.1061, 0.5536, 0.0513, 0.2890}, λ max ¼ 4.1725, CR ¼ CI/RI ¼

0.0646 < 0.1, That means the uniformity of the judgement matrix is acceptable.
Similarly, the weight of other indexes is shown in Table 13.3.

13.5 Conclusion and Further Work

The issues of quality satisfaction evaluation have attracted the interest of researchers
since 1980s. Continuing the previous works in this area, the work has successfully
achieved its objectives.

Table 13.3 Quality satisfaction system index weight table

Dimension The weight of dimension Index The weight of index

Quality consciousness U1 0.1061 U11 0.2

U12 0.8

Quality perception U2 0.5536 U21 0.25

U22 0.25

U23 0.25

U24 0.25

Quality participation U3 0.0513 U31 0.6833

U32 0.1998

U33 0.1168

Quality expectation U4 0.2890 U41 0.8

U42 0.2
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The first contribution of the work was the establishment of “big quality” satis-
faction evaluation model and index system. Based on the ACSI model, this paper
expanded its application scope and successfully built a new “big quality” satisfaction
evaluation model and system, which provides a reference for the scholars of relevant
fields and government department manager. The second, instead of studying the
satisfaction of one kind of product or service, this research focused in the category of
“big quality” including product, service, engineering and environment, which is a
rare perspective in the field. Finally, this paper used AHP to give weight to each
evaluation index, so that the system can be used in empirical study, which is the
further work of this research.
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Chapter 14
Research on Evaluation Index System
of Enterprise Brand Competitiveness:
Taking Liquor Industry as an Example

Yan Fan and Lizhong Tong

Abstract With the increasingly fierce market competition, the competition among
enterprises has risen to brand competition. The brand competitiveness is essentially a
different advantage beyond the competitors, which enable the enterprises to gain a
sustainable competitiveness advantage and a stable development. So, in this paper,
building a scientific and reasonable evaluation index system of brand competitive-
ness for enterprises, taking the liquor industry as an example, which helps to make a
scientific and accurate evaluation for the enterprise brand competitiveness and
provide a decision-making basis for building brand and enhancing the brand com-
petitiveness for the enterprise.

Keywords Enterprise brand · Brand competitiveness · Evaluation index system

14.1 Introduction

China’s liquor industry is the traditional industries which have a long history and
cultural heritage, and Sichuan wine is well-known for Wuliangye, Luzhou Laojiao
and other famous brands throughout the country. However, due to many foreign
wine brands entering the Chinese market in recent years, many Chinese liquor
enterprises have been facing the stress and challenge increasingly. The brand is the
source of enterprise development, determining the core competitiveness of enter-
prises. Therefore, the enterprises must build excellent brands and make unremitting
efforts to continuously improve their brand competitiveness if they want to stand out
in the fierce competition. Under the background, building the brand competitiveness
evaluation index system of liquor industry enterprises, through drawing lessons from
the research results of domestic and foreign scholars on the evaluation index system
of brand competitiveness and fully considering the liquor industry inheritance and
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development of traditional culture and the sustainable development ability of brand,
can objectively evaluate brand competitiveness of the liquor industry enterprises, but
also as the basis of comparison of the liquor brand competitiveness with industry
applicability.

14.2 Literature Review

On the definition of brand competitiveness, the domestic and foreign scholars have
different views. The following views are the current understanding of the brand
competitiveness.

The foreign scholar Philip Kotler thought that the essence of the brand is the
invisible contract between enterprises and consumers [1]. They reached an invisible
contract that the enterprises make commercial commitments with the quality of
products or services and other projects and the consumers pay a “brand premium“to
companies as leverage, which formed the brand competitiveness. And David A
Aaker argues that the brand competitiveness is the ability to shape and support a
strong brand in a given market environment.

The domestic scholar Xu Jinan defined the brand competitiveness: the enterprise
can better meet the needs of consumers than the competitor’s brand through the
effective allocation and the use of resources, thus expanding market share and
obtaining the high profits and the comparative brand competitive ability [2]. Liu
Yingqiu thought that: the brand competitiveness refers to reflect the capacity of
production organization, technological innovation, marketing service and the brand
market developing and capturing of the enterprise, industry, regional and national
[3]. He Amao believed that: the brand competitiveness is the result of brand
competition and is a comprehensive ability to participate in market competition,
specifically reflecting the particularity and difficulty to imitate in the brand, image,
personality, service and other aspects, which makes the enterprises occupy the
market, access to dynamic competitive advantage and long-term profits.

This paper establish the comprehensive evaluation index system of brand com-
petitiveness of liquor industry enterprises based on the understanding of brand
competitiveness and the previous brand competitiveness evaluation index system
research results, according to the degree of attention of the traditional cultural
heritage and the lasting vitality of the liquor industry.

14.3 Research Methods

The main research methods adopted in this paper are:

1. Delphi method

The relevant information of the brand competitiveness evaluation index system of
the liquor industry enterprises are sent to the university and representatives of the six
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experts and senior users 4, through the expert scoring in the form of the judgment
matrix to build the various elements of the score [4], to determine the importance of
the indicators and get a more satisfactory answer in the constant feedback.

2. Analytic Hierarchy Process (AHP)

It is the combination of the quantitative and qualitative analysis that expressing
and dealing with subjective judgments in quantity [5]. In this paper, the judgement
matrix is determined by the comparison of the two factors of AHP, and the
eigenvector is obtained by the 1–9 scale to determine the weight coefficient of the
index which is an important basis for calculating the final target value [6].

14.4 The Construction of the Enterprise Brand
Competitiveness Evaluation Index System
in the Liquor Industry

On the basis of the study of the brand competitiveness literature, this paper focuses
on exploring the construction of the relevant brand competitiveness evaluation
system in the research object of the liquor industry enterprises [7]. The three
principles of validity, practicability and instructiveness need to follow in the con-
struction of enterprise brand competitiveness evaluation index system, to build
scientific and rational construction of the index system and ensure the collectability
of the data. So it can help enterprises to scientifically assess the competitiveness of
brands and improve the weak aspects of the system through the evaluation results,
thereby enhancing the brand’s competitiveness.

14.4.1 Determination of the Evaluation Index System
of Brand Competitiveness in Liquor Industry

The competitiveness index is the basis of reflection of the accurate and objective
competitiveness of enterprises. Based on the connotation of brand competitiveness,
this paper analyzes the indicators of brand competitiveness of liquor industry in
terms of resources, market, profitability and development, combining the feasibility
of data collection, and builds the evaluation index system from the five aspects of the
brand management ability, the brand market ability, the brand financial ability and
the brand development potential containing 5 first level index and 28 second level
index (specific content as shown in Table 14.1).
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14.4.2 Determination of the Weight of Evaluation Index
System of Brand Competitiveness in Liquor Industry

On the basis of the evaluation index system of brand competitiveness of the liquor
industry enterprises, it is necessary to determine the weight vector Wn of each level
index in the evaluation index system of brand competitiveness of liquor industry due
to the existence of complex hierarchical relationship among the evaluation indexes,
which is to quantitatively describe the importance of each indicator in the overall
index system. The weight of each index refers to its importance to the system for
each indicator according to the impact of the various indicators to corporate brand
competitiveness.

Table 14.1 The brand competitiveness evaluation index system of the liquor industry enterprise

Target First level index Second level index

The brand com-
petitiveness
of the liquor
industry enterprise

The brand base ability A1 The management expense profit ratio B1

The number of technical personnel B2

The human capital development costs B3

The investment in brand culture con-
struction B4

The brand association degree B5

The number of brand patents B6

The R & D innovation investment B7

The brand management ability
A2

The number of market segments B8

The advertising costs B9

The brand distribution ability B10

The brand image B11

The brand scale expansion ability B12

The brand market ability A3 The market share B13

The market coverage B14

The number of new market B15

The investment of product development
B16

The brand financial ability A4 The main business income B17

The total profit B18

The rate of return on total assets B19

The profit margin of the cost and expense
B20

The sales growth rate B21

The profit growth rate B22

The operating cost profit ratio B23

The brand development poten-
tiality A5

The brand awareness B24

The brand reputation B25

The brand loyalty B26

The customer satisfaction B27

The technology leadership B28
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To determine the steps of the weight of the evaluation index system:

1. The importance scoring of each level index and the construction of each judgment
matrix

In this paper, we use the Analytic Hierarchy Process (AHP) to form the weight
distribution scheme, the experts grading and correcting the evaluation index system
by using the “1–9 scaling method”, to get judgement matrix of every level index Uij
and calculate and determine the evaluation index weight system according to the
specific mathematical method.

Uij ¼

u11 u12 u13 u14 . . .
u21 u22 u23 u24 . . .
u31 u32 u33 u34 . . .
u41 u42 u43 u44 . . .
. . . . . . . . . . . . . . .

2
66664

3
77775

ð14:1Þ

According to the judgment matrix, the eigenvector W corresponding to the
maximum eigenvalue λmax is obtained by using the matrix weighted average
method, that is, the corresponding weight of each level index.

2. Consistency check

In view of the contradiction between the two dimensions of multi-dimension and
multi-factor, it is necessary to verify the consistency of the importance of the process
before and after the comparison of the weight. When the weight is obtained, the
comparison of the two comparisons should be compared with the calculation of the
consistency index.

By using the “1–9 scale method” of the evaluation index system by the expert
group, the following judgment matrix was obtained (here take the brand develop-
ment potential as an example):

U5 ¼

1 2 3 2 4
1
2

1 2
1
2

3

1
3

1
2

1
1
2

2

1
2

2 2 1 2

1
4

1
2

1
3

1
2

1

2
6666666664

3
7777777775

ð14:2Þ

The corresponding weights are calculate and obtained by the method:
W5 ¼ {0.0662, 0.0339, 0.0215, 0.0418, 0.0144}, consistency check available

CI ¼ 0.0293, when n ¼ 5, RI ¼ 1.12, so CR ¼ CI / RI ¼ 0.0262 < 0.1, describing
that judgment matrix consistency is acceptable. Similarly, other indicators available
right levels of weight are obtained (as shown in Table 14.2), which lay the founda-
tion for the liquor industry brand competitiveness measurement and comparison.
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Table 14.2 The brand competitiveness evaluation index weight table of the liquor industry
enterprise

Target First level index Second level index
The index weight Wn
(n ¼ 1,2,3,. . .,28)

The brand com-
petitiveness
of the liquor
industry
enterprise

The brand base ability
A1

The management expense
profit ratio B1

0.0101

The number of technical
personnel B2

0.0203

The human capital devel-
opment costs B3

0.0166

The investment in brand
culture construction B4

0.0166

The brand association
degree B5

0.0101

The number of brand pat-
ents B6

0.0207

The R & D innovation
investment B7

0.0332

The brand manage-
ment ability A2

The number of market
segments B8

0.0126

The advertising costs B9 0.0117

The brand distribution
ability B10

0.0226

The brand image B11 0.0153

The brand scale expansion
ability B12

0.0325

The brand market
ability A3

The market share B13 0.1234

The market coverage B14 0.0670

The number of new market
B15

0.0430

The investment of product
development B16

0.0282

The brand financial
ability A4

The main business income
B17

0.0438

The total profit B18 0.0680

The rate of return on total
assets B19

0.0208

The profit margin of the
cost and expense B20

0.0317

The sales growth rate B21 0.0557

The profit growth rate B22 0.0896

The operating cost profit
ratio B23

0.0288

The brand develop-
ment potentiality A5

The brand awareness B24 0.0662

The brand reputation B25 0.0339

The brand loyalty B26 0.0215

The customer satisfaction
B27

0.0418

The technology leadership
B28

0.0144
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14.4.3 Quantitative Analysis of Target Value of Enterprise
Brand Competitiveness in Liquor Industry

The liquor industry enterprises brand competitiveness evaluation index system,
some of which indicators are qualitative, and others are quantitative. In the conver-
sion process, the evaluation method of the different types of indicators can also be
different. These qualitative indexes which are very fuzzy are quantified by grade
evaluation method. In the index system of this article, the score of the qualitative
evaluation index through the questionnaire survey can be obtained by computer
processing. (the score is full of 100 points, divided into five grades: excellent
100 points, good 80 points, medium 60 points, low 40 points and bad 20 points),
the rest of the indicators are the quantitative indicators whose value can be directly or
indirectly calculated.

To calculate the total score of the brand competitiveness evaluation system of the
liquor industry, only the weight value and the dimensionless score of each evaluation
index are substituted into the mathematical model E ¼ Σwi*Pi, where E is the total
score and wi is the weight of the index i, Pi is the score of the evaluation index, and n
is the number of the evaluation index. Drawing the level of evaluation method, the
brand competitiveness can be divided into five grades (as shown in Table 14.3) with
reference to the existing industry brand competitiveness evaluation criteria. The
enterprises can identify their position and determine the next goal according to the
comprehensive evaluation of the value, so as to enhance their own brand
competitiveness.

14.5 Conclusions and Remarks

Based on the comprehensive analysis of the existing relevant theories and achieve-
ments, this paper constructs the comprehensive evaluation index system of brand
competitiveness of liquor industry enterprises that can scientifically and accurately
evaluate the brand competitiveness of enterprises and provide the basis for decision-
making for enterprises to comprehensively understand and improve their own ability
and better participate in the market competition. The brand competitiveness evalu-
ation index system, mainly through the way of the mathematical statistics to calcu-
late the comprehensive evaluation value E, is intuitive and strong persuasive. It can
be used for the evaluation of enterprise competitiveness and analysis, to provide
evaluation basis and reference.

Table 14.3 The brand competitiveness evaluation criteria of the liquor industry enterprise

THE comprehensive evaluation value E <30 30~55 55~75 75~90 >90

The brand competitiveness Very
weak

Weak Medium Strong Very
strong
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Many questions need to carry on the thorough research and the analysis because
of the limited time and the difficulties of data acquisition, the following are some
prospects for further research: (1) the use of empirical research to prove the scientific
and feasibility of the index system, and according to the specific single enterprise
brand five modules of the respective scores to determine the module layer on the
enterprise brand competitiveness E contribution (that is the brand weight), to identify
gaps and unreasonable places to determine the next phase of enterprise brand
building the focus of the direction. (2) Further analysis of the brand base ability,
the brand management ability, the brand market ability, the brand financial ability
and the brand development potentiality, and to find the fundamental problems and
core issues in the current enterprise brand building from their respective secondary
indicators level, and to take targeted countermeasures for related issues to further
enhance the brand competitiveness of enterprises.
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Chapter 15
Simulation of Stochastic Volatility
Variance Swap

Shican Liu, Yanli Zhou, Yonghong Wu, and Xiangyu Ge

Abstract This paper aims to propose efficient mathematical model of variance swap
to study the effect of stochastic volatility in different time-scales on the option pricing.
Two types of stochastic volatility, including Ornstein-Uhlenbeck (OU) process and
Cox-Ingersoll-Ross (CIR) process are considered. Analytical solution of CIR model is
presented. For the OU process, a numerical algorithm based on the finite element
approach is established for solution of the model.

Keywords Variance swaps · Time-scale · Stochastic volatility · Finite element
method

15.1 Introduction

A variance swap is a financial instrument which allows investors to speculate on the
spread between future volatility and implied volatility. Variance swap provides us a
straightforward method to cover the exposure risk of the volatility of the underlying
asset. Recently, many researchers have investigated the variance pricing based on
the classical Greek option with constant volatility which lead to the underlying
process of a fat-tailed distribution. The stochastic volatility model is one of the
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approaches to overcome the shortcomings of the constant volatility models. Carr and
Madan [1] briefly reviewed three different methods for trading realized volatility,
including static replication, delta hedge, and volatility contract, and connected their
work with the stochastic volatility. However, little work has been done to study the
variance swap pricing problem under stochastic volatility.

The concept of time scales in Finance was first introduced by Fouque et al. in
1998, in Ref. [2] in which the option pricing model with fast-scale stochastic
volatility is proposed. In practice, variations of data, include high frequency data
always appears only in the short period, while low frequency data appears in the long
period.

Many numerical algorithms have been proposed to study the time-scale option
pricing problem. Little and Pant [3] applied the finite difference method (FDM) the
variance swaps problem based on constant volatility [4], in which a two-dimensional
(2D) problem was reduced to a one-dimensional one, and the price of variance swap
was obtained as an average of the 2D solutions. As well known, the stochastic
volatility emerges as a solution to the constant volatility, which has been studied for
years. Zhu and Lian [5] applied the Fourier transformation to price variance swaps
with discrete sampling times and found a closed-form solution of the Heston’s
two-factor stochastic volatility model [6].

In this paper, we extend Zhu and Lian’s work to study the variance swap based on
the fast-scale model. A little attempt has been done on using the OU process for the
variance swap problem. Numerical approximation is carried out using Finite Ele-
ment Method. By introducing the technique implanted by Little and Pant [3], the 3D
model reduces to a 2D model. The model is then split into two stages at ti � 1� t� ti,
and ti � t � T respectively. The solution of the second stage at ti � t � T is first
carried out and is then implemented to the initial solution of the first state. The
solution in Zhu and Lian [5] is used as a benchmark to show the validity of our
algorithm. The effect of maturity time and different time-scale rates on strike price is
investigated, also the long level convergence of the strike is showed in our numerical
results.

The rest of this paper is as follows. In Sect. 15.2, we set up the model.
Section 15.3 concerns the numerical study of the problem. Section 15.4 is the
conclusion of this paper.

15.2 Model Setup

This section concerns dynamics of the underlying asset, which can be described by
the following stochastic differential equation:

dSt ¼ μStdt þ σtStdW
0ð Þ
t , ð15:1Þ
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where St denotes the stock price, dW 0ð Þ
t is a Geometric Brownian motion, σt

represents volatility which is driven by a factor diffusion process and is determined

by σt ¼ f Y kð Þ
t

� �
, with the factor Y kð Þ

t obtained from a Gaussian OU process [7]:

dY kð Þ
t ¼ k m� Y kð Þ

t

� �
dt þ v

ffiffiffiffiffi
2k

p
dW 1ð Þ

t , ð15:2Þ

for the drift scale k > 0 and the diffusion coefficient scale
ffiffiffi
k

p
. From (15.1) and

(15.2), W 1ð Þ
t and W 0ð Þ

t is correlated with the covariation cov W tð Þ
t ;W 0ð Þ

t

� �
¼ ρ1.

The scale of k affects the volatility process significantly. When k is large, the
process is referred to the fast scale process; otherwise, is known as the slow scale
process. The value of a variance swap at the expiration date can be written as VT ¼ L∗

(σ2 � K), where σ2 is the final realized volatility, K is the strike price and L is the
variance amount. In the risk-neutral world, the value of variance swap at time t is

denoted by VT ¼ E e�r T�tð Þ σ2R � K
� �

L
h i

. We let V0 ¼ 0, because there is no cost to

enter a swap at the right beginning. Based on the martingale property, K ¼ E[σ2] is
obtained. The problem thus becomes to calculate the realized volatility σ2. According
to Little and Pant [3], the final realized volatility is defined as

σ2R ¼ AF

N

XN�1

i¼0

Siþ1 � Sið Þ=Sið Þ2, ð15:3Þ

where AF is an animalization factor and N is number of the expected scheduled
trading days in the observation period. The AF value of 252 is used when the
sampling frequency is every trading day, 52 for everyweek and 12 for everymonth.
As it is shown in (15.3), there are two underlying processes in the final payoff
function, which makes the problem difficult to deal with. In this work, the method
used by Zhu and Lian [5], and Little and Pant [3] are implemented. Firstly, a new
variable It is introduced as

It ¼
Z t

0
δ ti�1 � τð ÞSτdτ, ð15:4Þ

where δ is the Dirac-delta function, which means It ¼ 0 if t < ti � 1, and It ¼ Si � 1 if
t � ti � 1. By the usual no-arbitrage argument, we rewrite (15.1), and (15.2) into the
forms:

dSt ¼ rStdt þ
ffiffiffiffiffi
Yt

p
StdW

0ð Þ
t ,

dYt ¼ k m� Ytð Þ � λv
ffiffiffiffiffi
2k

p� �
dt þ v

ffiffiffiffiffi
2k

p
dW 1ð Þ

t ,

(
ð15:5Þ

Where λ denotes the Risk price which is the same as Heston [6]. Letting U(t, S,Y, I )
be the price of a derivative whose payoff at time point ti þ 1 from ti is ((Si þ 1� Si)/Si)

2,
and according to Fouque and Sircar [8] and Feyman-Kac Theorem [5], we obtain:
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Ut þ 1
2
YS2USS þ ρvS

ffiffiffiffiffiffiffiffiffi
2kYt

p
USY þ v2kUYY þ r US � Uð Þ

þ k m� Yð Þ � λv
ffiffiffiffiffi
2k

p� �
UY þ δ ti�1 � tð ÞUI ¼ 0

ð15:6Þ

with the terminal condition U(t, S,Y, I )¼ (S/I� 1)2. According to the definition ofU

(t, S,Y, I ), we have er ti�tð ÞU t; St; Yt; Itð Þ ¼ EQ
0 Si=Ii � 1ð Þ2
h i

. Based on the definition

(15.4), It is deterministic and is only related to the previous state of Si � 1, which
means that even though S is a stochastic process, It can be determined if we fix the
previous stage of Si � 1. The variation of a deterministic process equals to zero, and
the proof of this argument can be found in Klebaner et al. [9]. Because the
discounted price of U is a martingale, by V(t, S,Y, I ) ¼ e�rtU(t, S,Y, I ), we obtain.

dV ¼ e�rt �rUdt þ dUð Þ ð15:7Þ
From Ito’s formula,

dU ¼ Utdt þ USdSþ UYdY þ UIdI þ 1
2
USS dS; dS½ � þ 1

2
UYY dY ; dY½ � þ UXY dX; dY½ �

¼ Ut þ 1
2
YS2USS þ ρvS

ffiffiffiffiffiffiffiffi
2kY

p
USY þ v2kUYY

�
þ r US � Uð Þ

þ k m� Yð Þ � λv
ffiffiffiffiffi
2k

p� �
UY þ δ ti�1 � tð ÞUI

�
dt þ ϕ X; Y ; I; tð ÞdW

ð15:8Þ
where ϕ is a complicated function of X, Y, I and t. By substituting (15.8) into (15.7),
and using the Martingale Representation Theorem, (15.6) is obtained by taking
expectation of (15.7). Let x ¼ ln S, y ¼ ln Y and γ ¼ ln I, |Eq. (15.6) becomes

Ut þ 1
2
yUxx þ ρv

ffiffiffiffiffiffiffi
2ky

p
Uxy þ v2kUyy þ r Ux � Uð Þ

þ k m� yð Þ � λv
ffiffiffiffiffi
2k

p� �
Uy þ δ ti�1 � tð ÞUγ ¼ 0

ð15:9Þ

with the terminal condition U(T, x, y, γ) ¼ (ex � γ � 1)2. Based on the property of
Dirac-delta function, Eq. (15.9) can be represented by two-stages PDEs.

Stage one for 0 � t < ti � 1,

Ut þ 1
2
yUxx þ ρv

ffiffiffiffiffiffiffi
2ky

p
Uxy þ v2kUyy þ r Ux � Uð Þ

þ k m� yð Þ � λv
ffiffiffiffiffi
2k

p� �
Uy ¼ 0, lim

t"ti�1

Ui ¼ lim
t#ti�1

Ui:
ð15:10Þ

Stage two for ti � 1 � t � Y,

Ut þ 1
2
yUxx þ ρv

ffiffiffiffiffiffiffi
2ky

p
Uxy þ v2kUyy þ r Ux � Uð Þ

þ k m� yð Þ � λv
ffiffiffiffiffi
2k

p� �
Uy ¼ 0,Ui x; y; γ; Tð Þ ¼ ex�γ � 1ð Þ2:

ð15:11Þ
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Let ti � 1 ¼ T � Δt, and Δt ¼ T/N, N ¼ 1, 2, . . . , ~N stage one and stage two
should be solved by backward algorithm.

15.3 Numerical Analysis

In Subsect. 15.3.1, the finite element method (FEM) is applied to solve the model
with the CIR process, and our approach will be benchmarked by making a compar-
ison between the approximate solution and the semi-analytical solution at each point.
Also, for the reason that it is no analytic solution for the model with the OU process,
we investigate the relationship between the time scale rate k, the maturity time T and
the expected value of strike price through numerical solution based on the FEM
method in Subsect. 15.3.2.

15.3.1 Validity Study

In order to show that the proposed model is applicable, we apply the model (15.12)
and assumption as used by Zhu and Lian [5], and compare the approximated solution
with the closed form solution. The Heston Model:

dSt ¼ rStdt þ ffiffiffiffi
vt

p
Std ~W S

t ,
dYt ¼ k∗ θ∗ � vtð Þdt þ σV

ffiffiffiffi
vt

p
d ~W V

t ,

�
ð15:12Þ

where k∗ ¼ k þ λ and θ∗ ¼ kθ/(k þ λ) are the risk-neutral parameters, λ is the
premium of volatility risk [6]. The parameters used here is the same as those in Zhu
and Lian [5], namely k∗ ¼ 11.35, θ∗ ¼ 0.022, σV ¼ 0.618 while we choose v0 ¼ 0.5
in this paper. We also apply the same assumption, as in Zhu and Lian [5] that the
strike price is defined by

Kvar ¼ κ∗104 ¼ erΔtE Sti � Sti�1ð Þ=Sti�1½ �∗104=T ð15:13Þ
which is only related with the time step size and value of vt. Figure 15.1 shows the
comparison of the FEM approximation and the exact solution. Clearly, in Fig. 15.1,
the strike price falls as maturity time increases. Even though the difference between
the two methods becomes larger and larger as the maturity time increases, we can
apply this method for the reason that exact solution does not always exist, and even
in Zhu and Lian’s paper, they derived the semi-analytic solution with the integral
form instead of the exact solution. The FEM method is accurate to describe the
tendency and in most cases the maturity time cannot be that long. In order to increase
the absolute accuracy and make our method more persuasive, we calculate the κ in
Eq. (15.13) instead of Kvar with the mesh size of 100, and then obtain Fig. 15.2.
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Fig. 15.1 Calculated strike values as a function of maturity time
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15.3.2 Numerical Results of Our Model

Zhu and Lian’s paper is based on Heston’s two-factor stochastic volatility model. In
Heston’s model, the stochastic volatility process is a CIR process, from which it is
easy to construct a closed form solution by using Heston’s Scheme [6]. However, if
the stochastic volatility process is the OU process instead of the CIR process, it is not
easy to obtain analytical solution by simply constructing a specified form. The
approximate solution is thus obtained instead.

As it is shown in Fig. 15.3a, the strike price is inverted anti-correlated with the
time scale rate. There is a mechanism behind the phenomenon: Lager k brings more
risk exposure, which contributes more to the strike price. But this effect will not go to
infinity, when k is larger than one, the strike price experiences a slightly decrease and
converges to zero.

Also, Fig. 15.3b shows the relationship between the maturity time T and the strike
price. Obviously, the strike price is anti-correlated with the maturity time. It
decreases sharply when the maturity time T is less than 1.5 years and approaches a
steady level when time goes by. This agrees with the result proved by Zhu and Lian
[5]. The result verifies that volatility provides a measure of risk exposure. The longer
the investors hold the contract, the higher risk they have to take.

Fig. 15.2 Relationship between maturity time and strike price
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Fig. 15.3 Relationship between the maturity time and strike price

146 S. Liu et al.



15.4 Conclusion

In this paper, we apply the finite element method to obtain the approximate solution
of variance swaps under stochastic volatility. The time scale rate of stochastic
volatility is considered to describe the long term and short term perturbation and
draw the conclusion that the strike price of variance swap is anti-correlated with the
time scale rate, especially when k is less than one. Also, for the reason that the
volatility is a measure of risk, the strike price falls when the maturity time increases.
We have also compared the results produced by the FEM method with the model
with the CIR process for describing the volatility and found that our approximate
solution agrees with the exact solution. The significance of this work can be
illustrated in two aspects. First of all, the exact solution can only be obtained for
specified models. For most PDE, we cannot derive the closed form solution, which
makes the numerical approach necessary. Besides, even though most work has
considered the stochastic volatility, they do not study the property of the stochastic
volatility, we apply the time scale rate to describe our model and show how it works
on the variance swaps pricing.
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Chapter 16
Empirical Research of the Contribution
Rate of University Science and Technology
to the Regional Economic Development

Tianhang Wang and Fengge Yao

Abstract In this paper, the development of the times, scientific and technological
progress has become the decisive factor of regional economic growth. As an
important part of scientific and technological progress, University Science and
technology has made important contributions to the regional economic development.
The research shows that the rate of scientific and technological progress in Colleges
and universities is 1.46%, the contribution rate of regional economic development is
10.09%, and its scientific research efficiency is about 3 times the efficiency of
scientific research institutions and enterprises. Therefore, increasing the investment
of scientific research funds in universities has a very important role in improving the
efficiency of scientific research and promoting the rapid development of regional
economy.

Keywords University science and technology · Technological progress rate ·
Contribution rate

16.1 Introduction

Since the twenty-first century, the world economy has rapid development, human
society gradually from the industrial age into the era of knowledge economy, the
growing status and role of science and technology, have become the fresh power to
promote the economic development, improving the comprehensive national strength
important factor. As an important part of our country’s scientific and technological
innovation in colleges and universities, has been charged in the forefront of scientific
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research front, in order to promote our country’s scientific and technological pro-
gress, promote national and regional economic development has made outstanding
contributions. In the process of research, this article uses Eviews8 as auxiliary
software, set up multiple regression model to explore the productivity and the
intrinsic relation between scientific research spending, then calculate the technolog-
ical progress’s contribution.

16.2 Model Selection

University of science and technology is a part of social science and technology, to
explore the progress of science and technology’s influence on the economic devel-
opment of colleges and universities, you first need to understand the productivity
contribution to economic output level of science and technology, measurement of
university science and technology progress in the overall ratio of science and
technology progress, finally get the university science and technology progress
contribution rate to economic growth. Therefore, in the measurement of the contri-
bution rate of science and technology in Liaoning province [1].

16.2.1 Technical Productivity Model Selection

At present, there are many ways to calculate the contribution rate of science and
technology at home and abroad, such as sermon glass production function method,
the elasticity of substitution production function, solo residual method, growth factor
analysis, DEA method, logarithmic production function method, etc. Among them,
solo’s residual method is favored by researchers and is widely used in the research
field of technology contribution rate [2].

In this article, using solo residual method for scientific and technological progress
rate using the most commonly used C-D production function, according to Thoreau
improvements on C-D production function, technology, productivity can be divided
into initial science and technology and scientific and technological progress, scien-
tific and technological progress as a function of time t.

In order to avoid the influence of multiple co-linear, it is assumed that the scale
compensation is constant, that is, a + b ¼ 1, and the model as follows:

Y ¼ AemtKaLb ð16:1Þ
Y ¼ output, A ¼ the initial technical level, m ¼ the rate of technological progress,
Aemt ¼ A period of technology productivity level, K ¼ capital input, L ¼ the labor
input, A and b ¼ the output elasticity of capital and labor. We can divide the
Eq. (16.1) by both sides by L.
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Y=L ¼ Aemt K=Lð Þa ð16:2Þ
Take the logarithm of both sides:

ln Y=Lð Þ ¼ lnAþ a ln K=Lð Þ þ mt ð16:3Þ

16.2.2 The Model Construction of the Contribution Rate
of Scientific and Technological Progress in Colleges
and Universities

On the basis of estimating the contribution rate of scientific and technological
progress to regional economic development, we can estimate the contribution rate
of science and technology in colleges and universities [3]. The progress of regional
science and technology is generally derived from the research of universities,
research institutes and research departments.

In our country, colleges and universities, scientific research institutions and
enterprises is the main research and development spending, T can establish technol-
ogy productivity and the relationship between departments of scientific research
funds, in the case of omitted distractions, model is as follows:

T ¼ eAGcQd ð16:4Þ
In formula (16.4), A is a constant term, and G is the internal expenditure of research

and development funds of universities, Q is the internal expenditure of research and
development funds of other scientific research institutions and enterprises [4].

To estimate the parameters, you need to take the logarithm of the Eq. (16.4) to
make the model:

ln T ¼ Aþ c lnGþ d lnQ ð16:5Þ
The relationship between technical productivity and r&d expenditure can be

obtained by estimating the values of A, c and d by parameter estimation of
Eq. (16.5).

The technical progress rate is obtained by using the whole differential Eq. (16.5):

λ ¼ dT=T ¼ c∗dG=Gþ dQ=Q ð16:6Þ

16.3 Data Selection and Processing

This paper, taking Liaoning province as an example, chooses and processes the data
of the above model variables.
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16.3.1 Technical Productivity Model Data Selection
and Processing

In the measurement of scientific and technological productivity, the basic model of
choice involves total output, capital input and labor input into three variables.
Technical progress at home and abroad the research about the relation between
economic growth, gross domestic product (GDP) is chosen mostly as output indi-
cators, in here, this paper also made the same choice, with GDP of Liaoning province
[5]. According to the total assets of three economic census in Liaoning province and
the new calendar year (removal of first industry) fixed assets value, can get a new
liquid assets and the proportion of new fixed assets is about 0.84:1, according to the
new can calculate the new calendar year total assets, fixed assets and total capital
throughout the years.

16.3.2 The Selection and Disposal of College Funds Data

When selecting data for scientific research funds, there are two kinds of data in the
yearbook, which are the internal expenditures of research and development funds
and the internal expenditure of science and technology activities.

The activities of science and technology in recent years due to the internal
spending this measure, all the choice of research and development expenses within
budget as required for variable data, and a total funds for research in Liaoning in
1997 before the yearbook of does not exist, in order to guarantee the consistency of
the data, this article choose in Liaoning province from 1998 to 2013 in research and
development spending data as the variable of the model for numerical data from
Liaoning statistical yearbook and China statistical yearbook of science and
technology.

16.4 An Empirical Study on the Contribution Rate
of Scientific

16.4.1 Measurement of Technical Productivity

The data in Eviews8 and Table 16.1 are used to analyze the Eq. (16.3) and get the
following results:

ln Y=L ¼ 0:5135 lnK=Lþ 0:069t � 138:3946
3:8650

�
5:0381ð Þ ��5:1307

� �
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Two coefficient and t test value of the constant term 3.8650, 5.0381 and 5.0381,
respectively, F ¼ 1376.526, variables are visible through the t test and F test, at the
same time, the coefficient of determination R2 ¼ 0.9953, the goodness of fit is very
good also, but the DW ¼ 1.0660 < DL ¼ 1.1, shows that residual autocorrelation
sequence, need to eliminate residual autocorrelation, after using the generalized
difference method is used to eliminate the first-order autocorrelation, regression
analysis for the model are as follows:

ln Y=L ¼ 0:532 lnK=Lþ 0:0661t � 132:6987
2:0860

�
2:3040ð Þ ��2:3441� �

Eliminate autocorrelation, DW ¼ 1.4865, the model coefficients and constant
term t test value of 2.0860, 2.3040 and 2.3040 respectively, F ¼ 417.7831, the
explanation of the variables in the model through the t test and F test, and
R2 ¼ 0.9858.The model shows that the technological progress rate
m ¼ 0.0661 ¼ 6.61%, and the elasticity of capital output a ¼ 0.532, according to
a + b ¼ 1, the elasticity of labor output is equal to 0.468.

According to formula (16.5) and a and b, the model can be obtained by moving
items:

y ¼ λþ 0:532þ 0:4681

The model of economic growth obtained from the above shows the relationship
between economic growth rate and technological progress rate, capital growth rate
and labor growth rate. After the progress of science and technology, according to
formula (16.6), the contribution rate of scientific and technological progress can be
calculated, as shown in Table 16.2.

Table 16.1 The value of total output, total assets, labor and ratio of Liaoning province

Year Output Capital Labor Ln(Y/L) Ln(K/L)

2003 5386.70 36,977.50 1318.10 1.4077 3.3341

2004 5873.60 40,572.57 1376.10 1.4512 3.3838

2005 7164.90 44,898.76 1398.20 1.6340 3.4692

2006 8365.10 49,920.52 1411.90 1.7791 3.5655

2007 10,030.90 56,516.07 1475.00 1.9170 3.6459

2008 12,366.60 71,286.01 1497.50 2.1112 3.8629

2009 13,797.60 83,693.27 1579.60 2.1673 3.9700

2010 16,826.20 1,00,791.34 1613.90 2.3443 4.1344

2011 20,311.13 1,16,992.89 1665.01 2.5013 4.2523

2012 22,690.58 1,37,979.83 1729.16 2.5743 4.3795

2013 24,997.00 1,56,553.40 1835.07 2.6117 4.4463
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16.4.2 The Calculation of the Contribution Rate of Science
and Technology in Colleges and Universities

According to type (16.6), must carry on the university of science and technology
contribution rate is calculated to estimate the first university of science and technol-
ogy progress rate and growth rate of GDP, GDP growth rate has been calculated in
Table 16.2, so the most important thing is to measure the rate of scientific and
technological progress.

Using the data in Table 16.2, the combination Eq. (16.6), after eliminating the
autocorrelation, makes the parameter estimation, which can get linear regression
results:

ln T ¼ 0:0777 lnGþ 0:2712 lnQ� 1:6499
2:1588

�
7:4226ð Þ ��13:7144

� �

The numerical value of the upper brackets is the t statistic, and the coefficients
and constants are all passed the t test. In the regression results, F ¼ 274.1481,
R2 ¼ 0.9856, the model also passed the F test, and the fitting is good.

The regression results showed that every 1% increase in expenditure in colleges
and universities increased by 0.0752% in scientific and technological productivity,
1% in research institutions and enterprises and 0.2529% in scientific and technolog-
ical productivity.

So I’m going to take the logarithm of the upper and the right hand side,

dT=T ¼ 0:777dG=Gþ 0:2712dQ=Q

The growth rate of scientific and technological progress and the growth rate of
college funds is equal to the growth rate of scientific research institutions, which can
be:

λ ¼ 0:0777gþ 0:2717q

Table 16.2 Expenditure on research and development of Liaoning province in 2003–2013

Year G Q Ln G Ln Q g(%) q(%)

2003 7.6545 75.3154 2.0353 4.3217 25.89 15.02

2004 10.2049 96.7093 2.3229 4.5717 33.32 28.41

2005 12.2408 112.4678 2.5048 4.7227 19.95 16.29

2006 15.6078 120.1779 2.7478 4.7890 27.51 6.86

2007 17.3274 148.0715 2.8523 4.9977 11.02 23.21

2008 21.1333 168.9329 3.0508 5.1295 21.96 14.09

2009 23.8643 208.5044 3.1724 5.3400 12.92 23.42

2010 24.4612 263.0091 3.1971 5.5722 2.50 26.14

2011 32.6010 331.2338 3.4843 5.8028 33.28 25.94

2012 37.2531 353.6149 3.6177 5.8682 14.27 6.76

2013 41.3586 404.5736 3.7223 6.0028 11.02 14.41

Ave – – – – 21.59 21.77
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According to the college in Table 16.2 average growth rate of funds, funds for
scientific research institutions and enterprises average growth rate can be calculated
lambda Liaoning province scientific and technological progress rate of 7.57%,
1.67% for university science and technology progress, the other 5.90% for scientific
research institutions and enterprises of science and technology progress, the regres-
sion model of scientific and technological progress rate values and the average rate
of scientific and technological progress in Table 16.2 numerical similar, smaller error
exists.

Acknowledgments Therefore, increasing the investment in science and technology and encour-
aging the innovation of science and technology to drive economic growth will lead to higher
efficiency and better results.

Research and development spending growth rate of 21.59% in colleges and universities,
scientific research institutions and companies fund growth rate of 21.77%, the growth rates are
similar, but under the condition of the same research and development spending, the efficiency of
scientific research in colleges and universities more than scientific research institutions and enter-
prises, so that increase the funds to promote economic growth plays an important role in Liaoning
[6]. To establish scientific research evaluation system based on market survey, according to the law
of value to judge the real value of scientific research achievements, replace the number of scientific
research with scientific research value, improve the scientific research achievements of actual use
value, the number of output less practical transformation and application of poor or hard to the
number of research projects, increase the proportion of applied research in scientific research in
colleges and universities.

For generic technology and proprietary technology, realize the conversion of scientific research,
generally uses the school-run enterprises, investment in technology, scientific research personnel
self-employed, technology to sell or transfer such as form, at the same time encourage interdisci-
plinary cross-industry cooperation of science and technology, to maximize the use scientific
research achievements.
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Chapter 17
Research on Incentive Strategy of Logistics
Outsourcing About Manufacturing
Enterprises

Bo Yang and Wenwen Jin

Abstract Facing of China’s manufacturing industry development status quo, this
paper based on evolutionary game theory foundation and relationship between
manufacturing enterprises and TPL to build game model of logistics outsourcing.
Then this paper analyzes evolutionary game to get optimal strategies. It is in order to
make game both sides to achieve maximum benefits. Finally, according to model
results, this paper proposes strategies to enhance enthusiasm of outsourcing coop-
eration and promotes common development of manufacturing enterprises and TPL.
It makes manufacturing companies respond quickly to markets and with high quality
services meet individual needs of consumers.

Keywords Manufacturing enterprises · TPL · Outsourcing · Evolutionary game

17.1 Introduction

Since the reform and opening up, although China’s manufacturing industries have
made rapid development, there is a big gap in technological innovation with
developed countries [2]. Facing these statuses, advantages that establish in the past
are difficult to bring huge profits for enterprises [6, 7]. At present, the study of
manufacturing enterprise logistics outsourcing has been concerned many scholars. In
the literature, the authors from different areas use game theory to study manufactur-
ing enterprise logistics outsourcing. In these documents, they are based on that game
players are completely rational preconditions, but in real life, it is difficult to achieve.
Therefore, from reality of the situation, we should be from a limited rational point to
analyze manufacturing enterprise logistics outsourcing [5]. In addition, there are few
studies on its incentive mechanism [3, 4]. Facing manufacturing enterprises present
situation, the study on logistics outsourcing incentive mechanism that has become a
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hot. Therefore, this paper researches logistics outsourcing incentive mechanisms of
manufacturing enterprises and TPL. Using evolutionary game theory, establishing
evolutionary game model of encourage behavior and analyzing the game’s balance
under different conditions results, then drawing the appropriate conclusions.

17.2 Constructing Evolutionary Game Model
of Manufacturing Enterprises and Tpl Enterprise

Evolutionary game theory is based on incomplete rational and incomplete informa-
tion [1], combined with game theory analysis and dynamic evolution process. In the
game processes, both sides improve their strategy by learning and exploring. And
ultimately tend to a stable strategy. Compared with the classical game theory, the
evolutionary game theory makes up its shortcomings. So it is widely used to various
fields, especially in the process of enterprise cooperation competition.

17.2.1 Set of Model Parameters

In the evolutionary game model of logistics outsourcing include manufacturing
enterprises(c) and TPL(v).θi: normal benefits; αi: information shares in outsourcing;
βi: business matching in outsourcing; γi: the level of corporate confidence; ϑi:
information gain coefficient;μi: synergies coefficient; πi: additional revenue coeffi-
cient; ρi: risk; ∁i: cost; φ: encourage cooperation coefficient; ωi: punishment.

17.2.2 Replication Dynamic Equation and Stability Strategy
Analysis of Model

Each participant has two options: “Outsourcing”, “No Outsourcing”; “Cooperation”,
“Non-cooperation”. The income matrix of two sides can be divided into four cases
and based on analysis, the income matrix of both sides is shown in Table 17.1:

The probability of manufacturing enterprises choosing outsourcing is x, the
probability of TPL choosing cooperation is y, which o � x � 1,0 � y � 1. Also
suppose the time variable t, with the passage of time t, the x and y will eventually
remain stable.

The average income of manufacturer is: uc ¼ xuc1 þ 1� xð Þuc2:
¼ θc þ y xϑc þ xμc þ πc � xπcð Þγvβvαv þ x φ� ρcð Þγcβcαc þ x� 1ð Þωc � x∁c ð17:1Þ

Then the average income of TPL is: uv ¼ yuv1 þ 1� yð Þuv2
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¼ θv þ x yϑv þ yμv þ πv � yπvð Þγcβcαc þ y φ� ρvð Þγvβvαv þ y� 1ð Þωv � y∁v

ð17:2Þ
The dynamic equation of manufacturer replication is: F xð Þ ¼ dx=dt ¼

x
�
uc1 � uc

�

¼ x 1� xð Þ�y θc þ μc � πcð Þγvβvαv þ φ� ρcð Þγcβcαc þ ωc � ∁c ð17:3Þ
Order dx/dt ¼ 0, available x∗ ¼ 0,x∗ ¼ 1 or y∗ ¼ (φ � ρc)γcβcαc þ ωc � ∁c/

(θc þ μc � πc)γvβvαv
Similarly, TPL replication dynamic equation is: F yð Þ ¼ dy=dt ¼ y

�
uv1 � uv

�

¼ y 1� yð Þ x θv þ μv � πvð Þγcβcαc þ φ� ρvð Þγvβvαv þ ωv � ∁v

� � ð17:4Þ
Order dy/dt ¼ 0, available y∗ ¼ 0, y∗ ¼ 1or x∗ ¼ (φ � ρv)γvβvαv þ ωv � ∁v/

(θv þ μv � πv)γcβcαc

17.3 Solving the Evolutionary Game Model
of Manufacturing Enterprises and Tpl

In logistics outsourcing game, the payoff function main body should be interest and
cost, incentive and punishment play tutoring effect. So the sum of the incentives and
penalties should be less than the sum of costs and risk. In evolutionary game, there
are five local equilibrium points of game: (0,0),(1,0),(0,1), (1,1),(x∗,y∗). According
to the local stability analysis of Jacobi’s proof to analyze the stability of the
equilibrium point.

1. (ϑc þ μc)γvβvαv þ (φ � ρc)γcβcαc � ∁c > πcγvβvαv � ωc and
(ϑv þ μv)γcβc ∗ αc þ (φ � ρv)γvβvαv�∁v > πvγcβcαc � ωv, the results are
shown in Table 17.2:

As shown in Fig. 17.1, the stability strategy of the evolution game is x∗ ¼ 0,
y∗ ¼ 0 and x∗ ¼ 1, y∗ ¼ 1. It because two sides of game share less information and
two sides are weak in absorption and conversion capacity of information. So
eventually tend to: manufacturing enterprises choose outsourcing strategy, TPL
choose cooperation strategy or manufacturing enterprises choose no outsourcing
strategy, TPL choose non-cooperation strategy. It is a Pareto policy balance that
manufacturing enterprises adopt outsourcing strategy and TPL adopts cooperative
strategy.

2. (ϑc þ μc)γvβvαv þ (φ � ρc)γcβcαc � ∁c < πcγvβvαv � ωc and
(ϑv þ μv)γcβc ∗ αc þ (φ � ρv) ∗ γvβvαv�∁v < πvγcβcαc � ωv, the results are
shown in Table 17.3:

As shown in Fig. 17.2, the evolution strategy of the evolution game is x∗ ¼ 0,
y∗ ¼ 0. Case 2 of the initial state of game is manufacturing enterprises adopt
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outsourcing strategy and TPL adopt cooperation strategy. But in the process of long-
term game, the two sides found that they don’t choice teamwork strategy is greater
than teamwork strategy, eventually both sides don’t choice teamwork strategy. The
final equilibrium result is that manufacturing enterprises adopt no outsourcing
strategy and TPL adopt non-cooperation strategy.

3. (ϑcþμc)γvβvαvþ(φ-ρc)γcβcαc-∁c > πcγvβvαv-ωc and (ϑvþμv)γcβcαcþ(-
φ-ρv)γvβvαv-∁v < πvγcβcαc-ωv, the results of are shown in Table 17.4:

As shown in Fig. 17.3, the evolution strategy of the evolution game is x∗ ¼ 0,
y∗ ¼ 0. Case 3, the original state is that TPL chosen cooperation strategy. In the
course of the game, TPL found that chosen non-cooperative strategy is better than

Table 17.2 Case 1 the Jacobi matrix local stability analysis results

Equilibrium point J’s determinant sign J’s trace symbol Result

x ¼ 0, y ¼ 0 þ � ESS

x ¼ 1, y ¼ 0 þ þ Unstable point

x ¼ 0, y ¼ 1 þ þ Unstable point

x ¼ 1, y ¼ 1 þ � ESS

x ¼ x∗, y ¼ y∗ � 0 Saddle point

A (0, 1)
y

x

D (X∗, Y∗)

B (1, 1)

O (0, 0) C (1, 0)

Fig. 17.1 Case
1 evolutionary game
replication dynamic phase
diagram

Table 17.3 Case 2 the Jacobi matrix local stability analysis results

Equilibrium point J’s determinant sign J’s trace symbol Result

x ¼ 0, y ¼ 0 þ � ESS

x ¼ 1, y ¼ 0 � Uncertain Saddle point

x ¼ 0, y ¼ 1 � Uncertain Saddle point

x ¼ 1, y¼ 1 þ þ Unstable point
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chosen cooperation strategy. At the same time, manufacturing enterprises research
and study found that adopted no outsourcing strategy is better than outsourcing
strategy. Long-term evolutionary game final result is manufacturing enterprises
adopt no outsourcing strategy and TPL adopt non-cooperation strategy.

A (0, 1)
y

x

B (1, 1)

O (0, 0) C (1, 0)

Fig. 17.2 Case
2 evolutionary game
replication dynamic phase
diagram

Table 17.4 Case 3 the Jacobi matrix local stability analysis results

Equilibrium point J’s determinant sign J’s trace symbol Result

x ¼ 0, y ¼ 0 þ � ESS

x ¼ 1, y ¼ 0 � Uncertain Saddle point

x ¼ 0, y ¼ 1 þ þ Unstable point

x ¼ 1, y¼ 1 � Uncertain Saddle point

A (0, 1)
y

x

B (1, 1)

O (0, 0) C (1, 0)

Fig. 17.3 Case
3 evolutionary game
replication dynamic phase
diagram
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4. (ϑcþμc)γvβvαvþ(φ-ρc)γcβcαc-∁c < πcγvβvαv-ωc and (ϑvþμv)γcβcαcþ(-
φ-ρv)γvβvαv-∁v > πvγcβcαc-ωv, the results are shown in Table 17.5:

As shown in Fig. 17.4, the evolution strategy of the evolution game is x∗ ¼ 0,
y∗ ¼ 0. In the course of the game, manufacturing companies found that chosen no
outsourcing strategy is better than outsourcing strategies. At the same time TPL
research and study found that chosen non-cooperative strategy is better than coop-
erative strategy. Long-term evolutionary game final result is manufacturing enter-
prises adopt no outsourcing strategy and TPL adopt non-cooperation strategy.

17.4 Manufacturing Enterprises and Tpl Outsourcing
Strategy Analysis

In four cases, the stability strategy of case 1 is more realistic. The evolutionary
equilibrium state is related to initial state and the critical point D(x∗, y∗), however
the size of the critical point depends on parameters of game model and its changes.

In the game model, αi, βi and γi are higher, the x∗ and y∗ values are smaller. And
the area ABCD is smaller. The probability tend to point B is increase. In the case of
other parameters unchanged, ϑi and μi are higher, point D is close to point O, the

Table 17.5 Case 4 the Jacobi matrix local stability analysis results

Equilibrium point J’s determinant sign J’s trace symbol Result

x ¼ 0, y ¼ 0 þ � ESS

x ¼ 1, y ¼ 0 þ þ Unstable point

x ¼ 0, y ¼ 1 � Uncertain Saddle point

x ¼ 1, y¼ 1 � Uncertain Saddle point

A (0, 1)
y

x

B (1, 1)

O (0, 0) C (1, 0)

Fig. 17.4 Case
4 evolutionary game
replication dynamic phase
diagram
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region ABCD area is larger. When πi, ρi and ∁i are decrease, the value of the D is
smaller, the evolutionary game may end up at point B, so they cooperation proba-
bility is higher. When φ is greater, enterprises obtain more incentive. Then more and
more enterprises incline to outsourcing, so effective incentive mechanism can
promote occurrence of outsourcing. When the penalty ωi is increase, the enterprise
income of taking non-cooperation strategy is smaller, forcing companies to take
cooperation.

17.5 Conclusion

Facing situation of China’s manufacturing industry, this paper first describes that
outsourcing is a new way for manufacturing enterprises to respond changing market;
secondly, in the logistics outsourcing cooperation process, game behavior will
inevitably occur. So this paper constructs outsourcing game model of the
manufacturing enterprise and TPL, and system analyzes evolutionary game payoff
matrix, replicates dynamic equation and obtains the evolution stability point. And
analyzes optimal strategies that can be taken in the process of evolutionary game, so
that both sides can get maximize benefits; Finally, according to the results of the
model, this paper make recommendations on the problems that exist, provides
effective incentive policies to stimulate enthusiasm of outsourcing cooperation and
encourage common development of manufacturing enterprises and TPL.
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Chapter 18
Research on External Quality Inspection
Technology of Tropical Fruits Based
on Computer Vision

Kun Zhang, Xiaoyan Chen, and Haifeng Wang

Abstract With the computer vision technology in the image processing has been
widely used, which for the automatic classification of fruit provides a research space.
This paper mainly uses the method of computer vision, combined with the problem
of grade quality detection of agricultural products in agricultural research hotspots.
Taking tropical fruit of Hainan as the research object, taking mango as the experi-
mental object, extracting the characteristics of fruit image, explore the differences in
the external size and color of different types of fruits, and establish a visual quality
inspection technology for tropical fruits based on computer vision.
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Keywords Computer vision · Image processing · Detection technology · Analysis
of algorithms

18.1 Introduction

In recent years, due to the fruit market demand and the rapid development of the
logistics industry, Hainan tropical fruit market demand continues to rise, prices rose
steadily [1, 2]. Hainan Province, tropical species are more abundant, such as mango,
carambola, Sakya, guava, dragon fruit, eggs, etc., from the appearance of the
characteristics of its shape characteristics are different, including regular and irreg-
ular shapes are [2]. However, the harvest and screening work of Hainan Tropical
Fruits is still largely dependent on the manual or pipelined semi-artificial classifica-
tion, not only the labor intensity, the high cost of picking and sorting, but also the
high experience of the staff, the low efficiency of sorting, The lack of uniform pepper
evaluation criteria [3]. Due to the low degree of mechanization and automation,
resulting in a year in the fruit picking and sorting links, a large number of fruits have
not yet entered the market has been rotten, the resulting economic losses are
enormous [4]. Therefore, to solve the standardization of tropical fruit automatic
sorting problem is imminent [5].

With the development of science and technology and progress, the continuous
development of society, the modernization of large-scale production requirements
continue to improve, the computer vision research has been in all aspects of society
[6]. Agricultural product quality [7] inspection is an important part of the protection
of product quality, how to detect high-quality products to consumers to become the
primary purpose of quality testing system.

As we all know, Hainan tropical fruit with many varieties, not easy to store, the
characteristics of the gap between the larger. Therefore, in the tropical fruit purchase
links and storage links for the quality of fruit is particularly important to grasp. In
order to standardize the classification criteria, improve the efficiency of sorting, at
home and abroad have developed a number of vegetable automation grading system.
In particular, some automatic classification systems based on machine vision are
widely researched and applied because of their low cost, simple installation, wide
monitoring range and stable grading performance, such as potato and tomato
classification system based on machine vision [8]. However, after research, at
home and abroad have not yet mature tropical fruit automatic grading system
technology, on the tropical fruit of the external quality testing system is still blank.
Therefore, the project aims to develop a computer vision based on the quality of
tropical fruit detection technology, to promote the development of tropical fruit
industry in Sanya and even the province, is of great significance [9].

This paper is organized as follows. In the next section, the authors make intro-
duces the concept of computer vision technology, and describes the development of
computer vision technology in Sect. 18.3. Describe the application of computer
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vision technology research in Sect. 18.4. The conclusion is given for the previous
research in Sect. 18.5.

18.2 Overview of Computer Vision Technology

Computer vision technology is to use the image sensor to obtain the image of the
detection object, and then the image into a data matrix, with a computer analysis, and
replace the brain to complete the treatment and interpretation [10]. Typical machine
vision system is generally computer-centric, mainly by the visual sensor, high-speed
image acquisition system and special image processing system and other modules, as
shown in Fig. 18.1.

Computer vision technology has a large amount of information, processing
information comprehensive strong, high speed, multi-function, the target quantita-
tive measurement [11]; at the same time to avoid the subjective factors on the
detection results, easy to design and manufacture of automatic detection lines. In
recent years, many researchers in the international use of the technology in the field
of fruit quality automatic detection carried out a wide range of research. The
computerized visual inspection of fruit quality is the use of computer vision tech-
nology to collect fruit images, application of image processing, pattern recognition
and other technologies to measure the fruit size, shape, color, defects, sugar content,
hardness and other indicators parameters, according to these parameters Fruit
quality.

Appearance quality refers to the external shape of the fruit, mainly including size,
color, shape, surface finish, surface defects, uniformity, etc., it plays a decisive role
in fruit market competitiveness, a direct impact on fruit sales. The internal quality
refers to the inside of the fruit, to meet the human sensory aspects and nutritional
value of the characteristics, including sugar content, acidity, the amount of juice,
crisp meat, thickness, vitamins, minerals, protein content and so on. Computer vision
technology has been widely applied to the quality of these two aspects of testing
[12].

Fig. 18.1 Typical computer vision system
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18.3 The Development of Computer Vision Detection
Technology

18.3.1 Size Detection

Size is one of the important characteristics of fruit, according to the size of the fruit to
detect grading, select the fruit size is basically the same, is conducive to packaging and
processing and processing. Used to measure the size of the fruit size area, perimeter,
length and length shaft size, volume and so on. The appearance of agricultural
products is complex, irregular in shape, from different angles, showing different
shapes and colors, thus leading to these features depend on the camera to obtain the
image angle [13]. By combining the image information of different angles, the relative
size of the target can be obtained. Throop et al. by the translation and rotation of the
apple to obtain different angles of the image, according to these images to calculate the
apple’s equatorial radius and area; then, the apple as an ellipsoid, calculate the apple’s
long axis and short axis, and according to This estimate the size of the apple. The
volume is also a common indicator of the size of the fruit, but this method is more
complex and computationally larger than the area-based, perimeter, and so on. Koc
studied the volume calculation algorithm of watermelon. By processing the collected
images, the contours of the images were obtained on different projection planes, and
the contour slices were formed, and then the contour slices were rotated along the
x-axis. The slices are combined to measure the volume of the watermelon. In the
domestic aspect, Ying Yi Bin et al. used the machine vision technology to accurately
detect the fruit size, established the quantitative relationship between the point in the
image and the point on the measured object, and used the boundary information of the
object to find the centroid coordinates of the object, And then proposed an area
correction algorithm, detection accuracy of 96%. On the basis of this, Rao Xiuqin
et al. analyzed the various errors and causes of the size detection based on the
relationship between the fruit, the camera lens and the image, and gave the calibration
The formula for calculating the error and the formula for calculating the radius.

18.3.2 Shape Detection

The shape of the fruit is one of the important appearance qualities of the fruit.
Deformation of the shape of the strange shape of the fruit is very low, or even simply
cannot be sold, which is fruit quality testing must be considered [14]. The shape of
agricultural and other agricultural and sideline products is irregular, how to accu-
rately describe the shape of agricultural products, is one of the important issues. Xu
et al. studied the method of classification of strawberry shape. First, we define four
kinds of strawberries, such as long cone, square, conical and round, and extract the
linear sequence from the contours of each strawberry. The length of a contour line
eliminates the effect of fruit size on shape discrimination and uses k-means
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clustering algorithm to determine the classification of strawberries. Unay et al. used
circularity features to characterize the shape of the fruit. Gao Hua 10 proposed a
method using Fu Liye radius descriptor to describe and classify agricultural products
image contour, and using radius descriptor to compute the area of image and
similarity using Euclidean distance to determine the boundary shape measurement.

18.3.3 Color Detection

Appearance color is one of the most important appearance parameters of the fruit,
consumers often according to the color of the fruit to decide whether to buy. In a
computer vision image system, the color of a pixel is usually represented by three
coordinate values of the fruit image in the RGB color space, i.e., (R, G, B). Blasco
et al. used the pixel RGB averages and the simple thresholds for R / G to distinguish
four different pomegranate varieties in real time, with a success rate of more than
90%. In the classification of apple color, Hou Wenjun proposed using HIS model to
describe its color signs, and according to the characteristics of chroma histogram,
using four chroma mean to replace the apple color value. On this basis, the BP neural
network fruit grading system is established, and the classification accuracy is high,
which can meet the grading requirements. Kang Qingqing on the apple surface color
characteristics were analyzed, get three characteristic parameters: the surface red
area ratio, the average surface color and surface color uniformity. The first two
eigenvalues are obtained by calculating the cumulative frequency corresponding to
the appropriate chromaticity value and the average of the chromaticity of each pixel
in the apple image. The third eigenvalue is obtained by calculating the distance
between the centroid of the red area in the apple image and the centroid of the whole
apple image, and the difference in the average chromaticity of the same apple. The
test results show that the classification accuracy of 88.9% or more.

18.4 Research on Application of Computer Vision Detection
Technology

Based on the computer vision of Hainan tropical fruit detection, this study used
Hainan Tropical fruit in the representative species – mango as the experimental
object, the feature extraction and identification. Because the RGB color space is
extremely sensitive to light, and HSV color space can overcome the influence of
light, and more in line with human visual effects, therefore, in order to better extract
the fruit surface color characteristics, the need to RGB color space into HSV color
space The RGB color space to HSV color space conversion formula is:
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H ¼

60
� � G-B

max R;G;Bð Þ �min R;G;Bð Þ þ 0
�
, ifmax R;G;Bð Þ ¼ R and G � B

60
� � G-B

max R;G;Bð Þ �min R;G;Bð Þ þ 360
�
, ifmax R;G;Bð Þ ¼ R and G < B

60
� � R-G

max R;G;Bð Þ �min R;G;Bð Þ þ 240
�
, ifmax R;G;Bð Þ ¼ B

60
� � B-R

max R;G;Bð Þ �min R;G;Bð Þ þ 120
�
, ifmax R;G;Bð Þ ¼ G

8
>>>>>>>>>><

>>>>>>>>>>:

S ¼ max R;G;Bð Þ �min R;G;Bð Þð Þ=max R;G;Bð Þ
V ¼ max R;G;Bð Þ

In this model:
V ¼ max (R,G,B) 2 (0, 1), H 2 (0

�
, 360

�
), V 2 (0, 1). Conversion color space

experiment results shown in Fig. 18.2.
In order to extract the surface color characteristics of the fruit, a large number of

experiments were done on the sample images. Here, the selected two types of mango

Fig. 18.2 R,G,B chart and HSV chart
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sample images are numbered: Type 1 image a Number: Serial number from 1 to 10;
Type 2 image b Number: Serial number from 1 to 10. The chromaticity value,
saturation value and brightness value of each frame are calculated in each type of
image. Table 18.1 gives a large number of experimental results for HSV color space
in this paper (Table 18.2).

By comparing the chromaticity, saturation, and brightness of each class, we find
that the chromaticity H has a significant difference, and the corresponding saturation
S for the chromaticity difference is also different, and the lightness V is almost
indistinguishable. So the color value is selected as the surface color of the fruit.

18.5 Conclusions

In this study, tropical fruit was used as the object of study, and mango was used as
the experimental object to extract the characteristics of fruit. In the study of fruit
surface quality of computer vision, the color was an important feature. Color space is
very sensitive to light, and HSV color space is more in line with human visual
effects, HSV space in the color H can effectively distinguish the color,
corresponding to different colors have different color values, it is the color And
the gradient of the chromaticity space calculated by the Laplace operator can be used
to detect the surface with the surface of the surface. Defective fruit, so use the
H-space gradient as a fruit surface defect characteristics. In addition, the quality of
the grading study is for a single fruit map, if the fruit is more than a combination of
the situation will be complicated, you need to separate each fruit before the
classification.
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Chapter 19
Wholesale Price Contract and Quantity
Discount Contract Under Competition
with Various Games

Qin Jiabao, Lei Quansheng, and He Yezi

Abstract This article analyzes supply chain contracts in a two-tier supply chain
system consisting of two competing manufacturers and one retailer. The two man-
ufacturers compete for the order of the only retailer in the downstream. While the
manufacturer 1 and the retailer adopted the quantity discount contract and therefore
playing the Stackelberg game between them, the other manufacturer – manufacturer
2 adopted a wholesale price contract with the retailer, and playing a bargaining game
between them. We find that in the competitive scenario with various games, the
quantity discount contract can further expand its superiority and effectively coordi-
nate the supply chain with the presence of the Stackelberg-leader advantage. Quan-
tity discount contract is more advantageous than wholesale price contract.

Keywords Bargaining game · Stackelberg game · Quantity discount · Wholesale
price contract

19.1 Introduction

In recent years, in the various kinds of literature of supply chain, the study of supply
chain contract has been a focus research. As a tool to coordinate the supply chain,
supply chain contract can improve the overall performance of the supply chain in a
large extent. Supply chain contracts possese various forms, such as wholesale price
contract, revenue sharing contract, quantity discount contract and so on. These
contracts are different not only in form, but also in terms of the impact of the parties
to the contract. In addition, both sides of the supply chain are also a pair of game
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participants, the impact of the form of the game on both sides cannot be ignored. The
game can be in multiple forms, among which the Stackelberg game and bargaining
game are more famous. This article mainly focuses on these two forms.

Previous articles on the supply chain contract research has already been in-depth.
Cachon [1] pointed out that the newsvendor model is simple, but it is of great
significance to the research of supply chain contract. Raju and Zhang [2] proved
that if there is a dominant retailer, manufacturers preferred a single contract. Katok
et al. [3] further studied the impact of wholesale price contracts on supply chain
performance while fairness as the private information of supply chain members.
Shang et al. [4] studied the impact of sharing retailers’ demand information on
competing manufacturers in the supply chain. Song et al. [5] examine the equilib-
rium price and quantity decisions for a price-setting news vendor.

Our research is similar to Feng and Lu [6]. Feng and Lu [6] studied the supply
chain contract of the two-tier supply chain system under competition. The difference
is that the competitive scenario in Feng and Lu [6] is carried out under the same
game, Stackelberg game or bargaining game, and there is competition between the
manufacturers and the retailers, with the focus comparison between two kinds of
games. Our research has made some improvements based on his research: compe-
tition only between manufacturers, not retailers. In addition, in the two-tier supply
chain system, there are two kinds of games simultaneously, Stackelberg game and
bargaining game. Our research focuses on the comparison between supply chain
contracts. For the form of contract, we focus on wholesale price contract and
quantity discount contract. We realized that this competition is more complex, and
it is of significance on supply chain contract.

19.2 Model

We consider a two-tier supply chain system, consisting of two manufacturers and
one retailer, with manufacturers being represented by 1 and 2. Each manufacturer
sells product to a single retailer, who sells the goods to customers in the market. The
two manufacturers sell the same kind products, but there are also differences
between them, and we use γE[0, 1) to represent the substitutability of the product.
Manufacturer 1 adopts quantity discount contract with the retailer in the Stackelberg
game. Manufacturer 2 adopts wholesale price contract with the retailer in the
bargaining game.

The parameters involved in this article are summarized as the following:

pi The price of the merchandise ordered by the retailer from the manufacturer i
qi The order quantity of the retailer at the manufacturer i
C The unit cost of the product
β Price sensitivity of the merchandise
w The wholesale price of the product
π The profit of the retailer
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π�i The profit of the retailer without trading with manufacturer i
πi The profit of manufacturer i

The market price of the goods ordered by the retailer from the manufacturer i is
pi ¼ α � β(qi + γqj), i, j 2 {1, 2}.

For a quantity discount contract, the wholesale price W(q) is a function of the
order quantity, which needs to satisfy the following relationship:

W(q) in monotonically decreasing when q� 0, which meansW
0
(q)� 0, however,

W(q) > c and W
00
(q) � 0.

First we calculate the optimal order quantity without considering game theory.

1. Retailer only trades with manufacturer 2 instead of manufacturer 1.

Optimal order quantity q~2 ¼ α� w

2β

Maximum profit of the retailer π�1 ¼ α�wð Þ2
4β

2. Retailer only trades with manufacturer 1 instead of manufacturer 2.

Optimal order quantity q~1 needs to meet α� 2βq~1 �W
�
q~1
�� q~1W

0�q~1
� ¼ 0

We introduce a new function f(q1) ¼ q1W(q1), then we can have
f 0
�
q~1
� ¼ α� 2βq~1

Maximum profit of the retailer π�2 ¼ α2 � f 0
�
q~1
�� �2

4β
� f

�
q~1
�

3. Retailer trades with both manufacturer 1 and manufacturer 2.

In this case, profit of the retailer equals:

π ¼ α� β q1 þ γq2ð Þ �W q1ð Þ½ �q1 þ α� β q2 þ γq1ð Þ � wð Þq2 ð19:1Þ

H ¼
∂2π

∂q12
∂2π

∂q1∂q2
∂2π

∂q2∂q1

∂2π

∂q22

���������

���������
ð19:2Þ

Let ∂π
∂q1

¼ 0 and ∂π
∂q2

¼ 0. If H > 0 and ∂2π
∂q12

< 0, then q1 and q2 calculated are

optimal order quantity.
We use the quantity discount contact in the form as following:

W q1ð Þ ¼ a

q1
þ b, b > c, a > 0

The function form of the wholesale price meets the requirement for W(q1).
In the situation where the retailer only trades with manufacturer 1:
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q~1 ¼ α� b

2β
ð19:3Þ

π�2 ¼ α� bð Þ2
4β

� a ð19:4Þ

In the situation where the retailer trades with both manufacturer 1 and manufac-
turer 2:

q∗1 ¼ α 1� γð Þ þ wγ � b

2β 1� γ2ð Þ ð19:5Þ

q∗2 ¼ α 1� γð Þ � wþ bγ

2β 1� γ2ð Þ ð19:6Þ

H ¼ 4β2 1� γ2
� �

> 0 ð19:7Þ

∂2π

∂q12
¼ �2β < 0 ð19:8Þ

π ¼ α2 � α wþ bð Þ þ bw

2β 1þ γð Þ þ w� bð Þ2
4β 1� γ2ð Þ � a ð19:9Þ

π1 ¼ b� cð Þ α 1� γð Þ þ wγ � b

2β 1� γ2ð Þ þ a ð19:10Þ

π2 ¼ w� cð Þ α 1� γð Þ � wþ bγ

2β 1� γ2ð Þ ð19:11Þ

Now we introduce the situation of game theory.
We define the bargaining power of the retailer, which equals θ 2 (0, 1) and the

bargaining power of manufacturer equals (1 � θ) correspondingly.
We establish a new function:

φ ¼ π � π�2
� �θ

π2
1�θð Þ ð19:12Þ

According to ∂φ
∂w ¼ 0 and ∂π1

∂b ¼ 0, the optimal wholesale price w and the optimal
parameter b satisfy the relation as following:

θ � 1ð Þ 2 α� wð Þ α� bð Þ 1� γð Þ � α� bð Þ2 1� γ2ð Þ þ w� bð Þ2
h i

∗ 2w� c� br � α 1� γð Þ½ � ¼
2θ w� cð Þ bγ � wþ α 1� γð Þ½ �2

wγ þ c� 2b ¼ α γ � 1ð Þ

8>>><
>>>:

ð19:13Þ

Though those equations can be solved, the specific solution is not given here
since there are too many parameters and the form of the solution is too complicated.
The conclusions about the solution will be discussed in the next section.
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19.3 Numerical Analysis

We put emphasis on discussion of γ and θ and their impacts on solution. Using the
control variable method, we first assume that the unit cost of the product c ¼ 50 and
α ¼ 100, β ¼ 0.1 in the retail price function.

Assume that γ ¼ 0.3 γ ¼ 0.5 γ ¼ 0.7, in these three cases, we observe the effect of
θ and γ on the results (Figs. 19.1 and 19.2).

We can see that whatever the value of γ, the wholesale price w and parameter b on
the trend of θ is decreasing, and the wholesale price w on the decline rate of θ is
significantly higher than the parameter b. Although the manufacturer 1 is not a
participant in the bargaining game, however, the quantity discount contract is also
affected by the bargaining power of the bargaining game, but the effect of bargaining
power compared to the wholesale price contract in bargaining game is smaller. At the
same time, we can see that, when θ is approaching to 1, that is, the retailer in the
negotiation has an absolute advantage, the wholesale price w of the wholesale price
contract is approaching to the cost of the product, but the parameter b of quantity
discount contract is still greater than the cost price, so the quantity discount contract
pricing has an advantage.

Through the vertical observation, we can see that the wholesale price w and
parameter b on the trend of γ is decreasing. That means, with the increase in product
substitution, the balanced wholesale price w and parameter b are both reduced, and
the impact of γ on the wholesale price w is obviously greater than b. So in our
hypothetical situation, the quantity discount contract has a bigger stability than the
wholesale price contract.
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We choose one of the typical cases to carry out the following analysis, γ ¼ 0.5
θ ¼ 0.5, in which the competition and the game are relatively balanced (Figs. 19.3
and 19.4).

When γ ¼ 0.5 and θ ¼ 0.5, we can get b ¼ 64.5 andw ¼ 58.
Then we further get:

q∗1 ¼ 96:7 q∗2 ¼ 161:7
p∗1 ¼ 82:2 p∗2 ¼ 74:1
π1 ¼ 1402:2þ a π2 ¼ 1293:6
π ¼ 4314:9� a

We can see that π1 > π2

19.4 Conclusion

In a competitive scenario consisting of two competing manufacturers and one
retailer, we compare the wholesale contact with the quantity discount contact. Our
model contains two kind of games, Stackelberg game and bargaining game. We
don’t make two manufacturers to adopt the same game, because we think it would be
interesting to have two scenarios. In the meanwhile, the supply chain contacts which
manufacturers adopt are also different, which increasing the asymmetry between
channels. Our analysis shows that the quantity discount contract is more stable than
the wholesale price contact. The parameter of quantity discount contract is not
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Fig. 19.2 Wholesale price
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unique, but the wholesale price w is the only variable parameter of wholesale price
contract, which limits the flexibility of wholesale price contract. In addition, partic-
ipants’ skills in the negotiation play an important role in bargaining game. If the
bargaining power of manufacturer is lower, the wholesale price is easy to be
suppressed, or even close to the cost price, which seriously restrain the
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manufacturer’s profits. In practice, quantity discount contract is more advantageous
than wholesale price contract. The form of quantity discount contract has great
attraction for retailers. Even if the actual wholesale price of quantity discount
contract is higher, retailers tend to order products under the contract. Quantity
discount contract can bring considerable benefits to manufacturers The influence
of bargaining power on quantity discount contract is low, and the manufacturer’s
pricing is not easy to be suppressed. The flexibility of quantity discount contract is
higher, which is benefit for manufacturers, they can improve their earnings by
changing parameters.
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Chapter 20
Evaluation of Science and Technology
Service Industry in Shandong Province

Yanming Yang, Xi Wang, and Keliang Jia

Abstract In order to evaluate the development level of the science and technology
service industry in Shandong Province, the paper built a two-level index system, and
then designed an evaluation model of the development level of science and tech-
nology service industry based on factor analysis which could effectively reduce the
error of subjective factors and the weight of experts to determine, finally calculated
the comprehensive evaluation score of the 17 cities and analyzed the influence
factor.

Keywords Shandong province · Science and technology service industry · Factor
analysis · Evaluation model

20.1 Introduction

In October 2014, the “Opinions of the State Council on Accelerating the Develop-
ment of Science and Technology Service Industry” proposed to improve the science
and technology service industry statistical system. So, it is significance to establish
the index system of science and technology service industry and evaluate it.

Muller and Zenker discussed the interaction of small and medium-sized enter-
prises and knowledge services in innovation [1]. Zhou Hong [2], Chen Chunming
[3, 4] established four aspects to evaluate and compare the development level of the
science and technology service industry in Tianjin and Heilongjiang province. Li
and Kong selected 11 specific indexes and analyzed the development level of science
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and technology service industry in Guangdong Province by principal component
analysis [5]. Zhou Huamei did the research of the competition level of science and
technology service industry in 13 cities in Jiangsu Province by using principal
component analysis and cluster analysis method [6]. Cui and Wei established the
evaluation index system of the service capability of science and technology service
industry and carried out it in 10 cities of Shanxi Province [7]. Yang et al. assessed the
status of Guangdong’s science and technology services in China and then did
comparative analysis of competitiveness to other advanced regions of the
country [8].

The multi-index comprehensive evaluation is used to establish the evaluation
system with two levels, so as to evaluate the level of science and technology service
industry. There are three kinds of comprehensive evaluation of multiple indicators,
which are the subjective empowerment method, the objective weighting method and
combination of subjective and objective method [9]. There are two main ways to
implement objective weighting, which are principal component analysis and factor
analysis. Both methods use the idea of dimensionality reduction, but the factor
analysis method which used rotation method is more conducive to the interpretation
of the factors. Therefore, the paper chooses the factor analysis method as the main
method to evaluate the development level of science and technology service.

20.2 Establishment of a Comprehensive Evaluation System

The paper drew on the previous research results and combined with the actual
investigation and research, referred to the policy and the demand for science and
technology services statistical index information in “modern service industry science
and technology development ‘second five’ special plan” and “the State Council on
accelerating science and technology Service industry development of a number of
opinions”. In accordance with the principle of hierarchy, the paper established a
two-level science and technology service industry statistical system, which ensured
that the statistical index system could be a comprehensive measure of technology
services. The paper established the index system from three dimensions, science and
technology service industry, science and technology service industry investment and
output. The basis of science and technology service industry refers to the basic
environment of science and technology development and economic development,
which composed of the proportion of the urban population to the total population
(X1), expenditure on financial education (X2), public library collection (X3), number
of research and experimental development staff (X4), number of research and
experimental development staff (X5). The investment in science and technology
service industry included human investment and capital investment which composed
of indicators such as R&D internal expenses (X6), R&D staff equivalent to full time
equivalent (X7), the average wage of workers in the service industry (X8), local
financial science and technology funding, expenditure (X9). The output of science
and technology service industry was included of High-tech industry output value
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(X10), number of domestic patent applications (X11), number of three domestic
patent applications accepted (X12),High-tech Zone Tax Revenue (X13), the added
value of the tertiary industry(X14).

20.3 Data Collation and Empirical Analysis

20.3.1 Data Collation

Considering the availability of data, according to the classification of national
economy (GB/T4754–2002), the paper chooses the industry statistics of research
and experiment development, professional technical service, science and technology
exchange and extension service and geological prospecting industry as technology
service Industry statistics. The data mainly come from “Shandong Province Statis-
tical Yearbook 2016”, “Shandong Province Science and Technology Statistics
Handbook 2016” etc. Then combined with the previous established evaluation
index system, we collected the relevant data of 17 cities in Shandong Province,
including Jinan, Tai’an, Weifang, Dezhou, Binzhou, Laiwu, Qingdao, Yantai,
Rizhao, Dongying, Jining, Liaocheng, Linyi, Zaozhuang, Zibo, Weihai.

20.3.2 Empirical Analysis

Data Standardization Since the dimensions of the 14 indicators in this paper are
quite different, the original data should be standardized. 14 indicators Xi data
selected from 2015 in Shandong Province 17 cities were standardized as YXi.

Correlation Coefficient Matrix Used the data and the SPSS 22.0 software for
analysis, the variable coefficient correlation matrix was obtained. From the matrix,
we could see that the correlation coefficients between the most of variables were
large, which reflect the correlations between the original variables were strong, and
the selected indicators were suitable for factor analysis.

KMO and Bartlett’s Tests KMO and Bartlett’s tests were performed on the
standardized variable YX. The KMO value is between 0 and 1. The greater the
KMO value means the better the factor analysis. Generally believed that KMO in 0.5
or more is suitable for factor analysis. The test results showed the KMO value
0.732 > 0.5, so the sample data in this paper was suitable for factor analysis. The
value of sig of Bartlett’s sphere test was 0.000, or P ¼ 0.000 < 0.05, which proved
that the standardized indicators were suitable for factor analysis.

Extract the Common Factor Variance Interpretation The cumulative variance
of the three components extracted from the Eigen values and variance contribution
tables was 92.649% > 90%, indicating that the explanations were good, so three
factors were extracted to represent the original 14 variables.
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Variance Maximum Rotation Because of the initial factor load matrix was not
obvious for naming the factors’ and interpreting, it was difficult to name the first
three factors that we got. So we used the maximum variance method for rotation,
after the rotation of the factor load matrix as shown in Table 20.1.

It could be seen from the Table 20.1, the first common factor in X2, X4, X5, X7, X11,
X12, X13 and X14 had large load. The load values were 0.76, 0.801, 0.843, 0.782,
0.847, 0.749, 0.743 and 0.761, which indicated that the eight indicators had a strong
correlation and could be classified as the first factor together. These factors reflected
the expenditure on financial expenses, the growth of R & D personnel and the
number of units, and the increase or decrease in the output of the technology
services. So we named the first factor “growth factor of science and technology
service industry.”

The second common factor in X3, X6, X9, X10 had large load. The load values
were 0.705, 0.709, 0.719 and 0.990. These four indicators reflected the investment in
technology services. So the second factor could be named as “the development of
science and technology service industry input factor.”

The third common factor in the X1, X8 had larger load. The load values are 0.909
and 0.674. These two indicators mainly represented the basis of the development of
science and technology service industry. So the third common factor could be named
“the basis of the development of science and technology services.”

Factor Scores Calculation In order to better monitor the level of science and
technology service in 17 prefecture-level cities in Shandong Province, we used the
regression method to obtain the factor score coefficient matrix. Through the factor
score coefficient matrix, the three common factors could be expressed as 15 statistical
indicators of the linear function.

Table 20.1 Rotated
component matrixa

Component

1 2 3

YX1 0.275 0.210 0.909

YX2 0.760 0.618 0.005

YX3 0.608 0.705 0.227

YX4 0.801 0.326 0.444

YX5 0.843 0.408 0.306

YX6 0.584 0.709 0.371

YX7 0.782 0.346 0.469

YX8 0.470 0.417 0.674

YX9 0.552 0.719 0.286

YX10 0.202 0.909 0.289

YX11 0.847 0.356 0.347

YX12 0.749 0.443 0.318

YX13 0.743 0.208 0.443

YX14 0.761 0.535 0.339
aRotation converged in 25 iterations
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F1 ¼ �0:295YX1 þ 0:228YX2 � 0:02YX3 þ 0:220YX4

þ0:268YX5 � 0:1YX6 þ 0:187YX7 � 0:161YX8

�0:093YX9 � 0:443YX10 þ 0:280YX11 þ 0:176YX12

þ0:241YX13 þ 0:13YX14

ð20:1Þ

F2 ¼ �0:089YX1 þ 0:152YX2 þ 0:275YX3 � 0:189YX4

�0:119YX5 þ 0:269YX6 � 0:166YX7 � 0:027YX8

þ0:307YX9 þ 0:653YX10 � 0:172YX11 � 0:041YX12

�0:263YX13 þ 0:030YX14

ð20:2Þ

F3 ¼ 0:773YX1 � 0:407YX2 � 0:130YX3 þ 0:064YX4

�0:107YX5 þ 0:25YX6 þ 0:094YX7 þ 0:422YX8

�0:49YX9 þ 0:075YX10 � 0:059YX11 � 0:059YX12

þ0:104YX13 � 0:057YX14

ð20:3Þ

Calculate the Comprehensive Score According to the formula F ¼ 0.876∗

F1 þ 0.07∗F2 þ 0.054∗F3, we got the scores of the three common factors of
17 prefecture-level cities in Shandong Province and the comprehensive score. The
specific results were shown in Table 20.2.

Table 20.2 Scores of 17 cities in Shandong province

Region F1 F2 F3 Overall score F Rank

Jinan 2.17257 �1.36157 1.48466 1.89 1

Qingdao 1.87747 2.021 0.79132 1.83 2

Zibo 0.07953 �0.39011 1.36291 0.12 6

Zaozhuang �0.29084 �0.82507 �0.25162 �0.33 9

Dongying �1.78815 0.56942 1.68811 �1.44 17

Yantai �0.71756 2.38466 0.21223 �0.45 11

Weifang 1.108 0.63141 �0.92049 0.97 3

Jining 0.66632 �0.48609 �0.70614 0.51 4

Tai’an �0.03118 �0.58732 0.03612 �0.07 7

Weihai �0.63961 0.12299 0.61575 �0.52 13

Rizhao �0.58947 �0.87224 �0.04224 �0.58 15

Laiwu �0.71438 �1.16919 0.35486 �0.69 16

Linyi 0.44634 0.00543 �1.01218 0.34 5

Dezhou �0.52668 0.20022 �0.85949 �0.49 12

Liaocheng �0.43855 0.02866 �0.98833 �0.44 10

Binzhou �0.58524 �0.22849 0.16641 �0.52 13

Heze �0.02855 �0.04368 �1.93189 �0.13 8
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20.4 Conclusion Analysis

From Table 20.2 we could know the F value which was the score of science and
technology service industry development level of 17 cities in Shandong Province,
Jinan ranked first. Followed by Qingdao, Weifang, Jining, Linyi and Zibo.
Dongying, Laiwu, Rizhao and other regions owned low comprehensive score, the
development of science and technology service industry was relatively backward.

1. Sorting the 17 prefecture-level cities in accordance with the first public factor
“science and technology service industry development growth factor”, Jinan was
of the highest score of 2.17257. Followed by Qingdao, Weifang, Jining, Linyi,
which scores were 1.87747, 1.108, 0.66632 and 0.44634. The growth factor of
the development of science and technology service industry represented a series
of indicators, such as X2, X4, X5, X7, X11, X12, X13 and X14. Jinan owned the
highest score on the social factors of the development of science and technology
services, mainly because of Jinan invested huge in science and technology
services and scientific and technical personnel sufficient. For instance, in the
case of R&D it was higher at least 8 times compare with the lowest value of
prefecture-level city.

2. In the second public factor “the input factor of development of science and
technology service industry”, Yantai, owned the highest score, 2.38466, followed
by Qingdao, Weifang, Dongying, respectively, 0.63141, 0.56942. The second
public factor mainly showed the investment situation of the science and technol-
ogy service industry which contained the construction of the society for the
library, the financial science and technology funding and so on. Through the
analysis of the original data, in Shandong Province, in the case of the city’s
science and technology services’ innovation and R&D expenditure and local
financial and technological funding, Qingdao City owned the first place, followed
by Yantai. Yantai, Qingdao, Weifang and Dongying which were located in the
top four prefecture-level cities won the advantage of economic development by
close to the ocean, the government for the four coastal cities with higher tech-
nology services investment.

3. In the third main factor “the basis of the development of science and technology
service industry,” Dongying got the highest score, followed by Jinan, Qingdao,
Weihai; scores were 1.68811, 1.48466, 0.79132, 0.61575. Dongying and Jinan in
the third main factor had a small gap, but there was a large gap between Qingdao
and Jinan. The main reason was that the proportion of urban population to the
total population and the average wage of workers in the service industry deter-
mines the basis of the development of science and technology service industry.
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Chapter 21
CEO’s Background Characteristics,
Financing Preference and Firm
Performance – Empirical Evidence From
China’s A-Share Listed Companies

Yongzhuang Li, Xuan Wang, and Dehuan Zhang

Abstract We carry out regression analysis using data of 300 companies listed in
China’s A-share market in 2015, and introduce the shareholdings of top ten share-
holders and corporate current ratio in regression models as control variables. We
reach the follow conclusions: in China, (1) gender and education background of a
CEO and equity incentives have no significant impact on firm performance;
(2) among China’s current A-share listed companies, excessive self-confidence
does exist in CEOs, and has a negative impact on firm performance; (3) Corporate
financing preference plays a partial mediator role in the relationship between CEO’s
self-confidence and firm performance.

Keywords CEO’s background characteristics · Financing preference · Firm
performance

21.1 Introduction

With the rapid development of China’s economy, the number of listed companies in
China is increasing, and the size of their assets is also growing. As of December
2016, the number of A-share listed companies in China has exceeded 3000, and the
total market value has reached RMB 50 trillion. China’s companies have been
developing rapidly because China has a good economic environment, political
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stability, and relatively low labor costs. In addition, there is an important factor that
they have learned management experience from foreign companies, establishing an
improved corporate governance mechanism. Listed companies generally have a
complete management system, upon which the owners (i.e. shareholders) and
managers (i.e. the management) are able to implement mutual cooperation. The
shareholders own the shares of a company, while the managers are mainly respon-
sible for the operation of a company. As a senior officer of a company, CEO is a very
important position in the corporate management. The development of a company
largely depends on the CEO’s strategic insight and operational thinking. A person’s
panoramic strategic thinking does not come into being in one day but forms through
continuous accumulation and learning, and will be affected by his/her own condi-
tions. A CEO’s own conditions include gender, age, degree of education and other
factors, which will all affect the CEO’s strategic decision. Financing decision is one
of the important decisions in the development of a company. Already listed compa-
nies are mainly financed from two sources. One is equity financing, that is, to raise
funds at the expense of the company’s equity through the issuance of new shares or
the transfer of existing shares. The company adopting this financing method gener-
ally does not need to pay interest but dividends only. The other way of financing is
debt financing, that is, to borrow money from banks and other financial institutions
in mortgage, pledge and other forms, which is usually interest-bearing. Whether it is
equity financing or debt financing, the purpose is to solve the problem of insufficient
funds of the company, to provide sufficient funds for the company to invest. The
method of financing adopted will affect not only a company’s capital structure, but
also its final performance.

21.2 Purpose

Most of the previous researches on corporate governance, with respect to the CEO,
focused on one aspect, such as gender, age, education, etc., without giving an
all-round consideration of the CEO’s background characteristics. As a senior officer
of the company, the CEO is a complex person, who will be influenced by other
factors in addition to his/her gender and education in the decision-making for the
company, such as the existence of equity incentive policy in the company, the
existence of excessive self-confidence of the manager, etc. These factors are
intertwined with each other, which will have an impact on the CEO’s final strategic
decision-making. Moreover, due to China’s unique cultural background and eco-
nomic development process, China has different economic environment and eco-
nomic system than those of foreign countries, which will also have an impact on the
final conclusions. Some listed companies in A-share market were selected as sam-
ples to study the relationship between the background characteristics of the CEO, the
tendency of corporate financing and the firm performance in the context of China. It
is intended to find out, through a comprehensive analysis, how the background
characteristics of the CEO influence the financing preference of the company and
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whether such financing preference can make a positive effect on the performance of
the company, to provide suggestions on the relevant decision-making for companies.

21.3 Literature Review and Hypotheses

According to the gender theory, the gender system is a kind of cultural structure, and
is the reappearance of the existence of an individual in the society. As the society has
higher expectations for men, men are more likely to realize a higher value through
adventures. When facing risks, women often show aversion, because women are
more conservative and cautious. Bernasek and Shwiff [10] believed that, compared
with men, women are more conservative, and will be more cautious when making
investment. Barber and Odean [8] also argued that women are more hesitant and
cautious in the face of uncertainty and more conservative in making financial
decisions. Huang and Kisgen [14] found in the research on the data of American
listed companies that female executives have a certain influence on the capital
structure and financing preference of the companies, and they thought the influence
comes from the higher confidence that men have relative to women when faced with
the risk. As men are more confident about their investments, they tend to be more
risky than women. Of course, this behavior does not exist only in economics, but
psychology also indicates that men and women will have different attitudes towards
risks. Arch believed [7] it is because men and women have different cognition of
risks. Men are born with the spirit of adventure, daring to face the risks, while
women are focused on avoiding risk and seeking security.

With regards to CEO gender and performance, Lin Jianbin [2] concluded that
female executives will bring down the performance of companies through a regres-
sion analysis of the relationship between executive gender and firm performance
with all the listed companies in Shanghai and Shenzhen stock markets as samples.
Through further analysis, it was found that the performance of female executives
was lower than that of male executives because of the difference in educational level
rather than in gender. In fact, after removing the educational level, the impact of
gender on firm performance is negligible. Actually, gender is not a key factor in
determining firm performance, and other variables such as experience and social
capital play the primary role. We therefore derive the following hypotheses:

Hypothesis 1 CEO gender is irrelevant to firm performance;

Hypothesis 2 Male CEOs are more inclined to debt financing, while female CEOs
prefer equity financing;

High-level management theory points out that people are rational within certain
limits in economics, and cannot take the most scientific choice in making strategic
decisions, as they will be affected by personal psychological cognition. The high-
level management theory mainly focuses on the relationship among the background
of the executives, strategic decision-making and firm performance. The so-called
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corporate strategy decision-making is the decision-making under the CEO’s cogni-
tion. Different cognitive backgrounds will have different influence on the final
strategic decision. In the empirical study, Jiang [5] found that the chairman’s
educational background also has a profound impact on his/her financing tendencies.
A chairman with economic management background is more inclined to debt
financing, resulting in relatively higher debt to asset ratio, so that his/her company
will have higher financial leverage. By analyzing the data of technology-intensive
listed companies during 2006–2009, Tang Yingmei et al. [4] found that the educa-
tional level of a CEO was related to the company’s risk preference. The CEOs with
management background would prefer debt financing, resulting in a higher debt to
asset ratio.

In general, the higher educational background a CEO has, he/she will have further
strategic vision, and he/she will have a more profound and comprehensive perspec-
tive to look at and think about things. As the highly educated people will have a more
global vision, they will be able to carry out analysis based on their knowledge
learned in the past in the development of strategic decisions, which will be more
rational. At the same time, highly educated CEOs tend to be more innovative, and
will break the shackles of traditional thinking, injecting new ideas in the research and
development. In case of lack of corporate funds, they will be more inclined to get
loans to invest in further research and development. However, although the compa-
nies in fact tend to innovation, the innovation is also accompanied by a large number
of investments. Whether these investments can be recovered is also an unknown.
Gottesman and Morey [12], using Tobin’s q as a measure of firm performance, found
that there was no significant correlation between CEO’s educational background and
firm performance. The CEOs who have MBA education background did not con-
tribute more to business performance than the CEOs who do not. They believed that
this was because the education that CEOs have received may not give them practical
help in their career. Lu and Zhang [3] studied the data of all the listed companies
from 2003 to 2012, and found that the CEO’s education level had no significant
effect on the performance of the company. However, the higher level of education
the CEO has, the higher the value of the company will be. And they believed higher
educational level has positive effect on the market, but will not bring plentiful profits
in the short term. Thus:

Hypothesis 3 There is no correlation between the CEO’s education and the perfor-
mance of the company;

Hypothesis 4 There is a positive correlation between CEO’s educational back-
ground and corporate debt level;

A CEO’s overconfidence comes from his/her cognitive behavior, which is
expressed as over optimism about the future. In the view of an overconfident
CEO, the future of the company is fully promising, the company will continue to
profit, and the company’s value will continue to enhance. Therefore, in making
financing decisions, they will give priority to debt financing, because in their view,
the cost of equity financing is high. As the future business situation is considered
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promising, the repayment of debt and interest can be guaranteed. So the more
confident the CEO is, the higher the debt to asset ratio may be. Heaton’s research
confirmed this fact. If a manager is overly confident, he/she tends to use debt
financing rather than equity financing [13].

However, as this cognitive behavior will easily lead to blind optimism, the
overestimation of the future prospects of the company will result in excessive
investment and even high frequency of mergers and acquisitions, especially when
the internal funds are sufficient. Billett and Qian [11] found that self-confident
managers tend to initiate more acquisitions, but subsequent acquisitions often
prove to be of little value. Often, too much investment may not necessarily bring
benefits, and overestimation of the company is often difficult to realize. Barber and
Odean [9] found that the more transactions investors make, the lower the net return
on the unit investment is, which provided an indirect proof that excessive self-
confidence reduces individual performance. Thus:

Hypothesis 5 There is a negative correlation between CEO’s self-confidence and
firm performance;

Hypothesis 6 There is a positive correlation between CEO’s self-confidence and
firm debt level;

Equity incentive has been received attention gradually in recent years. There are
more than 100 A-share listed companies currently that have implemented equity
incentive, and many others are in planning. The managerial entrenchment theory
points out that due to the uncertainty of debt financing, executives in the term of
office will generally avoid excessive debt which may lead to the performance
instability of the company, so general debt shortage is the result. Hu and Gai [1]
found that when a company implements equity incentive, the common interests
between the CEO and the shareholders become closer. The company is more
inclined to choose the best way of financing, which is conducive to the formation
of the best asset structure. Yang et al. [6] found that equity incentive has a certain
impact on the financing tendency of executives. In the consideration of the long-term
performance of the company, the equity incentive suppresses the defensive behavior
in financing decision-making, and if it is a mixed arrangement of equity, the
suppressing effect will be significantly enhanced.

According to the agency theory, the company will be entrusted by the owner to
the CEO-based management. The agency costs are formed as the shareholders are
concerned about the long-term development of the company, while the executives
focus on short-term corporate value changes during their term of office. They pursue
different values. The behavior of executives in the term of office is often short-
sighted, which is not necessarily the best for the future development of the company,
and they may even damage the future development of the company in pursuit of
short-term interests. Equity incentive means, by giving the executives a certain
amount of the company’s shares, turning the executives to be one of the owners of
the company. The interests of the executives and the company are linked together by
the shares. Thus:
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Hypothesis 7 There is a positive correlation between equity incentive and firm
performance.

Hypothesis 8 There is a positive correlation between equity incentive and firm debt
level;

The gender, degree of education, and degree of self-confidence of the executive
and equity incentive will all affect the final management approach, while the change
of management will affect the strategic decision of the company. The background
characteristics of the executive will affect the company’s choice of strategy, partic-
ularly financing strategy, and the changes in financing strategy will affect the
company’s capital structure. Financing decision-making, as a very important part
of corporate management, will inevitably be affected. Equity financing is relatively
simple, which does not require repaying the principal and interest like debt financ-
ing, and the risk is low. But debt financing is one of the most effective ways to obtain
a lot of cash in short term in case of limited cash flow. Loans obtained through bank
lending or other means allow a company to invest in projects which will have
positive net present value, and have a significant impact on the company’s perfor-
mance. Thus:

Hypothesis 9 Financing preference plays a mediating role between managerial
background and firm performance.

21.4 Data Sources and Research Design

21.4.1 Data Sources

The data used in this paper were sourced from Wind database and Zdatabase. The
relevant financial data disclosed by A-share listed companies in the database were
used as analysis samples to obtain relevant data. In the research, the ST / ST * class
data were removed, while enterprises with high debt to asset ratio and those with
incomplete data were excluded. Due to late implementation of equity incentive in
China, this approach has not been generalized. The data could be obtained from
190 companies only. And then the data of the companies without equity incentive
were randomly added. In the end, the data disclosed by 300 A-share listed companies
in 2015 were selected as samples, and E-views software was used for regression
analysis to obtain the relevant results.

21.4.2 Variables and Measures

1. Gender of CEO

We use dummy variables in measuring gender, with 1 representing male and
0 representing female.
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2. Educational level of CEO

We find that CEO’s educational level can be categorized into two groups: MBA
and non-MBA. And most other scholars also classified CEOs according to whether
they have received MBA education. So variables 0 and 1 were used, with
0 representing non-MBA, and 1 representing MBA.

3. Equity incentive

As there are multiple forms of equity incentive, and the specific way of imple-
mentation is different in each company, a comprehensive classification cannot be
realized. Therefore, two types of companies were selected to conduct comparative
analysis. One type of the companies has implemented equity incentive plans, while
the other type has not. No further subdivision of equity incentive was conducted.

4. Self-confidence level of CEO

In the past researches, as the factors leading to the self-confidence of executives
are complicated, some scholars simply used age, gender and educational level as the
substitute variables, while some adopted CEO’s shareholding changes, evaluation
by mainstream media, CEO’s pay ratio or profit forecast to measure. In this paper,
CEO’s profitability forecast is used. If a CEO is confident in himself/herself or the
company, then he/she will be more optimistic about the future of the company, that
is, he/she tends to overestimate the future business income and profitability of the
company. This method can be used to verify whether the CEO is confident.

5. Financing preference

Financing preference refers to the degree of preference of a company for equity
financing or debt financing. With reference to the previous literatures, the debt to
asset ratio was taken as an alternative to a CEO’s financing preference. The higher
debt to asset ratio means the CEO is more inclined to use debt financing to obtain
funds.

6. Firm performance

There are multiple ways to measure firm performance. In this paper, the perfor-
mance of a company was considered mainly from the income. A higher the income
indicates a higher ability to obtain profits. Therefore, the return on net assets was
used to measure firm performance. The higher this value is the better performance it
indicates.

21.4.3 Control Variables

An enterprise is a complex, and each aspect of it is interrelated. Thus it is necessary
to control other extraneous variables to reduce their impact on the final result during
data analysis. The control variables adopted in this paper include current ratio,
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shareholdings of top ten shareholders, etc., and the impact of these variables on firm
financing preference and performance was eliminated. The current ratio is the ratio
of a company’s current assets to its current liabilities, and can be used measure its
ability to pay its debts in the short term. The shareholdings of top ten shareholders
represent the degree of dispersion of the company’s share. Higher shareholdings of
top ten shareholders indicate a more centralized ownership structure of the company.
Centralized ownership structure may have an impact on the management right of the
CEO. The higher the concentration of ownership is, the stronger the control of the
shareholders to the company will be, which may weaken the CEO’s ability to control
the company. The impact of these factors should also be taken into account in the
study of the background characteristics and financing preferences of CEOs and firm
performance. Therefore, these two tables were selected as the main control variables
to exclude their impact on the final result. For the definition of specific variables, see
the following (Table 21.1):

21.5 Model Specification and Empirical Analysis

21.5.1 The Model

In studying the impact of CEO’s background characteristics on firm performance,
we set up individual models in order to separate the interaction between variables so
that the individual relationship between firm performance and all the four back-
ground characteristics can be clearly identified. Moreover, as financing preference is
supposed to play a mediator role in the relationship between CEO’s background
characteristics and firm performance, we also use regression model to analyze its

Table 21.1 Definition of variables

Variable
type Variable name

Variable
symbol Variable definition

Dependent
variable

Firm
performance

ROE Return On Equity

Independent
variable

Gender of CEO G Gender of CEO, 1 for male, 0 for female

Educational level
of CEO

EDU Educational level of CEO, 1 for MBA, 0 for
non-MBA

Self-confidence
level of CEO

CON Self-confidence level of CEO

Equity incentive EI Whether the listed company implements equity
incentive measures for the executives

Mediating
variable

Financing
preference

DR The debt to asset ratio of the company

Control
variable

Ownership
concentration

CR10 The shareholdings of top 10 shareholders

Current ratio CR Current assets / current liabilities
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mediator role. Hence, we first specify models to analyze the impacts of CEO’s four
background characteristics on firm performance.

In order to test the impact of CEO’s gender on firm performance, we specify the
following model:

ROE ¼ β0 þ β1Gþ β2CRþ β3CR10þ ε ð21:1Þ
We set up another model to test the impact of CEO’s gender on firm’s financing

preference:

DR ¼ β0 þ β1Gþ β2CRþ β3CR10þ ε ð21:2Þ
We use the following model to investigate the impact of CEO’s education on firm

performance:

ROE ¼ β0 þ β1EDU þ β2CRþ β3CR10þ ε ð21:3Þ
To test the impact of CEO’s education on firm’s financing preference, we specify

the following model:

DR ¼ β0 þ β1EDU þ β2CRþ β3CR10þ ε ð21:4Þ
The model for testing the impact of CEO’s self-confidence on firm performance is

as follows:

ROE ¼ β0 þ β1CON þ β2CRþ β3CR10þ ε ð21:5Þ
The following model is used to test the impact of CEO’s self-confidence on firm’s

financing preference:

DR ¼ β0 þ β1CON þ β2CRþ β3CR10þ ε ð21:6Þ
The impact of CEO’s equity incentive on firm performance is to be tested by the

following model:

ROE ¼ β0 þ β1EI þ β2CRþ β3CR10þ ε ð21:7Þ
To test the impact of CEO’s equity incentive on firm’s financing preference, we

use the following model:

DR ¼ β0 þ β1EI þ β2CRþ β3CR10þ ε ð21:8Þ
Finally, a three-step procedure is used to test the mediator role that financing

preference plays in the relationship between CEO’s background characteristics and
firm performance. The first step is to test the relationships between the independent
variables and the dependent variable, and the second step is to test the relationship
between the independent variables and the mediator variables. Tests in these two
steps will be achieved by the above models. The final step is to test the impact of
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both the independent variables and the mediator variables on the dependent variable.
Hence, we specify the following models to test the mediator role that financing
preference plays in the relationship between CEO’s background characteristics and
firm performance.

ROE ¼ β0 þ β1Gþ β2DRþ β3CRþ β4CR10þ ε ð21:9Þ
ROE ¼ β0 þ β1EDU þ β2DRþ β3CRþ β4CR10þ ε ð21:10Þ
ROE ¼ β0 þ β1CON þ β2DRþ β3CRþ β4CR10þ ε ð21:11Þ

ROE ¼ β0 þ β1EI þ β2DRþ β3CRþ β4CR10þ ε ð21:12Þ

21.5.2 Descriptive Statistics

The descriptive statistics on the above variables can be summarized in Table 21.2:
The statistic summary in Table 21.2 demonstrates the current status of CEO’s

background characteristics, financing preference and firm performance of China’s
listed companies. First, for firm performance, we can see that the overall firm
performance of China’s A-share listed companies is in a good condition, and their
mean of ROE reaches 7.21%, with relatively low standard deviation, maintaining a
steadily fast growth. The maximum ROE reaches 43.2459%, while the minimum is
�35.2728% (excluding ST companies). As to CEO’s background characteristics, the
statistics on gender show that around 93% of CEO posts of China’s listed companies
are still dominated by men. For education, the number of CEOs with MBA degrees
slightly exceeds the number of CEOs without master’s degrees in business admin-
istration, and 55% of CEOs have received MBA degrees. Meanwhile, most CEOs
who are without MBA degrees are of older age, while younger CEOs tend to more
likely have MBA degrees. As to CEO’s self-confidence, on the current A-share
market, CEOs are self-confident in expecting a better profitability for their compa-
nies, and believing that their companies will have a better growth path. For CEO’s
equity incentive, as among the nearly 3000 A-share listed companies, only about

Table 21.2 Descriptive
statistics summary

Variables Min. Max. Mean SD

ROE (%) �35.2728 43.2459 7.2171 8.376048

G 0 1 0.9333 0.249861

EDU 0 1 0.5500 0.498325

CON 0 1 0.4533 0.498649

EI 0 1 0.2100 0.407989

DR (%) 4.2585 85.2307 35.0264 20.41085

CR10 (%) 17.5600 95.2500 55.6365 15.60883

CR (%) 0.2889 23.3669 2.9606 2.950083
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190 companies adopt equity incentive scheme, the equity incentive policy is not
widely adopted. The average debt to asset ratio for current A-share listed companies
is about 35%, which is within a reasonable range. However, we have to notice that
some companies have a much higher debt to asset ratio, closing to 85%, while some
other companies have a debt to asset ratio as low as around 4%, which indicate
insufficient liabilities. As to other control variables, the average shareholdings of top
10 shareholders are 55%, with the highest reaching 95%, and this indicate that
China’s A-share market currently have a high degree of firm concentration.

21.5.3 Regression Results (Table 21.3)

The regression results of Model 1 show that the gender of CEO does not have a
significant effect on firm performance (CEO gender has a negative coefficient for
firm performance, but the effect is not significant, as p-value is greater than 0.1).
Meanwhile, female CEOs do not necessarily improve firm performance, thus
Hypothesis 1 is proved to be true.

The regression results of Model 3 indicate that there is no significant relationship
between the education level of the CEO and the firm’s performance (the education
level of the CEO has a negative coefficient and the p-value is greater than 0.1,
indicating insignificance). This implies that higher education level of CEOs do not
actually improve firm performance. The result, excluding other factors, overthrows
Hypothesis 3.

According to the results of Model 5, there is a significantly negative correlation
between CEO’s self-confidence and firm performance (the coefficient of CEO’s self-
confidence is negative and the p-value is less than 0.01), which means that CEO’s
higher self-confidence tends to bring about a decline in firm performance, while
firms under the leadership of more conservative CEOs will have better business
performance. Without considering the impact of other factors, we can conclude that
Hypothesis 5 is proved to be true.

Table 21.3 Results of CEO’s background characteristics and firm performance

Variable type Variables Model 1 Model 3 Model 5 Model 7

Control variables CR10 0.1347*** 0.1368*** 0.1226*** 0.1343***

CR 0.4092*** 0.4131*** 0.3621** 0.3890**

Independent variables G �1.5982

EDU �0.3483

CON �2.5349***

EI �1.5658

Adjusted R2 0.0970 0.0952 0.1163 0.1004

* indicates P < 0.1; ** indicates P < 0.05; *** indicates P < 0.01
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Results of Model 7 show that there is no correlation between equity incentive and
firm performance (the equity incentive coefficient is negative and the p-value is
much greater). This means that equity incentive policies do not substantially
improve firm performance, thus the Hypothesis 7 has been proved wrong
(Table 21.4).

The regression results of Model 2 indicate that the gender of CEO does not have
significant impact on a firm’s debt to asset ratio (the negative gender coefficient and
greater p-value indicate insignificance), and this is to say that the CEO’s gender does
not have effect on firm’s financing preference, thus proving the Hypothesis 2.

According to the results of Model 4, CEO’s education level is positively corre-
lated with the firm’s debt to asset ratio (positive coefficient with p-value less than
0.01). If a firm’s CEO has received a higher level of education, the firm tends to
prefer debt financing and to have a higher debt to asset ratio, thus proving the
Hypothesis 4.

The regression results of Model 6 confirm positive correlation between CEO’s
self-confidence and firm’s debt to asset ratio (the positive coefficient between these
two variables with a p-value less than 0.01). CEO’s stronger self-confidence will
lead to more debt financing in the firm, and the debt to asset ratio of the firm will be
higher, thus proving the Hypothesis 6 to be true.

Results of Model 8 indicate a positive correlation between equity incentive and
firm’s debt to asset ratio (the positive coefficient between these two variables with a
p-value less than 0.01), showing that firms which adopt equity incentive schemes
will have higher debt to asset ratio. This proves Hypothesis 8.

21.5.4 Testing the Mediator Role of Financing Preference

Because there may be correlation among the background characteristics of CEOs,
we should verify the mediator role of financing preference separately. As we have
shown that CEO’s gender, education level, and equity incentive have no significant
effect on firm performance, and CEO’s gender does not have significant effect on
firm’s financing preference, we can prove that financing preference is not the

Table 21.4 Results of CEO’s background characteristics and firm’s financing preference

Variable type Variables Model 2 Model 4 Model 6 Model 8

Control variables CR10 �0.1647*** �0.1586*** �0.1258** �0.1457**

CR �3.9690*** �3.9190*** �3.8250*** �3.7905***

Independent variables G �0.6284

EDU 6.0560***

CON 6.6671***

EI 10.2900***

Adjusted R2 0.3598 0.3815 0.3849 0.4011

* indicates P < 0.1; ** indicates P < 0.05; *** indicates P < 0.01
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mediator variable for CEO’s gender, education level, and equity incentive. Hence,
we only need to verify Model 12 (Table 21.5).

We can see, from the results of Model 11, that the absolute value of the coefficient
of the independent variable CEO’s self-confidence is reduced when adding the
mediator variable debt to asset ratio to the model (reducing from �2.5349 in
Model 5 to �1.5341 in Model 11; even though p-value is raised from less than
0.01 to less than 0.1, it is still relatively significant), reducing the negative effect of
CEO’s self-confidence on firm performance. Therefore, it can be shown that the debt
to asset ratio plays an adjusting role in the relationship between CEO’s self-
confidence and firm performance, proving part of Hypothesis 9, which is that
financing preference only plays part of the mediator role between CEO’s self-
confidence and firm performance.

21.6 Robustness Test

To deliver stable and reliable test results, we use proxy variables to carry out
robustness test. In the robustness test, as no suitable indicators can be used as proxies
for the independent variables and adjustment variables, we choose to change the
dependent variable. The dependent variable is firm performance, which has a
number of proxies. We select return on equity (ROE) as the proxy for its compre-
hensive meaning. To ensure that the previous conclusions reached before the
dependent variable is replaced can be verified, we replace ROE with ROA (return
on assets) for analysis, with testing procedures unchanged. The results remain
consistent with the previous analysis, and the analysis passes the robustness test.

Table 21.5 Testing the
mediator role of financing
preference

Variable type Variables Model 11

Control variables CR10 0.1038***

CR �0.2121

Independent variables CON �1.5341*

Mediator variables DR �0.1501***

Adjusted R2 0.1986

* indicates P < 0.1; ** indicates P < 0.05; *** indicates P < 0.01
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21.7 Conclusions

21.7.1 CEO’s Gender, Education Level, and Equity Incentive
Have No Significant Relationship with Firm
Performance

The analysis shows that, in selecting CEO for improving firm performance, gender
factor has no effect. Although men are generally considered to be more risk-loving
and decisive, CEO’s gender is proved to have little impact on firm performance. In
fact, there is no clear relationship between CEO’s education and firm performance,
and we suppose the reasons for this may lies in: first, the education a CEO has
received becomes outdated, or the knowledge obtained may be forgotten; second,
the theoretical knowledge has little value in business practice.

Most surprisingly, equity incentive does not have substantial effect on firm
performance. Firms which adopt equity incentive schemes do not improve their
business performance. We speculate that, on one hand, in China’s immature capital
market, equity incentive policy cannot fully play its role in motivating CEOs; on the
other hand, China’s equity incentive practice is still in its early development stage.
Firms with equity incentive plans have not seen improvement in performance,
resulting in China’s currently underdeveloped equity incentive schemes. However,
we believe that as more equity incentive plans are adopted by China’s listed
companies, their effect on firm performance will be increasingly significant. After
all, most related studies have found the positive correlation between equity incentive
and firm performance.

21.7.2 CEO’s Self-Confidence Is Negatively Correlated
with Firm Performance

CEO’s self-confidence is often translated into over optimism about business future
and subjectivism in decision-making, resulting in not taking actual conditions into
consideration and mistakes. Studies show that CEO’s self-confidence comes from
self-awareness, and it cannot be eliminated by learning. This awareness is not helpful
in correcting mistakes, and, as data show, it can have negative effect on firm
performance.
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21.7.3 Firm’s Financing Preference Plays Partial Role
in the Relationship Between CEO’s Self-Confidence
and Firm Performance

Overly confident CEOs tends to expect the stock price of their firms to keep rising,
and they are likely to choose debt financing. They are usually confident in future
steady profitability of their firms, expecting sufficient cash supply and lower risk in
solvency. In their opinion, their rising stock price makes equity financing costly.
Hence, self-confident CEOs will have positive effect on firm’s debt financing, and
they will not choose equity financing. As higher debt to asset ratio brings down firm
performance, self-confident CEOs will worsen firm performance, and financing
preference plays a partial mediator role in this relationship.

21.8 Implications

21.8.1 Implications for CEO Selection

Firms should avoid sex discrimination in selecting their CEOs, because gender
difference does not have an impact on firm performance. Neither female CEOs nor
male CEOs can make big difference to the firms. The characteristics and ability of a
CEO is of importance in improving a firm’s performance.

For ability, education is not the only criterion, and we have proved that CEO’s
higher education level does not necessarily related to better firm performance.
Therefore, education is only part of the picture, and other important factors such
as qualifications and experience may also contribute to CEO’s ability.

Self-confidence will never be the primary criterion in selecting CEO because
overly confident CEOs are subjective, and they will find it hard to recognize their
own mistakes. Some of them may even transform their optimism into adventurism.
For this reason, in CEO selection we should consider the factor of a CEO candidate’s
self-confidence.

As for equity incentive, since China is in its early stage in equity incentive
development, we do not have rich samples to reach definitive conclusions. We
believe that firms should take its constraints into account when considering adopting
equity incentive policy, and equity incentive plans should be developed in accor-
dance with the characteristics of the firm. We should be cautious in learning
international experience and make adjustment when adopting international equity
incentive schemes.
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21.8.2 Implications for Corporate Governance

Some have compared a firm’s cash to its blood to demonstrate the importance of cash
to a firm. The development of a firm requires a lot of cash, the lack of which will
result in bankruptcy of the firm. Firms have two ways to obtain external finance for
their cash, equity financing and debt financing, both of which can supply the cash
much needed by the firms and can help their business operations. However, in
developing financing strategies, firms should take actual business conditions into
consideration. For firms with higher debt and debt to asset ratio, equity financing will
be a better option to avoid financial difficulties.
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Chapter 22
Security Risk Management Approach
for Improving Information Security Return
of Investment

Xichun Li, Mahmoud Al-Shawabkeh, and Zhiyuan Li

Abstract In particular, the reason when organisation competitors win business, is
the gain of organisation sensitive and important data. This happen as results of
having a local employee active as an agent inside the organisation or because of a
persistent threat attack. The data sharing, data protection, data retention, data risk
management, and personnel physical security are the responsibilities of the organi-
sation Chief Security Officer (CSO), who solves the intellectual property theft
problems before and when occurred, by combining approached of Information
Risk Management (IRM) and Information Security Governance (ISG). In this
paper, we propose a new novel security management approach that improve infor-
mation security return of investment.

Keywords Information security · Risk management · Return of investment

22.1 Overview

The organisation objectives, security requirements, organisation size, processes, and
structure are the highly effective reasons that influence the organisation seeking a
strategic decision of implementing information security management system.
Implementing information security management system preserves the organisation
data integrity, confidentiality and availability, which are the three major security
needs of the organisation [1, 2]. In general, risk management is simply can be
defined as “the process of defining, understanding, and responding to actions that
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may lead to a failure in any of the main three information security factors, the
confidentiality, integrity or availability of an information system” [3]. The proposed
novel solution in this paper helps the organisation chief security officer to set
directions, procedures and a visions of solving organisation security and intellectual
properties by solving a continuous problem of developing and implementing an
information security approach to protect sensitive organisation data. The research
problem statement explained by the research problem statement “Does
implementing the information security standards improve information security sys-
tem return of investment?”.

22.2 The Review of Literature

To protect organisation data and sensitive information from the attackers gaols, the
security approaches, methods, and the characteristics of information systems are
designed based on the organisation motivations and need to protect the data. This
section describes the various approaches that are proposed and used in the organi-
zations information security programs.

22.2.1 The Information Security Management System
(ISMS)

Standard for providing overall requirements and needs of create, implement, main-
tain, and enhance the information security system of the organisation is the infor-
mation security management system ISO/IEC-27001:2013. As defined in ISO/IEC
27002:2013, the overall objectives of information security management system
(ISMS) are the risk reduction and the impact on operations by increasing opportu-
nities of the business and the gaunt of its continuity [4]. The main ISO/IEC
27001:2013 standard requirement is the development and maintaining of security
in the organisation, which should be planned carful and be able to define all controls
and risks that may occur in the organisation information system. Steps of
implementing the ISO/IEC 27001:2013 standard are shown in Fig. 22.1. The
information security standard ISO/IEC 27001:2013 is one of the best information
security method when the organisation need to monitor, review, maintain and
improve the security of the information system. The reason is because by

Fig. 22.1 The ISO/IEC 27001:2013 standard implementation steps
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implementing this standard, the organisation information system must be audited
and certified. Furthermore, the ISO/IEC 27001:2013 standard focus on the process
of the risk make it the better than other approaches as USA national institute
standards and technology (NIST), or Control Objectives for IT and Related Tech-
nology (COBIT). The ISO/IEC 27001:2013 standard has 134 classic controls, this is
one of the disadvantages of this method. A reason must be stated if any of this
controls not implemented, this require more work to be done by the team of
information security in the organisation.

22.2.2 Standards of US National Institute of Standards &
Technology (NIST)

The Federal Information Processing Standards Publications (FIPS PUBS) has issued
from National Institute of Standards and Technology (NIST) in United States of
America [5]. In this method, the Federal Information Security Management Act
(FISMA) proposed to emphasize public sector organisations in US for developing,
documenting, and implementing a program that is secure and support the operations
of the organisation or systems provided by other sources. Directions of FISMA are
based on the objectives of having a certain level of information security system to
protect from specific risk; and based on the lowest security requirements of systems
and information. The FISMA slandered specifies 17 of information and information
system security categories and the lowest security requirements for each of them.
With the NIST special publication 800–53, the organisations need to apply the
lowest information security requirements [6, 7].

22.2.3 Business Framework (COBIT)

The Control Objectives for IT and Related Technology (COBIT), is a framework
developed by Information Systems Audit and Control Association (ISACA) for both
public and private sector organisations for the management of information technol-
ogy. COBIT is a global association aim to provide accepted security practices and
tools to improve trust of information system. When the organisation have a tech-
nology and a business process responsibility, then must use COBIT as a best choice
for providing reliability, quality, and controlling security of information system [8].

22.2.4 Operationally Critical Threat, Asset, and Vulnerability
Evaluation (OCTAVESM)

To have a systematic, comprehensive, and context driven evaluation of information
risk in the organisation, the OCTAVESM is the best choice for implementing
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security standard. This method is to understand Integrity, confidentiality, and avail-
ability of information security to make decision on protection mechanisms for the
information system. The three phases of OCTAVE are:

Phase I: To build the security requirements for the organisation.
Phase II: To identify vulnerability for the information system structure.
Phase III: To define the strategy for the security risk management need to be

implemented.

22.3 The Proposed Solution

Adapting from NIST 800–30, the systematic risk management method can be used
by the organisation as follows:

I. Involvement of employees: by involving both management and technical
employees as the managers, administrators of networks, Application support
specialists, Senior IT technicians, and chief information security officers.

II. Provide system categorisation: By applying FIPS to categorise the information
system security based on confidentiality, integrity, and availability.

III. Threads Identification: Table 22.1 shows some possible information system
threat.

From Table 22.1. The following is the categorization of threats that harm the
information system, which are:

Table 22.1 Some information system threats

The threat Threat type

Accidental Disclosure Accidentally release of sensitive information to an unauthorised
person

Usage of Communication
Bandwidth

Usage of communication bandwidth intentionally or
non-intentionally for not planed reasons

Interruption of
Communication

The information transferred on communication link can be
interrupted

Nature Act Information availability can be occurring by natural occurrences as
tornadoes and earthquakes

Disruption of Electrical
Interference

Denial of service to an authorised user or the modification of infor-
mation may happen by the failure of commercial power

Software and Programs
Alteration

The deletion or modification of programs or operating systems that
affect confidentiality, integrity, and availability of information

Configuration Error of
System

When installation or updating software or hardware this configura-
tion error may occur

Data Alteration The deletion or modification of data by users that affect confidenti-
ality, integrity, and availability of information
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(a) Threats occurs by humans:

• Disclosure of Sensitive data
• Employees Disgruntled
• Expose of social media expose

(b) Environment and Physical Threats

• Threats of hazardous materials as the server room beside the fire exit or
smokers room

• Threats of Physical Security as having an open plan structure
• Threats of Theft or Vandalism as having rarely check of employee ID card

(c) Technical Threats

• Malicious code, or malicious malware, or malicious spyware
• Access by an authorised user
• Lake of logging as not secure passwords
• Use of known unsecure software as for example the use of Widows XP that is
now is not supported by Microsoft

IV. Vulnerability Identification

When asking the question: “what may go wrong?” to discover weakness of
information system then categorise the security breach and the violation of the
implemented security policy [7]. Following are some listed information security
vulnerabilities:

• Procedures and directives are not defined clearly. Furthermore, the weak define
and test of planes.

• No recovery procedures planed specially for the networks
• No security training provided and weak backup of information and programs
• Not having alternate communication service, storage databases, and processing

sites

V. Controls Identification

The following Table 22.2. list some controls to be identified.

I. Likelihood Exploited (Table 22.3)

II. Severity Impact (Table 22.4)

III. Level of Risk (Table 22.5)
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22.4 Conclusion

This paper proposes a novel information security method that focus on most
important variables of information security including data and information to be
protected, controls to be applied, theft types and sources to be identified, and the
objectives of protecting the information system. Information security return of
investment increased by implementing this method that have an effect of reducing
information loss and improving its confidentiality, integrity, and availability of
security of the system. Finding of this research help organisations management to
implement a successful information security policy. Nevertheless, full successful
implementation of secure information system require commitment from organisation
employees and management.

Table 22.2 List of known controls

Controls of
organisation

Controls of
humans Controls of technical Controls of process

Structure design employees Architecture Technical processes

Controls of compliance Culture of users OS and applications Man-Machine
interface

Culture of organisation Factors of users Infrastructure Infrastructure life
cycle

Emergence Technical
infrastructure

Table 22.3 List of likelihood
exploited

Type Level Likelihood

A 25% and below Low

B Between 26–75% Moderate

B 76% and above High

Table 22.4 Severity impacts

Level Likelihood The confidentiality The integrity The availability

A Low Confidentiality loss
means less on organisa-
tion effect

Integrity loss means
limited on organisa-
tion effect

Availability loss means
limited on organisation
effect

B Moderate Confidentiality loss
means serious on orga-
nisation effect

Integrity loss means
serious on organisa-
tion effect

Availability loss means
serious on the organi-
sation effect

C high Confidentiality loss
means severe on orga-
nisation effect

Integrity loss means
severe on organisa-
tion effect

Availability loss means
severe on the organisa-
tion effect
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Chapter 23
Comparative Analysis on Investment
and Financing Models of Urban Rail
Transportation

Xiaodi Wang

Abstract Urban rail transportation is trend of urban traffic development in the
world. The utility model has advantages of high volume, high-speed, high security,
and significant environmental protection. Government should give priority to estab-
lish an effective investment and financing mechanism to solve construction funding
issues. For social benefits purpose, authors analyze and compare characteristics of
London, Tokyo and Beijing in rail transit, investment and financing mode, summa-
rize similarities and differences to establish investment and financing mode to meet
Beijing city railway transit development, provides necessary background knowl-
edge. This paper discusses policy direction and development trend of rail transpor-
tation construction investment and financing system transformation process in recent
years. The authors propose future rail transit construction references in Beijing.

Keywords Urban rail transportation · Investment and financing mode · World city ·
Comparative analysis

In recent years, with rapid development of urban scale and economic construction in
China, urban population has increased rapidly. To achieve purpose of controlling
urban growth, increasing urban capacity and relieving traffic congestion, railway
transportation such as subway, light railway, Inter City Express (ICE) has become an
inevitable choice to alleviate problem of relieving traffic congestion in large city.

The world cities of Tokyo and London have already built a perfect urban rail
transit network, and actively explored innovative ways of rail transit investment and
financing methods to promote further development. Urban rail transit has character-
istics of large amount of investment, long payback cycle length, operating risk and
public welfare. Initial stage of rail transit construction, the government must give
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priority to establish an effective investment and financing mechanism to solve
construction funding issues [1].

23.1 Urban Rail Transportation Industry Development
Advantage

In the tenth 5-year plan, China’s governments has included subway traffic develop-
ment into the outline of the National Economic and Social Development 5-Year
Plan, and token it as a major strategy for stimulating rapid, steady and sustainable
development of national economy. Many cities have invested a large number of
manpower and material resources, formulated comprehensive subway development
general plan, and carried out in-depth feasibility research [2]. In recent years,
China’s government has continuously increased in investment in subway construc-
tion (Fig. 23.1).

China has made great efforts to develop urban rail transit, mainly because it has
several advantages:

Strong transport capacity Rail transportation is an important approach to solve
traffic issues in large cities. Such as subway transport, it has high-volume passenger
capacity and powerful urban rail transit system transportation capacity. A carriage
capacity is about 150–200 people, and one-way transmission capacity is up to
80 thousand people per hour.
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Fig. 23.1 Proportion of China’s rail transportation in public transport [6]
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Fast running speed General operation of city bus running speed is only 20 km/h,
and road will be more crowded during rush-hour traffic. Underground trains are not
subject to ground restrictions with the highest speed of 80–100 km fast forward.

Small occupation of land Rail transportation construction can save land resources.
Especially subway transportation facilities, it will reduce land resources waste,
economize ground space and conserve quality resources.

Energy consumption According to statistics, rail transportation energy consump-
tion per unit can save 30 KJ more than public transport, and save 2132 KJ more than
automobile. With Beijing metro as an example, most of subway trains/track catenary
DC power transmission system, traction system is VVVF, which greatly use energy
sparingly.

23.2 London Rail Transportation Investment
and Financing Models

The London Underground Ltd is a government company, responsible for entire
subway system which is including metro vehicles, stations operation, and decision
on formulation and adjustment of metro services and fares. London Underground is
specifically responsible for metro system operation; maintenance and upgrading of
subway tunnels, metro vehicles, stations and signal systems are carried out by
several different network lines.

23.2.1 London Rail Transportation Investment
and Financing in PPP Model

London rail transportation introduced private equity investors and established Item
Company, and was in progress by PPP model. PPP (Public–Private-Partnerships)
model is a long-term cooperative partnership established between the public and
private institution to provide public services. In March 1998, UK government
launched PPP model to address issues, private infrastructure companies were in
charge of maintenance and facility, while public sectors were responsible for
operation. UK has become an advocate of infrastructure projects and public services
financing through the PPP model.

UK government has adopted a railway transit construction investment policy, and
has taken a series of preferential measures to private institution investors and
financial group, such as investment insurance, tax incentive. Thus, investors have
the lowest rate of return guaranteed; UK government would grant government
subsidies in failure situation to promote society investment in rail transportation
construction.

23 Comparative Analysis on Investment and Financing Models of Urban Rail. . . 219



23.2.2 London Rail Transportation Investment
and Financing in Bot Model

BOT (Build-Operate-Transfer) is a form of project financing, wherein a private
entity receives a concession from the private or public sector to finance, design,
construct, and operate a facility stated in the concession contract.1

Part of Light rail transit project in London adopted by BOT model. Since 90s,
there were three private institutions in UK have signed with government investment,
construction and operation track lines in light rail transit projects. They were
CroydonTram in London, Manchester Metroiink (Manchester medium volume rail
transit system), and Midiandiink in Bermingham. Their common feature: partial
route was to reform former national railway or disused railway; combined with light
railway form, flexible route planning, and rapid transit formation in urban center;
lead real estate redevelopment along abandoned railway.

23.2.3 London Rail Transportation Investment
and Financing in PFI Model

PFI (Private finance initiative) is a way of creating PPPs by funding public infra-
structure projects with private capital. PFI and its variants have now been adopted in
many countries as part of the wider programme of privatisation and financialisation,
and presented as a means for increasing accountability and efficiency for public
spending.2

In 1992, UK government had introduced PFI concept and gradually matured to
consider private capital introducing public construction under pressures of control-
ling fiscal expenditure and improving infrastructure [5]. UK HM Treasury had
introduced PFI official definition: public institution had bought high quality services
in a long-term agreement from private sector, which included delivery achievement
of mutual agreement, corresponding maintenance and repairmen construction of
necessary infrastructure. London public rail transportation routes were government
planned and private sector operated. In most instances, all bus services had com-
mercial practices by competitive bidding for a 3 year agreement. UK rail transit
privatization has drawn on the experience of bus service industry, implemented
bidding system, and introduced actual strength, good credit and quality service
private companies [4].

1BOT model: https://en.wikipedia.org/wiki/Build%E2%80%93operate%E2%80%93transfer.
2PFI model: https://en.wikipedia.org/wiki/Private_finance_initiative.
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23.3 Tokyo Rail Transportation Investment and Financing
Systems

Because urban rail transportation investment has the attributes of public welfare,
most of urban rail transit constructions in big cities were dominated by government
investment.

23.3.1 Tokyo Rail Transportation Investment and Financing
Model

There are five main ways to raise urban rail transit construction funding in Japan,
mainly there are mainly including government grants, users’ burden, beneficiaries’
burden, bonds issuance and loan floatation.

In April 1982, Tokyo government has encouraged investment in urban rail
construction, increased urban railway transport capacity, and established “Special
Urban Railway Construction Accumulation Funding System”. The system has
stipulated in view of railway as a public facility, railway sector should implement
corporation tax reduction and fixed assets tax in preferential tax policy. Various
subsidies and tax incentives for rail transit investors by the government has pro-
moted investment in urban rail transit construction by the public society. There were
set up a semi-public and semi-private rail transportation enterprise. The Japanese
private railway length in Tokyo has all within the scope of rail transit lines, ratios
were as high as 34% and 46%, there is no precedent in any other cities.

23.3.2 Tokyo Rail Transport Construction Tod Model

In urban planning, a transit-oriented development (TOD) is a type of urban devel-
opment that maximizes the amount of residential, business and leisure space within
walking distance of public transport. A TOD model includes a central transit stop,
such as train stations, light railway and bus stations, which are surrounded by a high-
density mixed-use area with lower-density areas spreading out from this center.3

In Japan, TOD model began in the early 1920s, was first adopted by the Hankyu
railway company in Osaka and achieved great success. In order to enhance public
transport attraction, Japanese government formulate “The Third National Comprehen-
sive Development Plan”, and proposed road transportation facilities supply in urban-
ized area should maintain adequate coordination with urban land use development.
Many private rail companies in Tokyo operate industry comprehensive management
along the railway route like Retail, real estate, buses and hotels. Government has
unified land use, railway construction planning and infrastructure facilities.

3TOD model:https://en.wikipedia.org/wiki/Transit-oriented_development.
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23.3.3 Tokyo Metro Projects Investment and Financing Mode

Tokyo Metropolitan Government Bureau of Transportation is responsible for Tokyo
Metro track line construction and maintenance. Toei transportation and Battalion
subway are operating units for Tokyo metro transportation, which are managed by
Tokyo Metropolitan Government Bureau of Transportation.

Public rail transportation
Government subsidiaries distribution condition: the high speed railway construction
underground allowance system in 1962 implemented the maximum amount was
6.5% of interest difference; in 1978, construction allowance was 10.5–70% of
construction costs. Payment period was 5–10 years; railway construction funding
in 1991 provided a one-time interest free loan with 40% project cost of Railway
Construction Company and Battalion subway construction project.

Privately-operated rail transportation
Government subsidiaries distribution condition: P line system in 1972, in order to
promote comprehensive development of rail transportation and residential buildings
along track line, financial subsiding targets construct multiple track and satellite
unban subways for three city circle to optimize city construction and industrial
structure. The railway construction company was responsible for project construc-
tion and providing cost of project implementation, private developers reimbursement
could pay 50 times in 25 years, interest rate was less than 5%; urban rail accumu-
lation funding system in 1996, part of metro equipment modification project cost
was added to existing operating fares; station comprehensive reform allowance
system in 2001 implemented barrier free, earthquake prevention, fire protection
and other renovation project; underground high-speed railway construction allow-
ance system in 2002 applied to private lines.

23.4 Transformation Process of Beijing Rail
Transportation Investment and Financing Models

In 2016, Beijing has issued the “Beijing 13th 5-Year Railway Transportation
Construction Plan”. It proposed to rail transit and high-capacity rapid transportation
and ground transportation based integrated public transport system as development
priorities. In order to give full play to urban public railway transport, people were
encouraged to give priority to rail transit travelling. Average daily passenger volume
will also increase from 11 million passengers to more than 18 million and 500 thou-
sand passengers; rail transportation will become urban public transport priority
selection, proportion will be accounting for more than 58%.
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23.4.1 Transformation Process of Investment and Financing
Models

Beijing earliest subway Line 1 and Line 2 have entirely led by government programs
with funds allocated by Beijing municipal government. It reflected government
arrangement investing and proposed integrated subway project model.

Beijing Subway BATONG Line construction management mode has reflected
characteristics of financing Item Company. Financing rising has mainly composed
by three parts: Beijing municipal government investment, National Development
Bank loans and foreign particular loans, state-controlled enterprises investment.
Government investment, government loan guarantee and stock system operation
were main features [3].

The Beijing Metro Line 4 and Line 14 was adopted traditional PPP model, and
introduce social investors through franchising. Social investors were responsible for
projects investment and regular operation for a certain period. Subway construction
has introduced social capital by “equity financing þ franchising” compound PPP
model, established a bridge between rail transit construction and insurance equity.

23.4.2 Investment and Financing Models of Urban Rail
Transportation Comparison Between London, Tokyo
and Beijing

Tokyo, London and Beijing rail transit project financing (Table 23.1) have also taken
government leading mode, adopt preferential policies to attract private sector

Table. 23.1 Investment and financing models of urban rail transportation comparison

City
Government
responsibility

Social institution
responsibility

Impact on the
public

Suitable
application

Tokyo 100% govt. construc-
tion investment; social
investment increase,
government grants.

Enterprises are respon-
sible for operation
investment; private
high-speed rail connect
with bus industry
function.

Government for-
mulates pricing
4 years once.

Municipal
Road assets
include tun-
nels, railways
and stations.

London 100% govt. construc-
tion investment; pref-
erential policies
(investment insurance,
tax incentives).

3 infrastructure compa-
nies maintenance and
construct subway sys-
tem within 30 years
franchising.

Govt. pricing
welfare opera-
tions; profit
communities
provide funding.

Municipal
Road assets
include tun-
nels, railways
and stations.

Beijing 100% govt. investment
before 2004; 70% total
investment, financing
and construction.

MTR CORP. joints
cooperation mode in
investment, construc-
tion and operation
by 2004.

Low fare policy;
business circle
along
subway line.

Better govt.
finance situa-
tion; perfect
fiscal system.
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investment, and cultivated market mainstays and innovation types. It has advantages
of maximum capital, long term and stability.

23.5 Conclusion

Beijing should draw on the experience of Tokyo, London and other world city in rail
transit investment and mature financing experiences, actively formulate preferential
policies to effectively mobilize social resources in rail transportation investment
construction, and implement investment diversification strategy. The government
should actively guide large-scale suburban land development and rail transportation
mode. Through implementing diversified investment and financing strategy to attract
various economic elements participate in rail transit construction, so as to promote
rapid and healthy development of suburban county economy.
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Chapter 24
Measuring Systemic Risk in the Chinese
Financial System Based on Asymmetric
Exponential Power Distribution

Helong Li, Tianqi Luo, Liuling Li, and Tiancheng Liu

Abstract We propose an extension of CoVaR approach by employing the Asym-
metric Exponential Power Distribution (AEPD) to capture the properties of financial
data series such as fat-tailedness and skewness. We prove the new model with AEPD
has better goodness-of-fit than traditional model with Gaussian distribution, which
means a higher precision. Basing on the Chinese stock market data and the new
model, we measure the contribution of 29 financial institutions in bank, security,
insurance and other industries.

Keywords Asymmetric Exponential Power Distribution (AEPD) · Systemic Risk ·
Conditional Value-at-Risk (CoVaR)

24.1 Introduction

The global financial crisis of 2008 has alerted the public to the importance of
systemic risk. In this context, Adrian and Brunnermeier [11] proposed Conditional
Value-at-Risk (CoVaR) to measure systemic risk contributions from individual
institutions to the financial system. Then CoVaR method is improved from different
perspectives e.g. [1, 2] and practiced in many countries e.g. [3–6]. AR-GARCH was
applied to the CoVaR estimation by Gao and Pan [7] to capture the time-varying
systemic risk exposure of an individual institution, based on the Student-t
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distribution. Liu and Gu [8] and Lin et al. [9] estimated the CoVaR of the real estate
industry and the insurance institutions by AR-GARCH model, assuming the inno-
vation follows the Gaussian and the Student-t distribution respectively.

However, the Gaussian and the Student-t distribution cannot accommodate prop-
erties such as asymmetric fat-tailedness and skewness of financial series. Zhu and
Zinde-Walsh [10] proposed AEPD which contained the skewness parameter and the
decay rates of left and right tails. They proved that AEPD had good performance in
error fitting and VaR forecasting.

Hence, AEPD is used as the innovations of the AR-GARCH and CoVaR model.
The result of goodness-of-fit confirms that our approach is an adequate method in
improving systemic risk measurement. By the new method, we estimate Chinese
financial systemic risk from 2008 to 2016.

24.2 Model and Methodology

24.2.1 VaR

Given the daily returns of a particular institution i (Ri
t ) and the confidence level q,

VaR is defined as the q-quantile of the return distribution of institution i.

Prob Ri
t � VaRi

q, t

� �
¼ q ð24:1Þ

VaR of each institution i is computed by estimating the following model

Ri
t ¼ β i

1 þ β i
2R

i
t�1 þ β i

3R
m
t þ u i

t ð24:2Þ
σ i
t 2 ¼ θ i

1 þ θ i
2u

i
t�1

2 þ θ i
3σ

i
t�1

2 ð24:3Þ
ui
t ¼ σ i

t ε
i
t ð24:4Þ

ε iteAEPD αi; pi
1; p

i
2

� � ð24:5Þ
where ξi ¼ αi; pi

1; p
i
2; β

i
1; β

i
2; β

i
3; θ

i
1; θ

i
2; θ

i
3

� �
is parameter vector to be estimated by

Maximum Likelihood Estimation method. Rm
t is the return of stock market. ε it is the

innovation with zero mean and unit variance.σ i
t is the conditional standard deviation,

i.e., volatility. With the innovation series ε it sorted, the q-quantile valuez
i
q is obtained.

The VaR of institution i can be estimated as follow

VaRi
q, t ¼ cRi

t þ z iqσ
i
t ð24:6Þ

The same process is repeated for financial system by substituting Rsys
t with Ri

t to
obtain the parameter vector ξsys ¼ αsys; psys

1 ; psys
2 ; β sys

1 ; β sys
2 ; β sys

3 ; θ sys
1 ; θ sys

2 ; θ sys
3

� �
and

the unconditional VaRsys
q, t .
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24.2.2 CoVaR and ΔCoVaR

Adrian and Brunnermeier [11] defined CoVaRsysji
q, t as financial system’s VaR

conditional on institution i being in financial distress in time t, i.e., its return being
at its VaR.

Prob Rsys
t � CoVaRsysji

q, t jRi
t ¼ VaRi

q, t

� �
¼ q ð24:7Þ

For each i, we estimate the following model

Rsys
t ¼ βsysji1 þ βsysji2 Rsys

t�1 þ βsysji3 R i
t þ usysjit ð24:8Þ

σsysjit
2 ¼ θsysji1 þ θsysji2 usysjit�1

2 þ θsysji3 σsysjit�1
2 ð24:9Þ

usysjit ¼ σsysjit � εsysjit ð24:10Þ

εsysjit � AEPD αsysji; psysji1 ; psysji2

� �
ð24:11Þ

where ξsysji ¼ αsysji; psysji1 ; psysji2 ; βsysji1 ; βsysji2 ; βsysji3 ; θsysji1 ; θsysji2 ; θsysji3

� �
is parameter

vector to be estimated for each institution. Then we generate the predicted values
from these regressions to obtain CoVaRsysji

q, t

CoVaRsysji
q, t ¼ dβsysji1 þ dβsysji2 Rsys

t�1 þ
dβsysji3 VaRi

q, t þ z iq � σsysjit ð24:12Þ

We define the systemic risk contribution of a particular financial institution i by
ΔCoVaRsysji

q, t , which means the change degree on financial system’s VaR conditional
on the financial distress of institution i for unit change on institution i’s VaR.

ΔCoVaRsysji
q, t ¼ CoVaRsysji

q, t � VaRsys
q, t

VaRi
q, t

ð24:13Þ

24.2.3 AEPD

The recent distribution class, Asymmetric Exponential Power Distribution, is intro-
duced to fit all the innovations above (ε it , ε

sys
t and εsysjit ). To embed this distribution in

the ARX-GARCH model, AEPD is standardized by the same way of Zhu and
Galbraith [12] and Li et al. [13]. The probability density function is given by
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f zð Þ ¼
δ
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K p1ð Þexp � 1

p1

ωþ zδ
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���� ����p1� �
, z ��ω

δ

δ
1� α
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� �
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α∗ ¼ αK p1ð Þ
αK p1ð Þ þ 1� αð ÞK p2ð Þ ð24:15Þ

K pð Þ ¼ 1

2p1=pΓ 1þ 1=pð Þ ð24:16Þ

The α 2 (0, 1) is the skewness parameter. p1 > 0 and p2 > 0 are the left and right
tail parameters. When α ¼ 0.5, p1 ¼ p2 ¼ 2, AEPD will be reduced to Normal(0,1).
The mean and variance of the Standard AEPD are given as follows

ω ¼ 1
B

1� αð Þ2 p2 � Γ 2=p2ð Þ
Γ2 1=p2ð Þ � α2
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Γ2 1=p1ð Þ
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2) ð24:18Þ

B ¼ αK p1ð Þ þ 1� αð ÞK p2ð Þ ð24:19Þ

24.3 Data and Results

24.3.1 Data

We consider 29 Chinese financial institutions listed before 2008. The codes and
names are presented by industry group in Appendix Table. 24.1. The CSI 300 Finan-
cials Index and Shanghai Composite Index are used as proxies for the financial
system and market respectively. Sample period is from 1/2/2008 to 30/12/2016. The
VaR and CoVaR are computed at q ¼ 5% confidence level. The data is obtained
from Wind database. Summary statistics for daily returns are presented in Appendix
Table. 24.2.

24.3.2 Goodness-of-Fit

Assuming the innovation follows the AEPD distribution and the Gaussian distribu-
tion respectively, we obtain the estimated parameters and innovation series. Then,
the kernel density estimation curves of innovation series and the distributional
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simulated curves are compared. We take innovation in Eq. (24.10) of the Bank of
China as an example. Figure 24.1 compares the difference between innovation
(expressed as Ut) and the AEPD, as well as the difference between innovation and
the Gaussian distribution. The simulated curve of AEPD is closer to the innovation
than the Gaussian distribution, which shows better goodness-of-fit. The results of
goodness-of-fit for other equations and institutions are almost similar.

24.3.3 Chinese Systemic Risk

We obtain ΔCoVaR for each institution i and time period t, through the empirical
calculation. The result shows that the state-owned banks (Bank of China, Industrial
and Commercial Bank, Construction Bank and Bank of Communications) are the
systemically important financial institutions. It is in line with the system-critical
banks issued by the Financial Stability Board.

Average ΔCoVaR is computed for each group. The Monetary and Financial
Services Group has the greatest contribution to systemic risk (0.68). The second
systemically important financial industry is Others (0.64), the third is the Insurance
(0.56), and the last is the Capital Market Services (0.51).

According to the time trend of ΔCoVaR presented in Appendix Fig. 24.2,
Chinese systemic risk can be divided into three periods: (1) Between 2008 and
2009, the systemic risks of China were considerably high, which may be related to
the remaining influence of international financial crisis. (2) From 2009 to 2013, the
systemic risk showed a downward trend and the overall ΔCoVaR reduced by
about 0.15. (3) Since 2014, the systemic risk witnessed a dramatical increase.
Chinese systemic risk in 2015 was even higher than the level of financial crisis
in 2008.

Fig. 24.1 Simulated density and distributional fit of innovation (Bank of China)
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24.4 Conclusion

To capture the skewed and fat-tailed property of financial data series, this paper
generalizes the CoVaR model of Adrian and Brunnermeier [11] by introducing
AEPD of Zhu and Zinde-Walsh [10]. By comparing the kernel density estimation
curve of innovation series and the distributional simulated curve, we prove that the
goodness-of-fit of AEPD is better than the Gaussian distribution.

Using the AEPD and the CoVaR model, we calculate the systemic risk contri-
bution by four industry groups. The result shows that Monetary and Financial
Services Group was the largest contributors to systemic risk, especially the four
state-owned banks. Since 2014, Chinese systemic risk becomes considerable, thus
the regulators should increase efforts to control the risk of infection.
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Appendix

Table. 24.1 Stock codes, names and classifications of Chinese financial institutions

Group1: Monetary and financial services Group2: Capital market services

000001 Ping An Bank
002142 Bank of Ningbo
600000 Shanghai Pudong Development Bank
600015 Hua Xia Bank
600016 China Minsheng Banking
600036 China Merchants Bank
601009 Bank of Nanjing
601166 Industrial Bank
601169 Bank of Beijing
601328 Bank of Communications
601398 Industrial & Commercial Bank of China
601939 China Construction Bank
601988 Bank of China
601998 China CITIC Bank

000686 Northeast Securities
000712 Guangdong Golden Dragon
000728 Guoyuan Securities
000783 Changjiang Securities
600030 CITIC Securities
600109 Sinolink Securities
600369 Southwest Securities Investment
600837 HAITONG Securities
601099 The Pacific Securities

Group3: Insurance Group4: Others

601318 Ping An Insurance
601601 China Pacific Insurance
601628 China Life Insurance

000563 Shaanxi International Trust
600643 Shanghai AJ
600816 Anxin Trust

Table. 24.2 Summary statistics for the daily returns

Mean Std Skewness Kurtosis JB-stat P-value

CSI 300 Financials Index �0.0002 0.0209 �0.19 6.29 999.90 0.00

Shanghai Composite Index �0.0002 0.0175 �0.53 7.09 1636.70 0.00

Ping An Bank 0.0000 0.0255 0.06 6.46 1098.04 0.00

China Minsheng Banking 0.0002 0.0225 0.09 6.92 1407.51 0.00

Bank of China �0.0001 0.0173 0.32 10.83 5643.22 0.00

Northeast Securities �0.0002 0.0343 �0.16 4.60 242.92 0.00

Changjiang Securities �0.0001 0.0331 �0.15 4.93 349.67 0.00

HAITONG Securities �0.0002 0.0320 �0.10 5.32 496.13 0.00

Ping An Insurance �0.0001 0.0250 �0.14 6.07 870.66 0.00

China Pacific Insurance �0.0002 0.0258 �0.01 5.21 446.45 0.00

SH China Life Insurance �0.0003 0.0254 0.20 5.92 792.08 0.00

Shaanxi International Trust 0.0002 0.0338 �0.24 4.76 302.32 0.00

Shanghai AJ 0.0001 0.0318 �0.09 5.23 456.25 0.00

Anxin Trust 0.0003 0.0321 �0.11 5.31 492.33 0.00

Notes: The daily returns are calculated as Rt¼ 100 % � [ln(Pt)� ln (Pt � 1)], where Pt is the market
price of a stock on the closing of day t. Given space limitations, the table shows the summary
statistics for 12 institutions (3 for each groups).
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Chapter 25
Research on Liquidity Preferences
of Mutual Fund

Yinda Chen

Abstract This paper discusses the relationship between expected volatility and
liquidity preferences of open-end mutual fund. I use actively managed stock open-
end mutual funds in Chinese market for empirical analysis and found that expected
volatility is expected to affect liquidity preferences of mutual fund; not only that,
managers will be expected to hold more liquidity assets in their portfolio when
market fluctuates.

Keywords Open-end Mutual Fund · Liquidity Preferences · Volatility

25.1 Introduction

The purpose of this paper is to test factors which influence the liquidity preferences
of open-end mutual fund through the empirical research of open-end mutual funds in
Chinese market, and try to bring different thinking about the liquidity management
of open-end mutual fund.

25.2 Review of Relevant Theory

For liquidity issues, from “active management” perspective, people often explore
how fund managers use a variety of liquidity management strategies to run open-end
mutual fund to achieve higher returns and lower liquidity risk. However, the study of
Cao (2013) tells us that this kind of active management behavior also increases the
duration, fee, and turnover of those funds with timing ability [1]. On the basis of
active strategy, Yawei Yao (2009), Geng Tian (2013) use empirical analysis to
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further explore the open-end mutual fund’s liquidity, investor behavior characteris-
tics, investors purchase and redemption flow and other liquidity variables on mutual
fund marketing strategy, operational management, performance and so on [2, 3]. On
the other hand, people also explored the causes of the liquidity risk of mutual fund
and the means of management. Qing Zhang (2007) and Kun Dai (2008), respec-
tively, do some systematic studies on mutual fund’s liquidity risk. Those studies
mainly relate to mutual fund’s liquidity risk theory, measures and strategies on
establishment of mutual fund’s liquidity risk management system [4, 5]. They strive
to inspect the root causes of liquidity risk characteristics of open-end mutual fund.

25.3 Hypothesis of Liquidity Preferences

As we all know, an important function of mutual fund is to provide appropriate
liquidity management for investors. I assume that when market volatility is large,
fund investors will increase the demand for liquidity. The reason is that the price of
the assets in portfolio will be affected by market volatility. As the price of portfolio
volatiles, the performance of the fund may be lower than that of benchmark, leading
to that fund investors withdraw the invested funds because of anxious about market
volatility. And besides, higher market volatility may further exacerbate liquidity risk
and market panic [6]. If mutual fund does not have enough liquidity to respond to
redemption of investors, fund manager may have to liquidate those illiquid assets at a
lower price and mutual fund will bear liquidity costs which can damage mutual
fund’s performance [7].

It can be seen that, when the market fluctuates significantly, mutual fund is more
likely to encounter large redemption than ever before because of the increase in
liquidity demand of investors and the resulting short of liquidity in the portfolio. This
is also the case in the Liquidity/Loss Spiral Effect Theory [8]. As a result, the risk of
funds’ withdrawal from mutual fund investors increases with market volatility, and
fund managers will naturally hoard more liquid assets to deal with such crises.
Increasing the overall liquidity of the portfolio in advance can alleviate the further
expansion of the “spiral” to a certain extent, stopping spreading panic about liquidity
in investors and reducing the probability and magnitude of capital outflows. There-
fore, as compared with the case where the liquidity is not prepared in advance, there
will be less pressure to deal with the liquidity demand of investors’ outflow and
lower costs to acquire liquidity if fund managers carry out liquidity prevention in
anticipation of investors’ outflows in advance.

The discussion above can be summarized as follows: Liquidity preferences of an
open-end mutual fund should increase as market expected volatility increases.
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25.4 Introduction of Data Sources and Variables

The data for empirical analysis of this paper are all collected from CSMAR. The
sample of mutual funds is open-ended, mostly focus on stock assets, established
between 2001 and 2016 and operated at least one quarter. After screening and
processing the raw data of samples, I have got 226 stock open-end mutual funds
and a total of 8649 quarterly frequency variables. The description of variables is as
follows:

I use GARCH model to construct the variable EVOL_M to quantify market
expected volatility, GARCH model is as follows [9]:

EVOL Mt ¼ μþ αa2t�1 þ βEVOL Mt�1 ð25:1Þ
In addition to market expected volatility, I also take into account a market

variable as a control variable to capture the liquidity impact of mutual fund:
market illiquidity ratio. It is defined as an average value weighted by market
value of illiquidity ratio at the end of each quarter for all stocks in Chinese
A-share market, expressed in ILLQ_M. Among them, illiquidity ratio of individual
stock is now widely used to measure liquidity which is proposed by Amihud first
in 2002 [10]:

ILLQ Mi,m ¼ 1
Di,m

XDi,m

t¼1

ri, tj j
dvoli, t

ð25:2Þ

In order to do quantitative analysis on liquidity preferences of mutual
fund, I construct following indicators as dependent variables for liquidity
preferences:

(i) Ratio of cash holdings to TNA, expressed as CRATE_P;
(ii) Illiquidity ratio, similar to ILLQ_M, defined as an average value weighted by

market value of illiquidity ratio at the end of each quarter for those stocks held
by mutual fund, expressed as ILLQ_P.

Furthermore, I construct another two indicators as independent variables to
control those sensitive factors of liquidity preferences that EVOL_M, ILLQ_M
cannot cover:

(i) Ratio of Net flow of funds, expressed as NFLOW_P:

NFLOW P ¼ TNA Pi,q � TNA Pi,q�1 1þ Ri,q
� �

TNA Pi,q�1
ð25:3Þ

where TNA_Pi,q is net asset value of mutual fund at the end of quarter q; Ri,q is the
return of mutual fund during quarter q;
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(ii) Volatility of net flow of funds, expressed as NFLOW_VOL_P, a variance
calculated from quarterly NFLOW_P for past 5 years.

25.5 Empirical Analysis

25.5.1 Should Market Expected Volatility Affect Mutual
Fund’s Liquidity Preferences?

In this part, I focus on mutual fund’s net outflow of funds so that I can test whether
there is correlation between market expected volatility and mutual fund’s outflow
(mutual fund investors’ redemption behavior). For net outflow of funds, this paper
constructs a variable FRACTION, defined as the fraction of the amount of mutual
funds experiencing large outflow which lie in the bottom 25% tail of normal
distribution of quarterly NFLOW_P. I do the descriptive statistics for those variables
in previous section (Table. 25.1). It can be seen that NFLOW_P at bottom 25% is
�12.27%, this explains why the average CRATE_P of mutual funds’ sample is
13.98%. Part of the description of the statistics as follows:

According to FRACTION, EVOL_M and other market variables to construct
time series regression model, the regression equation is as follows:

FRACTIONqþ1 ¼ μþ αEVOL Mq þ βILLQ Mq

þ
Xm

j¼0
γjFRACTIONq�j þ εq ð25:4Þ

where, the dependent variable is the fraction of the amount of mutual funds
experiencing large outflow in quarter qþ 1; EVOL_Mq is market expected volatility
in the quarter q; ILLQ_Mq is market illiquidity ratio at the end of quarter q. I use the
partial autocorrelation function to choose the number of lags of the dependent
variable to be included in the regressions.

The regression results are shown in Table. 25.2. EVOL_M is positively corre-
lated with the dependent variable, which indicates that high expected volatility is
one of the important signals of mutual fund’s liquidity demand. In terms of
economic magnitude, it can also be seen that if market expected volatility
increases by 10%, the number of mutual funds experiencing large outflow will
increase 3.21%.

Table 25.1 Part of the descriptive statistics

Mean
Standard
deviation Skewness Kurtosis p25 Median p75

CRATE_P 13.978 8.623 1.722 4.793 8.520 11.460 17.610

NFLOW_P 4.555 73.271 14.682 304.310 �12.265 �3.200 5.045
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25.5.2 Market Expected Volatility and Mutual Fund’s Liquid
Asset Positions

Hypothesis of Liquidity preferences tells us that fund managers will show greater
liquidity preferences when the market is expected to fluctuate significantly. In order
to test the conclusion, we construct the panel regression equation as follows:

LIQPREFi,q ¼ μþ vi þ αEVOL Mq þ βILLQ Mq þ γXi,q þ εi,q ð25:5Þ

Where LIQPREFi, q represents one of dependent variables of mutual fund’s
liquidity preferences at the end of quarter q; vi is the fixed factor of the mutual
fund that cannot be directly observed; EVOL_Mq is market expected volatility in the
quarter q; ILLQ_Mq is market illiquidity ratio at the end of quarter q; variable vector
Xi, q is a set of variables describing the characteristics of mutual fund at the end of
quarter q, including NFLOW_P and NFLOW_VOL_P. The fixed factor in the model
is to capture factors that have an impact on mutual fund’s liquidity preferences but
do not change over time and are independent to the characteristics of mutual fund.

The regression results are shown in Table. 25.3 below. There is a significant
correlation between market expected volatility and mutual fund’s liquidity prefer-
ences from statistical point of view. It is consistent with the hypothesis, that is, fund
managers have stronger preferences to configure the liquid assets when market is
expected to fluctuate. In terms of economic magnitude, we can also see that market
expected volatility and mutual fund’s liquidity preferences are significant. All stock
open-end mutual funds in sample will average an increase of 1.25 percentage points
of cash holdings, accounting for 9%, as compared to the mean cash holding of

Table 25.2 Regression
results of EVOL_M, etc.
and FRACTION

Fraction

EVOL_M 0.321**

(2.453)

ILLQ_M �0.191***

(3.09)

Dependentq 0.065**

(2.519)

Dependentq-1 0.210*

(1.779)

Dependentq-2 0.018**

(2.15)

Constant 0.128**

(2.413)

Observations 58

Adj-R2 0.285

*/**/*** respectively indicate signifi-
cant levels at 10%, 5% and 1%
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13.98% when EVOL_M increases by 10 percentage points; identically, the average
mutual funds will reduce illiquidity ratio of 0.17 units by 15% relative to the mean
illiquidity ratio of 1.13.

25.6 Conclusion

This paper explores the influencing factors of liquidity preferences of mutual fund.
Through empirical analysis, we conclude that fund managers show strong liquidity
preferences when market is expected to have higher volatility. It is not difficult to see
from the analysis conclusion that liquidity preferences hypothesis is to help the
mutual funds to minimize the operating costs of redemption by the investors. In
general, this paper will help us to better understand mutual fund’s liquidity manage-
ment of some of the dynamic adjustment behavior and bring us a different perspec-
tive on mutual fund’s active management.
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Chapter 26
Relationship of the Financial Agglomeration
and Fiscal Expenditure Scale of Yangtze
River Delta

Liu Jiacheng, Chen Yujie, and Liu Nan

Abstract This paper taking Yangtze River Delta as an example, select Shanghai,
Jiangsu province and Zhejiang province relevant data in 2004–2015; Use SPSS
software run principal component analysis to research current situation of financial
agglomeration in this three provinces (city); Through the establishment of panel data
model, using least squares regression analysis, this paper studies the impact of fiscal
expenditure on financial agglomeration in the Yangtze River Delta. The study shows
that the fiscal expenditure of Yangtze River Delta has a significant positive correla-
tion on financial Agglomeration. Then we put forward some suggestions for improv-
ing the status quo.

Keywords Fiscal expenditure · Financial agglomeration · Yangtze River Delta

26.1 Introduction

Financial agglomeration refers to the financial related enterprises gather in one area,
with further cooperation and competition based on the enterprise division, using the
similarity and complementary to form interdependent forms of industrial organiza-
tion. Fiscal expenditure reflects the government’s use of social resources at a given
period. It is one of the main means that the government affects social and economic
activities. So the relationship between fiscal expenditure and the development of
economy has become widely concerned by public recently. According to Keynes’s
fiscal theory, positive fiscal policy promotes economic growth through the multiplier
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effect. This effect is weakened after the increase of fiscal expenditure to a certain
level because of the crowding out effect [1].

In this paper, by quantitatively analyzing the influence of fiscal expenditure on the
agglomeration of financial industry, we reveal the relationship between financial
agglomeration and fiscal expenditure in three provinces (cities) of the Yangtze River
Delta region. Then we put forward some suggestions for improving the status quo.

26.2 Status Analysis of Financial Agglomeration and Fiscal
Expenditure

26.2.1 Status Analysis of Financial Agglomeration

This paper uses location entropy to measure the level of financial agglomeration in
three economic circles. Location entropy refers to the measurement of the distribu-
tion of specific factors in a region. It is the index that reflects the specialized level of a
specific industry, which was first proposed and applied by P. Haggett. The formula is

LQij ¼
qij=qj
qi=q

qij is i industry’s output value, quanty or other related indicators in j region, qi is the
related indicators of all industries in j region, q is the related indicators of all sectors
of the country. The greater entropy shows the higher level of agglomeration.
Considering the data representativeness and availability, this paper selected relevant
financial data in the statistical yearbook of three provinces (cities) in 2004–2015. For
the selection of explained variables, we consider the reality situation of the financial
industry’s development and the evaluation of industrial agglomeration model. Tak-
ing Ma Jun (2012) as a reference, we choose the location entropy of financial value
(LQv), deposit balance(LQs), loan balance (LQl)and insurance premium income
(LQr)to show the degree of financial agglomeration [2].

In order to compare the degree of financial agglomeration more intuitively, we
use SPSS software to do principal component analysis. Principal component analysis
(PCA) represents multiple variables of a description information with a sum vari-
able, which reduces the dimensionality of the data to facilitate the description. In this
paper, we take the location entropy of financial value, location entropy of financial
value(LQv), deposit balance(LQs), loan balance (LQl)and insurance premium
income(LQr) as indicators to show the four-dimensional spatial variables of the
financial agglomeration degree, then reduce the four-dimensional variables to
one-dimensional variable.

Describe the financial agglomeration index of the three provinces (cities) as a
trend map, and get the Fig. 26.1. From Fig. 26.1, we can see that the financial
agglomeration index of the Yangtze River Delta region is greater than 1, indicating
that the three provinces (cities) have obvious agglomeration effect. It is not difficult
to find from the trend that the financial agglomeration index decreased year by year
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in Shanghai city and Zhejiang Province, Jiangsu province’s financial agglomeration
index increased year by year, indicating homogenization trend in the Yangtze River
Delta region. There is a good foundation of industry cooperation in this region. We
can speculate by “Myrdal– Hirschman Prognosis” that the polarization effect of
Shanghai is weakened and the diffusion effect is enhanced.

26.2.2 Current Situation of Financial Expenditure in Yangtze
River Delta

By analyzing hundreds of countries’ financial expenditure data, Romer [3] (1986)
found that there is a reasonable range of the ratio of fiscal expenditure to GDP. The
fiscal expenditure has a positive effect on the economy in this range, otherwise, if
beyond this range, it has a negative effect. Based on Ram’s evaluation index, in this
paper eg stands for the ratio of national fiscal expenditure to national GDP. EGsh,
EGjs and EGzj respectively stands for the ratio of local fiscal expenditure to local
GDP divided by eg in Shanghai, Jiangsu and Zhejiang, which shows the scale of
fiscal expenditure in the three provinces (cities), named as the scale of relative fiscal
expenditure, and the trend chart is shown in Fig. 26.2.

In contrast to Figs. 26.1 and 26.2, it is easy to find that the fiscal expenditure of
Shanghai, Jiangsu and Zhejiang provinces is positively related to their financial
agglomeration, however, the relationship between fiscal expenditure and the scale of
financial agglomeration can not be strictly proved by observation. We construct
econometric models to empirically analyze the linear relationship between fiscal
expenditure and financial agglomeration below.

Fig. 26.1 Composite index of financial agglomeration in three provinces (cities)
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26.3 Empirical Study on the Influence of Fiscal Expenditure
on Financial Agglomeration in the Yangtze River Delta

The regression model of fiscal expenditure and financial agglomeration is set as
follows:

LQ ¼ C1i þ aEGit þ εit; LQitv ¼ C2i þ βEGit þ εit; LQits

¼ C3i þ λEGit þ εit; LQit
l ¼ C4i þ γEGit þ εit; LQit

r ¼ C5i þ σEGit þ εit;

In order to reflect the influence of fiscal expenditure on the financial agglomer-
ation in Shanghai, Jiangsu and Zhejiang, we take the relative fiscal expenditure scale
of three provinces (cities) as independent variable, and respectively use financial
agglomeration index (LQ), financial value location entropy (LQV), deposit balance
location entropy (LQs), loan balance location entropy (LQL) and insurance premium
income location entropy (LQR) as dependent variables to regress.

In the above equation, the subscript i is the identification of three provinces
(cities) in the Yangtze River Delta (i ¼ sh, js, zj), the subscript t is the identifier
of each year (t ¼ 2004, 2005. . .2015), a, β, λ, γ and σ are the influence coefficients,
Ci is the intercept term, and εit is the random error term.

From Table 26.1, we find that the coefficients of each variable are positive,
indicating that the relative fiscal expenditure of the Yangtze River Delta has a
significant positive impact on the financial agglomeration. Separately using the
location entropy of financial value, deposit balance, loan balance and insurance

Fig. 26.2 Scale of relative fiscal expenditure in three provinces (cities)
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premium income as explanatory variables to estimate, results also show that the
relationship between fiscal expenditure and financial agglomeration in Yangtze
River Delta region is significant positive correlation. It shows that fiscal expenditure
controls the flow of resources under the market conditions, and improves the overall
competitive advantage of the financial sector in the Yangtze River Delta region.

26.4 Suggestions

Firstly, the government should improve the efficiency of fiscal expenditure. The
scale of fiscal expenditure should be coordinated with economic development, and
the proportion of fiscal expenditure and GDP should be kept within a reasonable
range [4]. we should limit the fiscal expenditure of Shanghai especially the admin-
istrative expenses and other non productive expenditure, reduce staff, streamline
structure and improve the efficiency. The government should optimize the expendi-
ture structure and increase the science and education expenditure. We should
establish a fiscal and financial coordination mechanism [5], fiscal and financial
policy should be coordinated. We can establish fiscal and financial policy coordina-
tion mechanism and framework. All departments should carry out consultation and
communication, and implement a multi-level policy coordination mechanism.

Secondly, we should strengthen the trickle down effect of fiscal expenditure in
Shanghai. The Yangtze River Delta region should apply transfer payment, public
investment, government procurement, financial resources spillover compensation,
production transfer compensation to carry out financial leverage, promote financial
resources flows across the region, and strengthen the financial radiation ability of
Shanghai. Then, we can increase the financial coordination institutions, set up cross
regional financial coordination institutions, and establish a joint regular meeting
system of governors in the Pearl River Delta region, so as to make up for the shortage
of the horizontal financial coordination institutions in the Yangtze River Delta
region.

Table 26.1 Regression estimation results of panel model

Variable Effects on LQ Effects on LQV Effects on LQS Effects on LQl Effects on LQr

Constant
term

1.910916**
(0.897318)

�2.186616***
(�1.87533)

�2.288745***
(�2.956217)

�1.664927
(�1.289458)

�0.619388***
(4.0066653)

EG 6.962665***
(1.287589)

7.624969***
(4.558700)

7.383556***
(6.707199)

6.703891***
(3.627303)

2.562422***
(14.13651)

R2 0.865059 0.836547 0.916999 0.732634 0.844438

Model
selection

stochastic
model

stochastic
model

stochastic model stochastic
model

fixed model

Note: * * *, * * are respectively statistical tests of significance levels 1% and 5%
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Chapter 27
Applying Data Processing Method
for Relationship Discovery in the Stock
Market

Mouataz Zreika, Jie Hua, and Guohua Wang

Abstract Decision making in the stock market is often made based on current
events and the historical data analysis. In addition, related stock trends may affect
investors’ future decisions. To extract such relationship between stocks, a proposed
methodology applies data processing techniques on raw data collected from the
Australian Stock Market, to provide investors another angle of view, comes with
initiative potential connections analysis between listed corporations, which is based
on pure mathematics computing.

Keywords Data processing · The stock market · Relationship analysis · Time-series
chart

27.1 Introduction

There is a large amount of raw data involved that varies over time in the stock market
[3]. And stock investment decisions require many factors such as current events of
the economy nationally, regionally and globally etc. especially, the analytics on
relevant historical data plays an important role in future investments. Although the
stock market system is extremely difficult to model with reasonable accuracy due to
its data complexity features [1]. Hence, predicting the return of the stock investment
plays an important role in the financial sector [2, 8].

Data analytics and data visualization techniques have been applied in the stock
market analysis. Data processing contains the capability of pre/post processing, it
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involves transforming raw data, which is essential for the predictive analytics
[4]. Some of its functionalities include the discovery of data attribute descriptions,
relationship analysis, and cleansing etc. On the other hand, data visualization
techniques provide visual representations of complex data, which is one of the
most efficient ways to assist investors to have a clear overview of movements of
the stock market.

In this study, an approach is proposed which applies data processing method to
assist investors digging deeper relationships between stocks. The early outcome of
our approach represents potential connections between selected stocks and match the
traditional time-series chart’s results.

27.2 Existing Work

Various techniques were discussed by Sekar et al. which offered the capabilities of
predicting future stock value (close value), based on current events analytics in
related areas. In Sekar’s research, visual representation was involved as well. Five
methods were combined to analyze stocks, stock value trends (going up/down) were
computed automatically. Comparing to the chance with a high level of significance,
the experimental results of that algorithm was more accurate [6].

Tsang et al. introduced a bank system that implemented trading alert features, and
the backpropagation neural network (NN5) applied in the study was tested in a
practical case for decision making purpose. The empirical results showed reasonable
accuracy in predicting short term price changing, and its application is based on
‘small’ amount of data gathered as well [7].

The CRISP-DMmethodology was introduced by Al-Radaideh et al. based on raw
data collected from the Amman Stock Exchange (ASE), which applied a decision
tree to analyze/classify the historical data, furthermore to assist investors on future
decision making in the stock market. But due to the stock data analytics complexity,
such as current events in related fields etc. the methodology was not ready for the
practical adoption [5].

In regards to the data visualization’s adoption in stock market, treemap concepts
were designed to facilitate financial decision-making, use both hierarchy and simi-
larity information, provide an overview of large amount of hierarchical financial data
and allow users to alter aspects of visual display dynamically, such as FolioMap
(Jungmeister & Turo 1992), Self-Organizing Map (Kohonen, 1997; Joseph &
Indratmo, 2003), FundExplorer (Csallner et al. 2003) and ordered treemap
(Shneiderman & Wattenberg 2001) etc. [3, 9–14]. Wyer and Eades proposed a
system that adopted visualization techniques to present data movements based on
the UK Stock Market data [15]. Simunic conducted a methodology that shows chart
clusters according to their similarities [16].
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27.3 Proposed Approach

The proposed approach addresses relationship analytics in the entire stock market,
not only on the particular chosen stocks (which can be done via existing methods
such as time-series chart etc.), hence potential connections can be determined
initiatively to improve stakeholder’s decision making.

The approach proposed in this study is represented as:

1. Data Collection. Stock raw data were collected from the Australian Securities
Exchange (ASX); Relevant data attributes include Open Value, Close Value, and
Volume etc. In our experiment, Close Value is applied for testing due to its
importance.

2. Data preparation. This step involves data filtering/cleansing/formatting etc.
3. Data processing. Crossing-comparisons on cleaned data;
4. Stocks relationship analytics based on results from step (3) (Fig. 27.1).

All raw data were collected from the ASX, including data attributes such as Close
Value etc. In experiments, we only applied raw data of stocks which still exist
nowadays (from 02/01/1997 to 30/06/2017) and the total absence days of each stock
were less than 40% of the entire stock open days in last 20 years.

Detailed methodology of cross-comparison on data processing are as following:

1. Let S ¼ {R, D}, Rm ¼ {r1, r2, . . ., rm} indicates every value change rate between
two continuous business days on the single selected stock; Dm ¼ {d1, d2, . . ., dm}
presents any two continuous business days; m ¼ |Rm| ¼ |Dm| expresses the
number of the datasets of changing rates and dates;

2. A ¼ {S} ¼ {S1, S2, . . ., Sn}, n ¼ |S| represents the number of all stocks involved;

Crossing-
comparison

Australian Securities Exchange (ASX)

Data Processing

Data Preparation

Time Series

Comparison
&

Conclusion

Experimental
Results

Data
Selection

Data
Cleansing

Data
Filtering

Data
Models

Raw
Data

Data
Formatting

Fig. 27.1 Proposed approach
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3. Cs ¼ {cs1, cs2, . . ., csi}, i ¼ |Cs| shows the number of detailed cross-comparison
results on one specific stock S; Suppose there are two set of changing rates on
stocks S1 and S2, then

4. cs1-s2 ¼
�Pn

K¼0 ðnk Þ k ðS1 � S2Þ
�
/n, (S1 ¼ {R1, D1}; S2 ¼ {R2, D2}; |(S1 - S2)|

presents the cross-comparisons between every {R1} and {R2}; and n presents the
number of matched two business days for computing, which means only the
changing rates happens on the same time period of two stocks are taken into
account.

27.4 Case Study

In experiment evaluation, raw data collected include 5088 stocks in last twenty years
in Australia, around 6.4 million data entries (before formatted/filtered); after cross-
comparison on related rates between every two stocks, nearly 194 million raw data
were finalized; 352 connections that involve AGL have been finalized (which have
‘strong’ connections between each other, ‘weak’ connections have been removed);
for description purpose, only five connections are given as an example in Table 27.1
below, selected stocks connected to AGL have been presented for analysis, includ-
ing AGL: AGL Energy Limited; NAB: National Australia Bank Ltd.; WOW:
Woolworths Limited; SAR: Saracen Mineral Holdings Limited; ALK: Alkane
Resources Limited; ANZ: Australia and New Zealand Banking Group.

As shown in Table 27.1 an example of finalized crossing-comparison results is
given, which includes data attributes such as Open Value, Close Value, and Volume
etc. in our case study, relationship analytics were based on Close Value comparison
only. The fewer difference between two stocks, the stronger connection between
them then. Hence, AGL and NAB, ANZ, WOW have similar ‘stronger’ connections;
and there are ‘weaker’ connections between AGL and SAR/ALK etc. due to their
larger difference values.

From Fig. 27.2. three time-series charts were generated from http://www.asx.
com.au, in detail, those time durations were ranged from 1 month to 10 years, and in
all changing trend representations, ALK and SAR come with bigger differences
from others’ (AGL, ANZ, NAB and WOW), and those results match comparison
outcomes from the Table 27.1. Hence, it can be seen that the outcomes from the

Table 27.1 Example of cross-comparisons results on AGL

Stock Stock Cross-comparison Difference

Open value High value Low value Close value Volume Date match

AGL ANZ 0.01 0.01 0.01 0.01 10.30 0.077

AGL NAB 0.01 0.01 0.01 0.01 0.68 0.155

AGL WOW 0.01 0.01 0.01 0.01 2.53 0.116

AGL ALK 0.03 0.03 0.03 0.03 3.13 7.608

AGL SAR 0.04 0.04 0.04 0.04 1.88 64.775
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proposed approach provide similar relationship representation as time series chart’s
in this case.

Unlike the charts’ feature – which can only compare preselected stocks, our
approach can offer investors an entire analytics on all stocks (115 stocks in this
case), and then potential relationships could be figured out easily.

Fig. 27.2 Time series chart on selected stocks (price changing rate trends/comparisons from http://
www.asx.com.au) (a) one month’s comparison, (b) six months’ comparison (c) ten years’
comparison
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27.5 Conclusions

The stock market is one domain comes with thousands of companies where complex
data arise, and the performance is normally presented and measured by chart dia-
grams etc. showing price changing in a time period, as well as applying treemap for
representing volume and relationship etc. Yet, those methods rarely offer the capa-
bility of potential relationship analytics, stakeholders can normally analyze connec-
tions between preselected stocks, which may ignore some related stocks, then leads
to an incomplete decision on future investments.

Here we propose a method that adopts data processing methodology, to offer
stakeholder a new angle of view on relationship analytics between stocks, comes
with connection weight measurement, based on pure math calculation. Comparing to
existing methods, it could help users to discover potential connections between
stocks. Hence, stakeholder could gain deeper insights from the potential relationship
of stocks in the market initiatively and may adjust investments accordingly based on
related stocks’ trends.

This study cannot replace the existing methods in the stock market analytics
though, but offering stakeholders a new angle of views on the stock relationship, to
complete all aspects related to their investments, hence to assist on future decision
making in the stock market.

In our future work, more techniques/algorithms will be applied, such as data
visualization and data mining methods.
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Chapter 28
A Study on Assets Categorizations
and Optimal Allocation via an Improved
Algorithm

Guang Liu

Abstract The efficiency of assets allocation is essential to investment performance.
To deal with the dynamic optimization of industry asset allocation, an improved
algorithm (the Index Hierarchical Structure Algorithm, IHSA) is applied to 20 indus-
try indexes according to different sample period, and proved to deduce stabilized
industry categorizations. Then, a series of different size industry portfolios are
constructed by the algorithm, and their monthly rate of returns are compared with
369 open-ended funds (including 263 growth funds and 106 index funds). The
results indicate that the performance of each industry portfolio is better than most
of the sample funds in the early sample period, especially than index funds. The
algorithm provides a useful guidance for industry allocation and active asset
management.

Keywords Index hierarchical structure algorithm · Industry categorization ·
Asset allocation · Topological space

28.1 Introduction

Related researches have pointed out that industry selection is as important as
individual share selection in asset allocation. Either from top to bottom or from
bottom to top, optimizing the industry proportions is an important step for
asset allocation, and has a crucial impact on the final performance. When conducting
a cross-industry portfolio, industry is one of the most important factors in cross-
section returns. Industry selection is more important than regional selection
[1]. Kotter and Lel [2] taken sovereign wealth funds (SWFs) as samples, finding
that different industry selection will cause different returns. Their research laid
theoretical foundation for cross-industry allocation. Chen et al. [3] compared the
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performance of seven kinds of international portfolios, finding the “industry diver-
sification” asset allocation strategy is relatively better. Industry selection has already
become an important part for evaluating fund managers’ investment ability.

Industry selection being able to improve the portfolio performance, the reason is
that industry selection can reduce the portfolio dependence on the industry’s basic
information, and win better diversification effect. The more the industries are
diversified, the better the portfolio is performed. However, the industry diversifica-
tion, as well as individual share diversification, has its boundary. It is constrained by
the tradeoff between cost and benefit. Foreign studies have proved that fund man-
agers from Australia, the United States and other countries have industry selection
ability [4, 5]. Unfortunately, domestic researched have not found significant evi-
dence for industry selection ability of China’s fund managers [6]. Considering the
importance of industry selection and the shortage of fund managers’ industry
selection ability in China, it is necessary to use appropriate methods to balance
industry characteristics with individual share properties for dynamic portfolio.

Benzécri [7] firstly studied on the relationship between ultrametric space (UC)
and the index hierarchical structure (IHS). Song and Liu [8] improved the construc-
tion of IHS basing on the M-V rule, and named it as index hierarchical structure
algorithm(IHSA). They further empirically proved that IHSA has strong asset
selection adaptability and practical guidance. We still refer to the very method
here, and test its stability and availability in cross-industry selection.

For its application, Mantegna [9] first pointed out that the IHST of financial assets
is associated with their economic properties. Therefore, the IHST can be used to
assets selection. Miccich et al. [10] also proved the topological stability of MinST.
Using multivariable information, Brida and Risso [11] constructed MinST and
IHST, and illustrated by Monte Carlo simulation that asset correlations are stable
rather than random. Furthermore, several scholars applied the algorithm to stock
markets of European Union, Brazil and so on, obtaining stable categorizations too
[12, 13].

The assets categorizations stability of IHSA is demonstrated by both mathemat-
ical derivation and empirical test, providing theoretical basis for the intrinsic link
between assets. However, the IHSA has been hardly used to investment until now.
The main reason is that the categorizations are based on maximum correlations,
which is contrary to asset allocation criterion basing on minimum correlations.
Inspired by MPT, we attempt to construct the maximum spanning tree (MaxST) of
the sample industries here, test the stability of industry categorizations and avail-
ability of industry selection, and provide effective guidance for dynamic portfolio.

28.2 Principles and Methodology

We refer to the method proposed by [7–9]. Remarkably, we command some
appropriate improvements on the original algorithm when constructing IHST. The
steps of modified IHSA can be summarized as follows.
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S1 For any n given financial assets and their return time series ri{i ¼ 1, 2, . . ., n},
their correlation coefficients ρij during a period Tcan be calculated by

ρij ¼
XT
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S2 For all components~rik of an n-dimensional vector~ri, the ED dij between them can
be defined by Eq. (28.1).
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� �q

ð28:2Þ

Mantegna [9] pointed out that the ED defined by Eq. (28.2) meets the three
properties of distance metrics, i.e. it can be treated as distance metrics.

S3 In order to satisfy the above ED’s to a certain topological structure, the
ultrametric distances(UD) between assets will be further defined by Eq.(28.3).

bdij � max bdik; bdkj

n o
ð28:3Þ

Then an n � n UC can be derived. We choose the bigger instead of the smaller
between bdik and bdkj here, which is the very difference from [7] or [9].

S4 Eqs.(28.2) and (28.3) reveals thatbdij is inversely proportional to ρij. That is to say,
the smaller the correlation coefficient is, the greater the UD is. For this season, we
can use KA to derive an exclusive MaxST instead of MinST, and get an exclusive
SUS of n assets then. The SUS is still topological, corresponding to an exclusive
categorization.

S5 Finally, based on the MaxST, the exclusive IHST of n assets is ultimately
derived.

Those steps infer that the UD’s between assets are closely related to their
correlations, and the corresponding categorization determined by IHST accurately
reflects the quantity of correlation. So, if the categorizations in different periods are
consistent, then we can use IHSA to construct different optimal portfolios containing
various industries and stocks. Programming the above steps, the computation effi-
ciency can be improved.
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28.3 Application and Cause Analyses

28.3.1 Sample Selection and Data Collection

We choose the total 28 primary industries of SWS Research as samples. Removing
8 industries containing less than 60 stocks (including banking, home appliances,
leisure service, steel, national defense and military, non-banking financial institu-
tions, mining and comprehensive industry), 20 sample industries are left, including
media(CM), electrical equipment(DQ), electronics(DZ), real estates(FC), textile
(FZ), utilities(GY), chemicals(HG), building materials(JC), computer(JJ), machin-
ery(JX), transport device(JY), architectural decoration(JZ), agriculture(NL), motor
(QC), light-manufacturing(QG), commercial trade(SM), food beverages(SP), com-
munications(TX), nonferrous metals(YS), pharmaceuticals(YY).

To avoid the non-tradable shares reform in 2005–2006 and the sharp fluctuation
of stock index in 2007–2008 influencing test results, 2009–2015 is taken as sample
period. Then the closing subscription prices of 20 industry indexes and 33,960
observation data of daily return rate are derived. All data are downloaded from the
CSMAR, and computed by Eviews6.0.

28.3.2 Calculation Example and Categorization Discussion

Using the algorithm in Sect. 28.2, we draw out the SUS and IHST of 20 sample
industries. The results are exhibited on Table 28.1 and Fig. 28.1.

Inspecting the IHST form left to right, we can gain the following conclusions.
(1) The UD between FC and the rest 19 industries is the biggest, i.e. the correlation
between them is the smallest. The result accurately reflects the reality that FC has
been over-invested and developed independently in China. (2) The JJ, YY and SP
are non-cyclical industries, showing relative weak independence and correlations
with the rest industries. (3) In contrast, the SM, FZ, QG and HG show relative
smaller UD’s and stronger correlations with the rest industries, which are accord
with their properties. In general, the FC is the most independent. The consumer
goods industry is less affected by national economy and weak independent.
Manufacturing and raw materials industries are affected by upstream and down-
stream industries, lacking of independence. The investment practice supported by
the CSMAR also shows the fact that the proportion of FC listed companies held by
institutional investors has been almost always maintained at more than 15% in the
past decade. It confirms investors’ affection for the FC indirectly.
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28.3.3 Stability Test and Analysis

To check whether the industry categorizations by IHSA are stable or not, we keep
the beginning of the initial sample period fixed, and shorten forward 1 year from the
end each time. Then we repeat the above steps in Sect. 28.2 in every new period and
get another three results. The all results are all exhibited on Table 28.2 orderly.

It reveals that though the order of categorization in four periods is slightly
different from each other, the difference is not significant. That’s to say, the
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Fig. 28.1 IHST of 20 sample industries (2009–2015)

Table 28.2 Industry categorizations in four sample periods

Periods

2009–2015 2009–2014 2009–2013 2009–2012Ranking

1 FC FC FC FC

2 JJ YY YY SP

3 YY SP SP YY

4 SP YS YS YS

5 CM JJ TX TX

6 YS CM JJ JJ

7 TX TX CM JC

8 JZ DZ JC QC

9 DZ JC QC NL

10 NL NL NL DQ

11 JC JY JY JY

12 JY QC DZ CM

13 QC JZ DQ JZ

14 DQ DQ GY GY

15 GY GY JZ DZ

16 JX HG HG HG

17 HG JX JX JX

18 QG QG QG QG

19 FZ FZ SM SM

20 SM SM FZ FZ

260 G. Liu



correlations of 20 industries are slightly various in each sample period, but not
distinct. Approximately, among all the independences, the FC’s is always the
highest, followed by the YY or SP’s, and the JZ or SM’s is the lowest. The tests
prove that the industry categorizations are indeed stable, i.e. the IHSA is available
and applicable.

There may be several reasons for the relative stable categorizations, but the main
one is the industrial relevancy. Industrial relevancy refers to the technical and
economic relations and dependences between industries, and is mainly reflected by
input and output structure. Yu et al. [14] have classified the industrial relevancies,
finding that the relevancies of FC and YY are relatively lower, while the relevancies
of FZ and HG are relatively higher. Our results confirm their conclusions. In
addition, the industry characteristics, such as cyclicity or non-cyclicity, stage of
life cycle and so on, will also affect its correlation with other industries. Overall, the
results calculated by IHSA comprehensively reflect the industries’ internal and
external factors.

28.4 Availability Test and Analyses

28.4.1 Study Design

Since the IHSA can accurately categorize financial assets according to their UD’s
and correlations, it can be applied to dynamically manage and maintain optimal
portfolio theoretically. In order to test the availability of IHSA, we select a group of
open-end funds for performance comparison. The study designs are as follows.

1. Constructing industry portfolios. According to the industry categorizations by
IHSA in Fig. 28.1, we construct a series of equal-weighted industry portfolios.
We assume that the stock position in each portfolio is 80%, cash and bond
position is 20%.

2. Evaluating the monthly return rates of those given industry portfolios. Assuming
that the monthly return rate of stock is calculated by each industry index and the
monthly return rate of cash and bond is constantly equal to 1%. The monthly
return rate of each industry portfolio will be obtained by adding the two rates
proportionally.

3. Selecting sample funds for performance comparison. Selecting all the equity
open-end funds established before 2014 from the CSMAR, removing the type
of ETF, QDII, and structured mutual fund, we get 369 sample funds, including
263 growth funds and 106 index funds. The performance of every sample fund is
approximately calculated by its monthly net growth rate.

4. Selecting comparison period. As industry categorization period ends at 2015, we
selecting the first 6 months of 2016 as comparison period.
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28.4.2 Comparison and Analyses

The performance rankings of different size industry portfolio are exhibited orderly
on Table 28.3. We can achieve the following discoveries by observing the rankings.

Vertically, the return rate of different size industry portfolio ranks always among
the top at the early period, indicating their performance are better than most sample
funds. However, those rankings gradually decline over time, suggesting that the
performance advantages of the industry portfolios are slowly weakened. It proves
that the availability of IHSA is significant during the first half of comparison period,
and decreases during the rest period. The main reason for the performance variability
is that the industry portfolios are optimal when initial being constructed and constant
throughout all the 6 months. On the contrary, the sample funds have been optimized
continuously as the market changes. So the performance of sample funds is relatively
better after 3 or 4 months. In addition, industry rotation will hinder those fixed
industry portfolios to maintain stable outstanding performance. Horizontally, when
the portfolio contains 4 industries, its performance shows the highest ranking in
every month. Then with more and more industries being added, their performance
rank in a certain range. When the portfolio contains more than 10 industries, its
monthly performance ranking begin declines. This means that the optimal industry
size is about 4, after that the industry diversification is no longer significant.

Table 28.3 Monthly performance rankings of industry portfolios

Industry size

Ranking in all 369 sample funds Ranking in 106 index funds

Jan Feb Mar Apr May Jun Jan Feb Mar Apr May Jun

2 21 172 249 315 223 214 10 48 63 98 77 17

3 15 179 262 255 222 206 6 53 69 72 76 15

4 9 144 235 172 193 171 3 37 52 40 64 8

5 11 196 216 219 193 230 5 64 43 62 64 25

6 14 90 214 176 173 216 7 13 42 42 50 19

7 16 123 219 169 182 203 8 26 45 39 57 14

8 13 130 218 181 213 224 6 30 45 46 75 24

9 19 135 208 181 176 190 11 34 38 46 52 13

10 15 106 211 199 181 202 8 19 41 53 56 14

11 18 92 208 182 210 214 10 14 38 47 75 20

12 19 100 214 206 216 240 11 17 43 57 78 32

13 20 95 209 184 218 237 12 15 39 49 80 32

14 24 111 201 178 227 220 16 24 36 44 83 23

15 25 112 209 180 238 237 17 25 39 45 91 32

16 26 122 203 183 240 227 18 30 37 48 92 28

17 28 120 200 172 251 220 19 29 36 41 100 23

18 29 121 197 167 262 211 20 30 35 37 104 20

19 30 114 194 166 266 229 21 27 34 37 106 30

20 30 122 195 169 274 243 21 31 35 39 111 38
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Furthermore, we divide the sample funds into two groups of growth funds and
index funds, compare each industry portfolio with them, and find that the perfor-
mance rankings of industry portfolios in index funds are generally higher than in
growth funds. This is because the industry portfolio is a negative one compared with
growth funds, showing asset diversification at one hand, but a positive one compared
with index funds, showing industry concentration at another hand. The balance
between diversification and concentration in industry portfolio fully demonstrates
its characteristics and advantages.

Overall, the return rates of industry portfolios have evident advantages at the early
stage, especially higher than the rates of index funds. If we optimize the composition
and the weight of industry assets according to M-V rule over time, the advantage of
industry portfolio is expected to be significant consistently.

28.5 Conclusions

The main conclusions obtained by theoretical and empirical analysis in this paper are
as follows. Firstly, the IHSA based on US is available and applicable, and can be
applied to get stable industry categorizations. Secondly, the categorizations are con-
sistent with the industrial relevancies mapped by input and output structure, suggesting
that the ISHA can be used for industry selection. Lastly, the performance of industry
portfolios is better than that of most sample funds. Our research is a useful supplement
to the theory of dynamic assets allocation. We broaden the application field of IHSA,
and provide a reliable basis for quantitative investment. Programming the process of
IHSA, we will provide a scientific tool for quantitative investment here.

The IHSA can be applied to other aspects besides industry selection. For exam-
ple, conducting regional or style assets selection, this is important for SWF, QFII and
FOF. Identifying sector rotation and fund style drift when market fluctuating, this is
useful for performance evaluation. Implementing industry support or supervision
according to industry importance principle, this is significant for adjustment of
economic structure and transformation and upgrading of traditional industries.
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Chapter 29
Forecasting Stock Price Index Volatility
with LSTM Deep Neural Network

ShuiLing Yu and Zhe Li

Abstract In strong noisy financial market, accurate volatility forecasting is the core
task in risk management. In this paper, we apply GARCH model and a LSTM model
to predict the stock index volatility. Instead of historical volatility, we select extreme
value volatility of Shanghai Compos stock price index to conduct empirical study.
By comparing the values of four types of loss functions, we illustrate that LSTM
model has a better predicting effect.

Keywords LSTM · Volatility forecasting · Extreme value volatility · GARCH

29.1 Introduction

Stock price volatility has been playing a significant rule in financial risk and
investment. Stock price index is highly volatile financial time series, because
financial market is a strong noise and complicated dynamic system. There exits
various factors in financial market and any variable can be influenced by others in
some way. The interaction of factors makes the stock price volatility difficult to be
forecasted.

There are numbers of models to forecast time series volatilities, the most tradi-
tional models are GARCH-type model which is developed from ARCH
(Autoregressive Conditional Heteroscedasticity) model [1]. ARCH model was first
proposed by Engle [2], ARCH model can’t portray leverage effect of financial asset
return rate series, so it is generalized to GARCH model which is proved to have
strong prediction ability. As to now, GARCH model contains many different types,
such as TGARCH, EGARCH, FIGARCH and so on [3], but the most classical and
widely applied one is still GARCH model. Recently, financial market environment
becomes more complicated, researchers begin to focus on hybrid predicting model.
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Hybrid model has been proved to be more effective than single GARCH-type model.
In [4], the authors used ARIMA-SVM model to predict stock price. In [5], Li
proposed ARIMA-GARCH to predict the volatility of WTI index.

Facing with the age of big data, traditional financial time series models are not
accurate enough when forecast the volatility. Many studies now have primarily
focused on the estimation of stock price index using machine learning methods.
Deep learning neural networks such as recurrent neural networks are well-suited to
this task. However, there are many issues plagued not only the training of net but the
forecast effect, the most common difficulty is overfitting problem [6] and increased
degree of the freedom. These difficulties have paved the way for more effective
training novel architectures, one of the architectures is Long Short-Term Memory
(LSTM) which is proposed in [7]. Lately, Gers [8] added forget gate and peephole
connections to the architecture, so LSTM was completed. LSTM is a particular and
advanced type of recurrent neural network, it is applied in numbers of area, for
example artificial handwriting generation, speech synthesis, language forecasting
and speech recognition [9–11].

In this paper, we attempt to model China stock price index volatility using an
LSTM deep learning network. At the same time, we specify GARCH model as a
benchmark model. While training LSTM model, we use extreme value volatility
proposed by Parkinson [12]. When evaluating the models, except the predicting
figure we also calculate the NMSE, NMAE, LL, LINEX of each model based on
Hansen’s suggestion [13]. By comparing the four values of each model, we find that
LSTM model had the best predicting performance.

29.2 Models

Historical volatility assumes that the future is an extension of the past, and there will
be no dramatic changes. So we can make reasonable predictions that future volatility
is based on past and present data. However, due to many noises that are caused by
policy, economy and psychology, the stock volatility shows a nonlinear change in
high frequency which is hard to be described by accurate models. We can use the
abstract mathematical expression below to describe the stock volatility:

ht ¼ f ht�1; ht�2; � � �; ht�p

� �
,

Where ht is the volatility of period t, t ¼ 1, 2, . . ., Z, ht � 1, ht � 2, � � �, ht � p are
volatilities of the pre-p periods we have already known, f denotes the nonlinear and
linear relationship between input and output.
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29.2.1 GARCH Model

To evaluate the performance of the LSTM model, we have developed one
autoregressive model (GARCH) as benchmark models. The major idea of
GARCH model is that the residual of the regression model relies on the square
error of the previous information. The residua is not independent, although it is
normally distributed. The conditional variance is the main object of interest, and it is
considered as the prediction indicator for future variance, which is the square of
volatility. The GARCH model is presented as followed:

GARCH : h2i ¼ ωþ h2i�1 αþ βε2i
� �

, ε � N 0; 1ð Þ ð29:1Þ
h2i is the conditional variance, that is the square of volatility. ε is the error term of the
function, and it is supposed to be normally distributed.

In this paper, the GARCH model is trained by a maximum likelihood estimator.
And the coefficients of GARCH model were obtained by R software.

29.2.2 LSTM Model

Neural network usually exits error back-flow problem, vanishing gradients problem
problems and only can remember short-time information. Long Short-Term Memory
(LSTM) is one of the effective solutions. LSTM is a novel recurrent network archi-
tecture in conjunction with an appropriate gradient-based learning algorithm. A single
LSTM hidden layer consisting of one LSTM block, assuming that there is no other
hidden layers. The structure of this kind of neural network is shown in Fig. 29.1.
Hochreiter, Schmidhuber [7] and Gers, Cummmins [8] indicate that the key of LSTM

tanh

Hi

ĥi–1

ĥi–1

ĥi

fi ci

Ii–1 IiX +

XIi

sigsig sigtanh

X

Fig. 29.1 Structure of the long short-term memory layer
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is cell state Ii. Due to a “gating” mechanism, Ii can remember the information of past
time and more importantly it has the ability to forget through Eq. (29.2).

Ii ¼ f i ∙ Ii�1 þ ci ∙ bIi ð29:2Þ
Here fi is the fraction of past-time information passed over to the present, bIi

measures the current information flow passed down from the last step and ci weight
the importance of this current information . At every time step i, the input of this
layer consists of three parts: the volatility of the past five time steps which is denoted
as vector Hi, volatility estimation bht passed down from the last step, the information
flow Ii � 1 passed down from the last step. The functions that control the gates are
either the sigmoid (sig) function or the hyperbolic tangent (tanh) function, the scalar
multiplication are denoted by� and the addition is denoted by + operators. Equation
(29.2) is the update of linear memory, and it is prominent together with the cell state
flow. Both Ii and volatility predictionbhiþ1 for the next time stamp are passed down to
the next epoch. fi, ci and Ii, all these three quantities are functions of the input Hi and
last-time’s estimation of volatility bhi .

f i ¼ sigmoid
�bhl ;Hi

� �Wf þ bf
h i

ð29:3Þ

ci ¼ sigmoid
�bhl ;Hi

� �Wc þ bc
h i

ð29:4Þ

eIl ¼ tanh
�bhl ;Hi

� �W~I þ b~I

h i
ð29:5Þ

To make a prediction of the next volatility value bhiþ1, a linear activation function
is used.

bhiþ1 ¼ αþ β ∙ oitanh Ii½ � ð29:6Þ
where oi is also a function of Hi and bhi tunes the output.

oi ¼ sigmoid
�bhl ;Hi

� �W0 þ b0
h i

ð29:7Þ

where Ii and bhiþ1 are passed down to the next time step for continual predictions.
Equation (29.2) answers the fundamental question of memory in time series
forecasting.

In this paper, f denotes the LSTM model. We use 5 days’ volatility to forecast the
sixth day’s volatility, so our LSTM neural network model has one input layer, one
hidden layer and one output layer. The input layer contains five units, the hidden
layer contains four units and the output layer contains one units. The unit’s number
of hidden layer has direct influence to accuracy of forecasts, after many times
training and adjusting parameter, we decide that our LSTM model contains four
LSTM blocks. LSTM model’s coefficients here were learned through training with
the python deep learning library Keras [14].
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29.3 Empirical Research of China’s Stock Index Volatility

29.3.1 Data Sources and Data Pre-processing

In this work, the empirical data are Shanghai Composite index (SSEC), Shenzhen
Component Index (SZSE) and Industrial and Commercial Bank of China stock price
index (ICBC), obtained by R software. The dataset which consists of opening price,
closing price, ceiling price, the lowest price and the volume ranges from 2011–01-01
to 2015–12-31. For experiments, we use extreme value volatility proposed by
Parkinson to denote real volatility. Traditionally, real volatility is unknown and is
often substituted by square of yield rete, which often produce obvious error. Other-
wise extreme value volatility contains the information that produced during the
generating process of stock index’s price, so it is a more effective substitution.
The extreme value volatility is given by:

ht ¼ 1
4ln 2

� �
lnPt,h � lnPt, lð Þ2 ð29:8Þ

where Pt, h is the intra-day ceiling price, Pt, l is the intra-day lowest price.
In order to improve the training effects of our LSTM model, volatility series was

normalized to [0,1]:

zt ¼ ht � min htf g
max htf g � min htf g ð29:9Þ

Additionally, we split the whole data set into the training datasets with 70% of the
observations to train and build our model, leaving the remaining 30% for testing the
model.

29.3.2 Result

In Figs. 29.2, 29.3 and 29.4, we plot the predicted volatility together with the
observed values of the test set. It can be observed visually that the trend and
fluctuation of SSEC, SZSE and ICBC were predicted well by both GARCH model
and LSTM model. But when there is a sharp change, the forecasting volatility of
LSTM model is more close to real volatility.

When evaluating the model accuracy, we selected four types of loss functions as
benchmark: normalized mean squared error (NMSE), normalized mean absolute
error (NMAE), logarithmic loss function (LL) and exponential loss function
(LINEX). They were defined as:
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NMSE ¼
PN
t¼1

�bht � ht
�2

PN
t¼1

ht�1 � htð Þ2

2
6664

3
7775

1=2

ð29:10Þ

NMAE ¼
PN
t¼1

bht � ht
��� ���

PN
t¼1

ht�1 � htj j
ð29:11Þ
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Fig. 29.2 SSEC volatility comparative results
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Fig. 29.3 SZSE volatility comparative results
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LL ¼ N�1
XN
t¼1

ln
�bht�� ln htð Þ

h i2
ð29:12Þ

LINEX ¼ N�1
XN
t¼1

exp a
�bht � ht

�h i
� a

�bht � ht
�� 1

n o
ð29:13Þ

Where N is the number of forecast sample, bht is the forecasting value of volatility,
ht is extreme value volatility which is a proxy variable of the real volatility. The
smaller the value is, the higher the model accuracy is. Table 29.1 shows the values of
our models when forecasting SSEC, SASE and ICBC volatility.

We can see from Table 29.1 that there are little difference between benchmark
values when we use GARCH model to forecast volatility. But when LSTM model
was used, the benchmark values of ICBC are larger than values of SSEC and SZSE.
We conclude that LSTM has a better performance on synthetic stock index and a
relatively poor performance on single stock index.
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Fig. 29.4 ICBC volatility comparative results

Table 29.1 The estimating results of GARCH and LSTM model

Stock index Model NMSE NMAE LL LINEX

SSEC LSTM 0.6257 0.7525 0.8631 5.1346

GARCH 0.9377 1.0647 1.1879 7.9324

SZSE LSTM 0.7251 0.7968 0.8094 7.1968

GARCH 1.0635 1.2053 1.3492 8.1872

ICBC LSTM 0.8357 0.9345 0.9763 7.8592

GARCH 1.1523 1.0549 1.2621 8.5837
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29.4 Conclusion

In this work, we consider extreme value volatility to be real volatility and we use
deep learning LSTM model to forecast the stock price index volatility. We choose
SSEC index, SZSE index and ICBC index as the object of empirical study, forecast
them use LSTM model and GARCH model respectively. By comparing the loss
functions’ value we have verified the forecasting effect of each model. The result
shows that LSTM with its long-term memory ability, has better predictive power
than GARCH model. LSTM is an effective intelligent volatility prediction method,
and it has certain practical value.
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Chapter 30
Improvement of Hedging Effect Based
on the Average Hedging Ratio

Yang Liu and Chuan-he Shen

Abstract This paper is aimed at exploring the improvement of hedging effect based
on the theory of portfolio hedging, with multiple groups of CSI300 stock index
futures and spot sample data as the analysis object. The minimum variance method is
employed to estimate the optimal hedging ratio under the OLS and GARCH hedging
models and calculate the average of the hedge ratios. By comparing the hedging
effects of the constructed portfolio outside of samples based on different hedging
ratios, the empirical analysis displays that the hedging effect of the average hedge
ratio was superior to the hedging effect of the estimated hedge ratio of most
individual historical samples. Therefore, the methodology supposed is deeply
improved by considering the average value of the hedging ratio in order to optimize
the optimal hedging ratio.

Keywords The average hedging ratios · Hedging effect · Minimum variance
method · OLS · GARCH model

30.1 Introduction

The application of financial derivative stock index futures in capital market is more
and more extensive, mainly because of its hedging function in the solution of
systemic risk has a superiority [1]. By combing the development of hedging theory,
we found that the researchers have conducted a thorough and comprehensive study
of the optimal hedging model and the effectiveness of hedging. The research theory
has had a profound impact. Ederington [2] (1979) used the General Least Squares
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Estimator (OLS) to do the hedging of the US Treasury futures market and found that
the hedging ratio was less than 1. He also raised the degree of reduction in the
variance of the yield before and after hedging as a criterion for hedging. Engle [3]
(1982) proposed an autoregressive Heteroscedastic Model (ARCH) and a general-
ized autoregressive Heteroscedastic Model (GARCH). And compared with the
traditional valuation model, he found that GARCH model is more suitable for
stock index futures hedge rate estimates. Holmes [4] (1996) conducted a study on
the effectiveness of stock index futures contracts after hedging operations, and the
results show that the risk of hedging portfolio without hedging is far greater than the
hedging effect of the optimal hedging rate derived from the regression of OLS
model. Wu Xianzhi [5] (2008) employed the hedging model to estimate the hedging
ratio within a sample data, and on the basis of which the effectiveness of hedging is
checked. However, this static analysis method is defective, mainly due to the
existence of time-varying and dynamic characteristics of the impact index and the
fluctuation of the stock index. In view of the multi-sample and dynamic hedging
ratio, Zhang Hua et al. [6] (2014) proposed the method of estimating the dynamic
hedging rate of grain futures based on GARCHmodel. The results show that both the
data in the sample and the data outside the sample are better than the static estimation
method in the dynamic estimation.

Follow the development of this theory, we assume that the joint distribution of the
spot market and the futures market is fixed, thus taking into account the typical OLS
model of static analysis. Simultaneously, the impact of new information on the
market and expected changes will change the joint distribution of futures and spot
markets. Then the time-dependent GARCH model can capture the dynamic charac-
teristics of futures and spot market more accurately [7]. Therefore, this paper
introduces OLS and GARCH hedging model. First of all, we lies in the selection
of the longest futures and spot sample data from the last 4 years CSI 300 stock index
futures contract as the analysis object, and a total of four sets of sample data were
obtained. Next, we estimate the hedge ratio in the OLS and GARCH models and
calculate the average of the hedge ratios. Then we compare the hedging ratio
between the average of the hedge ratio and the hedging ratio of the single sample
on the basis of the hedging portfolio outside the construction sample. The purpose is
to avoid the problem that the hedging rate caused by the single sample is not
significant in the actual hedging operation. Finally, the paper summarizes the full
text and analyzes the future research direction.

30.2 Hedging Ratio Determination andModel Construction

30.2.1 Optimal Hedging Ratio Determination

The hedge ratio based on the minimum variance is the hedging ratio that the
volatility minimizes of the constructed hedging portfolio by hedging tools [8].The
investor adopts a long or short hedging strategy, where the price of the hedged asset
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portfolio changes toΔS� hΔF or hΔF�ΔS. No matter whether the investor adopts
long hedging strategy or short hedging strategy, the variance of the hedging portfolio
price is:

σ2 ¼ σ2s � 2hρσsσf þ h2σ2f ð30:1Þ

In (30.1) formula, σs
2 is the variance of spot asset price variation △S, σF

2 is the
variance of futures asset price variation △F. Simultaneously, σsf is the covariance of
ΔS and ΔF, ρ is the correlation coefficients of ΔS and ΔF. According to the
minimum variance of the hedging ratio connotation, we make dσ2

dh ¼ 0 to get the
hedging ratio of the minimum variance of portfolio return volatility. Therefore,
optimal hedge ratio is:

h ¼ ρ
σS
σF

ð30:2Þ

Therefore, the key of estimate the hedging ratio is using the hedging model to
estimate h.

30.2.2 Hedging Model Construction and Effect Evaluation

30.2.2.1 Hedging Model Construction

1. OLS Hedging model Construction

When estimating the optimal hedging ratio based on the spot and Futures Portfolio,
the general practice is to minimize the variance of the portfolio volatility (risk) of the
spot and futures assets [9]. We assume that there is a linear relationship between the
price of the goods and the price of the futures asset, and a linear function is
introduced. Then, this paper construct the bivariate linear regression model:

ln
Stþ1

St

� �
¼ αþ β ln

Ftþ1

Ft

� �
þ μt ð30:3Þ

In (30.3) formula, ln Stþ1
St

� �
is the daily logarithmic yield of spot index stock at t time,

ln Ftþ1
Ft

� �
is the daily logarithmic yield of t time stock index futures. Simultaneously,

α is the intercept of the equation, μt is the disturbance term, and β is slope of the
equation (that is, the optimal hedge ratio under the OLS model).

2. GARCH Hedging model Construction

The implicit condition of the OLS model is that the variance of the random error
is constant, but the actual financial time series mostly has heteroscedasticity. There-
fore, the autoregressive conditional heteroscedasticity model is used to solve
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heteroscedasticity problems and to capture more time series financial information.
Then, the generalized autoregressive conditional heteroscedasticity model is derived
on the basis of the ARCH model. In addition, the GARCH model is not only related
to the squared u2t � q of the random error in the previous Q period, but also related to
the variance σ2t � p of the random error in the previous P period [10]. Therefore, the
GARCH (p, q) model of under the daily logarithmic yield sample data of the CSI300
stock index futures and spot is:

ln
Stþ1

St

� �
¼ C þ β ln

Ftþ1

Ft

� �
þ εt

σ2t ¼ α0 þ
Xq
i¼1

αiu
2
t�i þ

Xp
j¼1

γjσ
2
t�j

8>>><
>>>:

ð30:4Þ

In the (30.4) formula, εt is a random error and obeys the GARCH (p, q) process,

ln Stþ1
St

� �
is the daily logarithmic yield of spot index stock at t time, and ln Ftþ1

Ft

� �
is the

daily logarithmic yield of at time stock index futures. In addition,σ2t is the variance of
the random error, ε2t�j is the square lag term of the lag J period residual, and σ2t�i is the
variance lag term of the lag I period residual.

Here consider the leverage effect is to solve the future multi-step forecast when
the volatility is negative situation, and the asymmetric effect of market information is
reflected in the EGARCH model [11]. Therefore, a common EGARCH (1,1) model
is established here:

ln
Stþ1

St

� �
¼ C þ β∗ln

Ftþ1

Ft

� �
þ εt

lnðσ2t Þ ¼ ωþ α

�����
ut�1

σt�1

�����þ γ
ut�1

σt�1
þ λlnσ2t�1

8>>><
>>>:

ð30:5Þ

EGARCH model of leverage effect can be judged by γ is not equal to 0. When
ut � 1 > 0 represents the presence of good information can bring α + γ times the
impact; and ut � 1 < 0 on behalf of the negative information can bring α� γ times the
impact [12]. So, β is the optimal hedging ratio for GARCH and EGARCH models.

30.2.2.2 Evaluation Criteria for Hedging Effect

The most common way to measure the hedging effect under different models is to
examine the increase or decrease of the variance of the portfolio return before and
after the hedging operation [13]. The formula for calculating the yield of our stock
portfolio without risk avoidance is as follows:

Var Xtð Þ ¼ Var ln
St
St�1

� �� �
¼ Var ln St- ln St�1ð Þ ¼ σ2x ð30:6Þ
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In the (30.6) formula, Xt and σx
2 represent the variance of the daily logarithmic yield

of stock index spot and the daily logarithmic yield. The variance of the yield of the
portfolio after hedging operations is:

Var Πð Þ ¼ Var ln
St
St-1

� �� �
þ h2Var ln

Ft

Ft-1

� �� �

� 2hCov ln
St
St-1

� �
; ln

Ft

Ft-1

� �� �

¼ σ2Π ð30:7Þ
In the (30.7) formula, Π stands for the constructed hedging portfolio, the σ2Π hedging
portfolio’s yield variance, and the h as the hedging ratio. The measure of the
minimum variance hedging effect is the percentage reduction in the risk of the return
on the portfolio after the hedging rate relative to the non-hedged spot rate of return
[14]. In combination with (30.6) and (30.7), the measure of hedging effectiveness is:

e∗ ¼
σ2x-σ

2Q
σ2x

¼
2hCov ln St

St-1

� �
; ln Ft

Ft-1

� �h i
� h2Var ln Ft

Ft-1

� �h i

Var ln St
St�1

� �h i ð30:8Þ

In the formula, e∗ represents the proportion of the risk of the hedging portfolio to the
original risk. The greater the e∗, the better the effect of the hedging [15].

30.3 Empirical Analysis

30.3.1 Sample Data Selection and Processing

30.3.1.1 CSI 300 Stock Index Sample Data Selection

This paper lies in the selection of the longest futures and spot sample data from the
last 4 years CSI 300 stock index futures contract as the analysis object, and a total of
four sets of sample data were obtained. The contract varieties are IF1412, IF1512,
IF1612 and IF1703. Moreover, a set of spot price sequences corresponding to the
futures price series is generated. Through the CSI 300 stock index futures trading
chart and the correlation coefficient of 0.95566, we can get a high consistency
between the daily logarithmic price of CSI300 stock index futures and the daily
logarithmic price of the spot, so it will avoid the basis risk to a certain extent.
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30.3.1.2 Descriptive Statistics Analysis of Sample Data

This paper uses Eviews software to make a descriptive statistical analysis of the daily
logarithmic yield of the CSI 300 stock index futures(See Figs. 30.1 and 30.2). As can
be seen from the figure, first of all, the average daily yield of CSI300 stock index
futures and spot contracts is �0.000182 and �0.000173, the results are less than
0 and fluctuate around 0. Secondly, the standard deviations are 0.015195 and
0.018430, indicating that both fluctuations are not large, that is, the degree of
dispersion is relatively stable. Then, the P value of the J-B statistic is close to
0, indicating that the daily return of the spot is rejected to the normal distribution.
At last, by the kurtosis 8.468, 10.904 and skewness�0.706,�0.313, we can see that
the daily logarithmic yield of CSI300 stock index futures contracts and share index
spot follows the left skewed spike tail distribution.

Fig. 30.1 Descriptive statistics of stock index spot

Fig. 30.2 Descriptive statistics of stock index futures

278 Y. Liu and C. -h. Shen



30.3.1.3 Processing and Checking of Sample Data

In order to avoid the phenomenon of pseudo regression, this paper uses Eviews
software to do the unit root test for the sample data of CSI 300 stock index futures
and spot stock. CSI 300 stock index futures and spot daily closing price logarithm
sequence and first-order difference sequence ADF test results shown in Table 30.1.

Table 30.1 shows the original data by ADF test P value in the range of
0.0488–0.9894 and more than 0.01 significant level under, so accept the null hypoth-
esis, that is, indicating that these contracts data is not stationary. In addition, the
P values of the ADF tests for first difference sequences are all 0 and are less than the
significant level of 0.05 and 0.01, that is, rejecting the original hypothesis. Therefore,
the two column data are a stationary sequence and are the first order single integral
sequence, that is, ln(St)~I(1) and ln(F)~I(1). This paper selected the sample data for
cointegration test and Granger causality test (See Figs. 30.3 and 30.4).

As can be seen from Fig. 30.3, the P value of the T statistic is 0 in the
cointegration test and less than the significant level of 0.05. Therefore, the original
hypothesis is rejected and there is a long-term equilibrium relation between the two
variables. According to Fig. 30.4, “spot is not the cause of futures,” the hypothesis
that the P value of the F statistic is 0.2843 and it is greater than 0.05 of the
significance level, that is, inspection passed. However, “futures do not cause spot”,
the hypothesis that the P value of the assumed F statistic is 0.0261 and less than the
significant level of 0.05, that is, the test does not pass. To sum up, the CSI 300 stock
index futures is “because”, the spot is “fruit”.

30.3.2 Hedging Ratios Analysis

30.3.2.1 OLS Model Empirical Analysis

This paper use the OLS model to do empirical analysis and find that the P value of
the T statistic of the constant term in the partial sample fitting is greater than 0.05,
that is, accepting the original hypothesis shows that the constant term is not
significant. Therefore, the regression of the OLS model does not include the constant
term. Then the regression results of OLS model were tested by residual difference
test and autocorrelation test, and found that there was no heteroskedasticity in the
regression results of all samples. However, we found that the regression results of
some samples had residual first-order autocorrelation. Therefore, we use the
Cochrane Orcutt method to eliminate the original model of the first-order autocor-
relation [16]. Finally, we do a residual autocorrelation test on the adjusted fitting
results and found that there is no autocorrelation, as shown in Table 30.2 below.

From Table 30.2, The P values of the T statistics of the 4 sets of samples under the
OLS model are 0, and R2 are close to 1, which shows that the OLS model fits well.
The P values of the White test and the LM test were greater than the significant level
of 0.05, and indicating that there was no residual heteroscedasticity and
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autocorrelation in the fitting results. Therefore, the β value is the optimal hedging
ratio and calculate the average hedge ratio under the OSL model is 0.7532.

30.3.2.2 Empirical Analysis Based on GARCH Model

According to the requirements of the GARCHmodel, the ARCH effect of the sample
data is checked and the independent Q test is used to determine the lag order.
Moreover, a common GARCH (1,1) GARCH (1,2) GARCH (2,1) GARCH (2,2)
model is established here. We selected the appropriate model by comparing the
fitting degree, coefficient significance, AIC and SC criteria, and found that the
IF1612 and IF1703 sample data did not meet the GARCH modeling requirements.
Therefore, the EGARCH model is established and then the ARCH LM test of the
fitting results ensures that there is no autocorrelation of the fitting residuals.

Fig. 30.3 Cointegration test results

Fig. 30.4 Granger causality test results

Table. 30.2 Empirical analysis results and their tests based on OLS model

Contract variety

OLS model fitting regression results

White test LM testβ p value R2 SC AIC

IF1412 0.88 0.00 0.90 �8.33 �8.36 0.65 0.15

IF1512 0.63 0.00 0.75 �5.67 �5.69 0.33 0.14

IF1612 0.76 0.00 0.92 �9.09 �9.07 0.10 0.53

IF1703 0.75 0.00 0.88 �9.15 �9.17 0.16 0.53
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According to the sample data, the GARCH and EGARCH models are established,
and the fitting results are shown in Tables 30.3 and 30.4.

As can be seen from Table 30.3, the P values of the ARCH effect tests for the
contract IF1412 and the IF1512 samples are less than the significant level of 0.05 and
indicates the existence of ARCH effect. Here, according to the nature of the
coefficient significance test and the sum of the variance equation coefficients of
the GARCH model is less than 1 and the coefficient is greater than 0, the GARCH
(1,1) model (the mean equation does not include the constant term) is established. In
the fitting result, the P value of coefficient significance is 0 and shows that the
coefficient is remarkable. Moreover, the sum of coefficients of the variance equation
is less than 1 and the R2 is close to 1, which shows that the model fitting is better. In
this paper, the residual value of GARCH (1,1) model to do ARCH LM test and we
found that the P values of the F statistics are greater than the significant level of 0.05,
that is, there is no autocorrelation of the residuals. Therefore, the β value can be the
optimal hedging ratio.

As can be seen from Table 30.4, the P values of the ARCH effect tests for the
contract IF1612 and the IF1703 samples are less than the significant level of 0.05 and
indicates the existence of ARCH effect. Since the variance equation coefficient is
negative and the GARCH model can not be established. Therefore, the EGARCH
(1,1) model is established and the P value of the coefficient T statistic is 0, and
indicating that the coefficient is significant. The values of AIC and SC are relatively
small and R2 is close to 1, which shows that the model fits well. Finally, the residual
of the EGARCH model is tested by ARCH LM and the P value of the F statistic is
greater than 0.05, which indicates that the original assumption is accepted, that is,
there is no autocorrelation. Therefore, the β value is the optimal hedging ratio and
calculate the average hedge ratio under the GARCH model is 0.838.

Table. 30.3 Fitting regression results based on GARCH model

Contract
variety

ARCH
test
(P value)

Independent
Q test(lag
order) β

T
statistic
(P value) R2

Sum of
coefficient of
variance
equations

Residual
ARCH
LM test

IF1412 0.00 1 order lag 0.89 0.00 0.89 0.98 0.67

IF1512 0.00 2 order lag 0.81 0.00 0.69 0.94 0.58

Table. 30.4 Fitting regression results based on EGARCH model

Contract
variety

ARCH
test
(P value)

IndependentQ
test(lag order) β

T
statistic
(P value) AIC SC R2

Residual
ARCH
LM test

IF1612 0.01 2 order lag 0.80 0.00 �9.20 �9.20 0.91 0.61

IF1703 0.00 2 order lag 0.85 0.00 �9.23 �9.10 0.85 0.32
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30.3.3 Hedging Effects Comparative Analysis

In this paper, we use the OLS and GARCH model to estimate the hedge ratio and
construct the futures and spot investment portfolio outside the sample. Here with the
hedging performance formula for hedging the effect of comparative analysis(See
Fig. 30.5). As shown in Fig. 30.5 and Table 30.5, the average of the hedging ratios
under the GARCH model constructs the portfolio outside the sample and the
hedging effect is better than the hedge ratio under a single sample.Similarly, this
paper using the average of the hedging ratios under the OLS model to build a
portfolio outside the sample and the hedging effect is better than that the hedge
ratio obtained under IF1512 and IF1703 samples, but slightly lower than the hedge
ratio of IF1412 and IF1612 samples. Thus, the average of the hedging ratios in the
two models is superior to the estimated hedging ratio estimated in most individual
historical samples in terms of hedging effectiveness.

This paper is based on the theory of portfolio hedging, the minimum variance
method is used to estimate the average of the optimal hedging ratio under the OLS
and GARCH hedging models. The results show that the average of the hedging
ratios is better than the hedging ratios estimated by most individual historical
samples in terms of hedging effectiveness. Therefore, the analysis processing
method by calculating the average hedge ratio optimization can adapt to different
market conditions.

Fig. 30.5 Hedging effect of different hedging ratios outside the sample

Table. 30.5 Hedging effects of different hedging ratios outside of sample

Contract
variety

Hedging ratio
under OLS model

Hedging effect
under OLS model

Hedging ratio under
GARCH model

Hedging effect
under GARCH
model

IF1412 0.88 88.87% 0.89 88.69%

IF1512 0.63 83.98% 0.81 89.06%

IF1612 0.76 88.53% 0.80 89.02%

IF1703 0.75 88.20% 0.85 89.06%

Average
value

0.75 88.36% 0.84 89.12%
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This paper suggests that investors can select several continuous historical con-
tracts at the moment of hedging as the object of study. Then, we estimate the hedge
ratio in the optimal hedging model and calculate the average of the hedge ratios. At
the same time, this paper only uses the average value of the hedging ratio to construct
a hedge portfolio outside the sample and the future needs a lot of empirical data
validation. In addition, the average of the hedging ratio should be dynamically
adjusted on the basis of multiple tests as the future research direction.
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Chapter 31
Finding the Lenders of Bad Credit Score
Based on the Classification Method

Haifeng Li and Yuejin Zhang

Abstract The online P2P lending is a creative and useful finance way for tiny
enterprises who can conduct by the internet. To exclude the risk of this method, we
make a study on predicting the potential lenders that may have a bad credit score. We
use a classification method to perform this detection. Our experimental results show
that this method can achieve a high precision.

Keywords Trust model · Credit score · Classification · P2P

31.1 Introduction

The online peer-to-peer (P2P) lending is a creative and useful finance way for the
small enterprises. To finance certain tiny enterprises with a valid method has been
focused on by many attentions. This problem is very important especially in China.
With using the advantages of the information techniques, a new-coming finance
method, the online P2P lending is becoming very important to replace the traditional
ones. It allows us to distribute the funds online with no financial mediations.

When a lender wants to acquire capitals from the online P2P companies, a risk
will be raised. Traditional bank can audit the background of a lender with his
application document, which, for the P2P companies or the borrowers, is an impos-
sible task. Since a lender is never known has a good credit score or a bad one. Thus,
how to find the lenders with bad credit score is a very challengeable question. Many
researches have focused on this problem and proposed some useful method.

In [1], the authors represented the credit risk based on the corporate bond and
securities risk pricing literature, and analyzed the concept drift of credit scores, also,
the authors used the residential mortgages data to do the experiments and observe the
credit score migration post loan origination, which, indicated the credit scores
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providing data to the users in a similar manner to the commercial credit ratings. Soner
[2] proposed a three stage hybrid systemANFIS, whose performance was compared to
the conventional utilized models and was tested by empoying a cross-validation
method on the credit card data, which is got from the Turkey bank. The analyzed
results showed that the ANFIS method has a better performance than the Linear
Discriminant Analysis methods (LDA), as well the Logistic Regression methods
(LR) and the Artificial Neural Network (ANN) approaches. Arya et al. [3] focused
on the problem of the factors that may determine a bad score, which is compared by
measuring some important factors over the data generated from a decision-making
laboratory, as well certain financial reviews. The score was evaluated with the online
estimator distributed by the FICO. In addition, the preferences were assessed by the
same factors. Chen et al. [4] developed an useful trusting module of the P2P lending
context based on trust theories The module was evaluated by employing the data of
PaiPaiDai lenders, which showed that not only the trust of borrowers, but also the
intermediaries were useful factors that will affect the lending intention. In [5],
Emerkter et al. used the Lending Club data to discover the borrowing features, and
estimate the risk, as well measure the borrowing efficiencies. The authors showed that
debt ratio, credit grade, FICO score and some other factors are very important factors
in loan, which was consistent to the Cox Proportional Hazard test. Plus, they detected
that the larger interest rates for the bad borrowers cannot compensate enough to the
loan default. Finally, Harris [6], who has explored the use of scores and employed a
method of the clustered SVM, which has been extensively used for large credit scoring
datasets. The author compared the clustered SVM with other nonlinear ones and
presented that the it can get better performance.

In this paper, we also addressed this problem and proposed a classification
method by the online documents of the lenders. The organization for the rest paper
is as follows: Section 31.2 shows the data related the lenders. Section 31.3 proposes
our predicting method. Section 31.4 concludes this paper.

31.2 Data Preparation

We use the data crawled from the website, which is a BBS that provide the lenders to
discuss the issues related to P2P lending. We preprocess the data and get the dataset
with 18 properties. We describe it with Table 31.1. In this dataset, the title and the
descriptions are string information, which are not useful in our method. In addition,
we transform the continously changed property values, such as age, to the discrete
values with an aequilate method. Also, we convert the credit rate and other string
type properties to integer properties.

Since not all the properties are valid in our problem, we employ the randomized
logistic regression to filter certain the properties that have little impacts, and get the
final properties. As shown in Fig. 31.1, the age, membership score, group, amount
has a very little percentage on our prediction; thus, we remove these properties. Also,
we can see that the failed loan number, the payback time and the borrowed credit
score may have a relatively much larger impact on the final predicting results.
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31.3 Predicting Model

In this section, we use a logistic regression method to build the predicting model. In
this model, we try to find the probability of a lender having a bad credit score
w.r.t. all our mentioned properties shown in Fig. 31.1. As can be seen in Fig. 31.2,
we use the confused matrix to represent the accuracy. The light green section and the
dark green section show the right predictions, and the other two sections show the
wrong predictions; thus, the average predicting accuracy is about 76%. We also use
the sixfold cross validation to multi-test the accuracy. Figure 31.3 is the ROC curve
of the result of the validation. As can be seen, all this sixfolds have the consistent
accuracy.

Table 31.1 The characteristics of the dataset

Properties
Record
Count

Title, Amount, Annual interest rate, Repayment Time, Descriptions, Credit rate,
Successful loan number, Failed loan number, Gender, Age, Borrowed credit score,
Lending credit score, Overdue, Membership score, Prestige, Forum currency,
Contribution, Group

20,000

borrowed credit score

lendind credit score membership score
prestige

forum currency

contribution

amount
group

annual interest rate

payback time

credit ratingsuccessful loan number

failed loan number

1.6%

sex

age

0.2%

12.5%

7.9% 9.1%

12.5%

3.4%

8.7%

5.3%

9.6%
3.5060%

12.5%

Fig. 31.1 The impacts of the properties
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31.4 Conclusions

In this paper, we used the social network data to decide whether a lender has a bad
credit score when he is applying the P2P loan, and we employed a classification
method, which achieved a 76% accuracy. This presented that the social network data
has a very intimate relation to the credit score, and provided an effective method for
P2P companies.
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Chapter 32
Research Status and Prospect of Data
Extraction and Cleaning Technology
in Large Environment

Mingzhe Wang and Zhaochan Li

Abstract In the era of big data, how to get effective data from the massive data, the
data obtained by the relevant analysis and processing is particularly important. This
paper first introduces the importance of data cleaning and data extraction technol-
ogy, secondly from different angles, introduced the two technology, and then
summarizes the current domestic and international data cleaning and data extraction
technology research, and finally describes the data extraction and data cleaning
technology development prospects. It has a certain guiding role in the research of
data extraction and cleaning technology in the future.

Keywords Data cleaning · Data fetch · Research Status · Developing Prospect

32.1 Introduction

With increased data growth, increasing data volumes, the redundancy of the data will
also be a greater, the traditional model of data analysis software can no longer meet
the needs of mass information processing and analysis of needs, how effective
information is pulled from the data, to data for effective analysis and decision
making, creating new data models, data analysis and processing is particularly
important. Data throughout its lifecycle, through human interaction, computational
and communication procedures, each link can introduce errors,resulting in abnormal
data, data quality issues, consists of the following four types of data-quality issues
source: (1) data input / update; (2) measurement; (3) simplify; (4) data integration.
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The instance-level view of the data from the data, detect and eliminate errors and
inconsistencies in the data quality problems, to improve the quality of data. It is one
of the 19 research topics on data quality. Data cleaning (Data Cleansing or Data
Scrubbing) to detect data errors and inconsistencies, remove or correct them, to
improve the quality of data [1].

32.2 Data Cleaning Technique

Major headings should be typeset in boldface with the first letter of important words
capitalized.

32.2.1 Introduction

Data cleaning, also known as Data cleansing or Data scrubbing. Due to the different
areas of application to data cleaning, its definition is slightly different. Data cleans-
ing is mainly used for data warehousing (DW), data mining and overall data quality
management 3 areas.

32.2.2 Data Cleaning Objects

Data cleaning objects can be classified according to the source area and the cause of
data cleaning. The former belongs to the macro level and the latter belongs to the
micro level.

32.2.2.1 Source Fields

Many areas are related to data cleaning, such as digital documents [1], search
engines, financial services, government agencies and others, data information system
for the purpose of cleaning is to provide accurate and valid data.

32.2.2.2 The Causes

In microscopic aspect, the object of data cleaning can be divided into pattern layer
data cleaning and instance level data cleaning. Data cleaning tasks are filtered or
modified data that do not meet the requirements. Do not meet the requirements of the
data is mainly incomplete data, error data and duplicate data of these 3 categories.
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32.2.3 Data Cleaning Model the Principles and Framework

32.2.3.1 The Basic Principle

The principle of data cleaning is to make use of the related technologies, such as
statistical method, data mining method, pattern rule method, etc. Data cleaning in
accordance with the realization of the scope and can be divided into the following
four: manual implementation; write a specialized application; solve the problem of a
particular application domain; independent of the specific application data cleaning.
Either way, it is made up of 3 phases: data analysis, definition, search, identification,
error correction, error correction.

32.2.3.2 Data Cleaning Framework

At present, there have been a lot of data cleaning framework models, the following
3 representative framework model: TrilliumModel; BohnModel; AJAXModel. The
data cleaning process is divided into 5 steps: mapping; matching; clustering; merg-
ing; viewing.

32.2.4 Data Cleaning Algorithms

For the property cleaning and repeat record cleaning from the detection and cleaning
of the two angles to discuss the related algorithms.

1. Property cleaning

①Method for detecting attribute error: Statistical based approach; Clustering
method; Method of association rules.

②Method for cleaning property: Method for cleaning blank value; Method for
cleaning noise data; Method for cleaning inconsistent data.

2. Duplicate record cleaning

①Algorithm for detecting duplicate records: Basic field matching algorithm;
Recursive field matching algorithm; Smith-Waterman algorithm; Matching
algorithm based on edit distance; Cosine similarity function.

②Algorithm for duplicate record cleaning; Priority queue algorithm; Nearest
neighbor sorting algorithm SMM; Multiple nearest neighbor sorting MPN.
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32.3 Data Pump

32.3.1 Data Analysis Confirms

Before the data pump must be the nature of the data, but also to understand how the
data collected is used. The complexity of the source data, rules model, completeness
of data warehousing of larger effect than other factors. Which data source to pay
special attention to the data type, size, and content are compatible. The extraction of
data depends on how the data is stored in the source system.

32.3.2 Data Extraction Technology

After you know how the data is stored in the source system, to discuss general
technical data pump now. Extracts the data from the source operating system, there
are two main types, static data and revised data, respectively.

32.4 Data Cleaning Technology Based on Data Extraction
and Research at Home and Abroad

Data cleaning is mainly in 3 areas: data warehouse, database knowledge discovery
(also known as data mining) and overall data quality management. In the field of
research and application of data warehouse, data cleaning process is the first step in
the construction of data warehouse, due to the huge amount of data, not artificial
processing, so the automatic data cleaning is widely concerned by industry.

32.4.1 Domestic Research

At present, the domestic research on data cleaning technology is still in the prelim-
inary stage. Directly for data cleaning, especially for Chinese data cleaning research
results are not many. Most of the data warehouse, decision support, data mining
research, to make some simple exposition. Banking, insurance and securities such as
accuracy of customer data demanding industry, are doing the cleaning work of the
respective customer data, according to their specific application and development of
software, and there is little theoretical results reported.
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32.4.2 Foreign Research Status

Foreign study of data cleaning first appeared in the United States, from the start for
America’s social security number error correcting. The development of information
technology and business in the United States, has greatly stimulated the data
cleaning technology research, mainly concentrated in the following four aspects.

1. To detect and eliminate the abnormal data

Using statistical methods to test the numeric attributes, calculate the mean and
standard deviation of the field values, considering the confidence interval of each
field to identify abnormal fields and records. Data cleansing, introduced the method
of data mining, such as the clustering method is used to detect abnormal record,
model method found that do not conform to the existing pattern of abnormal records,
association rules method is found that the data set is not in conformity with the
abnormal data with high confidence and support rules [2].

2. To detect and eliminate the approximately duplicate records

Duplicate records for cleaning. Eliminate the approximately duplicate records of
the data set is one of the most current research in the field of data cleaning. In order to
eliminate duplicate records from a data set, the first question is how to determine
whether two records similar to repeat.

3. Data integration

In the applications of data warehouse, data cleaning must first consider the data
integration, mainly structure in the data source and data mapping and domain to the
target structure. In this respect has carried out a lot of research work.

4. Specific areas of data cleaning

A lot of data cleaning solution and algorithm are for a specific application
question, applies only to a smaller range. Generic, has nothing to do with the
application fields of the algorithm and scheme is less [3].

32.5 Cleaning Technology of Data Extraction and Data
Development Prospects

32.5.1 Research and Development of Chinese Data Cleansing
Tools

At present, data cleaning is mainly concentrated in the western, Western Chinese
data cleaning and data cleaning are different (such as many matching algorithm does
not apply to Chinese). Chinese data cleaning has not attracted attention.
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32.5.2 Application of Data Mining Method in Data Cleaning

Numbers and strings is the main focus of the main fields. The relationship between
the identification number field is not yet mature and practical. The application of data
mining algorithm in data cleaning [3].

32.5.3 Duplicate Recognition Efficiency Need to Be further
Improved

Duplicate records identification has received the widespread attention, and take a lot
of measures, but the recognition efficiency and the accuracy is not satisfactory.
Especially in the recorded data is very long, and time consuming too much, that
wants to study better.

32.5.4 Cleaning of Non-Structured Data

Previous data cleaning are mainly concentrated in structured data, now paid unstruc-
tured or semi-structured data (such as XML) are constantly by more and more people
pay close attention to. Especially due to the universality and the descriptive charac-
teristics of the XML itself, should be more attention in the data cleaning.

32.5.5 The Interoperability Between Data Cleaning Tools

Although according to user friendliness, many tools or systems provide descriptive
language, but basically is through some existing languages (such as SQL, XML)
according to their own needs through expansion, can’t meet the need of data
cleaning, generally do not have interoperability.

32.5.6 The Generality of Data Cleaning Scheme

The problem of data cleaning in a specific domain is still the focus of research and
application, but more general cleaning schemes will receive more and more
attention.
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32.5.7 Future Research Areas

Future research should focus on integrating a variety of different methods for error
detection. Methods based on the analysis of a set of related fields (e.g. statistical
correlations) have also been shown to be powerful methods. It is necessary to design a
set of common operators and theories (similar to relational algebra) to solve the
problem of data cleaning. This formal foundation is essential to the design and
construction of high quality and wide range of software tools to support data cleaning.

32.6 Summary

In the development of technology, the data extraction of a single technology has
been relatively mature, some of which can’t be separated from the programming, but
the overall integration is not enough. Currently available on the market are mostly
data extraction tools. These tools automatically generate the code for data extraction
by selecting the corresponding relationship between the source data and the target
data. But the type of data extraction tool support is limited; and the data extraction
process involves data conversion, it is closely related with the practical application
of the part, its complexity can’t be extraction tools embedded in user programming
often cannot meet the requirements [4].

In the field of computer science and information systems, little basic research is
directly related to error detection and data cleaning, no in-depth comparison of data
cleaning techniques and methods, resulting in many methods of data cleaning has a
strong theoretical basis. Future research should focus on the integration of a variety
of different methods for error detection. Methods based on the analysis of a set of
related fields (e.g. statistical correlations) have also been shown to be powerful
methods. It is necessary to design a set of common operators and theories (similar
to relational algebra) to solve the problem of data cleaning. This formal foundation is
essential to the design and construction of high quality and wide range of software
tools to support data cleaning [5].

References

1. Rahm, E., & Do, H. H. (2000). Data cleaning problems and current approaches. IEEE Data
Engineering Bulletin, 23(4), 3–13.

2. Rifen, W., & Chengzhi, Z. (2007). Review of data cleaning research. J Modern book information
technology, 158(12), 50–57.

3. Harte-Hanks Trillium Software[EB/OL]. (2007). http://www.trillium software.com. [2007-01-
09].

4. Li, Y. (2013). Study on data extraction technology based on network. Harbin.
5. Congjian, B. (2007). Research on key techniques of data extraction. Jiangsu university.

32 Research Status and Prospect of Data Extraction and Cleaning. . . 299

http://www.trillium
http://software.com


Chapter 33
Research on Intelligent Sales Platform
of Automobile Industry Based on Large
Data Mining

Jinzi Lee

Abstract In the context of Internet þ and large data, the traditional automotive
industry sales platform has been unable to meet the requirements of users of high
quality services. How to use the online and offline large data, tap out the potential of
potential customers, accurately capture the current needs of each customer, the
accurate information through accurate channels to each other, as the current smart
sales platform goals. Based on the current development of large data mining
technology and the existing problems of automobile industry sales system, this
paper gives the suggestions of intelligent sales platform based on large data mining.

Keywords Big data · Data mining · Sales platform · Automobile industry

Big data age has arrived. Big data (big data) This concept was first proposed by the
four well-known consulting firm McKinsey. Big to space, science and technology,
military, economic, small to eat and let us, all with large data are closely related. Big
data has brought great changes to our lives, with the people for the massive data
mining and use, a new wave of productivity and consumption level of the wave of
growth is coming.

I during the graduate school, Changchun FAW office system for the development
of MIS, the system functions for the repetitive labor automation. All the data in the
database need to be added manually. Late maintenance workload. Dr. stage has also
been involved in the study of the status quo of cross-border automobile mergers and
acquisitions, before 2010, the automotive industry sales model in the basic customer
relationship management (CRM) model. Then the “big data” era will give car
marketing what kind of opportunity? For the traditional car companies, how to use
large data trends, the establishment of intelligent, accurate sales platform, you can
accurately target the target crowd, monitor brand influence, improve product quality,
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improve production technology, and gradually enhance market sales and improve
after-sales Quality of service, so as to contribute to business decision-making.

33.1 The Status Quo of Large Data Analysis and Sales
Platform in the Automobile Industry

33.1.1 User Behavior Characteristics and Data Storage Type

33.1.1.1 User Characteristics of the Automotive Industry

2015, China’s auto industry continues to flourish, car sales and ownership remains
double up trend. The cumulative annual production of 23.7729 million vehicles, an
increase of 7.3%, the annual total sales of 23.4919 million vehicles, an increase of
6.9%. Car ownership of 154 million, the new registered vehicles 21.88 million, a net
increase of 17.07 million, a record high level. Over the past few years, with the
development of Internet technology, led the auto industry sales model changes.
Whether the new car or used car, sales model to electricity and O2O mode, driven
by sales under the main form, has accounted for 10% of the overall sales.

In such a big trend, the user behavior is divided into pre-sale behavior, purchase
behavior and after-sales behavior. There are two general forms: First, online behavior,
such as to 4 s shop direct inquiry, advice and so on. Second, online behavior, common
car vertical website, portal car channel, 4S shop/vendor official website and the major
car forum. The proportion of common user behavior is shown in Fig. 33.1 [1].

Visible, with the vertical car website, portal car channel and 4S point official
website/vendor official website and other vertical automotive media efforts, the
Internet has become the primary channel for users to obtain car information.
Word-of-mouth communication and experience-related communication is the deci-
sive factor that affects the user’s purchase. The network has developed into a set test
drive experience, word of mouth and price comparison of the most effective way, so
the Internet is essential to car decision-making. Who can quickly and accurately
extract valuable information, has become the car sales industry, the most important
factor.

0% 10% 20% 30% 40%

the Internet
4S shop / other stores

relatives
Auto Show

Outdoor display advertising
Traditional media (TV /… 

Fig. 33.1 Comparison of major vehicle access channels
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33.1.1.2 Data Structure Types Stored in the Automotive Industry

China Internet Information Center (CNNIC) the latest statistical report shows that as
of December 2016, China’s Internet presence on the Internet outlets 711 million, a
total of 42.99 million new users throughout the year. Internet penetration rate of
53.2%, compared with the end of 2015 increased by 2.9% points. It is important to
link the online and offline data of all the people involved in the vehicle, that is, to
summarize the online, offline attributes and network behavior data of such people.
Including the user in the car forum, the site published comments, upload pictures,
video and users use the type of network equipment, the number of users use the
location, movement trajectories and other semi-structured and unstructured data, the
total data to EB level Even ZB level development. Therefore, the data volume is
large, the data type is rich, the value density is low, the data acquisition is quick, the
data processing is quick and becomes the main characteristic of the big data of the
automobile industry.

33.1.2 Automotive Industry Intelligent Sales Platform Facing
the Problem

Prior to the automotive industry has been used in customer relationship management
system CRM due to their own technical capacity constraints, did not achieve the full
integration and utilization of all data sources. Most of the large data on the network
exists in decentralized form. These large numbers of scattered, different sizes,
different structures of the data source contains a wealth of valuable user behavior
data. The combination of automobile sales system and large data is the trend, the car
sales system into large data environment research and construction, relying on large
data technology, build intelligent sales platform, mining and analysis of user behav-
ior data, for users to carry out personalized information, Service is imminent.

33.2 Research on the Platform of Automobile Industry
Sales Platform Under Large Data Environment

33.2.1 The Goal and Framework of Building Intelligent Sales
Platform

Car industry consumers are characterized by a long process of decision-making,
from the school car, car, car to the back of the sale and second-hand car trading,
upgrading, the whole cycle is very long. How can we accurately grasp the informa-
tion of each stage of the customer, will be suitable for the customer’s preferred
information, with the fastest and most effective way to accurately send to the
customer, is a smart sales platform, a major goal [2]. The key to this technology is
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how to dig out the valuable data in the complex data of the structure. Thus forming a
decision-making information, and even become an effective and feasible platform
for the industry chain. Intelligent sales platform framework shown in Fig. 33.2.

33.2.2 Intelligent Sales Platform for the Automotive Industry

The Internet data and the automotive industry sales company data together, allows us
to accurately capture the consumer from the interest to the end of the car, and even
the latter part of the aftermarket, upgrading and other characteristics of the process,
combined with the actual product positioning, market positioning, For accurate
marketing decision-making to help. Platform flow chart shown in Fig. 33.3.
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33.2.2.1 Data Collection

Large data mining and traditional mining Although the purpose is to extract valuable
information, the difference lies in the excavation of the scope of the depth. With the
cloud computing, Internet of Things, mobile intelligent terminal a large number of
popular, traditional data mining technology and cloud computing technology how to
form a complete system, is imperative. According to the characteristics of the
automotive industry, data collection range comes down to two categories, consumer
data and automotive data. The consumer data source may be the registration
information of the website, the click rate of the website, the time period of access,
the frequency, the app data of the mobile terminal, and so on. Automotive data
sources can be GPS, RFID, camera image processing, sensors and other devices.

The problems are: large amount of data, massive, data structure is complex, there
are comments posted on the website, there are upload pictures, audio, video, and the
user’s network equipment type, quantity, location, movement trajectory and other
semi-structured And unstructured data. These data are multiplied by the order of
magnitude. So in order to make better use of the mining model, we have to extract
valuable information, we must do a good job before the data preprocessing.

33.2.2.2 Data Preprocessing and Mining Technology Analysis

Because of the differences in the structure, mobility, real-time and other aspects of
traditional data mining and large data mining, traditional data storage and mining
algorithms are not practical for large data mining. Large data mining has a wide
range of active and automatic, complex and diverse, semi-structured and unstruc-
tured data-based, high data redundancy, the overall data volume is large, the
accuracy is not high, the processing efficiency real-time, fast and so on [3].

The core of massive data mining, including distributed storage and distributed
parallel computing. Distributed storage includes distributed file storage and distrib-
uted database storage. Distributed file storage to Google Labs proposed GFS and
Hadoop proposed HDFS as the representative. Google and Hadoop main technology
compared to Table 33.1.

Large data mining platform, HDFS, MapReduce, HBase as the core of Hadoop
with high reliability, high scalability, high fault tolerance and high efficiency, open
source and so on. It is recommended that the intelligent sales platform for the
automotive industry be used in conjunction with the Hadoop system. The MapReduce
model is suitable for dealing with large volumes of data, updating low-speed static

Table 33.1 Google, Hadoop main technical comparison

Google Hadoop

Distributed Parallel Computing Technology MapReduce MapReduce

Distributed file system GFS HDFS

Large-scale distributed database BigTable HBase
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data, such as the automotive industry’s local sales database [4–9]. MapReduce main
mechanism shown in Fig. 33.4.

Flume, Pig, etc. are more effective for dynamic processing of data streams, such
as dynamic data on the network. So the combination of traditional data mining and
large data mining industry intelligent vehicle sales platform mining system archi-
tecture shown in Fig. 33.5.

Between the massive data source and the data mining algorithm, the data is
preprocessed. Function is to remove the data independent of the calculation, reduce
all kinds of noise information (such as filling out incomplete data), complete the data
type conversion, eliminate overlapping information. In order to dig out valuable
information, the prerequisite is that there must be a good data source. The data
source structure of the MapReduce model is consistent. So the face of a variety of
structured, semi-structured, unstructured massive data must be pretreated. Com-
monly used preprocessing methods are: data extraction, data conversion, data
cleaning and integration, data protocol, attribute concept of hierarchical automatic
generation [10].

Regardless of the model, the commonly used algorithm is: C4.5 algorithm,
Apriori algorithm, maximum expectation (EM) algorithm, clustering analysis algo-
rithm, information system reduction clustering algorithm. C4.5 algorithm from the
ID3 decision tree algorithm, the advantage is easy to understand the classification
rules, high accuracy. Disadvantages are: low efficiency. The Apriori algorithm is
also called mining algorithms that boolean Boolean association rules with frequent
itemsets. The advantages are easy to understand and simple. The disadvantage is the
consumption of memory, space and time. The maximum expectation method
(EM) can handle relational data, the disadvantage is that the processing speed
from fast to slow, easy to fall into local priority. The clustering analysis algorithm
is divided into K-Means algorithm and two-stage clustering analysis method, which
divides the research goal into KDD technology of relatively homogeneous groups.

Large-scale data 

Map1 Map N

Intermedite file 1 Intermedite file N

Reduce task1 Reduce task N

Output file

Fig. 33.4 MapReduce operating mechanism
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The advantage of K algorithm is that the algorithm is simple, efficient and effective.
The disadvantage is that the outliers are sensitive to the initial center point. The
advantages of the two-stage algorithm are mass data analysis, complex class struc-
ture recognition. The disadvantage is that the main component of the factor selection
is more difficult. The advantages of information reduction clustering algorithm are
strong anti-noise and high accuracy. The disadvantage is that the attribute range is
more complex, increasing the complexity of the calculation time [11].

Commonly used data mining software are: spss modeler, SAS, RapidMiner,
MineSet, OracleDarwin, Weka, Orange. Commonly used large data processing
platform: Apache Hadoop, Tencent large data platform, Ali cloud ODPS and so on.

33.2.2.3 Label System to Establish --------- Platform Basis

Data collection, the establishment of a good data source, data cleaning, finishing,
access to data mining technology for the data structure, the ultimate goal is to
establish for our decision-making reference customer label, car label set. We can
form each customer from these labels and the portrait of each model.
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Fig. 33.5 Intelligent sales platform Large data mining system framework
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The automotive industry’s large data covers the entire process of the automotive
industry chain, from automotive research and development, production, procure-
ment, sales and aftermarket. There are two major categories of car labels, vehicle
preferences and car characteristics. Vehicle preferences include the model, the area,
displacement, interior color and so on. Car features include daily mileage, historical
repairs and so on. See Table 33.2. These data can be obtained by means of on-board
recorder, sensor, GPS, camera and other devices.

Early automotive industry CRM has all the customer’s information. Now we are
based on large data not only get the information of old customers, but also to obtain
information on potential customers. Customer labels can be divided into population
attributes, owner attributes, customer value, after-sales service, brand value, driving
characteristics and marketing preferences. See Table 33.3.

33.2.2.4 Platform Function Module Design and Implementation
Environment

The greatest value of large data is that it can provide strong support for decision
making. The intelligent sales platform of the automotive industry should run through
the intelligent production of the automotive industry, precision marketing, after-sales
service and some intelligent applications throughout the process. See Fig. 33.6.

Intelligent production module can help enterprises to improve product quality,
improve the production process, product optimization. For example: vehicle status
analysis, vehicle condition analysis, driving behavior analysis. The labels used are:
basic data, maintenance, maintenance data, driving data, etc. of the vehicle. For

Table 33.2 Car tag content

Label category Label set Information item Type of data

Vehicle
preference

Model preference Vehicle model Basic information

Geographical distribution On the card city Ownership

Engine capacity Engine capacity Basic information

Interior color Interior color Basic information

Appearance color Appearance color Basic information

Car use Vehicle use Basic information

Car
characteristics

Motivation of car Family structure Basic information

Daily mileage Monthly mileage Travel
information

Information sources Customer source Basic information

Yield concerns Service category Basic information

Then into the factory stage Then into the factory stage Maintenance
information

History maintenance
number

History maintenance
number

Maintenance
information

Number of claims Number of claims Maintenance
information
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example, we can use the car repair data, and each car portrait, for auto repair shop,
manufacturer inventory adjustment, quality improvement and so on.

Accurate marketing module based on customer labels, from the customer form of
life and characteristics of the two aspects of the customer market positioning, from
the customer life cycle at all stages, according to the customer at different stages of
the product and service demands and attention to the formation of preliminary Of the
automotive customer market positioning, in order to establish a car customer base
tag library, to enhance the quality of car brand service basis.

Predictive decision-making modules are designed to help companies achieve
intelligent planning and support as a reference for strategic forecasting and decision
making in strategic decision-making and analysis. For example, we can use the basic
data and ownership of the vehicle, brand communication, brand crisis monitoring
and management support, discovery of new markets and new trends, market fore-
casting and decision analysis support.

Table 33.3 Consumer tag sets

Label category Label set Information item Type of data

Population
attributes

User basic information Name, age, gender Basic information

General life radius Occupation, education Basic information

User preferences Interest Basic information

Owner attribute Car length Car information Basic information

Customer active state Customer information Basic information

Customer type Car information Basic information

Pit stop frequency Driving habits
information

Basic information

Value of customer The user’s own value Value information

Customer lifetime value Value information

After-sales service Satisfaction After sale, feedback Aftermarket
information

Loyalty Aftermarket
information

Blacklist Aftermarket
information

Brand value User opinion
information

Website, intelligent
terminal

Basic information

User behavior
information

Website, intelligent
terminal

Basic information

Driving
characteristics

Driving habits Driving habits Basic information

Driving age type Driving habits Basic information

Travel mileage Driving mileage Basic information

Marketing
preferences

Activity preference Website, intelligent
terminal

Basic information

Consumption
characteristics

Website, intelligent
terminal

Basic information

Financial characteristics Website, intelligent
terminal

Basic information
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The results of data mining show the visualization of human-computer interaction
visual display to the user. At present, there are more popular cosmic planets, tag
clouds, cluster analysis and visualization techniques that show cluster members’
distribution [3].

33.3 The Prospect and Suggestion of Intelligent Sales
Platform in the Automobile Industry under Large
Data Environment

Based on large data mining intelligent sales platform is an efficient marketing model
that can be achieved in the accurate time, through accurate ways to provide cus-
tomers with accurate service to meet the personalized service needs of consumers to
help enterprises more accurate of the market positioning. The platform is to
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•Driving behavior analysis
•Fault diagnosis analysis
•Analysis of vehicle condition

Intelligent production

•Entertainment preference analysis
•Precision advertising and marketing

Precision marketing

•Intelligent traffic travel
•Maintenance and other state analysis
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•Personalized insurance
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•Word of mouth report

After-sales service

•market prediction
•Competitor monitoring
•Brand reputation monitoring

Forecast analysis and market control

Production quality 
feedback

Marketing feedback

Intelligent application 
feedback

After - sales service, 
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Fig. 33.6 Intelligent sales platform architecture
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customers as the goal, the marketing concept and the perfect blend of modern
science and technology together, is the inevitable trend of future business develop-
ment. Suggestions on the platform:

33.3.1 Data Source Analysis to Be Comprehensive

First of all business needs to do research, assess the scale of operation of the system,
the development of data warehouse structure and data sources. Review first-party
data, such as product library, customer information, sales records, etc. to fully meet
the demand. If the data is incomplete, develop third-party data supplements, such as
the introduction of user social platform data.

33.3.2 Technical Advice, Flume as a Data Acquisition
Channel, a Data Source Real-Time Transmission
to the Hadoop Cluster Storage

Hadoop clusters include Zookeeper cluster, Hbase cluster, Storm cluster. Hive, Pig
as ETL tools, providing real-time computing, offline computing two modes. For the
real-time requirements of high business Xu Xiu, Redis and other Nosql program can
be added as a supplement [12–15].

33.4 End

With the large data technology and machine learning technology mature, large data
system based on existing data to predict the future behavior of customers. By
forecasting models, salespeople can better understand customer needs. Combined
with CRM forecasting model can be more in-depth interpretation of customer needs,
predict when customers will be interested in what products. Combined with reptile
tools, can reveal the customer needs the product, and other customers of the product
evaluation. From price to quality to customer service, the monitoring and response of
these information is essential. Large data support under the intelligent sales platform
should be able to the company’s Web site and the evaluation of the community
together to ensure that the customer dynamic to make a timely response.
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Chapter 34
A Local Neighborhood Constraint Method
for SIFT Features Matching

Qingliang Li, Lili Xu, Pengliang Zheng, and Fei He

Abstract For improving the accuracy of the SIFT matching algorithm with low
time cost, this paper proposes a novel matching algorithm which is based on local
neighborhood constraints, that is, SIFT matching feature is optimized by the local
neighborhood constraint method in the SIFT algorithm. We optimize the matching
results by using the information of SIFT feature descriptor and the relative position
information of SIFT feature, then the final matching result obtained by RANSANC
algorithm to filter the false matched pairs. The experimental results show that our
method can improve the accuracy of the matching feature pairs without affecting the
time cost.

Keywords Image matching · SIFT algorithm · Local neighborhood constraints

34.1 Introduction

Image matching is an analysis and processing technology that matches the image of
the overlapping area and obtains the position relation between the images. However,
due to differences between two matching images including translation, rotation,
scale and perspective in practical application, therefore, there have many problems
that need to be solved through the matching process. The predominant research
tendency of image matching is focused on feature-based. According to [1–3], several
representative feature-based matching algorithms have been introduced. In conclu-
sion, SIFT algorithm is the most robust feature matching algorithm compares to
other.

SIFT algorithm has been successfully applied in many fields [1–3], however, it
has possible of prodigious improvement in matching accuracy in application. In
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Reference [4], in order to remove the unreliable matching points, the SIFT algorithm
combined with RANSAC algorithm. It is unfortunately that the RANSAC algorithm
can filter out most of the mismatched points, but it is not guarantee that all the error
matching points can be eliminated. References [5, 6] proposed a bidirectional
matching filtering strategy, but the bidirectional matching requires an artificial
custom threshold. In Reference [7], the more color information added to the
image, the more matched pairs will be filtered out, however, the image may not
match better with less feature points.

This paper proposes a filtering algorithm which is based on local neighborhood
constraints, filtering the false matched pairs by computing the number of other
matched feature points in the local neighborhood of matched features. The proposed
filtering algorithm not only uses the information of SIFT feature descriptor, but also
uses the relative position information of the SIFT features, it could optimize the
matching accuracy, and the final result obtained by adding RANSAC algorithm for
filter the false matched features. Compared to other filtering algorithms, our method
eliminates fewer features and remain more positive matched pairs, so that the
accuracy is greatly improved.

34.2 SIFT Algorithm

The SIFT matching algorithm consists of four steps: the construction of Gaussian
scale space, feature points detection, the generation of feature descriptor and feature
matching [8, 9].

We choose the SIFT algorithm [10] for image feature extraction. Firstly,
constructing image pyramid by Gaussian kernel function, then, using Difference-
of-Gaussian (DoG) detector, the key points of image are detected. Secondly, for
accurate location, scale, and ratio of principal curvatures, model fitting and Hessian
are performed to the nearby data of key points. As a result, the low contrast key
points (sensitive to noise or are poorly localized along an edge) are eliminated.
Calculating the magnitude and orientation for the gradient histogram for every pixel,
it is a remaining key point as heart point, in a neighboring region. The peak in
gradient histogram corresponds to dominant orientations. Finally, using the gradient
direction distribution characteristic of neighborhood pixels of key points, the direc-
tion parameters of each key point can be computed. a set of orientation histograms is
created on 4� 4 pixel neighborhoods with 8 bins. What’s more, these histograms are
computed from magnitude and orientation values of samples in a 16 � 16 region
around the key points. Then, concatenating all the 16 histograms for 128-dimension
feature vector. In conclusion, the extracted SIFT features are invariant to modifica-
tion of translation, rotation and scale.
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34.3 Filtering Algorithm Based on Local Neighborhood
Constraints

In Sect. 34.2, we obtained the SIFT matched pairs, then we adopts the local
neighborhood constraints method to optimize the SIFT feature matching result.
Figure 34.1 shows the process of the local neighborhood constraint method.
Figure 34.1a denotes the five matching feature pairs of two images. The red circular
area in Fig. 34.1b shows that the matching feature (a1,b1) is used as a reference pair,
and the local neighborhood area is obtained based on its scale parameter (black
arrow). Figure 34.1c shows that the local neighborhood matched pair is defined as
the correlation matching feature, and acts on the reference pair (a1,b1). In Fig. 34.1,
(a3,b3) referrers to the point in local neighborhood of reference pair, regarded as the
relevant matched pairs, other matched pairs (a1,b1), (a4,b4), (a5,b5)) are regarded as
irrelevant matched pairs.

In Fig. 34.1, (a3,b3) referrers to the point in local neighborhood of reference pair,
regarded as the relevant matched pairs, other matched pairs (a1,b1), (a4,b4), (a5,b5))
are regarded as irrelevant matched pairs.

Dqi ¼ σconstant∗scli ð34:1Þ
Ddi ¼ σconstant∗scl0i ð34:2Þ

First, select a matching feature pair (qi, di) as a reference pair. In order to verify
that the matching is correct, the relevant matching feature is obtained by the local
neighborhood of reference pair. The local neighborhood is defined as below:

Fig. 34.1 A diagram of local neighborhood constraints method
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In the formula, scli, scl
0
i separately represent the scale parameters of the matching

pair (qi, di). The size of σconstant decides the scope of the local neighborhood of the
reference pair, it is set to 10 in this experiment. Then, the relevant matched pairs in
the local neighborhood are remained. The relative matched pairs are defined as
below:

CorMatch qi;dið Þ ¼ qj; dj
� � qj; dj

� �2M Q;Dð Þ
dist qi; qj

� �
< Dqi

dist di; dj
� �

< Ddi

������

8
<

:

9
=

;
ð34:3Þ

In the above formula, dist(, ) represent the Euclidean distance of two feature
points in the spatial position of the image. Finally, the local neighborhood constraint
value of the reference pair is calculated, that is, the ability to spatial constraint.

If the CorMatch of matched pairs was 0, it is regarded as an error matched feature,
and filtered its matched pair, or vice versa. In the optimized matched pair, based on
the RANSAC algorithm, the position information of the small matching feature pair
is randomly selected as the observation data. And the transformation matrix is
calculated to obtain the model. In final, the matched feature pairs which dissatisfy
with the transformation matrix are eliminated, while the final matched pairs are
obtained.

34.4 Experimental Results and Analysis

In order to verify the adaptability of the algorithm to image rotation and image
scaling, the two experiments are separately verified. The experimental image size is
1334 � 1001 pixels.

The first group of experiments tests the rotation of the image. Figure 34.2a is an
original image, and Fig. 34.2b is rotation of Fig. 34.2a. Figure 34.3 shows the
comparisons of the proposed method and current popular algorithm. Figure 34.3a
represents the SIFT feature matching results for the two images in Fig. 34.2.
Figure 34.3b is the feature matching results by RANSAC algorithm for the two
images in Fig. 34.2. Figure 34.3c is the is the feature matching results by the local
constraints method for the two images in Fig. 34.2. Figure 34.3d is the feature
matching results by the proposed algorithms in Fig. 34.2. Table 34.1 shows the
quantitative results in Fig. 34.3. Figure 34.3a shows that the SIFT algorithm has
more matched feature points, the number is 671, meanwhile the number of
mismatched pairs is large, which lead to too many false matched pairs in the
calculation of the homography matrix when applying RANSAC algorithm. The
inaccurate homography matrix causes some correctly matched SIFT features to be
filtered out, as shown in Fig. 34.3b, only 25 matched pairs, it still has error matched
pairs are left. Figure 34.3c shows that the SIFT algorithm based on local neighbor-
hood constraints can optimize the matching results in the phase matching the SIFT
feature (352 points), which lead to more correct matched pairs when calculating the
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Fig. 34.3 Matched features of Vertebra Model. (a) Based on SIFT algorithm; (b) Based on
RANSAC algorithm; (c) SIFT algorithm based on Local Neighborhood Constraints method;
(d) Based on our method in this paper

Fig. 34.2 Image Rotation of Vertebra Modal (a) Original Image (b) Rotation Image

Table 34.1 Quantitative results of the above algorithms in Fig. 34.3

Matched algorithms
The number of total
matched points

The number of
filtered points Matched time/s

SIFT 671 � 2.3402

RANSAC 25 646 2.3487

Local + SIFT 352 � 2.7041

Proposed algorithm 148 204 2.7793
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homography matrix when using RANSAC algorithm. And It can also obtain more
accurate homography, so that the remained matched pairs after filtering is more
accurate, as shown in Fig. 34.3d, the matched features which are all positive is 148.
In computing time, our method takes much time, it is only 0.07–0.3 s more than
other algorithms, however the accuracy is greatly improved.

The second group of experiments tests the scaling of the image. Figure 34.4a is an
original image, and Fig. 34.4b is enlarged by Fig. 34.4a. Figure 34.5a is represents
the SIFT feature matching results for the two images in Fig. 34.4. Figure 34.5b is the

Fig. 34.4 Image size of Knee-joint Modal (a) Original image (b) Enlarged image

Fig. 34.5 Matched features of Knee-joint Model. (a) Based on SIFT algorithm; (b) Based on
RANSAC algorithm; (c) SIFT algorithm based on Local Neighborhood Constraints method;
(d) Based on our method in this paper
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feature matching results by RANSAC algorithm for the two images in Fig. 34.4.
Figure 34.5c is the is the feature matching results by the local constraints method for
the two images in Fig. 34.4. Figure 34.5d is the feature matching results by the
proposed algorithms in Fig. 34.4. Table 34.2 shows the quantitative results in
Fig. 34.5. From the experimental result, it can get the same conclusion with the
first group of experiments.

From the experimental results, the matching results of our method are more
accurately under the almost same time consuming in computation compared with
other algorithms. But in this paper our method only depends on the matched pairs of
the SIFT feature descriptor. If the SIFT feature matched points are less, the accuracy
of our algorithm will not be significantly improved.

34.5 Conclusion

The proposed algorithm in this paper is an improved filtering algorithm, which is
based on the SIFT algorithm. In SIFT algorithm, the algorithm adopts the local
neighborhood constraint method to optimize the SIFT matching feature. The exper-
imental results show that the proposed algorithm can improve the accuracy of the
matching feature pairs without affecting the time cost. However, this paper only
optimizes from the matched SIFT feature pairs. If the SIFT feature matched points
are less, the accuracy of this algorithm will not be significantly improved.
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Chapter 35
A Wine Consumption Prediction Model
Based on L-DAGLSSVM

Xiao Wang, Sijie Lu, and Zhijian Zhou

Abstract With the increasing demand of wine consumption, the marketing of wine
consumption is expanding. In this paper, we do a research about the decision
behavior of Chinese wine consumers in order to grasp the consumption demand of
wine at different prices better. We acquire 774 questionnaires finally, and the 528 of
which are valid. According to the consumption prices, we divide wine consumers
into three types. Then we propose a multi-class classification method named
L-DAGLSSVM for constructing prediction model of consumption types, which is
based on LDA and the directed acyclic graph least squares support vector machine
(DAGLSSVM). The numerical experiments demonstrate that our algorithm gains
better performance compared with other algorithms. And the prediction model plays
an important role in commercial fields that it can provide an effective reference for
the wine production, purchase and marketing strategies etc.

Keywords LSSVM · The decision directed acyclic graph (DDAG) · LDA ·
Prediction model of consumption types

35.1 Introduction

Wine has a history of more than 2000 years in China, and it is a kind of alcoholic
beverage which is healthy, nutritious and elegant. In recent years, with the improve-
ment of the Chinese income and the spread of the wine culture, the wine has become
more and more popular. The marketing of wine consumption is expanding, while the
competition in wine marketing is becoming more and more intense and the wine
marketing is facing huge opportunities and challenges. In order to seize the oppor-
tunity better and grasp the marketing demand more accurately, marketers and
enterprises pay more attention to the prediction of consumption types. Therefore,
taking a quantitative analysis with the data about the wine consumption is necessary,
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which can not only realize the value of the data, but also improve the prediction
accuracy of consumption types.

The support vector machine (SVM) [1, 2] is proposed by Vapnik. It is a famous
method for classification problems. A large number of improvements to SVM have
been proposed in the past few years, such as LSSVM [3] whose solution is simple by
solving a set of linear equations. Now, they have been successfully applied in
various areas, for example, disease detection, speech recognition and etc. SVMs
are originally designed for binary classification, however, in our real life, multi-class
classification problems are more commonly seen. As for multi-class problems, we
usually build a multi-class function through combining several two-class classifiers.
Generally, the split strategies include one-verse-one (OVO) [4] and one-verse-all
(OVA) [2, 5, 6] algorithms. But there may exist inseparable areas in the above
strategies. DDAG introduced by Platt et al. [7] avoids above problem. The
DAGLSSVM [8] which combines DDAG and LSSVM, is an effective solution for
multi-class problem. Meanwhile LDA [9] is an excellent method for dimension
reducing and has a good performance for many classification problems. So in our
paper, we propose a multi-class classification approach named L-DAGLSSVM
which is based on LDA and DAGLSSVM. We collect relevant data about wine
consumption through an investigation of the Chinese wine consumers’ decision-
making behavior. According to the collected data, we do quantitative analysis and
then construct prediction model of the consumption types based on L-DAGLSSVM.

35.2 The Basic Theories

35.2.1 DAGLSSVM

The DDAG is a learning architecture based on OVO algorithm. Assuming a Kmulti-
class classification problem, the training set is marked as X1, X2, � � �, XK, respec-
tively and testing set is marked as Xt. It is similar to the OVO algorithm by solving K
(K-1)/2 binary functions at training step. Then it predicts Xt by a rooted binary DAG
which includes K leaves and K(K-1)/2 internal nodes at testing step. Every node
presents a binary function of every two classes between ith and jth. For Xt, evaluate
the node’s binary function starting from root node. Next it turns to either right or left
through the output. Finally, we can predict the Xt by a leaf node which we acquire
from the path. DAGLSSVM is a multi-class algorithm combining learning architec-
ture DDAG with binary classification algorithm LSSVM. First, we introduce
LSSVM in the following:

Consider a classification problem with the dataset: S ¼ {(x1, y1), � � �, (xl, yl)}
where xi 2 Rn, yi 2 {�1, 1}, i ¼ 1, 2, � � �, l. We finds a separating hyper-plane:
wTx + b ¼ 0, whose original optimal problem is described as:
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minξ,w,b k w k2=2þ C
P l

i¼1 ξ
2
i

s:t: yiðwTxi þ bÞ ¼ 1� ξi, i ¼ 1, � � �, l, ð35:1Þ

where ξi, (i¼ 1, � � �, l ) are slack variables. C > 0 is a parameter chosen a priori. And
then DAGLSSVM can be presented in the following Algorithm 35.1.

Algorithm 35.1: DAGLSSVM

Input: X1, X2, � � �, XK, Xt

Training phase:
Step 1: Train a binary classifier by LSSVM between every two classesXi andXj,

where i < j, then we can obtain K(K-1)/2 binary classifiers totally.
Step 2: Construct a learning architecture (prediction model) according to the

DDAG based on the classifiers obtained by above training step.
Testing phase:
Step 3: Take Xt into prediction model above, and the outputs are the samples’

labels.

35.2.2 Linear Discriminant Analysis (LDA)

LDA is a useful technique for dimension reduction and applied for various classi-
fication problems. Assume that there are K classes, marked as X1, X2, � � �, XK,
respectively, and each class has M samples. The objective function is maximizing
the ratio of Sb against Sw and is described as follows:

argmax
w

j WSbWT j
j WSwWT j ð35:2Þ

where Sb ¼
XK

k¼1

�
�Xk � Xk

��
�Xk � Xk

�T
, Sw ¼

XK

k¼1

XM

m¼1

�
X k
m � �X k

m

��
X k
m � �X k

m

�T
,

�Xk ¼ 1=Mð Þ
XM

m¼1
X k
m, and �X ¼ 1=KMð Þ

XK

k¼1

XM

m¼1
X k
m. We resolve the problem by

the method of singular value decomposition (SVD) and get theW ¼ S�1
w Sb, which can be

eigenvectors corresponding greatest eigenvalues of S�1
w Sb.

35.3 L-DAGLSSVM

In this article, we introduced a new algorithm L-DAGLSSVM for multi-class
classification which is based on LDA and DAGLSSVM. The L-DAGLSSVM is
shown in the following Algorithm 35.2.
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Algorithm 35.2: L-DAGLSSVM

Input: X1, X2, � � �, XK, Xt.
Data preprocessing:
Step 1: Normalize the data and reduce the dimensions of the samples by LDA

for reducing the computing complexity and improve the classification accuracy.
Meanwhile save the linear transformation matrix W. The samples’ dimensions are
reduced from 20 to 2 in this paper.

Training phase:
Step 2: Train a binary classifier by LSSVM between every two classes Xi

andXj, where i < j, then we can obtain K(K-1)/2 binary classifiers totally.
Step 3: Construct a learning architecture (prediction model) according to the

DDAG based on the classifiers obtained by above training step.
Testing phase:
Step 4: Xt is dealt with LDA the same as step1 by the linear transformation

matrixW. Then take the data into prediction model above and the outputs are the
samples’ labels.

35.4 Prediction Model

35.4.1 Questionnaire and Data

The questionnaire is conducted for investigating the basic situation of wine con-
sumption in China. The main contents of the questionnaire include the following
items: (1) the basic situation of consumers, including gender, age, marital status,
income, education and occupation. (2) the annual consumption, the purchase pur-
pose, the brand (domestic or imported), the purchase place, etc. (3) screening
problem: the frequency of consumer’ purchase, whose main purpose is to eliminate
the consumers who do not meet the requirements.

We acquire 774 questionnaires finally, and 528 of which are valid in this survey.
We regard each questionnaire as a sample which contains 20 characteristics.
According to the purchased price of wine consumers in real life, the consumers are
separated into basic, middle, and high levels. (1) The basic level: these consumers
are beginning to experience wine which is a kind of low and middle-end products
and consumption price is in the range of 200 RMB. (2) The middle level: these
consumers drink wine frequently and consumption price is between 200 and
500 RMB. (3) The high level: these consumers are professional drinkers with a
high ability to payment and consumption price is 500 RMB and above. After
statistics, there are 344 people at the basic level, 116 people at the middle level
and 68 people at high level.
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35.4.2 Experiments and Discussion

We construct the prediction model by L-DAGLSSVM on the wine consumption data
that we acquire from questionnaires. Then we conduct experiments on the wine
consumption data to verify the validity of prediction model. All the experiments are
operated in MATLAB. We take 80% of the dataset as the training samples, and 20%
of the dataset as the testing samples. Parameters are obtained from {2i | i ¼ �4, �3,
. . ., 10} with 5-fold cross-validation method. We also take DAGSVM,
DAGLSSVM and L-DAGSVM into experiments. The performance comparison
with the change of C is in Table 35.1. Where “Acc” presents the average value of
the five test results and “Std” presents standard deviation of five testing results. For
the sake of comparing the performance of four models more intuitively, we plot
results as a line chart shown in Fig. 35.1.

From the perspective of prediction accuracies, the algorithm L-DAGLSSVM
performs the best among four models on our wine consumption data. Obviously,
we can see that DAGLSSVM has a better performance compared with DAGSVM
and L-DAGSVM. What’s more, the algorithm L-DAGLSSVM not only inherits
DAGLSSVM’s excellent performance, but also improve the performance because of
the feature extraction by LDA. What’s more, our method is more stable compared
with other algorithms. Therefore, the algorithm we proposed is more suitable to the
prediction model and performs better on wine consumption data.

Table 35.1 the testing accuracy (%) on algorithms with the change of C

DAGSVM L-DAGSVM DAGLSSVM L-DAGLSSVM

Acc (%) Std Acc (%) Std Acc (%) Std Acc (%) Std

C ¼ 2�4 65.5 5.58 65.19 1.58 65.96 1.75 66.54 2.39

C ¼ 2�3 61.92 11.27 65.19 1.85 63.08 5.71 66.35 2.72

C ¼ 2�2 62.12 9.04 64.04 8.03 65.96 3.51 67.12 5.33

C ¼ 2�1 55.77 5.18 63.65 6.85 63.27 4.48 65.00 4.64

C ¼ 20 55.00 8.11 57.88 5.83 64.23 6.21 64.62 3.15

C ¼ 21 53.08 16.10 53.65 14.90 59.62 10.53 61.92 6.72

C ¼ 22 57.50 13.23 60.00 8.15 63.46 4.71 65.77 4.06

C ¼ 23 54.04 10.23 59.04 7.59 63.27 2.30 64.81 2.60

C ¼ 24 60.96 6.07 63.46 7.16 69.23 2.39 67.88 2.11

C ¼ 25 67.50 3.15 67.12 3.81 67.50 3.79 69.23 3.72

C ¼ 26 51.54 9.34 58.08 7.40 62.69 5.01 70.19 4.66

C ¼ 27 51.92 12.48 57.88 10.84 59.81 7.21 63.08 5.71

C ¼ 28 62.69 10.95 66.15 5.15 65.38 3.85 65.00 3.01

C ¼ 29 55.77 17.05 64.23 5.37 63.46 10.06 67.69 1.75

C ¼ 210 48.65 16.01 51.92 16.97 59.23 11.02 61.92 8.56
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35.5 Conclusions

In this article, we propose a multi-class algorithm L-DAGLSSVM on wine con-
sumption data. We first use a feature extraction technique which is linear discrim-
inant analysis for dataset’s dimensionality reduction and then use a prediction model
by the acyclic graph least squares support vector machine algorithm. Finally we
analyze and compare our prediction model with other algorithms on the wine
consumption data, and we find that our algorithm performances better. Therefore
marketers and enterprises can predict the types of wine consumers by the prediction
model, which can provide an effective reference for the wine production, purchase
and marketing strategies, etc. So, it has great practical significance and is a potential
application for constructing the prediction model in commercial fields.
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Chapter 36
Fuzzy Control and Network System Design
for Time Series Prediction Model

X. L. Lu, H. X. Wang, and Z. X. Zhao

Abstract This paper proposed and developed a set of fuzzy time series prediction
model FTSFM (Fuzzy Time Series Forecasting Model) based on the historical data,
the concepts of fuzzy number function and inverse fuzzy number function and
predictive function, which the basic theory of FTSFM was initially established.
The general elements of FTSFM and the prediction function are FTSFM (μ).
FTSFM (0.0004) is one of the commonly used prediction models of FTSFM.
Based on the forecast of tourism revenue of Sanya city in 2006~2014, this paper
introduces the whole process of the application of FTSFM (0.0004). FTSFM
(0.0004) provides a new way of thinking for the research of time series prediction.

Keywords Fuzzy time series forecasting model · FTSFM (0.0004) · Inverse fuzzy
number · Predictive value · Tourism income

36.1 Introduction

In 1965, Zadeh [1] proposed the landmark Fuzzy set theory, which became an
indispensable and powerful tool in the study of uncertainty problem. Song [2, 3]
used the Fuzzy set theory to create the first fuzzy time series forecasting model in
1993 and 1994, and studied the classic case (the number of registration forecasting
problems from the University of Alabama in 1971~1992). Saxena [4] invent the high
precision forecasting model in 2012, it is based on the fuzzy time series forecasting
model of inverse fuzzy number. In the study of the classic case, it get the average
forecasting error rate AFER ¼ 0.3406% and mean square error MSE ¼ 9169, which
is an unprecedented forecasting accuracy. Proposed the definition 3 of fuzzy time
series forecasting model with high forecasting accuracy by applying these data [5–
8]. Therefore, the forecasting model created by Saxenais the first fuzzy time series
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forecasting model with high forecasting accuracy [2]. Wang and other people [9]
improve the forecasting model, and establish several new fuzzy time series forecast-
ing model in 2014. Based on these concepts, the concepts of fuzzy number function,
inverse fuzzy number function and predictive function are presented, and the
convergence theorem 2 is proved. Therefore, develop a set of fuzzy time series
prediction model (FTSFM). The proof of theorem 2 marks the basic theory of
FTSFM. The general element of FTSFM is FTSFM (μ), and it is also the forecasting
formula of the model [10, 11].

Although the name of FTSFM is a set of fuzzy time series prediction model, it is
actually a set of time series prediction model [12, 13]. FTSFM (0.0004) is one of
the commonly used prediction models of FTSFM. Because AFER ¼ 0.000006%
and MSE ¼ 0.095238 are obtained in the study of classical cases, so it is a fuzzy
time series forecasting model with high prediction Accuracy [14, 15]. By applying
the prediction model to study the prediction of tourism revenue in Sanya city
2006~2014 years, it can achieve a very high prediction accuracy of AFER ¼
0.0086% and MSE ¼ 0.000238. When take the 2014 as unknown years using
FTSFM (0.0004) and FTSFM (3-4-5) prediction rules to predict unknown of
Sanya City 2014 years of tourism income, the prediction value and the real value
of the prediction error rate of the absolute value of the first ordination is H2 predictive
value, prediction error rate of the vast of value is only 0.0408%, prediction accuracy
is very high. Therefore, when predict the forecast value of tourism revenue in Sanya
city in 2015, the forecast error rate should be expected to be Good [16–18].

The structure of this paper: the second section introduces the basic concept; the
third section establishes a fuzzy time series prediction model of the set FTSFM; In
the fourth section, study the classic case “registration number prediction problem”,
which proves that the commonly used model FTSFM (0.0004) is a prediction model
with high prediction accuracy; The sixth section is the application of FTSFM
(0.0004) to forecast the whole process of the application steps of the tourism revenue
in Sanya, including the simulation of historical data and the prediction of the data for
unknown years; The seventh section is the concluding remarks.

36.2 Application Steps of Prediction Model Ftsfm (μ)

Assuming there is a time series prediction problem. For the determination of
membership degree μ2 (0,1), using the prediction formula FTSFM (μ) the steps of
time series analysis are as follows:

Step 1: establish the table of historical data as in Table 36.1;
Step 2: establish the historical data field H¼ {H1971¼ 13055. . ., H1992¼ 18876};
Step 3: establish prediction formula FTSFM (0.0004), Fi is the predictive value of t

years historical data, Hi�1 is i�1 years historical data, Hi is t years historical
data, 0.0004 is (historical data Hi�1) degree of membership.

Fi ¼ ð0:0004þ 1Þ=ð0:0004=Hi�1 þ 1=HiÞ ð36:1Þ
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Step 4: Application of FTSFM (0.0004) to study the predictive value of historical
data; use formula (36.1) to calculate the value in 1972~1992, and fill in
Table 36.1.

Step 5; establish FTSFM (μ) prediction rules for predicting the unknown year data in
sanya City;

Step 6: apply FTSFM (μ) to investigate the predictive value of unknown year data.

Because the formula FTSFM (μ) can be used for time series analysis, the
prediction formula FTSFM (μ) is actually a time series forecasting model. That is
to say FTSFM (μ) not only represents a time series forecasting model, but also
indicates that it’s prediction formula. The application of the formula FTSFM (μ) is
the application of the time series prediction model FTSFM (μ) steps.

Table 36.1 application of FTSFM (0.0004) to Predict the history registration number of Alabama
university

Year Hi Fi Fi�Hi (Fi�Hi)
2 |Fi�Hi|/Hi

1971 13,055 – – – –

1972 13,563 13,563 0 0 0.000000

1973 13,867 13,867 0 0 0.000000

1974 14,696 14,696 0 0 0.000000

1975 15,460 15,460 0 0 0.000000

1976 15,311 15,311 0 0 0.000000

1977 15,603 15,603 0 0 0.000000

1978 15,861 15,860 0 0 0.000000

1979 16,807 16,807 0 0 0.000000

1980 16,919 16,919 0 0 0.000000

1981 16,388 16,388 0 0 0.000000

1982 15,433 15,434 1 1 0.000065

1983 15,497 15,497 0 0 0.000000

1984 15,145 15,145 0 0 0.000000

1985 15,163 15,163 0 0 0.000000

1986 15,984 15,984 0 0 0.000000

1987 16,859 16,859 0 0 0.000000

1988 18,150 18,149 �1 1 0.000055

1989 18,970 18,970 0 0 0.000000

1990 19,328 19,328 0 0 0.000000

1991 19,337 19,337 0 0 0.000000

1992 18,876 18,876 0 0 0.000000

AFER 0.3406% 3.11% 0.5701% 1.02%

MSE 9169 407,507 21,575 41,426
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36.2.1 FTSFM Represents a Collection of Time Series
Prediction Models

FTSFM is a set of time series forecasting model, but according to the theorem 2 and
theorem 1, time series forecasting model FTSFM is based on the fuzzy inverse
model to forecast the time series of the number of sets, so dubbed “fuzzy” word.

It can be seen from the Table 36.1, we can get AFER ¼ 0.000006% < 0.3406%,
and MSF ¼ 0.095238 < 9169, so that according to the definition of 3 to know that
FTSFM (0.0004) is a fuzzy time series forecasting model with high prediction
accuracy.

36.3 Application of FTSFM (0.0004) to Study the Forecast
of Tourism Revenue in Sanya City

This section use model FTSFM (0.0004) to study the forecast of tourism revenue in
Sanya City in 2006–2014 years. Through this case, this paper introduces the
application of FTSFM (0.0004) to predict the forecast value of unknown tourism
revenue in the whole process.

Step 1. establish the Sanya city tourism income historical data field
H ¼ {H2006 ¼ 65.40,H2007 ¼ 80.11,. . ., H2013 ¼ 233.33,H2014 ¼ 269.73}.

Step 2. Set up FTSFM (0.0004) forecast formula (1), Ft is the forecast value of
t years of tourism revenue, Ht�1 is t�1 years of tourism revenue, Ht is t years of
tourism revenue, μ¼0.0004 is (tourism income Ht�1) membership degree.

Step 3. Application of FTSFM (0.0004) to study the tourism revenue of Sanya city in
2006~2015 to calculate the Sanya city of tourism revenue forecast and inspection,
fill in Table 36.2. From the Table 36.2 shows that the average prediction error rate
AFER ¼ 0.0086%, mean square error MSE ¼ 0.000238, indicates that the
prediction accuracy is very high.

Table 36.2 Using FTSFM (0.0004) to predict the tourism revenue of Sanya 2006~2014

Year Hi Fi Fi�Hi (Fi�Hi)
2 |Fi�Hi|/Hi

2006 65.4 – – – –

2007 80.11 80.1 �0.01 0.0001 0.000125

2008 91.05 91.05 0 0 0

2009 103.77 103.76 �0.01 0.0001 0.000096

2010 139.64 139.62 �0.02 0.0004 0.000143

2011 160.71 160.7 �0.01 0.0001 0.000062

2012 192.22 192.2 �0.02 0.0004 0.000104

2013 233.33 233.31 �0.02 0.0004 0.000086

2014 269.73 269.71 �0.02 0.0004 0.000074

AFER 0.0086%
MSE 0.000238
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Step 4. Application of FTSFM (0.0004) to predict the tourism revenue of Sanya
city in 2014~2015. Because the 2015 tourism revenue H2015 is still unknown, it
cannot be directly applied to predict the formula (36.1) in 2015 to calculate the
forecast value of tourism revenue. Assuming that the 2015 tourism revenue and
previous years of data have the relationship (do not need to find a specific relation-
ship), on this basis to set up a FTSFM (0.0004) forecast of unknown tourism revenue
forecast rules.

36.3.1 FTSFM (3�d�1�d + 1) Prediction Rules

Assuming C years of the first 3 years C-3, C-2, C-1 annual tourism revenue is Hc-3,
Hc-2, Hc-1. Calculate α¼{max{Hc-3,Hc-2,Hc-1} – min{Hc-3,Hc-2,Hc-1}}/d,

Use parameters separately Hc-1 and Hd ¼ max{Hc-3,Hc-2,Hc-1} + dα;
Application of FTSFM (0.0004) of the prediction formula (5) calculation, the

resulting value from small to large array that is unknown years C years of tourism
revenue . . . H�1 predictive value, H0 predictive value, H1predictive value, . . ., Hd�1

predictive value, Hd predictive value, . . . . the parameter D value standard: with the
predicted values, the minimum of the absolute value of the prediction error of
the predicted value and the true data should be <1%., which is called the FTSFM
(3�d�d + 1) prediction rule.

36.3.2 Decision Method of Predictive Value

Decision making method one: the predicted value of the unknown year in 2015...,
H�1 type predictive value, H0 type predictive value, H1 type predictive value,...,
Hd�1 type predictive value, Hd type predictive value,... The ranking of the recom-
mendations and the historical data of 2014..., type H�1 predictive value, H0 type
predictive value, H1 type predictive value,..., Hd�1 type predictive value, Hd type
predictive value,... The absolute value of the prediction error rate of the real data is
the same as that of the small to large. Decision method two: the decision makers
making their decision by their own experience.

36.3.3 Application of FTSFM (3-4-5) Forecasting Rules
to Predict the Tourism Revenue of Sanya City in 2014

Set 2014 is the unknown year, take d ¼ 4, Apply FTSFM (3-4-5) forecast rules to
predict Sanya’s tourism revenue in 2014 unknown year. From the Table 36.2 in 2014
the first 3 years of 2011~ 2013 annual tourism revenue were H2011 ¼ 160.71,
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H2012 ¼ 192.20, H2013 ¼ 233.33. Calculate α ¼ {max {H2011, H2012, H2013} – min
{H2011, H2012, H2013}}/4 ¼ 72.62/4 ¼ 18.155. Use parameters separately
H2013¼ 233.33 andH�1¼max{H2011, H2012, H2013}�α¼ 215.18. . .H2013¼ 233.33
and H5 ¼ max{H2011, H2012, H2013} + 3α ¼ 324.105. . . as in Table 36.3. From
Table 36.3, we can see that H2 predictive value 269.62, the absolute value of
predictive error rate with actual value is 0.0408%, the prediction accuracy is high.

36.3.4 Application of FTSFM (3-4-5) Prediction Rules
to Study the Forecast Value of Tourism Revenue
of Sanya City in 2015

2015 is the truly unknown year, taking d ¼ 4, using FTSFM (3-4-5) prediction rules
to predict Sanya’s tourism revenue in 2014 year. From the Table 36.2,
H2012 ¼ 192.22, H2013 ¼ 233.33, H2014 ¼ 269.73. Calculate α ¼ {max {H2012,
H2013, H2014} – min {H2012, H2013, H2014}}/4¼ 77.51/4¼ 19.3775. Use parameters
separately H2014¼ 269.73 and H�1¼max{H2012, H2013, H2014}�α¼ 250.3525,. . .
H2014 ¼ 269.73 and H5 ¼ max{H2012, H2013, H2014} + 5α ¼ 366.6175. . . as in
Table 36.3. From Table 36.3, we can see that H0 predictive value 269.73, the
absolute value of predictive error rate with actual value is 0.0000%, the prediction
accuracy is high. According to the decision-making method two, the decision maker
can take the tourism economic situation as reference, and play their own initiative to
select the reasonable decision-making sequence of the predicted value.

Table 36.3 Application of FTSFM (3-4-5) forecasting rules to predict the tourism revenue of
Sanya in 2014 and 2015

F2014 H2014

F2014–
H2014

(F2014–H2014)/
H2014 F2015

F2015–
H2014

(F2015–H2014)/
H2014

H�1 269.73 215.18 �54.55 �0.202239 250.36 �19.37 �0.071813

H0 269.73 233.33 �36.4 �0.13495 269.73 0 0

H1 269.73 251.48 �18.25 �0.06766 251.48 19.37 0.071813

H2 269.73 269.62 �0.11 �0.000408 308.47 38.74 0.143625

H3 269.73 287.77 18.04 0.066882 327.83 58.1 0.215401

H4 269.73 305.91 36.18 0.134134 347.2 77.47 0.287213

H5 269.73 324.05 54.32 0.201387 366.62 96.89 0.359211
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36.4 Conclusion

Based on the fuzzy number function S(μ), inverse fuzzy number function T(μ) and
prediction function F(μ). FTSFM is a set of time series forecasting model, FTSFM
(0.0004) is one of the commonly used prediction models of FTSFM. FTSFM
(0.0004) has the function of predicting the historical data, and with the FTSFM
(3�d�d + 1) prediction rule, it has the function of predicting the unknown data. For
each forecast value of unknown year data, a sort of recommendation method is
given, and a sort of self – decision – making function is also given. When applying
FTSFM(0.0004) of FTSFM (3-4-5) prediction rules to predict the value of tourism
revenue in 2014, The absolute value rate is only 0.0408%, So that people can have a
good anticipation of the forecast error rate of H2 type forecasting value of the 2015
tourism income. FTSFM (0.0004) provides a new way of thinking for the research of
time series prediction.
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Chapter 37
Research on Data Storage Based on Cloud
Platform

Xiaoman Zhang and Fangqin Xu

Abstract With the rapid development of mobile communication technology, “5G”
era to speed up the pace, and large data age is surging from the times. Relational
database is built on the relational model of the database, It uses mathematical
concepts and methods to deal with the data in the database. In recent years. With
the rise of web2.0, Data in the form of pictures, video and other forms of data storage
was explosive growth, The existing data storage methods have been unable to meet
the needs of the system. NoSQL’s distributed large data storage technology is widely
used in cloud computing because of its scalability. Cloud storage of unstructured
storage technology can alleviate the current unstructured data storage problems and
improve the quality of unstructured data storage services. The evolution of cloud
computing makes the importance and value of cloud databases increasingly visible,
let us see the future of data storage development.

Keywords Big Data · Relational Database · Non-relational Database Nosql · Cloud
Storage

37.1 Introduction

37.1.1 Big Data Explosion Age

IT technology is developing rapidly, but also brought the pressure of data
processing, and human intelligence has been unable to meet the needs of computa-
tional analysis. In 2012, the Obama administration launched a “Big Data Research
and Development Initiative” on the White House website in order to enhance the use
of massive data and access to knowledge, while also advocating government agen-
cies access to digital data and mining technology. There are many types of data, a
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large number of distribution is also wide, these data if the full analysis and mining
can play its value [1].

Big data, which means a collection of data that can not be captured, managed, and
processed with regular software tools within a certain timeframe. It needs a new
processing model in order to have a stronger decision-making power, insight into the
discovery of power and process optimization capabilities of information assets
which is massive, high growth rates and diversified .

Big data stored in a huge amount of data, the initial unit of measurement is at
least P, E or Z. It has many types, including the network log, audio, geographical
location, its many types of features on the data processing capacity of a higher
demand. With the extensive application of things, information gradually increased,
but the value of Big data density is low, need to continue to tap and purify the value
of the data. And the data growth rate is fast, so the processing speed of the data
should also be required, otherwise it will lose the timeliness of the data. Big data age
poses new challenges to human data, and people try to find their unprecedented
space and potential.

37.2 Data Storage

37.2.1 Relational Database Overview

Relational database is based on the relational database model, which handles the data
in the database by means of concepts and methods such as set algebra. It is also a
form that is organized into a group and has a formal description. This form is
essentially a special group of data items, and the data in the tables can be accessed
or re-convened in many different ways without reorganizing the database tables.

There are more than one table in the relational database, and there is a need for a
relationship between the tables to communicate their data. There are three types of
relationships between tables and tables: one to one, one to many, many to many.

One to one example: Everyone has a unique ID number.
One to many example: A student belongs to only one class, but a class has more

than one student.
Many to many example: A student can choose multiple classes, a class also has a

number of students.

37.2.2 Non-Relational Database Nosql0

Non-relational database (NoSQL) is a new non-relational distributed storage tech-
nology, the database data not only includes the daily text data, including such as
pictures, videos, animation and other data [2]. It is because of mass storage, flexible
and easy to use, high concurrency and other characteristics, the system can provide a
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scalable data model. This model strictly abide by the CAP theorem, can be very good
support for unstructured data storage to meet the high demand for read and write, it
has good scalability [3].

Nosql data storage mainly includes:

1. key-value

By providing the key value for the data storage, each tuple can have a different
field, each tuple can be added as needed to their own key pairs, so that it does not
confine to a fixed structure and reduces some time and space Of the overhead, while
a good system to meet the needs of reading and writing.

2. document store

It can efficiently meet the system’s massive data storage and access needs and
greatly improve the efficiency of mass data storage access. The current storage is
mainly included MongoDB and couchDB, etc [4].

3. column-oriented

In a column-oriented storage system, the data is listed as a storage unit. The same
column of data is stored together to support the dynamic expansion of the column,
for a column or a few columns of the query has a clear I/O advantage.

NoSQL database is generated in order to solve the large-scale data collection of
multiple data types of challenges, especially large data application problems.

37.3 Cloud Computing

37.3.1 Three Cloud Services

Software-as-a-Service(SaaS): Consumers can use the application, but do not control
the operating system, hardware, or operational network infrastructure. This is the
basis of a service concept, the software service provider to provide the concept of
leasing customer service rather than purchase, the more common mode is to provide
a set of account password.

Platform as a Service(PaaS): Consumers use the host to run the application.
Consumers can control the environment in which the application is running, but
does not control the operating system, hardware, or operational network infrastruc-
ture. A platform is usually an application infrastructure.

Infrastructure as a Service(IaaS): Consumers use basic computing resources such
as processing power, storage space, network components, or middleware. Con-
sumers can control the operating system, storage space, deployed applications and
network components (such as firewalls, load balancers, etc.), but does not control the
cloud infrastructure.
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37.3.2 Cloud Computing

Cloud computing is one of the popular technologies for information technology
development, which is an Internet-based computing. In this way, shared hardware
and software resources and information can be provided to the computer on a variety
of terminals and other equipment. It breaks through the limitations of time and space,
as a new model of service computing, cloud computing on the IT industry and
related industries have caused a huge impact. Cloud-based data storage services are
also developing rapidly, which makes now more and more enterprises and individual
users can enjoy the cloud computing and cloud storage technology to bring the
convenience of services. To a certain extent, it has played a huge role for individual
users and business users [5].

37.4 Cloud Platform Data Storage

Cloud storage is a network-based data storage model in which data is stored on
multiple virtual servers and is typically managed by a third-party organization rather
than a dedicated server.

Users use data storage center storage space to store their own data, the data center
operators in the background according to the needs of users virtual resources. For
users, it’s like using a virtual server, so users can manage their own data. In fact,
these resources may span many different physical servers.

The traditional relational database adopts the up-scaling way to improve the
performance, and the Nosql database adopts the horizontal expansion mode to
improve the performance. In other words, it is evenly distributed to each host.
With the explosive growth of network data, Nosql database has been widely used,
it has a large amount of data storage, cost-effective, flexible and scalable features. To
a certain extent it is a substitute for traditional databases. Distributed databases are
logical collections of databases on various sites or nodes in a computer network
environment, logically that they belong to the same system, but physically they are
scattered across multiple nodes of a computer network connection. And they are
unified by a distributed database management system management. From the CAP
theory, the distributed storage system is more suitable for nosql database. In some
scenarios, nosql database and relational database can also be combined to compen-
sate for each other’s shortcomings to solve some of the web2.0 encountered some
performance, scalability and other issues.

Distributed databases have been in existence for many years, it can be used to
manage a large number of distributed storage of data, and usually use non-shared
architecture, cloud databases and traditional distributed database has similarities [6].
For example, they all put data on different nodes. But the distributed database in the
scalability can not be compared with the cloud database.
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Because of the need to consider data synchronization and partition failure and
other overhead, the former with the increase in nodes will lead to performance
degradation, while the latter is very good scalability, because the latter has been
designed to avoid a lot will affect the scalable Sexual factors. Such as the use of a
more simple data model, the metadata and application data separation, relaxation of
the consistency requirements. In addition, the use of the cloud database is also
different from the traditional distributed database. Cloud databases usually use
multiple instances to share data storage problems, but also reduce the cost of the
user to use the database, the tenant’s data is both isolated and shared.

As shown in Fig. 37.1, in the cloud database application, the client does not need
to understand the underlying details of the cloud data, all the underlying hardware
has been virtualized, the client is transparent, it is like using a Running on a single
server on the same database, it is very easy and easy, but also can get theoretically
almost unlimited storage and processing power.

37.5 Conclusion

In the current era of this data explosion, cloud database has a very good application
prospects. According to the research report, in the future business storage require-
ments for structured data will continue to increase. In the case of small-scale

Fig. 37.1 Cloud database application diagram
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applications, the system load changes from the redundant resources of the system to
deal with, but in large-scale applications, not only the existence of massive data
storage needs, the application of the demand for resources is also dynamic changes,
which means that a large number of virtual machines Increase or decrease. The
traditional relational database has been unable to meet the needs of NOSQL database
of massive data storage, cost-effective, flexible scalability and other characteristics,
it replaced the traditional database. In the distributed database of scalability factors,
the cloud database can better solve the problem of data storage, so the cloud database
is an inevitable choice. Although cloud storage is not yet able to completely address
our storage needs, but its emergence to ease the current explosive data growth
pressure, and let us see the future of data storage development prospects.
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Chapter 38
An Automatic Multi-Objective Clustering
Based on Hierarchical Method

Chao Chen and Feng Qi

Abstract Just optimizing a single objective function or need to know the exact
number of clusters in advance is the choice of most clustering methods. However,
less knowledge of the data set to be clustered makes it difficult to select the
appropriate number of clusters. Motivated by this, we propose an automatic multi-
objective clustering based on hierarchical method (AMOH-Cluster), which can not
only automatically calculate the optimal number of clusters but also divide all data
sets properly based on intra-cluster data compactness and inter-cluster data connec-
tivity. The proposed algorithm has advantages of providing higher clustering accu-
racy and requiring only a few parameters. As shown in the experiment, the
comparison with the known multi-objective clustering algorithms proves that the
proposed algorithm provides a solution with higher accuracy and optimal clustering
number in various clusters of artificial data sets.

Keywords Multi-objective clustering · Automatic clustering · Hierarchical method

38.1 Introduction

Clustering is the process of separating a collection of data objects into clusters that
consist of similar objects by a similarity evaluation criterion. In fact, the clustering
process can be considered as one of the multi-objective optimization problems
(MOOP) in which multiple complementary or conflicting objective functions need
to be optimized simultaneously [1, 2]. The study of the field of automatic clustering
has attracted public attention after the work of Handl and Knowles [3] entitled
“Multi-objective clustering and K-determination”, also known as MOCK. Prior to
this, the same author proposed the first non-automatic multi-objective clustering
algorithm based on PESA-II [4], called VIENNA [5]. MOCK fine-tunes the
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objectives used in VIENNA to automatically determine the appropriate number of
clusters. Previous papers have shown that MOCK is superior to traditional single-
objective clustering in different ranges of reference data sets. However, it is suitable
for super-spherical shapes or separated clusters and can provide better clustering
results, but it is unsatisfactory on overlapping clusters [6]. VAMOSA, proposed in
[6], utilizes the multi-objective optimization method based on simulated annealing
and the center-based coding as the optimization strategy and use the newly proposed
point-symmetric distance in [7] to replace the Euclidean distance that we often use
for clustering. It provides overall performance better than MOCK. However,
VAMOSA does not show good robustness to the clustering of overlapping data
sets. In addition, Bandyopadhyay et al. [8] and Xia et al. [9] developed some
automatic clustering methods based on NSGA-II [10], including MOKGA,
MOEASSC.

The highlight of this paper is that we propose an automatic multi-objective
clustering based on hierarchical method with automatic K-determination, called
AMOH-Cluster. We use the hierarchical method to derive the optimal clustering
and provide higher clustering accuracy. The algorithm can not only dynamically
detect the number of the final clusters of the data points to be clustered, but also
realize the rational distribution of the clusters.

The rest of this paper is generally organized as follows: some of the theoretical
basis of AMOH-Cluster and the details of other algorithms involved is described in
Sect. 38.2. Section 38.3 describes data sets, experiment platform and the clustering
results of AMOH-Cluster compared with those of other algorithms. Finally, Sect.
38.4 concludes the paper and describes the ideas for future work.

38.2 AMOH-Cluster Algorithm

38.2.1 Clustering Algebraic Operations

In general, clustering can be considered as the process of partitioning a collection of
data objects O¼ {O1, � � �,Oi, � � �,On}, where each objectOi¼ {Oi1, � � �,Oij, � � �,Oid}
into K disjoint clusters, C ¼ {C1,C2, � � �,CK}, such that ”similar” data objects are
divided into the same cluster and ”dissimilar” data objects are partitioned into
different clusters.

In AMOH-Cluster algorithm, two clustering algebraic operators are introduced to
define segmentation and aggregation of clusters respectively [11], namely ‘[’ and
‘\’, show as Fig. 38.1a and b.

Theorem 38.1 Let Ox, Oy be the d-dimensional data points to be clustered, and
Ox ¼ (x1, x2, � � �, xd), Oy ¼ (y1, y2, � � �, yd). Then,
(1) [(Ox,Oy) ¼ {Ox,Oy};
(2) \(Ox,Oy) ¼ {Oxy}, where Oxy is the mean of Ox, Oy.
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38.2.2 Encoding the Expression String and Decoding
the Expression Tree(ET)

In AMOH-Cluster, each expression string is composed of a head that contains the
function and the tail that contains the terminal. The functions set is composed of
{[,\}, and the terminals set is composed of {x1, � � �, xi, � � �, xn} ,where xi is the ith
data object in the data sets to be clustered. Table 38.1 shows an example of the
representation of an expression string for AMOH-Cluster. Figure 38.1c shows its
corresponding expression tree.

The expression string is converted to the corresponding expression tree by the
sequence traversal method. The Algorithm 38.1 details the decoding process.

Algorithm 38.1 Cluster-ET Decoding
Input: The Cluster Expression Tree
Output: The initial cluster center-points
1: Cause ‘[’;
2: Pruning the sub-tree, placing the sub-tree into the set i;
3: For each set, recursively decode each sub-tree in it;
4: Cause ‘\’;
5: Recursively decode left and right sub-trees in turn;
6: Center-point calculates the mean of all the data in the left and right sub-trees;
7: Return all the cluster center-points;

38.2.3 Objectives Functions

For the automatic multi-objective clustering algorithm, the selection of the objective
function determines the performance of the final clustering results. In this paper, we

Fig. 38.1 (a, b) segmentation and aggregation of clusters defined by ‘[’ and ‘\’ and
(c) expression tree

Table 38.1 An expression string

[ [ \ \ [ x1 x2 x3 x4 x5 x6
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choose two complementary objectives to offset each other to achieve automatic
clustering: compactness and connectivity.

In this paper, we use the global deviation of clustering results to represent
compactness [3]. The overall deviation is measured by the overall Euclidean distance
of the data objects in each cluster to its corresponding cluster center:

Dev Cð Þ ¼
X

Ck2C

X

i2Ck

δ i; μkð Þ ð38:1Þ

Where C is the all data objects to be clustered, μk is the center-point of Ck, and
δ(i, μk) is the Euclidean distance between the ith data object of Ck and μk .

As a clustering objective function, connectivity is used to assess the extent of
adjacent data objects in the same cluster [3]:

Connc Cð Þ ¼
Xk

i¼1

1
n

XjCij

h¼1

XL

j¼1
xh,nnhj

 !
ð38:2Þ

Where:

xh,nnhj ¼
1
j
, if∄Ci : xh 2 Ci ^ xnnhj 2 Ci

0, otherwise

(
ð38:3Þ

nnhj is the jth nearest neighbor of the object h, n is the all data points to be
clustered, jCij is the data points in Ci and L is used to determine how many neighbors
that make contributions to connectivity.

38.2.4 AMOH-Cluster Algorithm

The steps involved in the automatic multi-objective clustering algorithm AMOH-
Cluster are described in detail in Algorithm 38.2.

Algorithm 38.2 AMOH-Cluster Algorithm
Input: Dataset objects O ¼ {O1, � � �,Oi, � � �,On}
Output: Set of K clusters C ¼ {C1,C2, � � �,CK}
1: Initialize the datasets ;
2: Encoding the expression string ;
3: Decoding the expression tree(ET) according to Algorithm 38.1 ;
4: Allocating data objects to the nearest cluster according to the distance of the data object to each

cluster center;
5: Recalculate the mean of all data points in each cluster as the center of the cluster and search for

a new center point to represent the cluster;
6: Repeat the above steps until no change;
7: Optimize the initial clustering result according to Algorithm 38.3;
8: Return the Set of K clusters C ¼ {C1,C2, � � �,CK}.
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38.2.5 Automatic Merge Process(AMP)

Based on the hierarchical clustering method, we propose a new automatic merge
process method, called AMP. Then, AMP is used to merge the set of small clusters
into larger ones. The automatic merge process is given in Algorithm 38.3:

Algorithm 38.3 Automatic Merge Process (AMP) (Merging the Original
Clusters)
Input: The original clusters
Output: The final clustering results
1: Randomly choose two clusters, Ci and C j;
2: Calculate the distance between the random two data points in Ci and C j, find the nearest two

data points x i and x j ;
3: D ij Calculate the distance between x i and x j;
4: D i , D j Calculate the mean of C i and C j respectively;
5: If (D ij � Di and D ij � D j) , C ij merge cluster Ci and Cj into a new cluster;
6: Remove Ci and C j from the list;
7: Repeat the above steps until no clusters can be merged;
8: Output the cluster list.

38.3 Results and Discussion

We conducted experiments to compare the clustering results of AMOH-Cluster with
MOCK and VAMOSA. As shown in Table 38.3, two aspects are considered: the
results of Cluster Accuracy and the number of clusters. We use Java to implement all
the experiments.

38.3.1 Data Sets

In the experiment, four artificial data sets from [12] are used to compare the
performance of the three clustering algorithms. A brief description of the data sets
is provided in Table 38.2, involving four aspects of the number of data points(n), the
number of clusters(k), attributes(d) and the number of points in each cluster.

Table 38.2 Description
of the data sets

Dataset n K D Points per cluster

Data_3_2 76 3 2 43,20,13

Data_5_2 250 5 2 50,50,50,50,50

Data_6_2 300 6 2 50,50,50,50,50,50

Data_4_3 400 4 3 100,100,100,100

38 An Automatic Multi-Objective Clustering Based on Hierarchical Method 345



38.3.2 Performance Measures

In addition to the number of clusters, we have also used the widely used measure-
ment, Cluster Accuracy (CA), which measures the proportion of the data points that
is correctly classified in the clustering results (clustering labels obtained by the
algorithm) compared to pre-defined class labels to evaluate the performance of the
three algorithms. The CA is defined below [13]:

CA Cð Þ ¼
XK

i¼1

max CijLið Þ
j Ω j ð38:4Þ

where max (Ci| Li) is the number of data points with the majority label (the label
obtained by clustering are identical with the real ones) in the ith cluster; jΩj is the
data points in the ith cluster. The larger the CA value, the better the clustering effect.

38.3.3 Experimental Results

Since the starting point (initial center or initial division) of the three algorithms is
randomly selected, for each data set, each algorithm runs independently 100 times
for the clustering results to be comparable, and then the mean values of the optimal
numbers of clusters (K)and Cluster Accuracy (CA) obtained by the three algorithms
are calculated respectively. Table 38.3 provides the results of the comparison of K
and CA for the three algorithms. The clustering results obtained by AMOH-Cluster
on the four artificial data sets are shown in the Fig. 38.2.

As shown in Table 38.3, the mean values of the number of clusters obtained by
the proposed AMOH-Cluster is closest to the actual number of clusters in each data
set, so this illustrates the ability of the AMOH-Cluster for estimating the number of
clusters outperforms MOCK and VAMOSA. In addition, it can be observed from
Table 38.3 that the mean values of Cluster Accuracy (CA) produced by the proposed
AMOH-Cluster is higher than that of MOCK and VAMOSA for all data sets. This
illustrates that the AMOH-Cluster can find the better clustering partitioning for
different datasets.

Table 38.3 The number of clusters (K) and Cluster Accuracy (CA) obtained by AMOH-Cluster,
MOCK and VAMOSA

Dataset Actual K

AMOH-Cluster MOCK VAMOSA

K CA K CA K CA

Data_3_2 3 3.06 0.9832 3.91 0.8647 3.52 0.9001

Data_5_2 5 4.98 0.9755 3.86 0.7708 4.45 0.8724

Data_6_2 6 6.00 0.9938 6.68 0.9083 6.37 0.9465

Data_4_3 4 4.05 0.9849 4.51 0.8961 4.36 0.9244
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(a)

(b)

Fig. 38.2 Clustering results of artificial datasets (a) Data_3_2, (b) Data_5_2, (c) Data_6_2,
(d) Data_4_3
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38.4 Conclusions

In the paper, we introduce the clustering algebraic operators and hierarchical method
to solve the automatic multi-objective clustering problem of data sets and propose an
automatic multi-objective clustering based on hierarchical method, called AMOH-
Cluster. The proposed AMOH-Cluster could automatically calculate the optimal
number of clusters and provide higher clustering accuracy by optimizing multiple

(c)

(d)
Fig. 38.2 (continued)
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conflicting objectives, intra-cluster data compactness and inter-cluster data connec-
tivity. In addition, requiring only a few parameters is also a major highlight of the
algorithm. We compared the clustering performance of the AMOH-Cluster, MOCK
and VAMOSA in four artificial datasets. The experimental results show that the
proposed algorithm is effective in calculating the optimal clustering number and the
accuracy of the final clustering results.

Although the AMOH-Cluster has shown good performance in clustering a variety
of data sets, it still has some shortcomings to be improved, such as high computation.
In future work, we consider the use of parallel operations or natural heuristic
evolutionary algorithms to minimize runtimes and improve the accuracy of the
final clustering results.
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Chapter 39
Big Data Analytics for High Frequency
Trading Volatility Estimation

Henry Han and Maxwell Li

Abstract High frequency trading has been dominating finance industry recently. It
brings big data and new problems in finance. How to estimate security volatility in
high frequency trading remains a challenge in business analytics. In this study, we
propose a novel section volatility estimation model and implement it via a big data
analytics approach. The proposed method conquers the weakness of the conven-
tional realized volatility by demonstrating the capability to capture both global and
local behavior of volatility in the whole trading period besides robustness to the fine
time intervals. To the best of our knowledge, this work is the first volatility study in
high frequency trading by using big data analytics. It not only provides a fast and
more accurate volatility estimation in high frequency trading, but also has its
significance in finance theory and trading practice.

Keywords Big data · High frequency trading · Volatility · Spark

39.1 Introduction

High frequency trading (HFT) has been dominating financial market in recent years.
It counts about 55% of trading volumes in U.S. equity market and takes almost 80%
of foreign exchange futures volumes in 2016 [1]. Unlike traditional trading, it is a
computerized trading by using computer algorithm to conduct trading in a high
frequency mode automatically, in which a transaction can be done in a few seconds
or even milliseconds.
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The rise of high frequency trading brings challenges in finance both in practice
and theory. It increases market liquidity and prefers the most liquid, large
cap stocks in trading [2]. As a result, there is a divergence between bid-ask
spreads, which is the difference between bid price and ask price in trading, for
large-caps and small-caps. To some degree, it greatly increases trading risks for its
nature of ‘high-frequency’. For example, it wiped 998.5 points (9.2%) off the
DOW in 7 min on May 6, 2010 Flash Crash, besides wiping 3% off S&P 500 in
4 min on that day. It was even blamed as one ‘important’ reason for financial crisis
happened in 2008.

HFT data are typical structured big data with a huge number of observations but
a few features. In fact, it is a type of well-structured streaming data generated at ultra-
high speed with huge volumes. For example, a HFT profile of five stocks in a month
can have more than 20 million transaction records and asks more than 80 Gigabytes
storage. Traditional data analytics methods actually can’t apply to such streaming
big data very well not to mention to dig trading knowledge from them.

Securities demonstrate special characteristics under HFT than traditional trading.
Different stocks under HFT have totally different trading frequencies and even
demonstrate periodic patterns or diurnal patterns [3]. Stock prices can be fixed or
with low standard deviations in a transaction period with more than half million
transactions. There are no mature theory and techniques available to analyze and
predict the stock patterns though deep learning, social network analytics, and text
mining are involved in current research [4].

More importantly, HFT challenges traditional financial theory because HFT data
are essentially big data with milliseconds transaction records instead of daily-based
traditional time series data. As such, traditional financial concepts and models may
no longer work well for HFT data. For example, volatility is a fundamental concept
to measure risk of a stock using historical data. It can be simply viewed as a special
‘standard deviation’ of a stock return under traditional daily based trading. Many
volatility models have been developed in the past 30 years, which include ARCH,
GRACH and their variants [5, 6].

However, these models assume trading data are traditional data collected from
252 business days annually. They cannot apply to HFT data that are collected in
milliseconds not to mention its big data nature. A few volatility models have been
proposed in recent years by using intraday returns [7–9]. These models extend
the annualized volatility to monthly, daily or transaction unit-based volatility to
handle HFT data. Realized volatility is a representative of these models and seems to
gain more attention than other models [8, 9].

These proposed volatility models for HFT data make a good development of
modern volatility theory under HFT. However, they are not data driven or at least not
implemented in a data driven approach. Instead, they employ sampled data or even
sparsely sampled data to estimate the standard deviation of stock log-returns in an
extremely data-intensive situation. For example, authors in [9] picked four stocks,
MMM, AIG, INTC, and MSFT and used only ten trading days of April 2004 in
realized volatility calculation via a sparse sampling. Similarly, many researchers
chosen to reduce HFT data into normal or low frequency data via sampling or
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transformation techniques, for the convenience of data analysis [8, 9]. These
approaches would have a risk to change the data-intensive nature of HFT data
volatility estimation into a plain variance estimation problem. As a result, it may
inevitably lead to incomplete or even biased estimation that may not represent whole
volatility dynamics in the market correctly, though it may look like theoretically
correct according to traditional sampling theory.

On the other hand, it is urgent to use a big data analytics approach to handle high
frequency trading data to take advantage of its data-intensive nature instead of
seeking to reduce it to ‘normal data’. In this study, we propose a novel volatility
estimation method: section volatility for HFT data based on big data analytics. We
compare it with realized volatility that is also implemented in a big data analytics
approach. It demonstrates meaningful results in modelling the dynamics of high
frequency trading well and provides a good way to capture the global risk tendency
for HFT data. Moreover, we have evaluated the speed-up of our proposed method in
comparison with its sequential implementations.

This paper is organized as follows. Section 39.2 proposes section volatility
besides introducing realized volatility. Section 39.3 compares the performance of
section volatility with that of realized volatility. Section 39.4 discusses the pros and
cons of proposed section volatility model and concludes this paper.

39.2 Realized and Section Volatility for High Frequency
Trading Data

We give the definition of realized volatility as follows, but skip most of its mathe-
matical proof for the space limit.

Given a high frequency trading dataset of a security with K transactions in [0, T],
it is partitioned as equally spaced transaction units I1, I2,. . . In, each of which is a
time interval with a length say τ ¼ 5 minutes. Let rti be the ith log return in the tth

interval, the realized volatility is defined as the sum of log prices from all intervals:

Rv ¼
Xn
t¼1

Xnt
i¼1

r2ti, where nt is the number of transactions in tth interval that is often set

as 1 in traditional sampling-based implementation [8, 9]. Such a definition assumes
the price of the security st is subject to an Ito process dst ¼ stμtdt + stσtdwt, where μt
and σt are drift and diffusion of lnst, and wt is a standard Brownian motion
[8]. Rv will finally converge to the corresponding integrated variance in probability
in the interval [0,T], when the number of transaction units is large enough i.e.

limn!1
Xn
t¼1

Xnt
i¼1

r2ti !
ZT
0

σ2t dt:

The realized volatility has some obvious weakness. It is hard for realized volatility
to capture the global behavior of stock returns because a small increase in the next
log-return can be amplified to its square value in the realized volatility. As a result,
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many local peaks appear in the realized volatility and somewhat prevent capturing
the global volatility patterns. Furthermore, it is difficult to compare realized volatilities
between different stocks from visualization because they may share many overlapped
local peaks. Moreover, realized volatility can be quite sensitive to the length of time
intervals and microstructure noise. The realized volatilities of a security can be quite
different for different time intervals. On the other hand, microstructure noise such as
ask-bid bounce and nonsynchronous trading would bring biases to realized volatility,
especially for finer time intervals [10].

39.2.1 Section Volatility

Section volatility proposed in this work aims at conquering the weakness of realized
volatility. It does not artificially separate transaction information into true signals,
which are always unknown, and microstructure noise. Instead, it assumes all trans-
action information collected in trading are meaningful in volatility calculations. It
then employs a novel way to construct log-returns by using the mean price in each
interval (e.g. 5 min). The section volatility is derived from a sequence of log returns
calculated from the mean price from each interval.

Given a high frequency trading dataset of a security with K transactions in a
time interval [0, T], it is partitioned as equal time intervals I1, I2,. . . In, t ¼ 1,2. . .n.

Let rt
(m) be the log return in the tth interval, rt

mð Þ ¼ ln
s mð Þ
t

s mð Þ
t�1

, where st
mð Þ ¼ 1

nt

Xnt
k¼1

sk

and st�1
mð Þ ¼ 1

nt�1

Xnt�1

k¼1

sk are the mean prices in the two adjacent intervals respec-

tively. The section volatility is defined as Rs ¼ 1
n� 1

Xn
t¼1

r mð Þ
t � r mð Þ

t

� �2
" #1=2

, in

which r mð Þ
t is the average of the log return r mð Þ

t :
Let xt ¼ ln st

(m) be the log price of the security, we have dxt ¼ μt
(m)dt + σt

(m)dwt

by following Ito’s process, where drift μt
(m) is a zero or close to it, when the time

interval is small. That is dxt ¼ σt mð Þdwt ¼ σt mð Þεt
ffiffiffiffi
dt

p
, εt~N(0, 1). By the definition

of xt, dxt¼ rt
(m) in the interval, we have r mð Þ

t

� �2
¼ σm

t

� �2
: If we assume r mð Þ

t ¼ 0 and

replace n-1 by n in the section volatility equation, we will have the following

relationships: Rs
2 � 1

n

Xn
t¼1

r mð Þ
t

� �2
¼ 1

n

ZT
0

σm
t

� �2
dt ¼ θn

n

ZT
0

σt
2dt, where θn is a

constant with respect to the number of time intervals. Such a result shows that
section volatility has an approximately linear relationship with the integrated vari-
ance in [0, T]. Furthermore, it is noted that section volatility will be the square root of
sampling based realized volatility when all prices are equal in each time interval [8].
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Given a time interval In, there are actually two ways to implement section
volatility. One is to use all intervals before it to calculate its section volatility.
Such a ‘look-back-all’ approach is good at capturing the global behavior of volatility
but miss some its local behavior in a small time interval. Another is to use a rolling-
window that includes a set of previous intervals in a certain time period say 50 h, to
calculate the section volatility. This ‘rolling-window’ approach can capture more
local behavior of volatility than the previous way. Considering the short term nature
of high frequency trading, we recommend the ‘rolling window’ implementation in

practice, that is, Rs ¼ 1
l� 1

Xl

t¼1

r mð Þ
n�t � r mð Þ

t

� �2
" #1=2

: The ‘look-back-all’ approach

only works well for the case where the whole trading period is short (e.g. 30 days).

39.3 Big Data Analytics for Section Volatility and Realized
Volatility

39.3.1 Big HFT Data and Spark Analytics

Our HFT dataset consists of total 2004 stocks high frequency trading data from Dec
02, 2002 to July 30, 2003 collected from NYSE. As a typical big dataset, it has total
247,547,671 transaction records with five variables: symbol, data, time, price and
size. Such a dataset asks total more than 8 Gigabytes storage.

We employ Spark to conduct big data analytics for its efficiency besides
implementing a sequential version via python under an iMac with eight cores
24 Gigabytes RAM and 3.0 Ghz CPU. Spark is a state-of-the-art big data processing
engine built on Hadoop and resilient distributed datasets (RDDs) [11, 12]. In addi-
tion to friendly programing model, Spark is faster than map-reduce and Hadoop in
real-time big data management, and analytics [12].

It is interesting to point out that our Spark section volatility estimation can be
easily run under any computer with 4.0 RAM and 2.26 Ghz CPU though it may need
a little bit long time to calculate all section volatilities. However, it is almost
impossible to run its corresponding sequential implementation under the same
level computer for the size of input data and its computing recourse demand.

Unlike traditional sampling base realized volatility calculation, where last trans-
action price is counted as the price in a time interval and other transactions are
dropped in sampling [9], we don’t drop any transactions in our volatility calcula-
tions. Moreover, unlike traditional volatility is only calculated for one or few
securities, we estimate volatility to a large set of stocks with more than 2000 entries.
Such an approach can avoid possible biases brought by limited data and contribute to
evaluating the modeling efficiency of different volatilities.

Figure 39.1 compares the realized volatility and section volatility for randomly
selected 10 stocks under the 15 min intervals besides including corresponding stock
prices and log-returns. The rolling window sizes of section volatilities are chosen as
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15 and 30 days i.e. 90 and 180 trading hours respectively. Those results from other
time intervals (e.g. 5 or 30 min) demonstrate almost same or similar results as the
15 min intervals.

It is easy to see that realized volatility actually cannot model the variability of
stock prices well for its too many peaks in each fixed time interval. The many local
peaks may model volatility changes in few time intervals, but it cannot track
volatility the behavior in a little bit long time period (e.g., 6 months). For the same
reason, their plots are jammed together, which makes it hard to distinguish the
variability behavior of stocks in the whole trading period. That is, it only shows
variance behavior in each time interval locally for only modelling the impacts from
previous intervals.

On the other hand, section volatility not only demonstrates the global tendency of
stock variability in the whole trading period, but also captures local behavior of stock
returns quite well. It is clear that the section volatility patterns ‘match’ the original
stock-return price tendency better than the realized volatility in the whole trading
period. Interestingly, the section volatility values by nature are much smaller than
those of realized volatility. It implies that section volatility can model more subtle
variability change in each time interval than realized volatility.

Moreover, section volatility is not as sensitive to the fine time intervals as realized
volatility (data not shown). The section volatilities obtained from 5-min time

Fig. 39.1 The comparisons of realized volatility and section volatility for 10 randomly selected
stocks on 15 min intervals from 12/02/2002 to 07/31/2003. The stock prices, stock log returns are
also included for the sake of volatility comparisons
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intervals share similar patterns with those from 15-min and 30-min. This is because
the mean log returns in each interval and rolling-window lessen the effects of the
length of time intervals in section volatility. Instead, the log-return square in each
transaction in a time interval contributes to the final realized volatility.

Rolling-window size. We have found that the rolling window size in section
volatility can be chosen between 10–30 days for the sake of volatility modeling for
almost all 2, 5, 15, and 30 min time intervals. Too small window size (e.g. 3 days)
will lead to more trivial local patterns and weaken the global volatility pattern
capturing. On the other hand, too large window size (e.g. 50 days) would miss
some important local volatility patterns.

39.3.2 Big Data Analytics Speedup

We further compare the performance of big data section volatility implementation
(5 min time interval) under Spark and its sequential version, both of which are
implemented in python, under the iMac with 8 cores 24Gb RAM and 3.0Ghz CPU.
Figure 39.2 illustrates the time usage of section volatility computing under the Spark

Fig. 39.2 The comparisons of Spark (parallel) and sequential implementations of section volatility
under 5 min intervals. Parallel implementation demonstrate a sub-linear property with respect to
input data. The sequential implementation seems to suffer from an exponential complexity with the
increase of input data size

39 Big Data Analytics for High Frequency Trading Volatility Estimation 357



and sequential implementations for randomly selected 20 to 800 stocks under the
whole 8 months trading period. It is easy to see that the big data analytics approach
demonstrates a good speedup compared with its sequential implementation. The
speedup is only 3 for a small input dataset such as 10 stocks, but it reaches 10 for
100 stocks and 24 for 800 stocks. In fact, our Spark implementation demonstrates a
sublinear property in handling such big data analytics, in which time complexities
demonstrate a linear or sublinear tendency with respect to the increase of input data.
However, the sequential implementation demonstrates an obviously exponential
complexity with respect to input data. Thus, our big data analytics implementation
for the proposed section volatility also has time complexity efficiency compared
with conventional sequential approaches.

39.4 Discussion and Conclusion

In this study, we propose a novel data-driven section volatility to estimate volatility
for high frequency trading data and implement it via a big data analytics approach.
The proposed section volatility demonstrates better modeling capabilities in captur-
ing global and local patterns of volatilities for different stocks than conventional
realized volatility. In addition, it conquers the weakness of realized volatility by
showing robust patterns to finer time intervals. We also point out that section
volatility has an approximately linear relationship with the integrated variance of
stock returns in the trading period of interest mathematically. Unlike previous
volatility models that rely on sampling to reduce high frequency trading data to
low frequency trading, our method considers the whole dataset via a big data
analytics. To the best of our knowledge, this study work is the first big data analytics
study in high frequency trading volatility estimation [13].

The current section volatility is applied to all stocks irrespective of its type.
Considering HFT prefers the most liquid and large-cap stocks in trading, we are
interested in investigating the different section volatility patterns for the large-cap
and small cap stocks in high frequency trading. Furthermore, we would like to
analyze their corresponding liquidity dynamics via big data analytics to further
unveil the impacts of HFT on liquidity. In addition, we are interested in employing
deep learning models to predict unknown section volatility for different securities
according to known section volatility in our future work [14].
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Chapter 40
A Simulation of Sample Variance
Calculation in the Teaching of Business
Statistics to English Majors

Shili Ge, Rou Yang, and Xiaoxiao Chen

Abstract Variance is important for statistical description of a data set. Yet, the
denominator of (n–1) in sample variance calculation confuses many Business
English learners of statistics. In order to give learners an impressive instruction, a
statistical simulation of population and sample variance calculation is designed with
self-code Python program. The experimental simulation shows that the sample
variances calculated with divisor of (n–1) are averagely closer to population variance
than with n. The latter underestimates the population variance. The simulation offers
an important explanation for statistics learners and can help them learn business
statistics better.
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40.1 Introduction

Business statistics is as an important course for Business English majors in China.
Yet, due to their lack of adequate mathematical training, it is often difficult to explain
some statistical notations to these students. The first difficulty is sample variance
calculation after the introduction of central tendency in data description. There is an
obvious difference between the calculation of population variance and sample
variance, but few course books of statistics offer a simple and clear explanation
for Business English major undergraduates, which leads to confusion among many
learners. Beside accurate but complicated mathematical derivation, experimental
simulation is usually an optimal choice for explaining statistical concept to beginners
just like the simulation of sampling distribution by [1].

40.2 Variance as a Measure of Variation

The description of data using numerical measures includes central tendency and
variation. Central tendency, including mean, median and mode, is usually easy for
English major undergraduate students to understand. Variation covers mainly the
notations of range, interquartile range (IQR), variance and standard deviation, and
mean absolute deviation (MAD) of “limited utility” [2]. Among them, variance,
especially the calculation of sample variance is hard for beginners to understand [3].

40.2.1 The Definition of Variance

“Variance and its related measure, the standard deviation, are arguably the most
important statistics (other than the mean). They are used to measure the variability in
a set of numerical data [2].” The standard deviation is the square root of the variance
and “the population variance is the average of the squared distances of the data
values from the mean” [4]. It can be shown very clearly by formula (40.1):

σ2 ¼
PN

i¼1 xi � μð Þ2
N

ð40:1Þ

Where: μ is population mean, N is population size, and σ2 is population variance.
With the understanding of range, IQR, and MAD, it is not difficult for learners to

understand population variance as an important characteristic of data variability or
dispersion. Problem arises when sample variance comes into view as shown in
formula (40.2):
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s2 ¼
Pn

i¼1

�
xi � �x

�2

n� 1
ð40:2Þ

Where: n is sample size, �x is sample mean, and s2 is sample variance.
It is easy to notice that in formula (40.2), the denominator is n�1 (sample size

minus 1) while in formula (40.1), the denominator is simply N, the population size.
Clear explanation is needed for English major undergraduates to fully understand the
meaning of sample variance calculation.

40.2.2 The Explanation of Sample Variance Calculation

In teaching the notation of sample variance, most course books of statistics offer the
explanation as follows: “When we compute a sample variance, we are often inter-
ested in using it to estimate the population variance σ2” [5]. “It turns out that the
sample variance s2 with (n�1) in the denominator provides better estimates of σ2

than would an estimator calculated with n in the denominator” [6]. For this reason,
the sample variance s2 is always computed with the denominator of (n�1). Some
course books name this better estimator as “unbiased estimator”, and s2 with the
denominator of (n�1) would have resulted in a biased estimator of σ2; “one that
produced an average s2 that was smaller than the true value of σ2” [2, 4].

As for the reason, some claims “a detailed explanation is beyond the scope of this
text” [5], and some tries to explain from the perspective of degrees of freedom [7],
which results in more confusion for Business English major statistics learners.

A course book claims that “if we were to select all possible samples of size n from
a given population and for each sample we computed the sample variance using
[formula (40.2)], the average of all the sample variances would equal σ2 (the
population variance), provided we used n�1 as the divisor” [4]. This is worth
experimenting. No matter what the result is, it can give the learners a straightforward
impression that there is a difference, more or less, for the calculation of s2 with the
denominator of n and n�1 and which one is a better estimator for population
variance σ2.

40.3 Simulation Design

A statistical simulation contains mainly three parts: the generation of random
numbers, the simulation of discrete events and the statistical analysis of the simula-
tion data [8]. For the simulation of variance calculation, the 3 steps are as following:

First, to generate N random numbers as a population of uniform distribution, and
the mean, μ, and variance, σ2, of the population are calculated.

40 A Simulation of Sample Variance Calculation. . . 363



Then, to sample from the population exhaustively with sample size n, and
calculate the sample variance with the denominator of n and (n�1), respectively,
for each sample.

At last, to analyze the two populations of sample variances resulted by the
denominator of n and (n�1) and their relationship with the original population
variance σ2.

40.4 Data Analysis and Discussion

To fulfill the simulation, a Python program is written to perform the task. The
algorithm of the program includes 4 steps:

1. Setting up a population of N individuals and calculate population variance;
2. Setting sample size n;
3. Drawing all possible samples of size n with replacement;
4. Calculating and outputting the variances of all these samples with n and (n�1) as

denominators.

The program is run 7 times with different N and n as shown in Table 40.1. All
population items are random integer numbers in the range of 0 to 100 following
uniform distribution. The means of sample variances with denominators of n and
(n�1) are analyzed in comparison with population variances.

As for n and (n�1) as the denominators in the calculation of sample variances,
Table 40.1 shows clearly that the means of all sets of sample variances with the
divisor of n(s2) are much smaller than the corresponding population variances in
comparison with the larger values of sample variances with the divisor of (n�1) (s21).
That means, (n�1) as denominator in the calculation of sample variance is closer to
the true population variance, which is the reason that it is referred to as “unbiased
estimator” of population variance. This can be seen in Fig. 40.1 that the population
variances of the seven experiments forming the blue line in between, the sample
variances calculated with the denominator of n forming the red line below the
population variances, and the sample variances with (n�1) forming the green line

Table 40.1 Variances of different populations and samples

No. N σ2 n Mean of s2 Mean of s21 No. of Samples

1 5 311.44 2 194.65 389.30 10

2 10 992.61 3 735.27 1102.90 120

3 10 327.81 4 273.18 364.23 210

4 20 436.19 5 367.32 459.15 15,504

5 20 816.35 8 751.90 859.31 125,970

6 30 643.77 6 554.98 665.97 593,775

7 30 655.85 10 610.62 678.46 30,045,015

Note: s2 means sample variance is calculated with the denominator of n and s21 means (n�1)
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above the population variances. It is obvious that the green line is closer to the blue
line all the way to the end, which graphically shows that the sample variances
calculated with (n�1) is better than with n.

There is also a trend from both Table 40.1 and Fig. 40.1 that along with the
increase of population size N and sample size n, the means of sample variances with
the divisor of (n�1) (s21) are closer to population variances, though there is no mean
that equals to the corresponding population variance, yet. This experiment result
proves that, although sample variance with the divisor of (n�1) (s21) can be a better
estimator of population variance, σ2, than that with the divisor of n (s2), it cannot be
expected that the mean of s21 exactly equals to σ2 as stated in some course books
as [4].

40.5 Conclusion

With the help of a self-coded Python program, the statistical simulation of sample
variances calculation is conducted with the denominator of n and (n�1). The
experiment shows that n as the denominator in calculation leads to smaller values
of sample variance results and (n�1) leads to larger values, but these larger ones are
closer to population variances averagely. From Table 40.1, it also can be seen that,
with the increase of N and n, the exhaustive total sample numbers grow exponen-
tially, which leads to the difficulty of calculation of sample variances. Therefore, the
largest N is limited to 30 and n to 10, which certainly have some limitation. In the

Fig. 40.1 Variance comparison of populations and samples
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future, larger populations and samples have to be simulated with more efficient
algorithm and the statistical simulation results need more complicated analysis
including graphic and numerical presentation of the results.
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Chapter 41
Application of Clinical Diagnosis
and Treatment Data of Coronary Heart
Disease Based on Association Rules

Kun Zhang, Xiaoyan Chen, Haifeng Wang, and Yufei Wang

Abstract According to the characteristics of Chinese medicine diagnosis and treat-
ment of coronary heart disease and the need for mining, this paper will introduce the
association rules mining, from the medical treatment of patients with all aspects of
the disease and the basis of coronary heart disease diagnosis and treatment of
Chinese medicine between the basis of digging out the law of Chinese medicine,
the application of association rules algorithm, Get a series of rules of coronary heart
disease syndrome, for the diagnosis and prevention of coronary heart disease pro-
vides an important basis for decision-making.

Keywords Association rules · Data mining · Data medical treatment · Intelligent
data analysis
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41.1 Introduction

Coronary heart disease is a serious harm to human health, common diseases and
frequently-occurring disease, has become one of the major diseases leading to
human death. It is of great theoretical and practical significance to study how to
quickly and effectively extract the association rules from the clinical diagnosis and
treatment data of traditional Chinese medicine and to apply the relevant association
rules to the clinical diagnosis and treatment of coronary heart disease.

41.2 Data Mining Association Rules

Coronary heart disease diagnosis and treatment data are often multi-valued attributes
[1], multi-class standard data, the traditional association rules mining algorithm is
usually not a good combination of domain knowledge, direct mining of the rules, the
efficiency is low. In this paper, combined with the characteristics of TCM diagnosis
and treatment data of coronary heart disease[2–4], the decision attribute and the
non-decision attribute are block coded, and an association rule mining algorithm is
proposed to eliminate the rule of traditional Chinese medicine in treating coronary
heart disease. Improve the efficiency of the algorithm. This algorithm has some
theoretical and practical value for finding the data mining problem of association
rules between decision attributes and non – decision attributes [5].

Traditional association rules [6] often use a unified support threshold to mine
frequent item sets, resulting in low support items with low support levels that can not
be tapped. If you reduce the support threshold will produce a large number of
redundant short project set, and will lead to greatly reduce the efficiency of the
algorithm. In this paper, an association rule mining method is proposed, which can
effectively exploit more long patterns and reduce useless short patterns, so that the
generated rules are more theoretical and practical. Effective diagnosis and treatment
of coronary heart disease.

At present, many scholars [7, 8] have made a lot of research on the correlation
between the pre-order and the back of the rules, and put forward a number of
correlation measures, but the most of the measures are based on the fact that the
correlation in the process of development is not the premise. However, this kind of
global correlation research has great chance, if the correlation between the itemsets
change, then there will be the current mining association rules support and confi-
dence is higher, and is positive correlation, but With the passage of time or the
occurrence of certain special events will appear the current rules of support and
confidence changes, or even irrelevant. Aiming at the lack of global correlation in
association rules, this paper proposes a method of segmented nonlinear regression
and reverse verification, and verifies the relevance of association rules. This method
is more accurate to analyze the relevance of association rules, and the number of
rules is greatly reduced, and more meaningful association rules can be excavated.
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Experiments on TCM diagnosis and treatment data show that this method is more
practical.

41.3 The Basics of Associating Rule Data Sets

Association rule mining is an important branch of data mining research [9]. It is the
first time that people have proposed. It is a description of the interdependence and
association of a thing and other things. It is used in the market shopping analysis for
the discovery of supermarket shopping. The database between the different goods in
the link to find out the customer buying habits and found that often buy goods
together to help businesses develop targeted marketing strategies, commodity shelf
arrangements and according to the purchase model of the user classification, etc.,
more typical Examples are the story of beer and diapers. Some young parents in the
United States after get off work often go to the supermarket to buy baby diapers,
supermarkets through the customer’s shopping information mining and found that
the probability of buying diapers customers will buy beer, then immediately adjust
the supermarket shelves placed, the diaper And beer together, the results of diapers,
beer sales increased significantly. Association rules mining has been widely
concerned by experts in the field of data mining in the past 10 years, and has applied
to many other areas of the database, have achieved good mining effect [10, 11].

Most of the mining algorithms of association rules are based on the support
confidence framework theory, which is not very effective if the time factor of the
data and the correlation between the rule front and the back are taken into account. In
this paper, we propose a new association rule framework: aging support degree
matching. The new matching method is used to replace the traditional confidence,
which can effectively solve the problem of the correlation between the preamble and
the latter. The time entropy factor is added on the basis of the support degree
matching framework, so that the generated rules can reflect the significance of the
data. The feasibility and superiority of the framework are illustrated by an example,
and the association rule maintenance algorithm and implementation idea of adding
the database are presented. The effectiveness of the algorithm is proved by
experiments.

Definition 41.1 [12] Suppose I ¼ {i1, i2, � � �, im} is a collection of all items, that is,
all the fields in the database; is a collection of all transactions, that is, the database
D ¼ < T1, T2, � � �, Tn>, where each transaction is a collection of items that makes
T� I. So that each transaction has an identifier, called TID. Suppose X is an item set,
affair T include A if and only when X � T. The association rule is
X ¼ > Yimplication, among them X � Y, Y � I, and X \ Y ¼ ∅.

Definition 41.2 k‐ item set: a commodity or an attribute is called a project. a
collection of multiple items is called an item set. Suppose I be a collection of all
the items in the D database, set x¼ {i1, i2, � � �, ik}(x� I and |x|¼ k) called k‐item set.
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Definition 41.3 Support: The degree of support for rule A ¼ > B in transaction
database D is the percentage of transactions that contain D in transaction A [ B, that
is, probability P(X [ Y), is sup(X ¼ > Y).

The degree of support reflects the frequency to which the rule applies. The rules
of low support generally do not make sense, and people are less interested in the
rules that are less likely to apply [13].

Definition 41.4 Confidence: c is a transaction containing X in D and also contains a
percentage of Y, denoted by conf(X ¼ > Y).

The goal of mining association rules is to find the association rules that support
and trust certain conditions, that is, strong association rules.

Definition 41.5 Frequent item sets: if the number of transactions containing X
data item is greater than the minimum support, it is called {X} frequent item sets,
ie |X|/|D| � min _sup. Where min_sup is the minimum support.

Definition 41.6 Strong association rules: For each frequent item set S, find all
nonempty subsets s of S, if sup(S)/ sup (s) � minconf, generate strong association
rules s¼ > S‐s. Where S‐s is the confidence level for rule s¼ > S‐s. Where s is the
rule of the front, the rule of the back S‐s.

The data preprocesses the existing EMR data before entering the data warehouse.
The presence of incomplete, inconvenient and inconsistent data is the biggest reason
why raw data can not be used directly for mining. Some attributes may be of interest
to us but are not available; some useful attributes may be considered unimportant and
missing; some data with personal idioms and lack of uniformity; and some data
before the format conversion is not Used for a variety of mining algorithms. Into the
garbage, out of garbage, in order to dig out the correct knowledge, must be the
original data for cleaning, conversion, to ensure accurate and reliable data. Data
preprocessing is the basis for data analysis and mining. The data quality of
preprocessing directly affects the mining results. The purpose of data preprocessing
is to prepare data sources for data mining to meet the actual mining requirements of
the application domain, so that the rules found are more effective, as shown in
Fig. 41.1.

Fig. 41.1 Data preprocessing module
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The data in this article comes from a hospital clinical acquisition system in Sanya
City, the original data after the confidentiality of the data obtained after the table, as
shown in Tables 41.1 and 41.2.

In this hospital clinical data collection, and data mining related to the table has
more than 10, this article cited two tables as an example, for data mining. In order to
facilitate data mining, will be related to the theme of the various attributes into a data
warehouse. This model builds the data warehouse with the theme of TCM syndrome
differentiation of coronary heart disease.

41.4 Summary

This paper is based on data mining association rules mining. By finding the
frequency set directly, the generation of candidate sets is reduced. The data were
pretreated according to the characteristics and mining requirements of coronary heart
disease in a hospital in Sanya. The TCM syndrome differentiation rule was exca-
vated from 18 aspects of pulse, tongue and morbidity, and 8 TCM syndromes of
coronary heart disease. The feasibility of the algorithm is confirmed by experiments,
and a series of syndrome differentiation rules of coronary heart disease are obtained,
which provide important decision basis for the diagnosis and prevention of coronary
heart disease. The future work will combine the knowledge of experts in the field of
Chinese medicine to further improve and improve the algorithm to dig out more
practical application of the rules of the value.

Table 41.1 Patient diagnosis and treatment analysis results

Patient ID Check the time Field name Value

10011 2016-09-13 Whether coronary heart disease Y

10012 2016-09-13 Whether coronary heart disease Y

10013 2016-09-15 Whether coronary heart disease Y

10014 2016-09-17 Whether coronary heart disease Y

. . . . . . . . . . . .

Table 41.2 Partial data of individual patient basic fact sheets

Patient ID Check the time Field name Value

10011 2016-09-13 Tongue color Dark red

10011 2016-09-13 Pulse Chord

10011 2016-09-13 Moss color White

10011 2016-09-13 Texture of the moss Greasy

. . . . . . . . . . . .
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Chapter 42
Bibliometric Analysis of Spatial
Econometrics

Jianhua Liu and Wei Li

Abstract This paper collects 5865 spatial econometrics academic papers published
in China National Knowledge Infrastructure(CNKI) in 2002 to 2017 as the research
object, using the method of bibliometric analysis to analyze and sort out the trends
and characteristics of domestic space econometrics research, and has developed out
the hotspots of space econometrics research, hot institutions and popular authors in
China. And draws the keyword co-occurrence network of space econometrics
research, which has profound guiding significance for the further research and
development of China’s space econometrics.

Keywords Space econometrics · Bibliometric analysis · CNKI · Keyword
co-occurrence network

42.1 Introduction

Space econometrics is a new interdisciplinary, which based on econometrics, spatial
statistics, geographic information systems and other disciplines to explore the
establishment of space economic theory model as the main task, and use economic
theory, mathematical models, spatial statistics and professional software and other
tools to study the phenomenon of space economy [1]. Paelinck and Klaassen [2] first
proposed the concept of “space econometrics” and a series of methods, and system-
atically discussed the object of spatial econometrics research, research content and
basic model. Then, Anselin and Hudak [3], Haini ng [4] and Cressie [5] further
developed the space econometrics on the basis of the previous research, and
established a more effective spatial measurement model, which makes the spatial
measurement theory gradually improved. Anselin and Hudak [3], Anselin et al. [6]
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and LeSage [7] used computational methods to study spatial econometrics, which
strongly promoted the application of spatial econometrics in regional economics.

Throughout the development of China’s space econometrics research, the earliest
began in the late 1980s and in the early twenty-first century began a rapid develop-
ment. This paper, from the perspective of bibliometrics, summarizes and analyzes
the development, research status and characteristics of space econometrics in China
for more than 10 years, and provides some reference and guidance for the further
study of spatial econometrics in China.1

42.2 Data Source and Processing

42.2.1 Data Collection and Selection

Based on the consideration of time and representative factors, this paper chooses the
periodical articles related to spatial econometrics contained in the CNKI Chinese
Academic Literature Publishing Network as the data source. CNKI China Academic
Literature Publishing Network as the most well-known and comprehensive knowl-
edge reserve database in China, it covers a wide range of literature types, including
academic journals, doctoral dissertations, excellent master’s degree papers, impor-
tant conference papers, yearbooks, newspapers, patents, standards and scientific and
technological achievements [8]. The related research of space econometrics usually
needs to establish the relevant spatial measurement model, and accordingly analyze
this model. Therefore, the search term of this paper is “space econometrics” or
“space econometric model” or “space econometric study” or “space econometric
analysis”, the time range is January 1, 2001 – August 14, 2017, then, searching the
full-text field, we finally obtained 5907 related literature.

42.2.2 Data Processing

The systematic review of the literature on spatial economics retrieved and the
deletion of articles that are not related to space econometrics, such as “Understand-
ing Monetary Policy: New Keynesian View” published in Journal of Nanjing
University of Finance and Economics. After careful verification, a total of
42 unrelated documents were deleted, 5865 articles were retained after screening.

1Foundation project: the key project of science and technology of Henan: “Research on the
Innovation and Development Strategy of the Central Plains Urban Agglomeration Based on Spatial
Econometrics”;“Research on model system and key technology of medium and long term devel-
opment plan of science and technology and economy in Henan” (No.142102310141)
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42.3 Distribution of Domestic Space Econometrics Papers

42.3.1 Time Distribution

The number of papers published in a particular field in a given period can largely
reflect the level of research and development of the subject. Therefore, the retrieval
of 5865 articles in the annual analysis of the content, to reflect the status of China’s
space econometrics research. According to the original data sorting available space
econometric annual report volume statistics table, see Table 42.1.

According to the data in Table 42.1, we will draw the corresponding trend
graph of the annual measurement of space econometrics. As shown in Fig. 42.1,
we can see the change of relevant research situation more clearly. From the figure we
can see that from 2000 to 2005, China’s domestic space econometrics related
research basically stay in the blank stage, mainly because this stage involved in
the study of very few scholars; from 2006 onwards, the number of research papers
published of China’s space econometric began to increase year by year, this can be
attributed to macroeconomic policy on the needs of space econometrics increased
year by year.

Table 42.1 Space econometrics annual issuance

Years Quantities of articles Years Quantities of articles

2000 1 2009 214

2001 0 2010 330

2002 1 2011 450

2003 1 2012 612

2004 3 2013 715

2005 5 2014 850

2006 37 2015 925

2007 98 2016 1049

2008 150 2017 411
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42.3.2 Author and Research Organization Distribution

An author’s ability of research in a given field can usually be determined by the
number of papers published and the number of citations cited. Likewise, the research
level of a research institution is usually determined by the cumulative value of all
scholarly research levels within the institution. And the level of research in a region
in this area is determined by the number of highly qualified scholars and the high
level of research.

Through the screening and analysis of the original data, we get the distribution of
important authors (see Table 42.2), and the distribution of the research institutions
(as shown in Table 42.3). As the number of authors in the field and the number of
research institutions are too large, so this is important to define that the important
authors are those published no less than 7 articles; the important research agencies
are those among the top 20 institutions issued a document number for this field.

It can be seen from Tables 42.2 and 42.3 that in the field of spatial econometrics,
Gu Guofeng of Northeast Normal University, Wu Yuming of Guangxi Normal
University and Deng Ming of Xiamen University and other scholars have been
awarded the forefront of this research field; Hunan University, Chongqing Univer-
sity, Chongqing University, East China Normal University, Zhejiang University,
Jinan University, Jilin University, Northeast University of Finance and Economics,
Xiamen University and other schools through in-depth study of space econometrics
received a large number of research results, embodies a large number of experts in
this field, therefore have a strongly research level in this field.

42.3.3 Article Source Distribution

According to the original data from 2000 to 2017 to draw the space econometrics
literature published source statistics table, as shown in Table 42.4. It can be seen
from Table 42.4 that the number of Hunan University applied econometric

Table 42.2 Spatial econometrics important author statistics

Name of author Quantities of articles Name of author Quantities of articles

Gu Guofeng 13 Liu Huajun 9

Wu Yuming 13 Su Fanglin 9

Deng Ming 12 Lin Guangping 8

Wang Liping 11 Huang Sen 8

Long Zhihe 11 Qian Zhengming 8

Pu Yongjian 10 Xie E 7

Wang Jiankang 10 Zhou Huimin 7

Shen Tiyan 9 Zhu Pingfang 7

Wu yuming 9 Jiang Lei 7

Tao Changqi 9 Zhao Guoqing 7
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economics reached 130, ranking the first in the statistical results. “Statistics and
Decision” published in the number of 95, ranked second; “Economic geography”
87, ranked third; East China Normal University, Jilin University to 64 tied for fourth;
Chongqing University and Northeast University of Finance and Economics ranks
sixth with 56. It can be seen from the literature that most of the literature on spatial
econometrics is from universities and core journals, which corresponds to the theory
that the British philologist Bradford’s “scientific literature is unevenly distributed in
related journals”.

Table 42.3 Major research institutions statistics of spatial econometrics

Name of organization
Quantities
of articles Name of organization

Quantities
of articles

Hunan University 208 Nanjing University 85

Chongqing University 137 Southwest University of Finance
and Economics

82

East China Normal University 120 South China University of
Technology

82

Zhejiang University 108 Peking University 81

Jinan University 104 Zhejiang Business University 78

Jilin University 99 Anhui University of Finance and
Economics

76

Northeast University of Finance
and Economics

93 Nanjing Normal University 75

China People’s University 92 Jiangxi University of Finance and
Economics

75

Xiamen University 91 Wuhan University 71

Nankai University 85 Huazhong University of Science
and Technology

69

Table 42.4 Major article sources statistics of spatial econometrics

Article source
Quantities
of articles Article source

Quantities
of articles

Hunan University 130 Inquiry Into Economic Issues 40

Statistics and Decision 95 Zhejiang Business University 40

Economic geography 87 Areal Research and Development 36

East China Normal University 64 Scientia Geographica Sinica 36

Jilin University 64 Science Research Management 36

Chongqing University 56 China Population Resources and
Environment

35

Northeast University of Finance
and Economics

56 East China Economic
Management

35

Statistics & Information Forum 53 Journal of Business Times 34

Zhejiang University 47 Journal of Industrial Technology
and Economics

34

Science and Technology
Management Research

40 Science & Technology Progress
and Policy

32
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42.4 Space Econometrics Research Hotspot Analysis

Key words as the identification of the paper search, to a certain extent, shows the
main research content of the paper. Therefore, it is helpful to reveal the development
history, research status, research hotspot and future development trend of the field by
analyze a large number of keywords in the field of research. Therefore, the statistical
analysis of the keywords can be an effective method for the analysis of the content of
the paper [9].

By sorting out the keywords in the original data we get the higher frequency key
words in the space econometrics literature,In CNKI we use the clustering analysis to
draw the keywords with higher frequency as the keyword co-occurrence Network
view as shown in Fig. 42.2.

Fig. 42.2 Keyword co-occurrence network view
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The larger the number of keywords in the graph, the higher the frequency of the
occurrence of the two nodes, the thickness of the connection between the two nodes
represents the co-occurrence of the two keywords, the more the number of
co-occurrence, the thicker lines. From the figure we can see that the future develop-
ment trend of space econometrics is mainly in the field of regional economic
development, industrial structure adjustment, knowledge transfer, overflow and
technological innovation and other fields.

42.5 Conclusion

This paper collects 5865 spatial econometrics academic papers published in China
National Knowledge Infrastructure(CNKI) in 2002 to 2017 as the research object,
using the method of bibliometric analysis to clarify the temporal distribution of space
econometrics in China, the distribution of authors and institutions, the distribution of
literature sources, the distribution of research levels, etc. And explores the future
development trend of China’s space econometrics through the co-occurrence of the
key words in order to provide some help for the study of space econometrics
scholars. As the number of documents in the original data is too large, it is difficult
to manually sort out the sources data without subjective mind in the screening
process, which may have an impact on the research results. The author will improve
it in the follow-up study.
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Chapter 43
Using Diagnostic Analysis to Discover
Offensive Patterns in a Football Game

Tianbiao Liu, Philippe Fournier-Viger, and Andreas Hohmann

Abstract Football is a popular team sport, for which analyzing a team strategies can
reveal useful information for understanding and improving a team’s performance.
For this purpose, a promising approach is to analyze data collected about a match
using data mining algorithms. However, designing such approach is not trivial as a
football match involves both the time dimension and the spatial dimension. In this
paper, a diagnostic analysis based approach is proposed, which consists of preparing
data from a match by considering the spatial dimension and then extracting sequen-
tial rules from the data. The proposed approach is illustrated in a case study to
analyze the match between Germany and Italy at the 2012 European Championship.
Results of this study show that threatening offensive patterns from the Germany
team are identified, illustrating complex interactions between players for perfor-
mance analysis.
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43.1 Introduction

Football is an interesting team sport because even in a single football match, there is
a massive amount of technical and tactical data to be analyzed. Thus, coaches are in
great need of scientific support to analyze match data, to take appropriate strategic
decisions.

Because of the complexity of a football game, and to capture the various aspects
of the game, it is necessary to design new algorithms and adapt them to the actual
game. Football is a game with a single direction time flow, that is match events occur
in chronological order, and they constitute the match database. However, most
studies [5–7] handle each controlling sequence of a match database as a transaction,
where information about the sequential ordering (time) of events is discarded or
ignored. Thus, important patterns involving the time dimension cannot be
discovered.

To address this issue, a promising approach is to discover sequential patterns or
rules in sequences of events. Thus, this paper designs a diagnostic based approach
based on this idea and shows its application in a case study where the European
Championship 2012 semi-final match between Germany vs. Italy is studied. Results
show that the proposed method can provide important insights about the interactions
between players in a football for performance analysis.

The rest of this paper is organized as follows. Section 43.2 presents the proposed
method. Section 43.3 presents the results. Finally, Sect. 43.4 provides a discussion
and draw a conclusion.

43.2 Proposed Method

The proposed method is composed of the following main steps. First data is collected
from game footage to encode interactions between players as sequences. Then, a
sequential rule mining algorithm is applied to extract sequential patterns from these
sequences. These rules represent effective attacking tactics (defined to have a close
relationship to the chance of scoring a goal) in a match. The details about all these
steps are given in the following paragraphs.

43.2.1 Data Collection

To analyze a football match and compare tactical offensive behaviors, a match is
firstly video recorded so that all game elements during the ball possession phases can
then be analyzed.
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43.2.2 Reliability of Data

The next step is to analyze all match events in the game analysis with two observers
and an inter-rating consistency (inter-observer agreement) quantified by Cohen’s
Kappa. The Cohen’s kappa value (K) of the model is found to be K ¼ 0.93 for the
“player” in our studied match, a value that indicates a very good agreement between
the observers [2, 4].

43.2.3 Data Definition

From this annotated data, sequences are created in the match database. A sequence
begins when a team takes possession of the ball (kick-off, free kick, throw-in, corner
kick, goal kick, goalkeeper throw of the ball after the opponent’s attack, possession
of the ball from a tackle or a one-on-one situation). Then, the sequence ends when
the team loses possession of the ball (goal, shot on the goal, foul or any loss of
control of the ball).

A key challenge to analyze of football matches is to also consider the spatial
dimension. For this purpose, the football field is divided into 30 zones, as illustrated
in Fig. 43.1. Consider that the attacking direction is from left to right. Then, zones
#1–10 are the backfield, zones #11–20 are the midfield and zones #21–30 are the
attacking third. Each third covers the same length of 35 m out of a total length of
105 m.

Fig. 43.1 Spatial division of the soccer field areas
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43.2.4 Data Pre-processing

After all the data is recorded, to obtain useful diagnostic results, data need to be
pre-processed in an appropriate way given the analysis methods. Thus, the last five
passes of each sequence are kept in accordance with the five passes theory [3, 9].

43.2.5 Attacking Index

To better express a team’s offensive quality, the attacking index defined by Liu [7]
is employed to determine the weight (importance) of each attacking sequence. It is
defined as a function

AI ¼ f x; n; tð Þ
where, x is tactics and techniques applied in a sequence, n represents the number of
controlling chains, and t denotes the time. In this paper, time is measured using a
measurement unit of 5 min. If a sequence is indexed 3, then it is given a weight of
3 in the database.

43.2.6 Algorithm

Then, to analyze the collected data, an algorithm is applied. In this work, we chose to
mine sequential patterns [8], as we are interested in finding patterns common to
several attacking sequences. Sequential pattern mining consists of finding subse-
quences appearing frequently in a set of sequences. However, knowing that a
sequence appears frequently does not provide a measure of the certainty that a
pattern will occur. An alternative that adds the concept of confidence is sequential
rule mining [1]. A sequential rule indicates that if some event(s) occur in a sequence,
some other event(s) are likely to occur afterward with a given confidence or
probability.

This study used the RuleGrowth algorithm, which is a very efficient algorithm
developed for discovering sequential rules that appear in sequence databases
[1]. The RuleGrowth algorithm outputs all sequential rules having a support and
confidence higher than user-specified thresholds min_sup and min_conf, respec-
tively. A sequential rule X)Y is a sequential relationship between two sets of items
X and Y such that X and Y are disjoint and unordered. The support of a rule X)Y is
the number of sequences that contain X[Y divided by the number of sequences in
the database, that is support(X)Y) ¼ P(X[Y)/Number_of_sequences. The confi-
dence of a rule is the number of sequences that contain X[Y divided by the number
of sequences that contain X, that is confidence (X)Y) ¼ P (X[Y)/P(X).
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43.3 Results

The proposed approach was applied to a match that took place on June 29th, 2012
and was video recorded. For the case study presented in this section diagnostic
analyses of this game were conducted and passing trends were identified for
sequence leading to goals. The diagnostic analysis aimed to find effective playing
patterns that had were likely to lead to a goal. Using the proposed method, results
could be provided to a coach, and the team could accordingly adjust their strategy
and optimize their play.

43.3.1 First Half for Germany

Table 43.1 shows the results for Germany’s chance of goal playing patterns in the 1st
half (min_sup ¼ 0.1, min_conf ¼ 0.45), which created difficulties for their oppo-
nents. The direction No. 7 (Schweinsteiger) to No. 8 (Özil) and No. 20 (Boateng) to
No. 23 (Gomez), as well as No. 7 (Schweinsteiger) or No. 20 (Boateng) to
No. 23 (Gomez) had a good chance of scoring a goal. The chance of goal direction
was greater on the right side. That means, a German attack from the right side created
a much more threatening situation for Italy’s defense.

43.3.2 Second Half for Germany

Table 43.2 displays the mining results for the effective playing patterns for Germany
in the second half (diagnostic results, min_sup ¼ 0.1; min_conf ¼ 0.24 according to
the domain expert). They are from No. 7 (Schweinsteiger) to No. 18 (Kroos) on the
left, No. 8 (Özil) in the middle and No. 21 (Reus) on the right side.

Table 43.1 Diagnostic sequential rules for Germany in the 1st half

Series Rules Support (%) Confidence (%)

1 7 ¼¼> 8 0.181818182 0.52

2 20 ¼¼> 23 0.125874126 0.461538462

3 7, 20 ¼¼> 23 0.104895105 0.833333333

Table 43.2 Diagnostic
sequential rules for Germany
in the 2nd half

Series Rules Support (%) Confidence (%)

1 7 ¼¼> 21 0.105769231 0.255813953

2 7 ¼¼> 8 0.105769231 0.255813953

3 7 ¼¼> 18 0.100961538 0.244186047
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43.4 Summary and Discussion

In this article, using a sequential pattern mining method, we analyzed Germany
attacking pattern in the football match Germany vs. Italy in the 2012 European
championship. The goal of this study is to find effective attacking patterns of the
Germany national team. It was found that for the Germany national team, the key
players in this game are No.7 (Schweinsteiger), No.20 (Boateng), No. 23 (Gomez),
No.18 (Özil) who created a high chance of scoring. Using the Rulegrowth algorithm,
key player combinations have been identified with respect to scoring opportunity.
Comparing previous studies [5, 7], the proposed approach has the benefit of taking
the passing order into account, which better describes a football game and is thus
more realistic. Moreover, incorporating the attacking index helped researchers to
understand the weight of each offensive chain, which assisted to find key players.
Future work should continue seeking algorithms that can best simulate the football
game which best describe and diagnose the game, stream data might be a good
direction.

Acknowledgements The authors would like to thank all the participants involved in this work.
Markus Kraus and Simon Scholz are acknowledged for their important data collection and
comments. The Project is sponsored by the Scientific Research Foundation for the Returned
Overseas Chinese Scholars, State Education Ministry and also supported by “the Fundamental
Research Funds for the Central Universities (Youth Scholars Program of Beijing Normal
University)”.

References

1. Fournier-Viger, P., Wu, C.-W., Tseng, V. S., Cao, L., & Nkambou, R. (2015). Mining partially-
ordered sequential rules common to multiple sequences. IEEE Transactions on Knowledge and
Data Engineering, 27(8), 2203–2216.

2. Greve, W., & Wentura, D. (1997). Wissenschaftliche Beobachtung: Eine Einführung. PVU/
Beltz: Weinheim.

3. Hughes, C. F. (1990). The winning formula. London: Collins.
4. Landis, J. R., & Koch, G. G. (1977). The measurement of observer agreement for categorical

data. Biometrics, 33, 159–174.
5. Liu, T., Hohmann, A., Chen, Q., Lei, T., & Xue, J. (2017). Apriori-based performance analysis

on offense models of Elite Women’s Football Games: A case study of Algarve Cup 2012.
Journal of Shanghai University of Sport, 41(1), 77–82.

6. Liu, T., & Hohmann, A. (2013). Applying data mining to analyze the different styles of offense
between Manchester United and FC Barcelona in the European Champions League Final.
International Journal of Sports Science and Engineering, 7(02), 067–078.

7. Liu, T. (2014). Systematische spielbeobachtung im internationalen leistungsfußball.
8. Mabroukeh, N. R., & Ezeife, C. I. (2010). A taxonomy of sequential pattern mining algorithms.

ACM Computing Surveys, 43(1), 1–41.
9. Xue, J., Li, Y., & Guo, C. (2007). Study on general pattern of attacking for goal character of each

team in the final in 18th World Soccer Cup. China Sport Science and Technology, 43(1), 36–40.

386 T. Liu et al.



Chapter 44
Fuzzy Game Based on Fuzzy Comparison
Operator

Cunlin Li, Lin Zhang, and Zhifu Jia

Abstract A fuzzy comparison operator was proposed to explore the fuzzy game. By
comparing the fuzzy income of different strategy, the fuzzy equilibrium strategy was
established based on a fuzzy comparison operator. At last the necessary and suffi-
cient condition of the fuzzy equilibrium was discussed.

Keywords Fuzzy games · Extension principle · Fuzzy comparison operator

44.1 Introduction

With the complexity of the social and economic system, it is very difficult to the
decision maker to exactly predict the outcomes of an event. More and more experts
focus on the uncertain phenomena in their research. Several tools to deal with the
uncertain phenomena have been established, such as fuzzy set theory, intuitionistic
fuzzy number, rough set theory and interval number. Among these tools, fuzzy
theory is widely used in game theory. Sakawa and Nishizaki [1, 2] proposed a kind
of muti-objective model to investigate the bi-matrix game, whose payoff was a fuzzy
variable. They used fuzzy goals for payoffs to model the uncertainty of a player’s
judgement and maximized reachability of the fuzzy goals to establish the equilib-
rium strategies. Bector and Chandra [3, 4] introduced a dual fuzzy linear program-
ming model, whose parameters were fuzzy variable. And they transformed the fuzzy
game into a dual fuzzy linear mathematical programming. Takashi Maeda [5, 6]
considered four kinds of fuzzy order operators, based on these fuzzy order operator,
several equilibrium strategies were established for the fuzzy game. Yang and Gao [7]
proposed the optimistic equilibrium strategy and the maximum chance equilibrium
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strategy according to the confidence levels and payoff levels. Li [8] established an
asymmetric model based on Maeda’s symmetric model. By the crisp parametric
bi-matrix games and the pseudo-inverse of a monotone function, three kinds of
equilibrium strategies were established.

In Sect. 44.2, some commonly used notations and definitions about the fuzzy set
theory were introduced. The fuzzy comparison operator was given. In Sect. 44.3, the
fuzzy game was presented, the existence of equilibrium strategies was discussed.

44.2 Prelininaries

Definition 44.1 If μ~y tð Þ is a membership function of a fuzzy variable ~y, it satisfies
the followings

1. μ~y tð Þ is a continuous function from R to [0, 1],
2. μ~y tð Þ ¼ 0 for all t 2 (�1, a].
3. μ~y tð Þ is strictly increasing on (a, b) with t.
4. μ~y tð Þ is strictly decreasing on (b, c) with t.
5. μ~y tð Þ ¼ 0, t 2 [c,þ1).
6. μ~y tð Þ ¼ 1, t ¼ b.

Here ~yα ¼
�
t 2 Rjμ~y tð Þ � α, α 2 �

0, 1
��
, let yLα ¼ inf ~yα, y

R
α ¼ sup~yα,

~yα ¼ yLα ; y
R
α

� �
.

Definition 44.2 Zadeh [9] Let ~x, ~y be fuzzy variables, 8α 2 [0, 1] then,

(i) ~x � ~y if and only if yLα ; y
R
α

� � � xLα ; x
R
α

� �
holds.

(ii) ~x ffi ~y if and only if yLα ; y
R
α

� � ¼ xLα ; x
R
α

� �
holds.

Lemma 44.1 Sakawa and Yano [10] If g(t1, t2, � � �, tm) is a continuous function with
respect to ti, let ~t i be fuzzy variables, ~t iα ¼ t Liα; t

R
iα

� �
, i ¼ 1, 2, � � �, m. Then,

~g
�
~t1;~t2; � � �;~tm

�� �
α
¼ g t1; t2; � � �; tmð Þ 2 R 8ti 2j t Liα; t

R
iα

� �
; i ¼ 1; 2; � � �;m� �

.

Lemma 44.2 Sakawa and Yano [10] ~y is a fuzzy variable onR, ~g is a fuzzy function
derived from crisp functiong, it holds

(I) ~g
�
~y
� ¼ [

α2 0;1½ �
αg

�
~yα
�
,

(II) ~g
�
~y
�
α
¼ \

λ<α
g
�
~yλ
�
.
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44.3 The Equilibrium of Game with Fuzzy Payoffs

The game theory that Nash presented is based on an assumption that the payoff of
each player was a real number in his paper. In the real world, the decision maker
always make his decision in an uncertain environments. In other words, the payoff of
the player is not a real number, but an uncertain variable. In this article, for
characterizing the real complex world, the payoffs of the players is modeled by an
fuzzy variable.

Next, several commonly notations were given. The sets of mixed strategy for
Player 1 and player 2 are as the followings

S1 	 tT ¼ t1; t2; � � �; tmð Þ ti � 0j
Xm
i¼1

ti ¼ 1; ti 2 R ; i ¼ 1; 2; � � �;m
( )

,

S2 	 sT ¼ s1; s2; � � �; snð Þ sj � 0
�� Xn

j¼1

sj ¼ 1; sj 2 R ; j ¼ 1; 2; � � �; n
( )

,

where R is real number set.
As our assumption, the payoff of the player is a fuzzy variable like Definition 44.1

giving, it is obvious that the payoff of strategy pair (i, j) 2 S1 
 S2 still is a fuzzy
variable.

Definition 44.3 Let t 2 S1, s 2 S2, ~X and ~Y are fuzzy matrices, ~G2 ¼
�
S1; S2; ~X ; ~Y

�
is

a fuzzy bi-matrix game.
Here, ~X and ~Y are the payoff matrices whose element is fuzzy variable.

~X ¼
~x11 � � � ~x1n
⋮ ⋱ ⋮
~xm1 � � � ~xmn

0
@

1
A, ~Y ¼

~y11 � � � ~y1n
⋮ ⋱ ⋮
~ym1 � � � ~ymn

0
@

1
A:

Definition 44.4 Let ~G2 ¼
�
S1; S2; ~X ; ~Y

�
be a fuzzy bi-matrix game. If a pair (t∗, s∗)

2 S1 
 S2 satisfies (I) and (II),�
I
�
tT ~Xs∗ � t∗T ~Xs∗, 8t 2 S1,�

II
�
t∗T ~Ys � t∗T ~Ys∗, 8s 2 S2:

The pair (t∗, s∗) is a fuzzy equilibrium strategy of ~G2.

Theorem 44.1 Let ~G2 ¼
�
S1; S2; ~X ; ~Y

�
be a fuzzy game, if t 2 SI, s 2 SJ, α 2 [0, 1],

then �
tT ~Xs

�
α
≜ tTX L

α s; t
TX R

α s
� �

,�
tT ~Ys

�
α
≜ tTY L

α s; t
TY R

α s
� �

:

Proof We just prove one of above equations, the other can be proved by same way.
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From Lemma 44.1, it is obvious that

�
tT ~Ys

�
α
¼ ð

Xm
i¼1

Xn
j¼1

ti~yijsjÞα ¼
Xm
i¼1

Xn
j¼1

tiuijsj uij 2
�
~yij
�
α

���
( )

¼
Xm
i¼1

Xn
j¼1

ti yij
� �L

α
sj;

Xm
i¼1

Xn
j¼1

ti yij
� �R

α
sj

" #
¼ tTY L

α s; t
TY R

α s
� �

: □

Theorem 44.2 (t∗, s∗) 2 S1 
 S2 is the fuzzy equilibrium strategy of
~G2 ¼

�
S1; S2; ~X ; ~Y

�
if and only if (44.1) and (44.2) hold, for i ¼ 1, 2, � � �, m,

j¼ 1, 2, � � �, n.

eTi ~Xs
∗ � t∗T ~Xs∗, ð44:1Þ

t∗T ~Ydj � t∗T ~Ys∗, ð44:2Þ
where ei and dj are as followings

ei ¼
�
0, � � �, 0|fflfflffl{zfflfflffl}

i�1

, 1, 0, � � �, 0
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{m �T

, dj ¼
�
0, � � �, 0|fflfflffl{zfflfflffl}

j�1

, 1, 0, � � �, 0
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{n �T

:

Proof We only prove (44.2), (44.1) can be proved by same way.
If (t∗, s∗) is a fuzzy equilibrium strategy of ~G2, next inequality holds

t∗T ~Ys � t∗T ~Ys∗, 8s 2 S2:

From Theorem 44.1, it indicates

t∗TY L
α s; t

∗TY R
α s

� � � t∗TY L
α s

∗; t∗TY R
α s

∗
� �

, 8α 2 0; 1ð �:
For, j ¼ 1, 2, � � �, n, by the randomness of s, let s ¼ dj, we have

t∗TY L
α dj; t

∗TY R
α dj

� � � t∗TY L
α s

∗; t∗TY R
α s

∗
� �

:

From the arbitrariness of α and Theorem 44.1, (44.2) holds.
Otherwise, we assume that (44.1) and (44.2) hold. Then, From Theorem 44.1, for

α 2 [0, 1] we obtain

t∗TY L
α dj � t∗TY L

α s
∗, ð44:3Þ

t∗TY R
α dj � t∗TY R

α s
∗, ð44:4Þ

where j ¼ 1, 2, � � �, n.
If yj is the j-th element of y, the followings hold
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t∗TY L
α dj

� �
sj � t∗TY L

α s
∗

� �
sj,

t∗TY R
α dj

� �
sj � t∗TY R

α s
∗

� �
sj:

Because of

s∗TY L
α dj

� �
sj ¼

Xm
i¼1

ti yij
� �L

α

" #
sj ¼

Xm
i¼1

ti yij
� �L

α
sj ð44:5Þ

and

t∗TY L
α s

∗
� �

sj ¼
Xm
i¼1

Xn
j¼1

ti yij
� �L

α
sj

" #
sj ð44:6Þ

To sum (44.5) and (44.6) from j ¼ 1 to j ¼ n, it indicates that

Xn
j¼1

t∗TY L
α dj

� �
sj ¼

Xn
j¼1

Xm
i¼1

ti yij
� �L

α
sj ¼ t∗TY L

α s,

Xn
j¼1

t∗TY L
α s

∗
� �

sj ¼ t∗TY L
α s

∗
Xn
j¼1

sj ¼ t∗TY L
α s

∗:

It means the following inequality holds

t∗TY L
α s � t∗TY L

α s
∗,

in a similar manner, we have

t∗TY R
α s � t∗TY R

α s
∗,

namely,

t∗TY L
α s; t

∗TY R
α s

� � � t∗TY L
α s

∗; t∗TY R
α s

∗
� �

:

According to Definition 44.2, it holds

t∗T ~Ys � t∗T ~Ys∗, 8s 2 SJ :

Then, the Theorem is proved.
In next of this paper, we will consider a fuzzy matrix game ~G1 ¼

�
S1; S2; ~Y

�
:
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Definition 44.5 The function Fmax
t2S1

tT ~Ys and Fmin
t2S1

tT~ys are defined as follow

(i) Fmax
t2S1

tT ~Ys ¼ [
α2 0;1½ �

α max
t2S1

tTBs tTBs 2 tTY L
α s; t

TY R
α s

� ���
 �
,

(ii) Fmin
t2S1

tT ~Ys ¼ [
α2 0;1½ �

α min
t2S1

tTBs tTBs 2 tY L
α s; t

TY R
α s

� ���
 �
.

here B ¼ (bij)m 
 n, bij 2 yij
� �L

α
; yij
� �R

α

h i
:

Theorem 44.3 ~G1 ¼
�
S1; S2; ~Y

�
is a fuzzy matrix game, if t 2 S1, s 2 S2, the

following inequalities hold

(i) tT ~Ys � Fmax
t2S1

tT ~Ys,

(ii) Fmin
s2S2

tT ~Ys � tT ~Ys.

Proof From Lemma 44.2, it implies�
Fmax
t2S1

tT ~Ys
�
α
¼ \

λ<α
fmax
t2S1

tTBs tTBs 2 tTY L
λ s; t

TY R
λ s

� ��� g:

From above we have

max
t2S1

tTY L
λ s � max

t2SI
tTBs � max

t2S1
tTY R

λ s,

Then,
�
Fmax
t2S1

tT ~Ys
�
α
¼ \

λ<α
max
t2S1

tTY L
λ s;max

t2S1
tTY R

λ s

� 


Since tTY L
λ s monotonically increases about λ and tTY R

λ s monotonically decreases
about λ. Then

�
Fmax
t2S1

tT ~Ys
�
α
¼ \

λ<α
max
t2S1

tTY L
λ s;max

t2S1
tTY R

λ s

� 

¼ max

t2S1
tTY L

α s;max
t2S1

tTY R
α s

� 

:

Thus, it is obvious that tTY L
α s; t

TY R
α s

� � � �
max
t2S1

tTY L
α s; max

t2S1
tTY R

α s
�
.

Based on the arbitrariness of α, it implies that tT ~Y L
α s � Fmax

t2S1
tT ~Y R

α s.

As similar way, we obtain the proof of (II). □

Theorem 44.4 (t∗, s∗) 2 SI 
 SJ is a fuzzy equilibrium strategy of ~G1 ¼
�
S1; S2; ~Y

�
if and only if for t 2 S1, s 2 S2, (44.7) holds that

t∗T ~Ys∗ ffi Fmax
t2S1

Fmin
s2S2

tT ~Ys ffi Fmin
t2S1

Fmax
s2S2

tT ~Ys: ð44:7Þ

392 C. Li et al.



Proof Let t∗ 2 S1 and s∗ 2 S2 such that (44.7) hold. It implies

Fmin
s2S2

t∗T ~Ys ffi Fmax
t2S1

Fmin
s2S2

tT ~Ys, Fmax
t2S1

tT ~Ys∗ ffi Fmin
s2S2

Fmax
t2S1

tT ~Ys:

From (44.7), it implies that Fmax
t2S1

tT ~Ys∗ ffi Fmin
s2S2

t∗T ~Ys ffi t∗T ~Ys∗.

According to Theorem 44.2, it holds that

tT ~Ys∗ � Fmax
t2S1

tT ~Ys∗ ffi t∗T ~Ys∗ ffi Fmin
s2S2

t∗T ~Ys � t∗T ~Ys, t 2 S1, s 2 S2:

if the point (t∗, s∗) is the fuzzy equilibrium strategy. It implies that

tT ~Ys∗ � t∗T ~Ys∗ � t∗T ~Ys, t 2 S1, s 2 S2

From Definition 44.3, for α 2 [0, 1], we have

tTY L
α s

∗; tTY R
α s

∗
� � � t∗TY L

α s
∗; t∗TY R

α s
∗

� �
,

t∗TY L
α s

∗; t∗TY R
α s

∗
� � � t∗TY L

α s; t
∗TY R

α s
� �

:

Then, from the arbitrariness of t and s, it is obvious that�
max
t2S1

tTY L
α s

∗; max
t2S1

tTY R
α s

∗
� � t∗TY L

α s
∗; t∗TY R

α s
∗

� �
,

t∗TY L
α s

∗; t∗TY R
α s

∗
� � � �

min
s2S1

t∗TY L
α s; min

s2S2
t∗TY R

α s
�
:

Based on the arbitrariness of α and Definition 44.2, it holds that

Fmax
t2S1

tT ~Ys∗ � t∗T ~Ys∗ � Fmin
y2S2

t∗T ~Ys:

By Theorem 44.3, it holds

Fmin
s2S2

Fmax
t2S1

tT ~Ys � Fmax
t2S1

tT ~Ys∗ � Fmin
s2S2

t∗T ~Ys � Fmax
t2S1

Fmin
s2S2

tT ~Ys:

As the similar way, it indicates that Fmin
s2S2

Fmax
t2S1

tT ~Ys � mFmax
t2S1

Fmin
s2S2

tT ~Ys:

Otherwise, from Theorem 44.3, it indicates that

Fmin
s2S2

t∗T ~Ys � t∗T ~Ys∗ � Fmax
t2S1

tT ~Ys∗:

By Definition 44.3, if α 2 [0, 1], it means�
min
t2S2

t∗TY L
α s; min

s2S2
t∗TY R

α s
�
≦ t∗TY L

α s
∗; t∗TY R

α s
∗

� �
, t∗TY L

α s
∗; t∗TY R

α s
∗

� �
� �

max
t2S1

tTY L
α s

∗; max
t2S1

tTY R
α s

∗
�
:
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It implies that�
min
s2S2

t∗TY L
α s; min

s2S2
t∗TY R

α s
� � �

max
t2S1

tTY L
α s

∗; max
t2S1

tTY R
α s

∗
�

From
�
min
s2S2

max
t2S1

tTY L
α s, min

s2S2
max
t2S1

tTY R
α s ¼

�
max
t2S1

tTY L
α s

∗; max
t2S1

tTY R
α s

∗
�
, then

�
min
s2S2

t∗TY L
α s; min

s2S2
t∗TY R

α s
� � �

min
s2S2

max
t2S1

tTY L
α s; min

s2S2
max
t2S1

tTY R
α s
�
:

From
�
max
t2S1

min
s2S2

tTY L
α s; max

t2S1
min
s2S2

tTY R
α s
� ¼ �

min
s2S2

t∗TY L
α s; min

s2S2
t∗TY R

α s
�
, then

�
max
t2S1

min
s2S2

tTY L
α s; max

t2S1
min
s2S2

tTY R
α s
� � �

min
s2S2

max
t2S1

tTY L
α s; min

s2S2
max
t2S1

tTY R
α s
�
:

From the arbitrariness of α and Definition 44.2,

Fmax
t2S1

Fmin
s2S2

tT ~Ys � mFmin
s2S2

Fmax
t2S1

tT ~Ys:

So, it holds the Eq. (44.7) . □
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Chapter 45
An Analysis of Business English Translation
Research in China

Xue Yu and Shili Ge

Abstract CiteSpace II is used to draw the scientific knowledge map of China’s
business translation research. The literature of business translation studies from 2012
to 2016 in CNKI database are used as data source. Research on hotspots and fronts is
realized by analyzing keywords frequency and burst terms. It is found that the
research hotspots include Business English, cultural differences, translation tech-
niques, and so on. Translation teaching is receiving more and more attention. The
research fronts include Skopos theory, foreign business correspondence, metaphor,
Business English translation teaching, higher vocational education and foreign trade
English.

Keywords Business English translation · Research hotspots · Research fronts ·
CiteSpace II

45.1 Introduction

Business English is regarded as a branch of English for Specific Purposes (ESP). The
vocabulary, syntax and discourse of Business English have specific features. Due to
the features, Business English translation is different from general English. In 1990s,
the study of Business English translation followed up [1], and has gradually evolved
into a hot research area. The diversity of needs, size and content forms is undergoing
tremendous changes, and Business English translation is becoming the main content
of translation activities [2]. The analysis of the research results of Business English
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translation can not only reveal its development status, but also assist translators in
grasping the research trends and development trends in the field.

45.2 Data Sources and Analysis Tools

45.2.1 Data Source

CNKI (China National Knowledge Infrastructure) is the origin of relevant literatures.
Referring to the data retrieval condition in [2], and choosing philosophy and
humanities, social sciences, information technology as well as economics and
management science as disciplinary fields, we use advanced search and chose
“journal”. The search condition is set to “abstract”, and words such as “business”
“translation” “business trade” are input. As a result, 1806 articles are found. By
deleting conference notification, advertisement and other irrelevant documents, we
finally selected 1500 articles. The retrieval date is May 24, 2017.

45.2.2 Analysis Tools

CiteSpace is a freely available application for visualizing and analyzing trends and
patterns in literature. The data containing information such as author, title, key-
words, source publication, abstract and so on from CNKI are saved as Refworks
form and converted by the inbuilt function in CiteSpace. We select “Title”
“Abstract” “Author Keyword” and “Keyword Plus” as “Term Source”, “Noun
Phrases” as “Term Type”, “Terms” as “Node Type” and keep other parameters
unchanged. “Time Slicing” is set as “2012–2016”.

45.3 Data Analysis and Discussion

45.3.1 Keywords Analysis

As keywords are generally the summarization of the key content of the literature, the
statistics and analysis of keywords can be used to determine the research hotspots
and important themes in a certain field of study [3]. The threshold is set as 20, which
means the frequency of keywords more than 20 will be counted and displayed in
CiteSpace. In Table 45.1, the high-frequency keywords in Business English trans-
lation research are presented.

“Business English”, “Translation”, and “Business English translation” are the
first three keywords with the highest frequency. “Cultural Difference”, the fourth
high frequency keywords, is the key factor in influencing Business English
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translation. Business English translation is cross-culture and cross-language com-
munication activities [4]. It is not only the conversion between language symbols but
also the result of the consideration of the existence of cultural difference between
countries. Translation theories such as “Functional Equivalence” “Skopos Theory”
“functional translation theory” are the theoretical basis of Business English transla-
tion. “Translation Strategies” “Techniques” “Methods” occur many times. Under the
guidance of translation theories, specific translation principles and strategies are put
forward to realize the guiding role of translation theory in the process of translation.
Translation teaching should be connected with market needs. Ref. [5] points out
several problems in translation teaching: translation teaching lacks the market-
oriented guiding ideology; the preparation of teaching material fails to keep up
with the pace of the times; the curriculum lacks the consideration of the combination
of language teaching and knowledge teaching; and teaching methods are outdated. It
is imperative to reform the Business English translation teaching mode. Business
English is interdisciplinary and the study of the linguistic features in vocabulary,
sentence and discourse is beneficial to translation work.

45.3.2 Analysis of Burst Terms

Burst refers to the change of frequency. The burst strength in the key literature and
key words can reflect the changes in research interests in the field and is an important
basis to judge the frontier of the study [6]. In Table 45.2, burst terms of domestic
Business English translation are presented.

Burst terms in 2012 are “Skopos theory”, “foreign business correspondence”,
“metaphor”, and “Business English translation teaching”. Burst terms in 2013 are
“business letters”, “higher vocational education” and “foreign trade English”. The
research fronts mainly focus on two topics: “translation theory” and “Business

Table 45.1 High-frequency keywords of domestic Business English translation research

Keywords Counts Keywords Counts

Business English 439 Skopos theory 36

Translation 322 Linguistic features 36

Business English translation 181 Problems 35

Cultural difference 71 English translation 29

Translation strategy 69 Translation principles 29

Business translation 61 Translation methods 29

Translation techniques 60 Techniques 28

Translation teaching 56 Application 27

Features 41 Methods 26

Strategies 40 Teaching mode 26

Functional equivalence 37 Functional translation theory 21

Business contracts 36
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English teaching”. Skopos theory, providing an insight into the nature of translation
as a purposeful activity, is also the hotspot of domestic translation study. Metaphor,
as a way of thinking and a means of cognition, serves as an important component of
English language. The understanding of metaphor will assist in Business English
translation. Other five keywords belong to Business English translation teaching.
Foreign business correspondence and business letters are widely used in interna-
tional trade. But there are still problems in the teaching. Great efforts should be made
to improve the teaching effect.

45.4 Conclusion

With the help of CiteSpace, research hotspots and research fronts of domestic
Business English translation studies from 2012 to 2016 are presented by keywords
analysis and burst terms. As the data we obtained are not complete, the analysis
result of this paper is not comprehensive. Further studies can focus on the cited
references analysis to find out the most influential articles and authors in domestic
Business English translation studies and comparative study of both domestic and
foreign studies of Business English translation can be conducted to generate greater
reference value.
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Chapter 46
Optimum Design and Function
Improvement of Mobile Nursing System

Gang Tong, Huan Liu, and Luxing Wang

Abstract To improve the convenience and efficiency of nursing work, in order to
better promote the nurses groups and the use of nursing care to break the limitations
of the PDA. An objective and fair performance evaluation method was used to
improve the working statistics module in mobile nursing system and to increase the
information storage and transmission function of handheld mobile terminal (PDA),
and to improve and optimize the mobile nursing system. After the optimization of
the mobile care system, you can better promote the enthusiasm of the nursing work
to improve, but also can improve the convenience of PDA use. The improvement of
mobile nursing system improves the enthusiasm of nurses’ nursing work, enlarges
the application scope of PDA, and promotes the process of digitization and
informationization in medical field.

Keywords Mobile nursing · PDA · Performance appraisa · Temporary storage of
information

46.1 Introduction

The clinical application of mobile care system is an important step in the transfor-
mation of information technology, which promotes the modernization, networking
and informationization of medical business. After the actual use of the hospital
department, although the existed system has brought great convenience in the
nursing work greatly, but in the process of latter maintenance and use of the
feedback, there are some problems to be solved, After handling these problrms, It
can Optimize and improve the practicality of the system greatly.
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46.2 Overview of Mobile Nursing System

Mobile care system can be divided into two parts, including PC-side system and
PDA-side system. PC system operator interface can provide convenient and efficient
information processing, PDA-side system is able to achieve the collection of nursing
information and network convenient transmission. Figure 46.1 is the schematic
diagram of the system function.

46.3 Research Objectives

Although the application of mobile nursing system has realized the digital transfor-
mation of nursing work to a great extent, it still have some problems to be solved in
practical application. Through the actual maintenance of the system and the feedback
of the nursing staff, the following problems are summarized and need to improve.

1. The work of the system statistics module for the care of the work is too simple, It
can’t objectively reflect the merits of the work of nursing staff. In order to
promote the enthusiasm of nurses, the Ministry of Nursing suggest to use the
method of performance appraisal to implement the incentive policy, in order to
reflect the principle of fair and reasonable, more labor and more benefits, To carry
out the digital processing of performance evaluation, it is suggested that the
performance evaluation should be added into the mobile nursing system, and
the work statistics should be carried out in an objective and scientific way.

2. PDA in the actual use of the process has its limitations. It is too dependent on the
hospital LAN, if the local area network connection is abnormal, the network
signal is weak, the network signal coverage and database server is failure and so
on, Then the PDA can’t be put to use normally.

Order
information Vital signs Nursing

documents
Work

statistics
Patient

information

Computer system

Patient
admission

scan

PDA system

Mobile nursing system

Patient
information Vital signs Order

information
Work

statistics

Fig. 46.1 System architecture
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3. PDA scan head alignment and are not sensitive enough, based on the scanning
operation is not smooth; the wireless network can’t achieve the desired roaming,
communication quality is not stable, sometimes there will be some abnormal
conditions, such as data submission exception [1].

46.4 The Specific Method of Mobile Nursing System
Improvement

46.4.1 Work Statistics Module Improvement

Throughout the domestic and foreign research on nursing evaluation criteria, there is
no uniform measure of nursing performance evaluation. In order to establish an
objective and fair management method of performance evaluation, the following
methods are summarized.

The assessment criteria were divided into five modules: nursing staff qualifica-
tions, nursing workload, nursing quality, nursing research and teaching, and work
attitude. The performance of wages into a score of 100 points, the performance of
wages ¼ performance of the total wage/100 * performance wage scores, perfor-
mance payroll score ¼ seniority score þ care workload score þ care quality
score þ nursing research and teaching score þ work attitude score.

According to the work experience qualifications, titles (primary, intermediate,
high), education (secondary school, college, undergraduate, graduate students),
According to the special skills of nursing care to score the nursing staff, the higher
the score, the more senior. Qualification score can account for 10% of the total score.

Nursing workload should be calculated respectively by the number of nursing
posts, nursing care, nursing level, day shift and night shift, working hours. Nursing
workload scores can account for 20% of the total performance score.

Nursing quality can be divided into nursing difficulty, work completion, etc.. The
difficulty of nursing is the most difficult to take effective indicators to measure.
Many scholars at home and abroad have put forward the evaluation criteria, includ-
ing Yamase [2], and so on, using Delphi method to construct a comprehensive
nursing intervention scoring system; Bjork et al. [3] proposed that the coordination,
flexibility, decision-making ability, patient coordination and communication skills
of nurses affect the nursing behavior of nurses; Ma Jingjing et al. [4] and Zhang Yan
et al. [5] established the evaluation index system of nursing difficulty by using
Delphi method respectively, and the relevant difficulty coefficient and weight index
are obtained, which makes the difficulty of nursing can be scientifically measured
[6]. Through the research of domestic and international measurement standards.

The difficulty of nursing evaluation can be divided into two aspects: the difficulty
of nursing operation and the evaluation of the difficulty of nursing. According to
each index to give the score, nursing quality score accounted for the proportion of
total performance score is 45%.
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Nursing research and teaching can be refined into the hospital teaching situation
inside and outside, nursing skills training, professional skills training, to help guide
the nurse, published papers (municipal, provincial, national), nursing research and
nursing new technology development. For each of the detailed reference, nursing
research and teaching accounted for 15% of the total performance.

Work attitude is directly reflected in the patient’s service experience and personal
honor award. According to the patient’s visit to the satisfaction of the survey,
comprehensive consideration of the patient’s praise and complaints, etc., personal
honor can be divided into provincial, municipal, hospital level and the Department of
reward assessment. The score of nurses’ work attitude can account for 10% of the
total score.

The system is implemented in the follow way: Each person’s system login
account bind their personal information together to achieve qualifications statistics,
By the system automatically read the qualification information to score; Nursing
workload can be calculated through personal account login statistics, including
PC-side system login and PDA-side system login usage; According to the classifi-
cation of the factors affecting the difficulty of nursing to automatically judge the
quality of work; By the individual to fill in nursing research and teaching and work
attitude and score it, the head nurse to review.

46.4.2 PDA Data Temporary Design

When the PDA collects the data, the data is stored in the storage format required by
the hospital database. There are two ways for PDA to upload the information, wired
uploads and wireless uploads. Cable upload is to use USB data cable to connected
the PDA device with the computer, through the computer upload to the server. In this
way, the data can be stored in the database when the wireless network fails. Wireless
upload mainly make use of the function of the traditional PDA WLAN connection.
When the PDA access to the hospital LAN, PDA can start the data upload function.
As shown in Fig. 46.2 PDA temporary – upload function diagram.

PDA temporary storage – upload function is the realization of the specific system
of nurses patrol, drug delivery instructions (pendulum check, dispensing scan,
doctor order execution), oral medication doctor instructions (pendulum check,
dispensing scan, doctor’s orders), blood samples Collection of operations, vital
signs/access to the collection of information need to collect the information module

Data collection PDA Data storage Memory
device

Wired
transmission

Wireless
transmission

Database server

Fig. 46.2 PDA temporary – upload schematic
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to add the corresponding data storage table, in the form of a table to write data
storage, and thus with the doctor or nurses workstation data exchange and
reprocessing, can further improve the patient diagnosis information and greatly
improve the quality of history collection. When the PDA is unable to exchange
data with the database in real time, the data is stored in the form of tables. When the
PDA is connected to the database, the data in the table is output directly to the
database. The table that has been transferred is automatically cleared.

When PDA is used in these places that the hospitals Lan can’t cover, the data
storage function of PDA can be used to record the information of the pre-clinical
stage. This will help to record the information of patients in time, and provide more
valuable information for clinical treatment. And the concept of mobile medical
information is realized in deed.

46.4.3 Future Improvement

The future development trend of mobile nursing system should be the integration of
hospital information resources. Today’s medical data industry is growing mature,
Gao Han Song [7] combined with the cloud computing and proposed a mining
platform architecture of medical cloud data based on hadoop. In this context, the
mobile nursing system not only needs the continuous optimization and improvement
of its own functions, but also the realization of the integration with various medical
systems to build information medical platform, information sharing.

46.5 Conclusion

Through the continuous improvement and optimization of the mobile care system, it
is possible to improve the working efficiency of the nurses group and provide the
high quality medical service for patients. It is believed that the synergistic develop-
ment of information technology and medical care will bring a new era of develop-
ment for medical care.
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Chapter 47
Technology Development and Networking
Application of a Mobile Passive Optical
Access Network System

Yin Shuhua

Abstract There are various emergencies including disaster relief, military actions,
anti-terrorist and peace maintaining operation or occasional real-time information
transmission in poor geological environments. Aiming at these, a mobile emergency
optical access network system is proposed to achieve the seamless connection
between mobile and fixed communications. After integrating various emergency
demands, system technology indices, optical line termination (OLT) and optical
network unit (ONU) technology indices are formulated. For systematic design, a
PAS5001-NM3 chip is applied at OLT while a PAS6201-NM3 chip, multi-function
interface technology fusing various device interfaces of links and dynamic band-
width allocation (DBA) control technology are employed at ONU end. The test
results show that the throughputs from the initiator to the target are 75.47 (transmis-
sion control protocol (TCP)) and 20.56 Mbps (user datagram protocol (UDP)),
respectively. At different geographical locations in different areas, multi-service
fulfillment trials such as voice, data, image and video are carried out separately at
the transmission distances of 8, 10 and 18 km. The technology indices of the system
all meet the design requirements with a stable network operation and normal signal
transmission.

Keywords Optical access system · PAS5001-NM3 chip · Optical line termination
(OLT) · Dynamic bandwidth allocation (DBA) · Multi-function interface

47.1 Introduction

When emergent events occur, mobile equipments are connected to nearby core
networks while short-distance, multi-service and rates information is integrated to
core networks to achieve the seamless connection between mobile and fixed
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communications. In this way, broadband terminals can realize broadband commu-
nication with various mobile equipments.

The mobile emergency optical access system is proposed for irresistible natural
disasters. The proposal of the system is to implement the mass-flow real-time data
interaction, achieve large capacity information transmission in real time under
mobile conditions and promote the planning, design and technology upgrade of
mobile optical access networks. The study analyzes the mobile emergency passive
optical access network and focuses on the application on mobile conditions while
considering the access application to fixed transport networks to guarantee the stable
performances and powerful functions of equipments. The networks need to be
absolutely real-time, reliable, stable, valid and dynamic under protection switching
mechanism so as to be easily connected with different interfaces of light-ware
terminal equipments (LTEs) and computer networks. Additionally, the system has
flexible layouts and can be conveniently utilized to meet the mobile emergency
demands under various environments [1–7].

Aiming at problems of traditional access modes, the designed mobile emergency
optical access system plays its role in information protection of emergent events and
highlights flexible organization and application under mobile environments consid-
ering the practical and future service demands. This is based on Ethernet passive
optical network (EPON) technology according to area communication equipment of
field communication networks, fixed fiber communication (G703) and computer
network technology standards (IEEE802.3). The mobile and fixed services are
synchronously accessed to build the integrated access transport platform of mobile
optical image, data and voice services and the flexible multi-function interface is
applied to promote the command and control system to the field. The primary
technologies include the key technologies relating the design of optical line termi-
nation (OLT) and optical network unit (ONU) technology programs, peripheral
circuit design of core chips, fusion design of link interfaces and embedded technol-
ogy design of coordinated software [8–10].

47.2 Key Technology Indices of the System

G652 fiber is used under emergency conditions to achieve that the up- and down-line
rates of system capacities are both 1.25 Gb/s. The largest optical splitting ratio is
1:16 with the largest grade of 3 and the largest transmission distance of 20 km. The
requirements for the system indices include the primary technology indices of the
system, OLT technology indices (shown in Table 47.1) and ONU technology
indices. In terms of service interfaces, STM-1 optical interface of ATM satisfies
the I.432 specification of ITU-T and 10BaseT Ethernet interface meets the 802.3 of
IEEE while E1 interface satisfies G.703 of ITU-T [1–13].
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47.3 Key Technology of Systematic Design

47.3.1 Hardware Design Technology at Olt Terminal

OLT hardware is mainly composed of OLT and HOST subsystems. The OLT
subsystem includes a PAS5001-NM3 chip and the peripheral devices while the
HOST subsystem includes an AT91RM9200 chip and the peripheral devices.

The PAS5001-NM3 chip is employed to fully support IEEE802.3ah protocol,
VLAN service and extended DBA algorithm. The ARM9 processor produced by
ATMEL Company is utilized as the AT91RM9200 and it has application peripherals
and standard interface conditions.

As the control center of the whole system, the HOST subsystem can complete
multiple tasks (configuration of the OLT subsystem, fault detection and failure
processing) and manage EPON network. The AT91RM9200 is connected with
remote management clients through the RJ45 interface to manage the whole
EPON system while it is connected with the PAS5001-NM3 through 16-Local
Bus to transmit the management information to the OLT and the ONU.

The ARM9-processor is connected with the PAS5001-NM3 by using the
16-Local Bus and one ARM9 chip can be used to manage eight OLTs. The Boot
Loader of the AT9200 embedded platform is stored in a serial FLASH chip of
128 KB. The embedded platform requires running LINUX operating system and
constructing various contents such as databases in OLT and the other FLASH and
SDRAM connected with the AT9200 are 32 and 64 MB, respectively. The 4 KB
EEPROM is mainly employed to store parts of parameters of the network manage-
ment system and embedded system. The AT9200 embedded platform provides a
RJ45 interface of 100 MB to manage networks while the RS232 interface is mainly
used to debug the embedded system and software.

The interfaces of the system on PAS5001 chip of the OLT subsystem include
GE-PON, core network, HOST processor and External Memory/Flash interfaces.
The GE-PON is a staticizer (SERDES) interface, accompanying with the control line
for burst-mode receiver and burst clock data recovery (CDR). The core network
interface is divided into active and passive modes. In active mode, PAS5001 is
connected with PHY as a multi-access computer (MAC) dielectric layer device while
on the contrary, it is taken as a physical layer equipment to be connected with the
MAC equipment in passive mode.

Table 47.1 OLT technology indices

OLT fiber interface technology index

Emitter type Average optical power ��4 dBm

Working wavelength 1310 nm

Burst mode optical receivers Receive sensitivity �30 dBm

Saturated receiving optical power �9 dBm

Working wavelength 1510 nm

Optical connector Connection mode SC

Insert loss 0.5 dB (max)
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47.3.2 Multi-function Interface Technologies

Fusion of link interfaces is to move the information access to the scene and achieve
the integration of fiber transport, mobile communication and computer network.
Thus, the seamless connection between optical transport equipment and mobile
spread-spectrum connecting equipment or mobile program-controlled equipment
can be achieved to construct the transport platform for multiple services of links.
According to the emergency node setting or flexible networking requirements, setup
of the multi-function interface is convenient for rapid networking and forward and
backward compatibility of equipments. The small peripheral mobile equipments are
connected with the fixed optical transport network and for interfaces, to integrate the
conversion functions of group A, LTE E1 and computer Ethernet ET interfaces. As a
result, the conversion of group A interface of spread-spectrum connecting equip-
ment, fundamental group rate E1 interface of optical transport network and Ethernet
ET interface of computer network communication can be realized.

Interface function module is composed of various circuits including those for
code conversion of data flow, level adjustment, impedance matching, clock extrac-
tion, synchronous and alarm information processing. The main circuits of three
interface module, namely, the core chips of code conversion, are all formed by
using large-scale integration chip (CD22103) based HDB3 codec.

47.4 Test Results of Systematic Performances

According to the built platform of the test system, the downward waveband, and the
optical power, bandwidth as well as performance of three main points are separately
tested. The test system is displayed in Fig. 47.1.

The instruments for test include the AQ6317B spectrum analyzer and the 8153A
multi-wavelength power meter, and the test software is Qcheck v1.3. The downward
waveband data of J-EPON measured at the test point 1 are shown in Fig. 47.2.

The optical powers of the system are tested and the data measured at various test
points are displayed as follows: OLT transmission power P1, the entrance power P2
of the optical splitter and ONU received power P3 are 0.4, �3 and �12.4 dBm,
respectively. The bandwidth and performance are tested by using Qcheck v1.3 and
the data are shown in Table 47.2.

test point 1 test point 2 test point 3

PC3ONU2

ONU1

POSSwitch

PC1

OLT

14km PC2

Fig. 47.1 Test system block diagram
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47.5 The Tryout and Effect of Link Networking

The emergency link networking was conduct in a steep geological position to carry
out emergency settings in the areas. Six command posts are constructed including
the overall command post (SJZ), safeguard command post, support group (SPBQ),
team 1 (1 T), team 2 (2 T) and team 3 (3 T). In general, the distance and depth of the
emergency link are 10~15 km and 20 km, respectively. In organization operation
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SCL

SRC
1 – 2

AUT
ANA

AUT
OFS

1491.70nm 0.40nm/D 1493. 70nm
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C:FIX /BLK

/BLKB:FIX

2017 Jan 22 20:30

/DSPA:WRITE<POWER> : -1.10dBm  (  776.1µW )

Fig. 47.2 Measured downward waveband

Table 47.2 Measured data

Test
protocol Test project

Test result

Source end PC1 ! destinatio
PC2

Source end PC1! destinatio
PC3

TCP Answering time
(ms)

Max: 3 Min: 3 Average: 3 Max: 3 Min: 1 Average: 2

Handling capacity
(Mbps)

75.472 21.622

UDP Answering time
(ms)

Max: 3 Min: 2 Average: 3 Max: 3 Min: 1 Average: 2

Handling capacity
(Mbps)

20.566 14.815
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program, OLT is set in the preset head-end computer room for national defense.
Leveled command posts are connected to nearby optical access points by using the
optical splitter (POS) in the optical splice box to transfer information with the mobile
backbone network using the preset optical cables.

As for the performance standard of OC-1 � 4-U POS chosen by allocation
factors, the splitting ratio of POS is 1:4. By distributing optical fibers, the command
post users are connected, and the whole system can cover 20 ONU users in the early
stage. With the development and requirement of situations, relevant configurations
can be added to complete the access of ONU at any moment. The groups (Y) only
offer the data solution and the LAN service using switchers within areas of all
command posts is connected to the core network through FE interface of ONU.
Additionally, ONU is directly connected to the command posts, so data and voice
services can be simultaneously provided here. According to various service demands
in emergency sites, the construction methods with different channels are applied and
the interface functions are separately tested by using different connection modes on
trial. After performing multiple trials on multiple services separately at three dis-
tances of 8, 10 and 18 km in different areas, the various functions and technology
indices of the system all meet the design requirement, companying with stable
system operation and normal signal transmission.
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Chapter 48
Improvement of E-MIMLSVM+ Algorithm
Based on Semi-Supervised Learning

Wenqing Huang, Hui You, Li Mei, Yinlong Chen, and Mingzhu Huang

Abstract The MIMLSVM algorithm is to transform the MIML learning problem
into a single-instance multi-label learning problem, which is used as a bridge to
degenerate into a single-instance single-label learning. However, this degradation
algorithm is relatively easy to understand, but in the degradation process will lose
some information, affecting the classification effect. By using multi-tasking learn-
ing, E-MIMLSVM+ is used to combine tag relevance to improve the algorithm
MIMLSVM+. In order to make full use of the unlabeled samples to improve the
classification accuracy, the paper improves MIMLSVM algorithm by using the
semi-supervised learning method. Experimental results show that the proposed
method can achieve higher classification accuracy.

Keywords SVM · MIML · Semi-supervised learning · Multitask learning

48.1 Introduction

As time goes on, more and more attention has been paid to multi-instance multi-label
[1] learning. In our reality, many problems can be considered as MIML problems,
such as picture classification, Web classification and so on. SVM [2] have excellent
performance in two categories, so they are applied to a variety of classification
problems, including machine learning, binary, multi-class [3], and semi-supervised
learning [4]. Supervised learning only use labeled data training, but in real life, many
real data was very few, and unlabeled data was substantial and relatively easy to
obtain, for example a large web exists, these unlabeled samples often can provide
more accurate information of sample distribution therefore, semi-supervised learn-
ing is in fact based on supervised learning, combined with the unlabeled samples to
train the classifier function, in order to obtain better classification results.
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48.2 Relate Work

Before the proposed MIML learning framework, traditional single-sample single-
label supervised learning framework, multi-instance learning [5] framework and
multi-label [6] learning framework have been proposed. Multiple sample learning
represents an object with an example set (sample package) that is associated with
a class marker, which is designed to predict suitable class tags that do not see
the sample package. MLL is an example that represents an object that is associated
with multiple class tags. The purpose of learning is to predict the proper set of class
tags that have not been shown. The MIML is to get a function f : 2x ! 2y, the MIL is
f : 2x ! {�1, +1}, and the MLL is f : x ! 2y. The MIMLSVM [7] method was
brought up by Zhi-Hua Zhou and Min-Ling Zhang after in-depth research and
learning. The degeneration strategy is applied to the two algorithms that these are
typically MIML algorithms as the core of the algorithm. But, this degradation
method was relatively understanded, but in the degradation process will lose some
information, affecting the classification effect. The M3MIML [8] algorithm are
applied to solve the MIML learning problems that they are based on regularization.
Although these methods can solve the MIML learning problem, but the effect of
classification is not ideal. Zhang Minling et al. based on neural network MIMLRBF
algorithm is proposed. The neurons in the first layer is composed of the center, and
the center point is obtained through calling the k-MEDOIDS algorithm in MIML
samples, of which two packets between the distance measurement using the
Hausdorff distance. The hidden layer and the output layer between the weight matrix
using the singular calculate the value and function of this decomposition is to
minimize the error level.

Due to MIML learning problems, Ying-Xin Li et al. proposed a new method of
MIML named MIMLSVM+, and the E-MIMLSVM+ [9] was extended method from
it. In the algorithm, the kernel is a bag instance rather than a single feature vector.
In contrast, the traditional SVM is different. Because MIMLSVM+ may lose some
tag-related information during the degradation process, E-MIMLSVM+ extends
MIMLSVM+ by introducing multitasking learning technology.

The MIMLSVM algorithm uses an example based Gauss kernel when degraded
into traditional supervised learning problems, and the MIMLSVM + algorithm uses
a package based multiple sample kernel in the degradation process. SVM and semi
supervised clustering assumption based semi supervised learning, trying to find two
types of samples can be separated through the data division and the low density
region hyperplane, so you can also use labeled samples and unlabeled samples.

E-MIMLSVM+ algorithm has achieved better results than other multi-sample
multi-tag classification algorithms, but requires a lot of training time and storage
space, because at the same time to learn more, because the application of multi-
tasking technology, the link between the information added to the SVM. Tasks will
lead to more sample packages involved in the optimization process, the efficiency is
not high enough.
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48.3 Improved Algorithm

48.3.1 The MIMLSVM Algorithm and the E-MIMLSVM+
Algorithm

Starting with MIMLBoost, by adding a pseudo-label to each instance, the MIML
problem is reduced to the multi-instance single-label problem, where we take a direct
approach. That is, we each train a tag of the classifier; we collect all the bags, the
label is positive for the bag, and the unlabeled bag is negative. Therefore, compared
with other machine learning frameworks, the multi instance multi mark framework is
more powerful for real world objects.

But the objects in the real world often have rich meanings, such as web page
classification, a news report may also belong to “science and technology”, “travel”
or “financial” categories, then only one sample to represent an object is too simpli-
fied, in order that section will lose a lot of useful information.

First, the sample number of training samples is assumed to be n. Xi is the i-th bag
in the training set, y is a label. For each label y,φ Xi; yð Þ be the index function named:
φ Xi; yð Þ ¼ þ1. Therefore, the resulting SVM classification model is:

min
wy, by, ξiy

1
2

Wy

�� ��2 þ C
Xn
i¼1

ξiyτiy

s:t : φ Xi; yð Þ wy;ϕ Xið Þ� �þ by
� � � 1� ξiy

ξiy � 0 i ¼ 1; 2; . . . ; nð Þ

ð48:1Þ

Among them, wy and ξiy are the parameters to be optimized. wy represents the
normal direction of the hyperplane. The function φ Xð Þ can map the package Xi, ξiy is
the amount of the relaxation variable, the amount of the function interval that
corresponds to the allowable deviation of the sample point. The parameter C is the
weight used to balance the model complexity and training sample errors. If the
difference in the number of training samples of different categories will affect the
classification effect, and even make the classifier no value. τiy is defined as follows

τiy ¼ 1þ φ Xi; yð Þ
2

Ry þ 1� φ Xi; yð Þ
2

ð48:2Þ

TheRy is the unbalanced level of y, it is estimated based on the number of positive
samples in the training set and the number of negative samples.

The use of kernel functions makes SVM avoid complex computations directly in
high dimensional space, and the use of different kernel functions can produce
different classification effects. The kernel is defined as follows:

KMI Xi;Xj

� � ¼ 1
ninj

X
xis 0 ;xis 1ð Þ2Xi

�
X

xjz 0;xjz 1ð Þ2Xe
�γ1 xis 0

xjz 0k k2�γ2 xis 1
x jz 1k k2

j

ð48:3Þ
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Where xis 0 � xjz 0

�� ��2 is used to measure the visual feature similarity between the

two instances. xis 1 � xjz 1

�� ��2 measures the spatial distance of two instances. γ1 and
γ2 represent the weight of visual information and spatial information, respectively.

In the degradation, the contact information between tags is not taken into account.
In summary, the final classification model is defined as follows:

f y Xð Þ ¼ wy;ϕ Xð Þ� �þ by ¼
Xn
i¼1

aiyφ Xi; yð ÞKMI Xi;Xð Þ þ by ð48:4Þ

Where wy is the commonality between the different tasks. By using multi-tasking
learning, E-MIMLSVM+ is used to combine tag relevance to improve the algorithm
MIMLSVM+. Multi-task learning to optimize its problem as follows:

min
w0, vy, by, ξiy

1
2

X
y2Y

Vy

�� ��2 þ μ W0k k2
 !

þ C
X
y2Y

Xn
i¼1

ξiyτ

s:t : φ Xi; yð Þ w0 þ vy
� �

;ϕ Xið Þ� �þ by
� � � 1� ξiy

ξiy � 0 i ¼ 1; 2; . . . ; nð Þ

ð48:5Þ

Among them, the parameter μ is used to adjust the relationship between parameter
w0 and parameter vy, that is, to balance the similarity of each task. If the number of
clusters in the labeled space K is equal to the number of Yj j, i.e., K ¼ Yj j, the
E-MIMLSVM+ algorithm will degenerate into MIMLSVM+.

48.3.2 The Improved Method

Semi-supervised learning [10] is used to improve the learning performance by
automatically using unlabeled samples to improve learning performance. The
demand of semi- supervised learning is very strong, because it is easy to collect a
number of unlabeled samples in the practical application, but it is a waste of
manpower and material resources. For example, in computer-aided medical image
analysis, you can get a number of medical images from the hospital, but if you want
medical experts to identify all the lesions in the image is unrealistic. ”There are fewer
labeled data and unlabeled data”, which is more obvious in Internet applications, for
example, you need to ask the user to mark the page of interest, but few users are
willing to spend a lot of time to provide a marker. As a result, there are few labeled
web pages, but there are countless pages on the Internet that can be used as unlabeled
samples. Semi-supervised learning is a way to make use of “cheap” unlabeled
samples. To make full use of the spatial distribution information of the sample, we
use the semi supervised learning method to improve the MIMLSVM algorithm, it
can improve the classification accuracy.
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The improved method is described as follows:

48.4 Experiment

We use scene dataset and text data set to evaluate the classification effect of the
improved algorithm. The scene data set has 2000 natural scene pictures. The picture
on the scene sample set is divided into five categories, they are sunset, trees, sea,
desert and mountains. There are more than 22% of the images in the sample set with
multiple categories. In real, each picture is associated with 1.24 markers labels. Here,
each picture is represented by a packet, and each packet contains nine examples,
each of which is represented by a 15-dimensional feature vector by the SBN method.

The Reuters-21578 is a widely used text data set. Remove the text without
marking and no text, and then randomly remove some of the text only one category
mark, and ultimately get 2000 text samples, divided into seven categories. Of which
about 15% of the text samples have multiple category markers, and an average of
each text sample is associated with 1.15 � 0.37 category markers labels. By using
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the sliding window technique, each containing a set of 243 feature vectors, each
representing a part of the document.

In order to evaluate our improved algorithm, the improved method is compared
with each other. The Gaussian kernel parameters is γ ¼ 0:22. The k is set to 20% .
The kernel parameters with γ1 ¼ 10�5 and γ2 ¼ 10�2 is used to implement
E-MIMLSVM+ and the q is 0.5.The samples is selected as small sample sizes,
two for each class. For the “classification” task, we use a sample-based evaluation
index. In simple terms, the smaller the value of one error, coverage, hamming loss,
and ranking loss, the better the algorithm effect; the better the average precision
value. Experiments were performed using 10 fold cross validation.

Tables 48.1 and 48.2 shows the experimental results of the five metrics, both on
scene data set and Reuters data set. It can be seen that, on the whole, the effect of
classification on the Reuters data is better than that on scene data, in each sample set,
to improve the performance of our method is better than the other MIML classifica-
tion algorithms.

In order to solve the small sample problem, improvement of E-MIMLSVM+
algorithm based on semi-supervised learning. Experiments on scene classification
and text categorization show that our method is more efficient and can produce better
performance than other MIML methods.

Acknowledgment The work was sponsored by the Institute of computer vision, image processing
and pattern recognition, Zhejiang Sci-Tech University.

Table 48.1 The scene data set

Improved method E-MIMLSVM+ MIMLSVM

Hamming loss 0.3442�0.0001 0.3445�0.0001 0.3476�0.0007

Ranking loss 0.3955�0.0002 0.3989�0.0009 0.5047�0.0002

One error 0.6623�0.0001 0.6749�0.0001 0.7508�0.0009

Coverage 1.8186�0.0001 1.8260�0.0001 1.9827�0.0008

Average precision 0.5642�0.0001 0.5586�0.0004 0.4891�0.0004

Table 48.2 The Reuters data set

Improved method E-MIMLSVM+ MIMLSVM

Hamming loss 0.2132�0.0001 0.2138�0.0001 0.2437�0.0003

Ranking loss 0.2595�0.0001 0.2658�0.0001 0.5027�0.0009

One error 0.6714�0.0001 0.6734�0.0001 0.7762�0.0001

Coverage 1.7378�0.0001 1.7896�0.0015 1.9706�0.0008

Average precision 0.5776�0.0001 0.5774�0.0001 0.4260�0.0001
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Chapter 49
The Method of Improving Learning Ability
of “C Language Programming Design”
Course

Chunxiu Xiong, Xinhua You, and Peng Yu

Abstract According to the students cannot do anything without mobile phone
nowadays, the question of learning the “C language program design” course is
increasingly serious, this paper has presented a series of methods of attracting
students’ interest to improve the students’ ability of learning it. Firstly, arousing
students’ attention to the C language, secondly, changing the “cramming” teaching
method of the past by easy course, and reviewing the curriculum appropriately,
finally, choosing the appropriate code examples, drawing inferences, creating tem-
plates, and solving question by multi-answer to consolidate the teaching, and
through the students’ homework and the method of fast compiling and debugging
program to grasp the students’ learning interest of the course.

Keywords Teaching methods · Reviewing the curriculum · Code examples · Create
a template

49.1 Introduction

Nowadays, people’s lifestyles are inseparable from the mobile phone, watching the
phone when opened eyes, walked, by bus, eating, and even sitting in the classroom
as well.

For the various definitions are quite abstract, sounds boring, so students are
attracted to the mobile phone. Lots of teachers will sigh the students who take less
seriously to the class than past students, and sigh the various harm to the students
when mention the mobile phone Therefore, in order to change this bad habit, it needs
to take the students’ eyes back from the cell phone, this is a difficult problem.

In order to let students give up their cell phones, our courses should be more
attractive than the mobile phones. For attracting students’ interests better and
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improve the programming ability of students’ C language, this article mainly studies
from the following seven aspects.

49.2 Seven Methods to Attract Students’ Interests

49.2.1 Arouse the Students’ Attention to the C Language
Course

In order to attract students’ interests better, we should first arouse the students’
attention to the C language course [1], and let the students be perfectly happy to learn
the C language course. This requires students to understand the importance of
learning C language course, C language and other languages whose basic part is
basically interlinked, such as C++, Java, C#,.Net, VB......, and after learning C
language, you would learn and even master a variety of other computer language,
so it is still meaningful to learn C language.

Secondly, C language course can improve students’ logical thinking ability and
have profound and lasting influence on their study and life in the future.

Thirdly, C language has strong practicability, not a purely theoretical course,
which can improve the students’ hands-on practical ability and capacity.

In this way, the students have to learn the C language.
The students have the motivation to learn C language now, but it does not mean

that students can learn the C language well, it needs the teachers well guide students
to learn, a good teacher, just like the light in the dark, illuminates the direction of
students.Interest is the best teacher, so how to arouse the interest of the students is the
most important.

49.2.2 Explain Definition, Popular and Easy to Understand

Various definitions should be explained in a straightforward way; examples should
be appropriate to the actual life. For example, global variables and local variables:
you can simply understand global variables as public facilities that can be used by
everyone, and understand local variables as family inside facilities that can only be
used by the family.

The understanding of the variable range [2]: public facilities can be seen by all
from the installation, so they can be used by all, until they were scrapped by the
public, so the scope of global variables is from the start position where they are
defined to end of the source file; internal facilities can only be seen by the family
from installing, so they can only be used by the family, until they were scrapped by
the family, so the scope of a local variable is from the starting position where it is
defined to the end of the function.
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In order to improve the interest of the C language course, we should not only to
choose a variety of examples from practical life, but also to explain through the code
examples when teach all kinds of definitions, which not only can attract the attention
of students, but also can consolidate on the memory of the definitions, so as to let
students happy to learn so that like to learn.

49.2.3 Speak Less and Practice More

Completely eradicate the cramming education, according to my teaching experience
of many years, students will take decreasingly time to listen in the C language or
other programming language courses [3], so in order to make full use of the only two
classroom hours, the teachers should lengthen the interaction time with the students,
and let the students listen with a task of the curriculum, through a task to learn, which
can extend more interesting time of learning than aimlessly listening. Therefore, the
choice of this task is very important, which should neither too simple, no challeng-
ing, nor too difficult, so that students retire without a fight, it must be adjusted
according to student learning progress.

49.2.4 Course Review

Never expect the students to spend a lot of time to learn C language after class, so for
the purpose of gaining new knowledge by reviewing old, it needs the teachers to
review the last lesson before the new lesson together with the students, so as to link
up the new curriculum.

49.2.5 Select the Appropriate Example Code and Draw
Inferences from Others

It is especially important to select example code in the process of increasing interest.
With regard to the program of the C language, it is gradually raised from simple to

difficult, and the code numbers are increased line by line, which can not be increased
too fast. The difficulty of the control should be accurate; it should not be too difficult
or too easy.

Practical ability is very important for the students to learn C language, so it needs
to guide students to fill in the code according to the template, therefore the template
is very important, and it needs to locate according to the specific chapter.
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1. Detailed template

For example, the templates should be more detailed and simpler in the previous
chapters, and the code should be as specific as possible. At the beginning the
students are unfamiliar with the code, but we do not require the students to master
the meaning of each line of codes in details and the usage method, it only needs to
teach the students the function of each line of codes, which greatly reduces the
difficulty of learning, so that the students accept the C language more easily. For
example, the Fig. 49.1 is the simplest greeting code of C language.

We can draw inferences about other routine greeting sentences from the instance,
take the Fig. 49.2 for example. In that way, the students understand the templates
formed automatically in the Fig. 49.3.

As long as the students change the ellipsis in this template, they can print all kinds
of sentences. That is, thinking the main function as a simple template is applied to the
students to complete a variety of related tasks. At the same time, the teacher can
guide the students to print some interesting statements autonomously, which makes
the students think about the problem actively, attract the students’ ideas, and then
arouse the students’ interest.

When the students master the simplest C language program, you can add an input
statement to this simple template, which can acquire the ever-changing printing result.
Such as talk about a light topic. How is the weather today? Take the Fig. 49.4 for
example.

Through learning by analogy, let students study freely, and rewrite the code
which they interest in, or the teachers put forward a series of topics to guide the
students to choose. Therefore, the students will have a sense of achievement and
interest in learning C language spontaneously as long as they write a similar simple
procedure.

main ( )
{

printf (“Hello everyone!”);
}

Fig. 49.1 Hello everyone

main ( )
{

printf(“How are you?”);
}

Fig. 49.2 How are you

main ( )
{

printf(“……”);
}

Fig. 49.3 A simple
template
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Take the cycling for example, the teacher puts forward a question to attract the
students, what is the sum from 1 to 100? All of the students know the answer is 5050,
however, if the question changes from 1 to 1000, the students will calculate for a
long time, if there is a way to acquire the results quickly (through programming, it
needs only a few seconds), the students is certainly interested in. Simplification of
complex problems is also a way to attract students, and the teachers can explain and
write code both together, take the Fig. 49.5 for example.

With true examples, how to calculate the sum from 1 to 10,000, it only needs to
change n to 10,000, and if the question is changed, what is the sum of odd numbers
or even numbers between 1 and 100? Or other questions, then you can ask the
students to solve one of the questions, or to think out a similar topic for themselves.
In addition, you can also rewrite for statement into while statement and do... while
statement, and this cannot be done overnight, firstly, you can move the assignment
expression: int i¼ 1 above, secondly, you can move the expression: i++ to the body.
As following Fig. 49.6:

In this way, you can directly rewrite for statement into while statement and do...
while statement. Take the Figs. 49.7 and 49.8 for example. And then emphasize the

main( )
{
int n=1000,sum=0;
for(int i = 1; i<=n; i++) sum = sum + i;
printf(“1+2+3+……+%d = %d”, n, sum );

}

Fig. 49.5 Sum

int i = 1;
for(; i<=n;)
{ sum = sum + i ;

i++;
}

Fig. 49.6 For statement

int i = 1;
while (i<=n)
{ sum = sum + i;

i++;
}

Fig. 49.7 While statement

main( )
{

string weather;
scanf(“%s”, &weather);
printf(“Today is %s”, weather);

}

Fig. 49.4 Weather
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attention of some points on the program, which is simpler and more intuitive. The
students will not only understand the use of the cycle statement, but also master a
series of related algorithms as long as they rewrite it successfully.

2. Abstract template

Take the following sections for example; the basic knowledge has been mastered,
so the template is slightly more abstract, such as Fig. 49.9.

49.2.6 Multi-answer Question

Typically, a program can be implemented by a variety of methods, the students
should try to use in the learning process, not only can grasp different knowledge, but
also improve their skills in different ways. Take the selective structure programming
for example, you can use if... else as well as switch... case to solve problems, and
take the cyclic structure programming for example, you can use one of three cycles,
for loop, while loop, and do... while loop, and take the sorting algorithm for example,
the students should try to use varied sorting algorithms, such as bubble sort, selection
sort, quick sort, merge sort, two binary tree sort, radix sort, Hill sort, heap sort, etc.,
and then compare the advantages and disadvantages of each algorithm.

49.2.7 Pay Attention to Students’ Homework

Paying attention to students’ homework and correcting each student’s homework
carefully, you can find problems you can’t imagine, and it will be a great help to

int i = 1;
do{

sum = sum + i;
i++;

} while (i<=n);

Fig. 49.8 Do while
statement

Preprocessing command Variables definition
Function definition Data input
Global variable definition Data processing
main ( ) Data output
{ }

Fig. 49.9 An abstract template
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teaching. In addition, the teachers’ attitude to the students’ homework will have great
influence on the students’ work, if the teachers ignore the students’ homework,
which is unimportant to the students who feel, and then spend less time on home-
work. However, if the teacher checks the students’ homework carefully, corrects the
programming ideas and the details seriously, the students will spend more time on it,
this is an interactive process.

At last, students must conclude and classify various errors in the programming
process, and list out all kinds of errors. For a long time, it will not only improve
debugging speed, but also improve the efficiency of programming.

49.3 Experimental Results and Summary

This thesis puts forward seven ways to improve the students’ learning interest in
improving the students’ ability on learning the C language. Some are suitable for
classroom, some are suitable for the computer room, no matter which method needs
the teacher’s full guidance.

According to my comprehensive application of the seven methods, through the
practice of teaching reform on the freshmen of three classes who majored in the
E-commerce and two classes who majored in computer application technology in the
department of Computer Science of ZhiXing College of HuBei University, and the
“C Language Programming Design“course is their required course, which has a
good teaching effect, and most students are able to write a program according to the
template which has been set up, and complete the task of teaching.

Through the teaching practice, it is time to summarize the experimental data as
follow Table 49.1.

It can be seen from Table 49.1:

1. It has a great relationship with the class management on improving the ability of
the students (the instructor of the E-commerce class 1 and 2 has counted the
numbers before the class weekly);

2. The learning basis and the learning consciousness of the undergraduate are
stronger than the specialized students obviously, so the effect on curriculum
reform of the undergraduate (computer application class 1 and 2) is superior to
the specialized students (E-commerce class 1, 2 and 3);

3. The learning effect in the computer room is better than in the classroom, it
indicates that the students prefer hands-on ability which is more practical.

4. As a whole, using the seven methods is better than using any part of seven
methods independently.

Therefore, the comprehensive application of the seven methods can improve
students’ interest in learning obviously, it does not worry about students who cannot
learn “C language programming“course well as long as the students all stay
interested.
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Chapter 50
Implementation of Koch Curves Based
on Html5 <canvas>

Zhengzhi Xu and Youhui Su

Abstract With the development of modern science, fractal theory has been become
as a significant branch of Mathematics. Fractal theory mainly reveals that macro-
scopic and microscopic phenomenon has a startling similarity to one another. Koch
curve looking like snowflake is one of a typical and strict fractal pattern. For good
performance, the report uses a recursive algorithm to implement Koch curve on web
platform with <canvas> element.

Keywords Koch curve · Fractal · Recursive algorithm · Html5 · <canvas> element

50.1 Introduction

In tradition, developers tend to use graphics library in C, Cþþ, Java even Python to
design or draw a graph. This report aims to open up a convenient way to draw graph
like Koch curve vividly.

In Euclidean geometry, our world is constructed by beeline, ellipse, triangle,
parabola and other curves. The geometry objects what they describes are regular or
smooth, but lots of complex objects in nature such as winding coastline, strange
shape of clouds are unable to be made up of the simple curve. To research mathe-
matical properties of complex objects, fractal geometry has been raised up with the
publishment of B.B.Mandelbrot’s famous work [1].

In fractal theory, Koch curve is a classic sample to introduce fractal and its
recursive algorithm. Koch curve has lots of mathematical properties [2] and “infinite
length of border encloses finite area” is one of them. To get more mathematical
properties, see some works about fractal theory.
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In web front-end area, <canvas> is a new element in Html5. <canvas> element
has a great capacity in rendering image and Big Data drawing. Safari 1.3 Web
browser leads <canvas> element in html. In fact, <canvas > element is an object,
containing drawing context. The context not only provides series functions to draw
lines, circles, Bezier curves, but also supports developers crafting animation, clip-
ping images, operating pixel, etc.

With the accomplish of Html5 standard on October 29th, 2014, <canvas> element
formally becomes a part of Html document. Currently <canvas> element is gradually
replacing Flash in kinds of browser.

Firstly, to draw series of Koch curves with various dimensions, it is better to use a
strong interactivity platform such as web. Secondly, none of programs uses <can-
vas> API to implement Koch curve in existing literatures. In summary, it is impor-
tant to design a program on web page.

This report mainly research how Koch curves are drawn by <canvas> API instead
of other graphic library because of its good performance in drawing graph with
tremendous vertices.

50.2 Research Objectives

This report implements Koch curves using <canvas> API. This author tries to use
simplest codes and most basic <canvas> API to draw n-dimensional Koch curves on
browser platform.

The first goal of this report is using an effective algorithm to construct and draw
Koch curves with <canvas> API.

Using <canvas> to drawing Koch curves has advantages in drawing big-data
graph, interactively showing and convenience over other graphic libraries.

So, the more meaningful objective of the report is analyzing how these advan-
tages of <canvas> element lie in drawing such fractal graph.

50.3 Detailed Finding

50.3.1 Algorithm

In fact, Koch curve originates in an equilateral triangle called 0-dimensional Koch
curve which means 0th iteration. Suppose that an equilateral triangle, take 1/3 and
2/3 points of each edge. Then, take the points as a new edge and make an new
equilateral triangle. Now we have a hexagram called 1-dimensional Koch curve.
Repeat these steps until infinity, and then we will get an n-dimensional Koch curve
shown as Fig. 50.1.
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For the convenience to design program, coordinates of vertices are in need. See
Fig. 50.2. Given that we input coordinates of A(x1, y1), B(x2,y2),we easily figure
that the points of trisection C(x3,y3),D(x4,y4):

x3 ¼ x2 � x1ð Þ � 3þ x1
y3 ¼ y2 � y1ð Þ � 3þ y1

x4 ¼ x2 � x1ð Þ � 2� 3þ x1
y4 ¼ y2 � y1ð Þ � 2� 3þ y1

Consider point E as a point which is point D rotated 60� anticlockwise around
point C. Given a point a(ax, ay), it rotates α degrees around point o(ox, oy), then
coordinate of the point a’(a’x, a’y) after rotation is calculated:

a0x ¼ ax � oxð Þ � cos α� ay � oy
� �� sin αþ ox

a0y ¼ ax � oxð Þ � sin αþ ay � oy
� �� cos αþ oy

The formulas above derived from the sum-to-product trigonometric identity [5].
Trivially, the coordinate of point E(x5,y5) is calculated:

x5 ¼ x4 � x3ð Þ � cos 60
� � y4 � y3ð Þ � sin 60

� þ x3
y5 ¼ x4 � x3ð Þ � sin 60

� þ y4 � y3ð Þ � cos 60
� þ y3

The author uses a simple recursive algorithm to draw the n-dimensional Koch
curve because of Koch curve’s self-similar nature.

Fig. 50.1 Koch curves [4]

Fig. 50.2 Illustration
of algorithm
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50.3.1.1 The Pseudo Code

Input: two initial points(x1,y1),(x2,y2); recursive depth: m.
Output: A graph of m-dimensional Koch curve.
Begin

Step 1: If m ¼ 0, draw a line at (x1, y1), (x2,y2); go to End. (0-dimensional Koch
curve).

Step 2: Figure out points (x3, y3), (x4, y4) of trisection and the ‘rotation point’ (x5,y5);
current depth þ 1;

Step 3: If current depth ¼ m, draw lines at the 5 vertices one by one;
Go to the End. (The exit of recursion).
Step 4: Recursively call this procedure using two adjacent points.

End

50.3.2 Program & Demo

Here is core code to recursively draw a Koch curve in JavaScript.

function koch(ctx, x1, y1, x2, y2, n, m){

if(m==0){

ctx.moveTo(x1,y1);

ctx.lineTo(x2,y2);

ctx.stroke();

return false;//0-dimensional Koch curve

}

//coordinates of other 3 points

var x3=(x2-x1)/3+x1;

var y3=(y2-y1)/3+y1;

var x4=(x2-x1)*2/3+x1;

var y4=(y2-y1)*2/3+y1;

var x5=(x4-x3)*Math.cos(Math.PI/3)-(y4-y3)*Math.sin

(Math.PI/3)+x3;

var y5=(x4-x3)*Math.sin(Math.PI/3)+(y4-y3)*Math.cos

(Math.PI/3)+y3;

n=n+1; //increase current recursive-depth-counter

if(n==m){//the base case, drawing lines between two adjacent points

ctx.moveTo(x1,y1);

ctx.lineTo(x3,y3);

ctx.lineTo(x5,y5);

ctx.lineTo(x4,y4);

ctx.lineTo(x2,y2);

ctx.stroke();

return false;

}
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koch(ctx,x1,y1,x3,y3,n,m);

koch(ctx,x3,y3,x5,y5,n,m);

koch(ctx,x5,y5,x4,y4,n,m);

koch(ctx,x4,y4,x2,y2,n,m);

}

A canvas tag has been taken as main body of the web and adds input boxes for
supporting users inputting data. A demo of program has been shown as Fig. 50.3.

See the following figures for Koch curves with various depths on IE9 (Fig. 50.4).
With the increment of recursive depth, we can’t gradually distinguish the differ-

ence between two Koch curves by naked eye.

50.3.3 Analysis

50.3.3.1 Advantage of Big-Data Drawing

With the increment of recursive depth, it consumes more internal memory to save
data on the recursive stack. Tables have been shown below (Tables 50.1, 50.2).

It has been shown that internal storage used increases rapidly due to the increment
of recursive depth. In normal personal computer, the 7th depth recursion is almost
the performance limit. But, it merely costs 620 s to draw the Koch curve and free
memory of browser.

Using other graphic library, such a large amount of vertices, it has been used more
than 800 s to draw 7-dimensional Koch curve. In the case of enough hardware
devices, <canvas> element has more advantages in drawing big-data drawing owing
to its high-effective in pixel processing.

Fig. 50.3 Demo
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Fig. 50.4 (a) 0-dimensional Koch curve, (b) 1-dimensional Koch curve, (c) 2-dimensional Koch
curve, (d) 3-dimensional Koch curve, (e) 4-dimensional Koch curve, (f) 5-dimensional Koch curve
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50.3.3.2 Advantage of Interactive User Experience

Using <canvas> element, drawing Koch curves is combined with operating web
pages. Users not only can input various coordinate of initial points to draw variant of
Koch curves like Fig. 50.5, but also change the value of recursive depth. After
clicking on the ‘Draw’ button, it draws a curve immediately on the web pages.

Html5 devotes itself in improving users’ experience and <canvas> element is able
to improve the visual experience. The demo of drawing Koch curves can be
extended as a individual application via <canvas> API. For further polish, input
box of stroking color, animation of drawing steps, axis of canvas can be added.

Table 50.1 Storage and time consumed

Recursive
depth

Internal memory used/
MB (before drawing)

Max internal memory
used/MB (during drawing)

Multiple of
memory
Increment

Time
Used/s

1 57.3 57.4 0.0018 0.001

2 57.0 57.6 0.01 0.003

3 57.2 61.3 0.07 0.02

4 74.1 78.7 0.06 0.1

5 77.5 101.3 0.31 4

6 82.1 470.3 4.73 25

7 91.3 1238.6 12.56 620

Table 50.2 Time consumed in various programming language

Programming language with graphic library
Average time used drawing 7-dimensional
Koch curve (same recursive algorithm)

Matlab [4] 1127

C++ 906

Java 889

Fig. 50.5 A variant of
Koch curve
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50.4 Conclusion

The <canvas > elements embed image of Koch curve in Web. Different from other
graphic library, <canvas> element has advantages in dynamic, interaction and high
capability. With <canvas>, users can automate the drawing commands and see the
Koch curve results on the page immediately, without loading external file. It means
that showing graphs like Koch curve by <canvas > technique brings users nice
experience.

In the fractal theory side, research of algorithms and programming designs of
drawing fractal graphs is becoming a popular tendency. Readers can gain inspiration
of drawing fractal graph like Koch curve from the reports, and it recommends
<canvas > API to researcher as a tool to implement fractal graphs.
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Chapter 51
The Proposal of Centralization Deployment
of Cadre Management Information System
of SGCC

Jian Zhang, Tianjing Sun, Wentao Liu, and Sunnie Ren

Abstract In order to comprehensively improve the level of information-based cadre
management, increase the strength of cadre management and control of SGCC, State
Grid Corporation of China started to build Cadre Management Information System-
Phase I, II and III projects. Pre-Cadre Management Information System used state-
province two class deployment and multi-level application. In this mode, the system
deployment was too scattered, and didn’t match the goal of “Three Intensified
Managements (in HR, Finance and materials), Five Large-Scale Movements
(in Programming, Construction, Operation, Overhaul, and Production), and Two
centers (Operation and monitoring center, Customer service center)”, especially in
the intensive uses of resources, coordination across and through different depart-
ments, and information sharing. It was why to initiate the centralization deployment
work. The proposal of centralization deployment of Cadre Management Information
System is the guiding principal article, which indicate the way to build the system.
The article introduces the overall infrastructure, deployment scheme and application
integration scheme of the centralization deployment of Cadre Management Infor-
mation System Proposal. The application results supported the rationality of cen-
tralization deployment of Cadre Management Information System.

Keywords Cadre management · Centralization deployment proposal · Application
integration

51.1 Introduction

By the opportunity of SG-ERP information system construction year, finding the
breakthrough of deepening cadre personnel information management, and according
to the standard requirements of corporate information-based construction, Director
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Department of Personnel, together with the Department of Communications of
SGCC, organized and carried out the construction of Cadre Management Informa-
tion System-Phase I, II and III projects. Facing the 12th Five-Year Plan, company’s
party group proposed to speed up the outstanding leadership construction work to
meet the requirements of “World-Class Power Grid, International First-Class Enter-
prise”. Information-based technology as an important carrier, will be responsible to
practice and proceed advanced management thoughts, shoulder an important histor-
ical mission.

Under the background of keep proceeding information-based technology con-
struction of SGCC, follow the spirits of 3rd Plenary Session of 18th CPC Central
Committee, in accordance with the requirements to promote the deployment of
national information-based technology construction of the company, the advantages
of integrated forces and unified operation should be fully developed. Present, Cadre
Management Information System used state-province two class deployment and
multi-level application. In this mode, the system deployment was too scattered,
and didn’t matched the goal of “Three Intensified Managements, Five Large-Scale
Movements, and Two centers”, especially in intensive uses of resources, coordina-
tion across and through different departments, and information sharing etc.

According to the strategy and development goal of SGCC, and the requirements
of “12th Five-Year Plan “information development planning, the implement of
centralized deployment of Cadre Management Information System and the integra-
tion of business system like ERP, further promote business sharing and intensive
control, effectively support the construction of “Three Intensified Managements ,
Five Large-Scale Movements, and Two centers”, improve the utilization efficiency
of IT resources and reduce the cost of informationization [1].

51.2 Overall Infrastructure

Overall infrastructure of Cadre Management Information System contains business
infrastructure, technique infrastructure, data infrastructure, application infrastructure
and security infrastructure, details are as below.

51.2.1 Business Infrastructure

On the foundation of corporate’s human resources “12th Five-Year Plan”, Cadre
Management Information System includes business of cadre management, selection
and appointing, evaluation and assessment, reserve cadres management, echelon build-
ing management, education and training, staff management, The Thousand Talents
Plan, experts management, real-time release of information, inquiry and statistics, shot
massage management, system management and such modules [2]. The business frame-
work figure of Cadre Management Information System shows as below (Fig. 51.1).
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51.2.2 Technique Infrastructure

The main units of Cadre Management Information System of SGCC include display
level, application level, integration level, data level [3]. The descriptions of each
units of the different level are as below (Fig. 51.2).
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51.2.3 Data Infrastructure

Under the design ideas and principal of SG-ERP data infrastructure, from the point
of general management, the data of cadre management should be unified organized
and programmed, improved the efficiency of storage and sharing from different
systems; from the point of corporate data assets management, the whole data circle
should be formulated within collection, storage, transit and the strategies, models,
procedures in visiting part [4]. Figure 51.3 shows the data framework of Cadre
Management Information System.

51.2.4 Application Infrastructure

To well support the Cadre Management Information System, the system consists of
applications in 12 categories: cadre management, echelon building, staff manage-
ment, reserve cadres, selection and appointment, inquiry and statistics, subordination
functions, evaluation and assessment, education and training, The Thousand Talents
Plan, system management etc.. On the fruits of the construction of phase I, II and III,
the covering area and functions are reformed and improved. Figure 51.4 shows the
application framework of Cadre Management Information System.

Cadre management information system

Cadre information

Basic situation Relevant 
analysis

Leadership 
situation

Structure 
analysis Basic info.

Others 
Individual 

&family Position records

Edu. &Training Others
Records map

Evaluation and assessment

Evaluation 
situation

Comparative 
analysis inquiry

Education and Training 

General 
situation

Planning 
management

Training  course 
mgmt. Training inquiry

Reserve  cadres

Basic situation inquiry Basic Info.

Others
Individual 

&family Position records

Training  & 
education Others 

Records mapEvalutaion info.

Tasks management

Adjustment 
plan

Report on 
meeting and 

editing

appointment & 
dismissal 

confirmation

appointment 
&dismissal 

history

documentary 
procedure

Grassroots cadre

Basic situation Relevant 
analysis

Evaluation 
situation

selection & 
appointing Basic Info.

Others
Individual 

&family Position records

Training  & 
education Others 

Records map

Inquiry and statistics

Cadre Info. The reserve 
Info.

Appoint & 
dismiss Info.

Assessment 
Info. Training  Info. Forms output

Fig. 51.3 Data framework of cadre management information system

446 J. Zhang et al.



51.2.5 Security Infrastructure

Cadre Management Information System requires a higher level of data security,
that’s why the security infrastructure was designed from 5 sectors: physical security,
network security, system security, application security and data security. Figure 51.5
shows the phase one security infrastructure of Cadre Management Information.
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51.3 Deployment Scheme

The centralization and high-availability system deployment: servers located in
production area, application business included two nodes which served as central-
ization and high-availability, load balancer were realized by F5 or middleware
cluster. Data base server was in centralization and high-availability, involved two
nodes. The main servers involved in cadre management information system produc-
tion area showed as below (Fig. 51.6).

51.4 Application Integration Scheme

The scheme includes integration with catalog, integration with portals and integra-
tion with ESB [5].

51.4.1 Integration with Catalog

When users logged in portals, filled the cadre management information system form
by catalog. When the user firstly passed through the confirmation of identity
confirmation management server, the catalog sent the account message which
asked by the user through several ways as below:

1. If the user’s account in application system is same with the account in confirma-
tion catalog, then automatically fills the value of properties like account name and
password, and submits to application system.

2. If the user’s account in application system is not same with the account in
confirmation catalog, then there are two treatments:

• The first login needs to input information like account name and password,
these information will be encrypted and stored in the confirmation system.
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Later, when user visit the application system again with the same URL,
confirmation system will automatically fill the form with the information
used before and submits;

• The user’s account information in application system is saved as user’s
extension properties value in catalog, inquires account information in appli-
cation system corresponding to user’s extension properties value in confirma-
tion catalog, and submits to the system.

51.4.2 Integration with Portals

Cadre management information system sent the message of to do task to the
handling platform by calling the service from web service to-do-list, and then
through data interface, the to-do-list of corporate portals comprehensively displayed
the messages which sent from cadre management information system.

51.4.3 Integration with ESB

Cadre management information system integrated with application integration- ESB,
and then integrated with headquarters’ cadre management information system,
headquarters’ portals and other headquarters’ business through headquarters’ ESB.
During the integration, the service consumers used the service which registered on
ESB by service providers, through ESB realize the functions like united manage-
ment, message transformation and intelligence router etc.

51.5 Conclusion

Currently, under the instruction of this proposal, Cadre Management Information
System has been built out and got gradually achievements since the end of 2015.
System’s models and units have been developed and will go online after integration
test, the third party test and confirmation test.
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Chapter 52
Research and Designing of Grounding Fault
Diagnosis for Small Current System Based
on DsPIC33 and MCP3903

Yin Hui, Shi Changkai, Guan Shilei, Lv Liping, Liu Manyu,
and Wu Guoping

Abstract For the 10 kV boundary switch controller reliability fault isolation
boundary switch controller designed in this paper on the hardware of CPU
dsPIC33EP512MU810 with high performance and special electric power quality
measurement chip MCP3903, software gives a practical TDFT non synchronous
sampling measurement method. The boundary switch controller judges the ground
fault according to the first 1/4 cycle, zero sequence voltage and zero sequence
current direction of the small current grounding.The master station is communicated
with each boundary switch controller through the 4G network, and the boundary
switch controller is managed and maintained so as to facilitate data management.
The experimental results show that the design is accurate and reliable in separating
user fault.

Keywords Boundary switch controller · TDFT asynchronous sampling
measurement method · MCP3903 · Power quality · 4G

52.1 Introduction

The domestic distribution network of the 10 kV in the neutral grounding mode, the
advantages of this type of power grid is a single-phase grounding fault occurs, the
fault current is small, single-phase grounding fault easily disappear, thereby

Y. Hui · S. Changkai · G. Shilei
China Electric Power Research Institute, Haidian District, Beijing, China

L. Liping · L. Manyu
State Grid Beijing Electric Power Company, Electric Power Research Institute,
Fengtai District, Beijing, China

W. Guoping (*)
Beijing Bolijie Electric Co., Ltd., Tongzhou District, Beijing, China
e-mail: 279445767@qq.com

© Springer International Publishing AG, part of Springer Nature 2018
M. Tavana, S. Patnaik (eds.), Recent Developments in Data Science and Business
Analytics, Springer Proceedings in Business and Economics,
https://doi.org/10.1007/978-3-319-72745-5_52

451

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-72745-5_52&domain=pdf
mailto:279445767@qq.com


increasing the possibility of running, but the disadvantage is due to the small fault
current, resulting in 10 kV fault point the system is very difficult to find. When faults
occur, unbalanced three-phase ground voltages may cause more serious faults in
other areas. Therefore, when the single-phase permanent earth fault occurs in the
actual power grid operation, it is necessary to complete the location of the fault point
as soon as possible [1].

This paper developed a cut-off switch controller 16 bit microcontroller
dsPIC33EP512MU810 based on high performance and measurement based on
MCP3903 chip as the core, using TDFT software design method for measurement
of non synchronous sampling, in determining the small current grounding fault is
simple and reliable.

52.2 Hardware Design

52.2.1 Hardware Structure

Boundary switch controller comprises a three-phase voltage and current input signal,
AD sampling circuit, dsPIC33EP512MU810 CPU, ICD2 simulation debugging
interface, UART interface, LCD display part, RS232, RS485, opening into and out
of control and power supply part.

CPU main control chip selects Microchip dsPIC33EP512MU810’s high perfor-
mance 16 bit microcontroller and meter specific metering chip MCP3903 as the core
of the three-phase four wire multi-function meter module. The terminal is provided
with a 3 way switch input terminal, which is used for detecting the circuit breaker’s
integral and no stored energy signals. The terminal is also provided with two relay
outputs for controlling capacitor switching and providing a RS485 and RS232 serial
port for data transmission of the 4G module.

The hardware structure of the demarcation switch controller is shown in
Fig. 52.1. A, C, PT, CT after the zero phase current transformer after the signal
processing circuit in AD MCP3903 conversion module, the signal sampling and
conversion by SPI bus power quality data sent to the main CPU dsPIC33EP512
MU810.

52.2.2 CPU Monitoring Circuit

Figure 52.2 is the CPU monitoring circuit, the use of MAX706, which has power on
automatic reset, manual reset, watchdog and voltage detection function. When the
voltage is below 1.25 V, the threshold detects the output /PFO and the output is low
to CPU. The watchdog WDI is connected to the CPU, and when the signal remains
high or low over 1.6 s, the timer overflow makes the /WDO end output low, thereby
making the /WR lower than the 0.6 V and the /RESET end outputting a reset signal.
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When any change in the level of the WDI input allows the timer to be reset, the
watchdog is not allowed to overflow.

52.2.3 Temperature Compensation

Figure 52.3 is a digital temperature sensor circuit. In the measuring instrument, the
temperature examination is essential. The circuit adopts AD7416 digital temperature
sensor produced by AD company. It includes a band gap temperature sensor and
10 as AD converter. The resolution is 0.25�, the measuring range is �55~125�, and
the accuracy is degree. The temperature sensor is used to measure the ambient
temperature and to compensate the temperature of the crystal.

52.2.4 The Opens and Goes in of the Boundary Switch
Controller

Figure 52.4 is a 3 way switch input. The external circuit breaker is integrated and
divided, and the energy storage bit is isolated by DI1~DI3 through optocoupler, and
then is input and connected to the CPU through PIN0~PIN2, and then the
corresponding calculation and operation are carried out.

dsPIC33EP512MU810

MCP3903

MCP3903

MCP3903

A  voltage

A  current

PT

CT

C  voltage

C  current
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CT
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220VAC~DC
24V

DC~DC
3.3V

Active crystal 
oscillator

RS232

KEY

2 sets of relays out

3 way optically isolated open 

RTC

Data storage module

Fig. 52.1 Hardware structure diagram of the boundary switch controller
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Two way CPU output, O0, O1 through triode 8050, control relay output, used for
circuit breaker out of the output, as shown in Fig. 52.5.
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52.2.5 AD Sampling of the Boundary Switch Controller

AD sampling circuit as shown in Fig. 52.6, MCP3903 clock provided by
3.2768 MHz active crystal, the output of the sampling frequency is 12.8 K, the
clock line of three-phase MCP3903 and reset lines connected together, can ensure
that the three-phase sampling synchronization. MCP3903 once each sampling is
completed, the SDO pin outputs a pulse indicating the end of the ADC conversion.

The MCP3903 can be used as the 16 bit ADC of the six channel, and each
MCP3903 completes a phase synchronous sampling of the current and voltage. The
three MCP3903 clock signals are provided by the 3.2768 MHz active crystal oscilla-
tor, and the reset signal is controlled by the dsPIC33EP512MU810 (MU810) so as to
realize the three-phase synchronous sampling. MCP3903 through the SPI interface
and MU810 connection, MU810 is the SPI master controller, MCP3903 current
channel gain can be independently controlled by the MU810 of I/O, and can adjust
the appropriate gain according to the different input current amplitude.

52.2.6 4G Communication Module

Each demarcation switch controller are installed a 4G module, boundary switch
controller can be a circuit breaker switch, terminal fault data and log files through the
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4G module to the 4G network, and then through the establishment of INTERNET
network and the master control center, this mechanism can upload the master control
center to manage and maintain the remote terminal. In addition, the master station
staff can also be convenient for demarcation switch controller software updates and
upgrades, eliminates the demarcation switch controller installation and maintenance
personnel to upgrade software update operations in remote or environmental
conditions [2].

52.3 Software Designing

52.3.1 Asynchronous Sampling Measurement Method Based
on Tdft

Compared with TDFT non synchronous sampling measurement method, synchro-
nous sampling method requires synchronous sampling interval and grid frequency,
the hardware PLL circuit so need to add external to track the grid frequency, and
automatically update the MCP3903 clock to change the sampling frequency. Since
the output frequency of the PLL is lagging behind the frequency of the power grid,
there will be synchronous error in the system, so the strict synchronous sampling is
difficult to achieve. When the power grid is in nonsinusoidal condition, it will affect
the zero crossing detection. In severe cases, the PLL will fail and the system will not
work properly [3]. In comparison, the TDFT asynchronous sampling measurement
method has the advantages of engineering practicability. This method uses equal
interval sampling without synchronization with the grid frequency. TDFT non
synchronous sampling measurement method can not ensure periodic sampling of
the measured signal cycle and strict synchronization, in order to reduce the mea-
surement error caused by non synchronous, the fundamental and harmonics can
obtain higher accuracy in data processing by increasing the number of iterations to
improve the measurement accuracy, and effectively reduce the synchronization error
affect the accuracy the degree of measurement, accurate measurement and harmonic
frequency. Quasi synchronous window function [4].

U tð Þ ¼ Ua0

2
þ
X1
k¼1

uak cos kwtð Þ þ ubk sin kwtð Þð Þ: ð52:1Þ

After determining the number of samples, the number of iterations, and the
numerical quadrature method, the coefficients of the quasi synchronous function
can be determined, and then a quasi synchronous function array is established. The
raw data is weighted by the quasi synchronous window function, which is equivalent
to a synchronous processing of data [5]. The original function data and the quasi
synchronous function array are multiply operated, and the new periodic signal after
processing is the same as the original signal period. The frequency components are
the same, and the synchronization error of the new signal is smaller than [6].
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52.3.2 TDFT Asynchronous Sampling Measurement Method
Harmonic Calculation

TDFT based asynchronous sampling harmonic measurement method uses TDFT
interpolation to suppress the asynchronous sampling error, so as to achieve accurate
measurement of harmonic parameters. The method does not need hardware phase
locking, saves hardware equipment cost, and reduces hardware equipment volume.
Meanwhile, the method is not affected by the sampling length, and can be used for
high resolution measurement of harmonics. In addition, the TDFT interpolation
method does not need to construct and store window functions, thus avoiding the
finite word length effect in the storage and computation of window functions, so it is
more accurate than the traditional windowed interpolation method.

In order to overcome the problem of windowed algorithm, this paper uses the
TDFT Fu Liye Discrete (Transformed Fourier Transform) to suppress the spectral
leakage error. The principle of the method is as follows: a new sequence X1 (n) is
obtained by weighting the adjacent three terms in the discrete Fu Liye transform
result X (n).

X1 nð Þ ¼ X nð Þ � X n� 1ð Þ þ X nþ 1ð Þ
2

ð52:2Þ

X nð Þ ¼ M

L
e
j θm þ rπð Þ

ð52:3Þ

Typing:

L ¼ n� k1� r ð52:4Þ

M ¼ AmN sin rπð Þ
2π

ð52:5Þ

Get next:

X1 nð Þ ¼ M

L
ej θmþrπð Þ � 1

2
M

L� 1
ej θmþrπð Þ þ M

Lþ 1
ej θmþrπð Þ

� �

¼ Mej θmþrπð Þ 1
L
� L

L2 � 1

� �

¼ � M

L L2 � 1
� �ej θmþrπð Þ

ð52:6Þ

The frequency measurement method based on TDFT for asynchronous sampling
measurement is shown in the following figure. It can be seen that this method is
more effective and accurate than traditional and windowed DFT methods (Figs. 52.7
and 52.8).
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The boundary switch controller of small current grounding system of the flow
chart, power on initialization after the calculation of voltage and current sampling in
three after Zhou Bo, after the zero sequence voltage and zero sequence current to
determine whether the small current grounding, such as fault wave recording storage
controller, can be used in fault diagnosis and subsequent upload station.

Small current grounding fault criterion mainly depends on the limit value of zero
sequence voltage and zero sequence current limits, reactive power direction of the
three conditions into the small current software to determine the entrance, three
conditions “and” relationship, there is a condition that does not enter the small
current grounding fault [7]. According to the method of judging the transient
component of the fault current in the previous 1/4 cycle, the characteristics of the
fault line and the polarity of the transient zero sequence current and the zero
sequence voltage of the perfect line are determined. In the event of a fault, for the
resonant grounding system, the capacitor and ground zero sequence voltage source
are charged to the arc suppression coil, so the arc suppression coil can not be
compensated, and can be regarded as open circuit. Therefore, the former 1/4 cycle
method is not affected by arc suppression coil. After the grounding fault line zero
sequence current flow to the bus as the value of the system of non fault line on non
fault components of capacitive current and the capacitive reactive power direction
and non fault lines on the contrary, the actual direction of flow to the bus line [8].

Figure 52.9 as an example, the equivalent zero sequence network graph topology,
a zero sequence voltage in fault at U0 (vector), each component in a circuit of
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capacitor to constitute the zero sequence current loop, the zero sequence impedance
impedance and capacitance line compared to the small, so you can ignore the
influence of zero sequence impedance. So each element in neutral point grounded
system in which the capacitance current of zero sequence current of the whole
network.
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52.4 Conclusion

In conclusion, the characteristics are embodied in the following four aspects [9]:

1. When the single-phase grounding fault occurs, the whole system has zero
sequence voltage;

2. The zero sequence current on the normal line is the capacitance current of the line
itself, and the capacitive reactive power direction is opposite to the fault line,
which shows that the bus flows to the line;

Fig. 52.10 The Intra regional failure waveform for the arc suppression coil

Fig. 52.11 The out of band waveform for the arc suppression coil
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3. The zero sequence current on the fault line is the sum of zero sequence current of
all normal lines, and the direction of capacitive reactive power is opposite to the
normal line, and the line flows to the bus.

4. When the single-phase grounding fault happens, the zero sequence circuit basi-
cally is purely capacitive, all normal lines have 90� ahead of the zero sequence
current of zero sequence voltage, and zero sequence current fault line is non fault
line zero sequence current of all phase lag and zero sequence voltage of 90� [10]
(Fig. 52.10).

The boundary switch controller of small current grounding fault in the region
when the recorded waveform graph, can be seen from the figure of zero sequence
current in the first 1/4 cycle of a peak value of 40.96A (CT zero sequence current
ratio is 20:1), reactive power to meet the current conditions within the region, the
controller action outlet protection (Fig. 52.11).

The boundary switch controller of small current grounding fault zone in the
waveform diagram, it can be seen from the figure of zero sequence current in the
first 1/4 cycle of a peak value of 6.4A (CT zero sequence current ratio is 20:1), does
not meet the conditions of small current grounding area in reactive power direction,
the controller does not move the export atresia.
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Chapter 53
Mobile Phone Addiction in Youngsters:
Concept and Measurement

Menglong Li and Yujia Ren

Abstract Smart phone has brought great convenience to our life. It has become an
indispensable part of our life, and also has negative impact, such as mobile phone
addiction. Mobile phone addiction will greatly impact youngsters in study and life.
Due to excessive indulgence in or misuse of mobile phone, more and more young-
sters indulge themselves in the virtual world created via mobile phone, and even get
addicted, which has a serious negative effect on youngsters’ mentality, physiology,
social relations, study and life. This study aims to summarize the concepts in relation
to mobile phone addiction and measuring tools, with a view to providing a reference
for learning about, understanding, researching, preventing and treating mobile phone
addiction, and promoting physical and psychological health of youngsters.

Keywords Youngsters · Mobile phone addiction · Concept · Measurement

53.1 Introduction

With the continuous improvement of society, economy, science and technology,
phones with increasingly perfect functions are being produced, mobile phones
become more and more popular, and have gradually become an indispensable tool
in our life [1]. The popularization of mobile phone has greatly facilitated our life, and
has a far-reaching and extensive influence on our lifestyle. Meanwhile, however,
overuse of mobile phone leads to mobile phone addiction, which has an adverse
impact on people’s body, psychology, and social behavior [2].

As one of the research topics in the field of health psychology, addiction refers to
that an individual is badly eager for some activity or abuse of some substance
uncontrollably, regardless of the adverse impact of such behavior. Addiction is
classified into substance abuse and behavioral addiction [3]. Mobile phone addiction
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is behavioral addiction caused by overuse of modern technology, similar to internet
addiction and game addiction. Specifically, it means a state that a mobile phone user
becomes obsessed with mobile phone due to overuse of mobile phone for some
purposes, in which the addict suffers from impairment of psychology and social
function. In serious case, the addict even will suffer from pins and needles, palpita-
tion, dizziness, sweating, gastrointestinal dysfunctions, and so on. Mobile phone
addiction, as a new social problem following internet addiction, has gradually
become one of the focuses of attention in the society [4].

The physical and psychological health of youngsters objectively reflects the
comprehensive national strength of a country, and is the mark of prosperity of a
nation. We have made great efforts in improving youngsters’ physical and psycho-
logical health, but there still are a lot of problems. Mobile phone addiction is a major
problem impacting youngsters’ physical and psychological health. Some researches
show that more than 25% youngsters have got addicted to mobile phone
[5]. Researches show that about 40% youngsters in Spain have got addicted to
mobile phone, who spend more than 4 h in making phone call or texting every
day. More than 33% Italian youngsters own at least two mobile phones and are
deeply addicted to mobile phone; 36% British youngsters insist that they can’t do
without mobile phone [6]. Undoubtedly, mobile phone addiction has a great impact
on youngsters’ study and life. Due to excessive indulgence in or misuse of mobile
phone, more and more youngsters become obsessed with the virtual world created
via mobile phone, and then become addicted, which has an adverse impact on
youngsters’ psychology, physiology, social relations, study and life. Youngsters’
addiction to mobile phone has become a serious psychological and social problem.
Hence, it is of great theoretical and practical significance to study youngsters’
addiction to mobile phone.

53.2 Concept of Mobile Phone Addiction

Defining the concept of mobile phone addiction is the basis for studying mobile
phone addiction. There are many researches on this topic. However, the concept of
mobile phone addiction has not clearly defined yet. Some scholars defined “mobile
phone addiction” to be “mobile phone addiction”, “problem use of mobile phone”,
or “pathological phone use”, etc. [7]. Ezoe et al. believed that addiction and
dependency are two similar concepts defining mobile phone addiction from two
aspects: excessive use and eagerness for discontinuous use of mobile phone
[8]. Walsh et al. pointed out that the manifestation of mobile phone addiction is
that an individual is badly for or has a strong desire for mobile phone use, which is
uncontrollable [9]. It is also considered that mobile phone addiction refers to
obsession with various activities with mobile phone as media, or strong and contin-
uous eagerness for and dependency on mobile phone use, which greatly impairs
individual’s social and psychological functions. Foreign researches get used to
describing mobile phone addiction to be problem use of mobile phone [10]. Some
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researchers also define mobile phone addiction to be behavioral addiction caused by
interaction between human and mobile phone [4]. The behavior of improper use of
mobile phone on occasion where it is explicitly prohibited to use mobile phone or
there is perceptible potential danger due to mobile phone use is called “problem use
of mobile phone” by some people [10]. According to the definitions of mobile phone
addiction above, mobile phone addiction essentially means behavioral addiction
arising in the interaction process between human and mobile phone, and is a
manifestation of improper mobile phone use, which is at mental level.

Chinese scholars tend to focus on the state or consequences of mobile phone
addiction for defining mobile phone addiction. Research defined mobile phone
addiction to be a state of chronic or periodic obsession caused by continuous use
of mobile phone, which leads to a psychological state and behavior of strong and
continuous eagerness and addiction, and is classified into mobile phone entertain-
ment addiction, mobile phone relationship addiction and mobile phone information
gathering addiction [11]. Han insisted that there should be three criteria for judging
mobile phone addiction: (1) misuse of mobile phone; (2) undue influence of mobile
phone on living, work and study; (3) a series of adverse physiological and psycho-
logical reactions in the case of mobile phone being out of service or absence of
mobile phone, which relatively describes the concept of mobile phone addiction
completely [12]. Wang, based on summary of concepts of mobile phone addiction
defined by foreign and Chinese scholars, came to the conclusion that mobile phone
addiction means a state of obsession in which an individual suffers from significant
physiological, psychological and social function impairment due to uncontrollable
use of mobile phone, which is a kind of mental and psychological disease newly
emerged with the employment and rapid popularization of mobile phone [13]. It is
essentially similar to internet addiction, but the former is more extensive and in
disguised forms. This definition is widely recognized. According to the definitions of
mobile phone addiction set out above, mobile phone addiction has a lot of adverse
impacts on people, physiologically, psychologically and socially (including life,
study and family), and impairs people’s healthy life, physical and psychological
health, and social life.

Although the criteria for defining mobile phone addiction are still controversial in
the academic circle, it is uniformly regarded that mobile phone addiction falls into
the scope of behavioral addiction, because it doesn’t involve matter intake, and is a
new type obsessive-compulsive dependent behavior. Based on the previous
researches, we can think that mobile phone addiction is a state of obsession in
which mobile phone users suffer from physiological, psychological and social
function impairment due to uncontrollable excessive mobile phone use for some
purposes, which is similar to internet addiction and game addiction [14].
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53.3 Measuring Tool of Mobile Phone Addiction

Measuring tools of good reliability and validity also are a basis for studying mobile
phone addiction. As the study on mobile phone addiction deepens, researchers have
developed some tools for measuring mobile phone addiction of good reliability and
validity, which lays a good foundation for studying mobile phone addiction of
middle school students.

Relatively speaking, foreign researchers have developed related tools before
Chinese researchers do. The first tool for measuring mobile phone addiction is
mobile phone dependence questionnaire (MPDQ), which was developed by Toda
et al. [15]. It consists of 20 items, and the Likert 4-level scoring method is adopted,
ranging from 0 (hardly any) to 3 (always). The aggregate score ranges from 0 to 60.
High score indicates high degree of mobile phone addiction. The questionnaire is
widely applied, and turns out to be of good reliability. Bianchi and Phillips [16], in
accordance with literatures on addiction and in combination with social factors
related to mobile phone, developed the MPPUS according to the measuring methods
of behavioral and technological addiction, which consists of 27 items from five
perspectives, i.e. tolerance, avoidance of other problems, withdrawal, eagerness and
negative consequence. Many researchers adopted this tool as basic measuring tool
for deeper research. For it, the Likert 10-level scoring method is adopted, ranging
from 0 (completely out of line) to 10 (completely in line). High score indicates
intense attention to problem use of mobile phone. The coefficient of internal
consistency of this tool is 0.9, indicating that the tool is of high reliability. It was
referred to by researchers in Japan, the United States and the UK, and has been
proved to be of good internal consistency and construct validity [17]. Billieux et al.
developed the PUMPQ, which is for comprehensively measuring the actual and
potential problems of mobile phone use [18]. It consists of 30 items from four
perspectives, i.e. ultralimit use, dangerous use, financial problems, and withdrawal
symptoms, and the Likert 4-level scoring method is adopted, ranging from
1 (strongly agree) to 4 (strongly disagree). It was widely applied in Turkey, Swit-
zerland, and South Korea, and has been proved to be of good reliability [19]. Leung
et al. [20] developed the mobile phone addiction tendency scale (MPATS), which
consists of 17 items from four perspectives, i.e. uncontrollability, withdrawal,
avoidance, and inefficiency. The Likert 5-level scoring method is adopted, ranging
from 1 (never) to 5 (always). The coefficient of internal inconsistency α of the tool is
0.87, and it is of good reliability and validity.

Initially, Chinese researchers introduced scales for studying mobile phone addic-
tion, and then also started to develop measuring tools by themselves in accordance
with the actual situation. Wang [21] developed the middle school student mobile
phone addiction tendency scale, which consists of 16 questions from three perspec-
tives, i.e. withdrawal (6 questions), salience (5 questions) and compulsivity (5 ques-
tions). The coefficient of internal consistency of the general scale is 0.824, the
test-retest reliability of subscales ranges from 0.642 to 0.853, and the result of
confirmatory factor analysis shows that all data of the theoretical model of the
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scale fit well. It is thus clear that the scale is of high reliability and validity. Shi [22],
by referring to clinical experience, developed the mobile phone dependence diag-
nosis scale based on Young’s Internet Addiction Test (LAT). It consists of nine
items. That at least five items are satisfied indicates mobile phone dependence
[22]. Tao developed the youngsters mobile phone dependence self-assessment
questionnaire, which consists of 13 items from three perspectives, i.e. withdrawal
symptoms, eagerness and physical and psychological effect [23]. The Cronbach’s
coefficient α of the general questionnaire is 0.87, and that of each perspective ranges
from 0.58 to 0.83. The result of confirmatory factor analysis shows that the ques-
tionnaire is of high reliability and validity. Xu et al., based on the diagnosis of
substance dependence and behavioral addiction in the fourth edition of the Diag-
nostic and Statistical Manual of Mental Disorders, developed the Mobile Phone
Dependence Inventory (MPDI) from four perspectives, i.e. tolerance, withdrawal,
social function and physiological reaction [24]. To sum up, there are many measur-
ing tools of mobile phone addiction of high reliability and validity developed by both
foreign and Chinese researchers, but such tools have not been popularized in
practical application. Thus, there is no universally accepted tool yet.

53.4 Conclusion

The popularization of smart phone has brought great convenience to us, and also
leads to mobile phone addiction, which attracts great attention and concern. People
have realized the adverse impact of mobile phone addiction on the physical and
psychological health of youngsters, which also attracts great attention from the
society. There are a lot of researches on the concept of measuring tools of mobile
phone addiction, substantial progress has been achieved, and such researchers are
being deepened. But there are still some problems: (1) the concept of mobile phone
addiction has not been uniformly defined, which needs to be further researched;
(2) concerning the measuring tool, on one hand, there lacks measuring tools specific
to particular groups; on the other hand, there lacks effective measuring tools with
comprehensive functions and easy to operate. In a word, the existing researches
provide an important theoretical and practical foundation for this research, and there
are still many problems to be researched and solved.
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Chapter 54
Measurement and Empirical Research
of High Technology Industry Development
for Mainland China Region

Ming Luo and Rui Luo

Abstract High technology industry is the strategic and guiding industry of eco-
nomic and social development; it is a core symbol of measure economic develop-
ment level and competitiveness of a country or a region.

This paper uses statistic data from 2000 to 2014, results show that High Tech-
nology Industry Competitiveness by industry and regional development are uneven
from an empirical analysis.

Keywords Mainland China Region · High Technology Industry · Industry
Development

54.1 Regionalization of Mainland China

54.1.1 The Meaning of the “Region” Division

Human economic and social activities are carried out in a certain time and space,
“region” refers to a certain geographical space of human activities, some aspects of
the region within the homogeneity, regional and regional differences between the
certain.

Regional economic High Technology Industry innovation refers to the conditions
under certain conditions, the regional High Technology Industry through the adjust-
ment of various innovative elements of the independent movement and the associ-
ated movement, so that innovation elements affect the independent development of
other elements, to achieve innovation between the elements Mutual cooperation,
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mutual development of the trend. This innovation determines the development trend
of High Technology Industry in the whole region, so that the regional High Tech-
nology Industry from the old structural state to develop into a new structural state, to
achieve the development of innovative elements in accordance with the law, regional
High Technology Industry mutual benefit, Comprehensive and coordinated devel-
opment. The coordinated development of the regional High Technology Industry
reflects the synergy of the innovative elements in the industry, and reflects the
synergies of the various elements after the interaction of the various innovative
elements. It is the dialectical unity of the various links among the elements of the
regional High Technology Industry.

54.1.2 History of Mainland China Regionalization

China is broad. Due to historical and realistic development and other reasons, the
level of economic development between the Chinese mainland region there is a big
difference. According to the different development level, the Chinese mainland is
divided into different economic regions, is conducive to the study of regional High
Technology Industry innovation.

In the 1950s and 1960s, the division of the economic region was different. In the
1960s, with the deepening of the study of economic development, the people of
China were divided into two parts: the north, the northeast, the east, the middle, the
middle, the southwest and the northwest. Proposed a number of regional division
method. Some of the mainland is divided into first-line, second and third areas; also
divided into East, Central and West three zones; six comprehensive economic zone;
seven economic zones; nine economic zones; nine “metropolitan economic circle
“And so on, different periods, different division method covers the geographical
range is different.

54.1.3 Definition of “Region” in This Paper

Based on the existing research on regional economic development and economic
growth in China, this paper will build an infrastructure to support its economic and
social development according to the characteristics of economic situation, natural
resources and population distribution in various economic zones. Economic zone
within the integration of the effective allocation of factors of production, and then lay
the foundation for the national economic integration. Circum-Bohai Sea Region
(Beijing, Tianjin, Hebei, Shandong), Yangtze River Delta Region (Shanghai,
Jiangsu, Zhejiang, Anhui), Southern Coastal Region (Guangdong, Fujian, Guangxi,
Hainan) and Middle Region (Henan, Jiangxi, Hunan, Hubei) four economic zones
with a total land area of 202.8 square kilometers, population 895.37 million, the
largest population density, 441 per square kilometer; Secondly, Northeast Region
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(Heilongjiang, Jilin, Liaoning) and Southwest Region (Chongqing, Sichuan, Yun-
nan, Guizhou) two economic areas of the total land area of 193.57 million square
kilometers, population 303.29 million people, that findings and the population
density of 156 people per square kilometers; the sparsely populated Northern Region
(Inner Mongolia, Shaanxi, Shanxi, Gansu, Ningxia), Xinjiang and Qinghai-Tibet
Plateau region (Tibet, Qinghai), three largest economic region, with a total area of
539.74 square kilometers, population 163.8 million people, population density, at
least 30 people per square kilometer.

54.2 Condition of High Technology Industry in Mainland
China

In the process of regional High Technology Industry development, collaborative
development is an important feature of the development of High Technology
Industry. This collaborative development trend, so that different regions of high-
tech industries to varying degrees of development. The implementation of open
policy areas, High Technology Industry to achieve knowledge sharing, business
development faster, and vice versa is the opposite.

54.2.1 Southern Coastal Region Compare with the Middle
and Western Regions Have a Large Difference
in Scale

After the reform and opening up, especially since the beginning of the twenty-first
century, China has made great achievements in the development of regional High
Technology Industry, and successfully explored a road of development with Chinese
characteristics. Since 2000, Revenue from Principal Business (hereafter referred to
as the Revenue) of China’s high technology industry has increased by nearly
12 times between 2000 and 2014, with an average annual growth rate of 19.89%.
In 2014, the revenue reached CNY12736.767 billion, creating the development of
High Technology Industry in the world the miracle. However, while the economy is
growing at a high speed, the gap between the high-tech industries in mainland China
is expanding, and the income from the main business of the High Technology
Industry in Circum-Bohai Sea Region is the highest, reaching CNY1,320.2 billion;
the other is the Yangtze River Delta Region, which is CNY 4049.6 billion, Southern
Coastal Region reached CNY 354.83 billion the central region reached CNY 1368.7
billion, the southwest region reached CNY 997.9 billion, the northeast region
reached CNY 465.2 billion, the northern region reached 299.6 billion CNY, the
Qinghai-Tibet plateau region reached 7.3 billion CNY, Xinjiang reached 2.69 billion
CNY (Table 54.1).
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54.2.2 The Central and Western Regions Grew Rapidly
and the Southern Coastal Regions Grew Steadily

From 2000 to 2014, the average annual growth rate of High Technology Industry in
each region increased. Especially in the central and western regions in the central
region to speed up the development of major policies in the central and western
regions under the strong incentives, high technology industry grew rapidly, of which
Middle Region of high technology industry, the revenue from principal business has
grown 25.68 times, an average annual growth of 26.44% in 15 years; Southwest
Region has grown 20.4 times, an average annual growth of 24.46%; Qinghai-Tibet
region has grown 17.25 times, an average annual increase of 23.05%. The Yangtze
River Delta region has grown 13.15 times, an average annual growth of 20.84%;
the Circum-Bohai Sea Region has grown 11.40 times, an average annual increase
of 19.70%; Southern Coastal Region inhas grown 10.43 times, an average annual
growth of 19.01%. North region, northeast region, Xinjiang respectively has grown
8.82 times, 6.74 times, 4.72 times; annual average growth of 17.73%, 15.74%,
13.26% in the recent 15 years. But the regional gap widened, Circum-Bohai Sea
Region, the Yangtze River Delta region, the Southern Coastal Regions continue to
lead. Northeast region has been beyond the central region and southwest region;
Xinjiang has also been beyond the Qinghai-Tibet Plateau region, while Xinjiang and
Qinghai-Tibet Plateau region and developed areas of High Technology Industry gap
widened further.

Table 54.1 Comparison of Revenue from Principal Business of High Technology Industry in each
region (2000–2014) Units: 100 million CNY

Region\Time 2000 2005 2011 2012 2013 2014

Nationwide 10050.1 33916.2 87527.2 102284.0 116048.9 127367.7
Circum-Bohai Sea Region 10,651 34,983 90,817 106,161 120,453 132,020

Yangtze River Delta
Region

2862 12,066 31,122 35,352 37,869 40,496

Southern Coastal Region 3104 11,975 26,849 29,234 32,664 35,483

Middle Region 513 1130 6491 9023 11,584 13,687

Southwest Region 458 902 4792 6428 8448 9799

Northeast Region 600.9 1067.2 3289 3877 4405 4652

Northern Region 305 640 1739 2277 2599 2996

Qinghai-Tibet Plateau
Region

4 11 27 46 63 73

Xinjiang 4.7 10.5 31.1 16.9 20.7 26.9
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54.3 Comparison of High Technology Industry
Development in Different Region

54.3.1 Medical and Pharmaceutical Products Manufacturing

State Council “second five” national development plan, the Medical and Pharma-
ceutical Products Manufacturing was classified as a strategic emerging industries.
Refers to the raw material by physical changes or chemical changes after becoming a
new pharmaceutical products containing commonly referred to in the manufacture of
Chinese and Western medicine, veterinary drugs also contain pharmaceutical raw
materials and health materials. Into the twenty-first century, the expansion of
industrial scale by leaps and bounds. During the period of 2000–2014, China’s
medical and pharmaceutical products manufacturing The revenue grew 13.35 times,
with an average annual growth rate of 20.96%. In 2014, the revenue from principal
business of pharmaceutical manufacturing reached CNY 233.533 billion. In 2014,
the revenue ranking, Circum-Bohai Sea Regional, Yangtze River Delta region, the
central region were ranked one, two, three, the revenue reached CNY 581.1 billion,
CNY 538.4 billion and CNY 440.9 billion. More than CNY 100 billion in Shandong,
Jiangsu, Henan, Jilin, Guangdong, Sichuan, Zhejiang and Jiangxi, the revenue of
pharmaceutical manufacturing reached CNY 3715.83,304.55 billion, CNY 166.37
billion, CNY 148.04 billion, CNY 129.46 billion, CNY 110.44 billion, CNY 109.25
billion, CNY 102.77 billion in 2014 (Table 54.2).

54.3.2 Manufacture of Aircrafts and Spacecrafts and Related
Equipment

In China, manufacture of aircrafts and spacecrafts and related equipment industry to
produce aircraft, helicopters, airborne systems, aircraft engines and aviation
weapons is complete, is the integration of China’s most advanced technology
manufacturing industry, belonging to the manufacturing industry in high-end equip-
ment manufacturing. The Manufacture of Aircrafts and Spacecrafts and Related
Equipment has also been included in the national development plan in the “twelfth
five-year” development planning (2011–2015 plan). In recent years, the state and
local governments have introduced a series of relevant policies to support and
encourage the Manufacture of Aircrafts and Spacecrafts and Related Equipment.
They have made policy guidance and institutional arrangements from the aspects of
overall deployment, tax incentives, personnel training, funding guarantee and infra-
structure guarantee respectively, to establish the manufacture of aircrafts and space-
crafts and related equipment with Chinese characteristics.

During the period from 2000 to 2014, the revenue from China’s manufacture of
aircrafts and spacecrafts and related equipment has grown 10.53 times, with an
average annual growth rate of 19.08%. The revenue of aerospace, spacecraft and
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equipment manufacturing industry reached CNY302,266 million in 2014. The
revenue ranking in the country, Circum-Bohai Sea Region, Northern Region, Yang-
tze River Delta region, Northeast Region, Southwest Region were ranked first,
second, third, fourth, fifth, the revenue reached CNY 82.2 billion, CNY 61 billion,
CNY 43.8 billion, CNY 40.45 billion and CNY 38.1 billion. More than CNY
10 billion in Shaanxi, Tianjin, Jiangsu, Sichuan, Liaoning, Beijing, Heilongjiang,
Shanghai and Guizhou, manufacture of aircrafts and spacecrafts and related equip-
ment The revenue reached CNY 60.11 billion, CNY 58.31 billion, 297.3 Billion,
CNY 26.03 billion, CNY 25.56 billion, CNY 18.88 billion, CNY 14.89 billion,
12.34 billion, CNY 12.01 billion in 2014 respectively (Table 54.3).

54.3.3 Manufacture of Electronic Equipment
and Communication Equipment

Manufacture of electronic equipment and communication equipment as a part of the
information industry, mainly for communication equipment manufacturer (including
cable transmission and wireless transmission, switching equipment, wired commu-
nication and wireless communication terminal manufacturing three parts), radar and
equipment manufacturing, broadcasting and television equipment manufacturing,
electronics manufacturing (including electronic integrated circuit manufacturing,
vacuum device manufacturing and semiconductor discrete device manufacturing),
electronic components manufacturing, home audio-visual equipment manufacturing
etc. Manufacture of Electronic Equipment and Communication Equipment with
independent development combined with imported technology in China, it has
formed a complete system under the atmosphere of rapid growing internet age.

During 2000–2014, Manufacture of Electronic Equipment and Communication
Equipment The revenue has grown 10.51 times, the average annual growth rate of
19.07%. electronic and communication equipment manufacturing business revenue
has reached CNY 6758.42 billion in 2014., Southern Coastal Region, the Yangtze
river Delta Region leading at Manufacture of Electronic Equipment and Communi-
cation Equipment of The revenue ranked, more than one trillion CNY, CNY 25085
billion and CNY 20619 billion respectively; Circum-Bohai Sea Region’s The
revenue reached CNY 963.4 billion, Middle Region reached CNY 749.2 billion,

Table 54.3 Revenue from Principal Business of Manufacture of Aircrafts and Spacecrafts and
Related Equipment in each region (2014)

The
Revenue\
Region Nationwide

Circum-
Bohai
Sea
Region

Northern
Region

Yangtze
River
Delta
Region

Northeast
Region

Southwest
Region

Southern
Coastal
Region

Middle
Region

100 mil-
lion CNY

3028 822 610 438 404 381 196 174
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Southwest Region reached CNY 255.1 billion, Northeast Region reached CNY
103.34 billion in other region is more than one hundred billion CNY; The revenue
of more than one trillion CNY in Guangdong and Jiangsu provinces, reached CNY
22284 and 1428.5 billion respectively.; the rest of The revenue of more than
hundreds of billions CNY in Shandong, Henan, Zhejiang, Tianjin, Shanghai, Fujian,
Beijing, Sichuan, Hunan, Hubei, Jiangxi, Anhui provinces or city (Table 54.4).

54.3.4 Manufacture of Computer and Office Equipments

The scale and level of development of manufacture of computer and office equip-
ments marked the level of national economic development. It includes the manu-
facture of office equipment, the manufacture of electronic computers and the
manufacture of computer peripherals. It is a national strategic industry.

2000–2014 during the period, China’s manufacture of computer and office
equipments. The revenue has grown 13.70 times, with an average annual growth
rate of 21.16%. The fastest growing regions were Southwest, Middle and Yangtze
River Delta Regions, with an average annual increase of 46.18%, 27.44% and
24.68% respectively. In manufacture of computer and office equipments of The
revenue reached CNY 2349.91 billion in 2014, the top four of Yangtze River Delta
Region, Southern Coastal Region, Southwest Region and Circum-Bohai Sea
Region, the revenue reached CNY 887.9 billion, CNY 726.1 billion, CNY 451 bil-
lion and CNY 220.8 billion respectively (Table 54.5).

More than one hundred billion CNY in Guangdong, Jiangsu, Shanghai, Sichuan,
Chongqing and Shandong provinces or city in 2014, the manufacture of computer
and office equipments of The revenue reached CNY 586.86 billion, CNY 4 69.37
billion, CNY 341.4 billion, CNY 235.66 billion, CNY 213.47 billion and CNY
117.69 billion respectively.

54.3.5 Manufacture of Medical Equipments and Measuring
Instrument

Manufacture of medical equipments and measuring instrument is a capital intensive,
knowledge intensive, multi discipline, cross technology industry, mainly including
medicine, electronics, machinery and after-sales services and other fields of busi-
ness. Under the impetus of the new medical reform policy, the medical device
industry has developed rapidly, and China has become a huge consumer market
for medical devices.

2000–2014 during the period, China’s Manufacture of The revenue of medical
equipments and measuring instrument has grown 16.75 times, with an average
annual growth rate of 22.81%. It’s the Manufacture of medical equipments and

478 M. Luo and R. Luo



T
ab

le
54

.4
R
ev
en
ue

fr
om

P
ri
nc
ip
al
B
us
in
es
s
of

M
an
uf
ac
tu
re

of
E
le
ct
ro
ni
c
E
qu

ip
m
en
t
an
d
C
om

m
un

ic
at
io
n
E
qu

ip
m
en
t
in

ea
ch

re
gi
on

(2
01

4)

T
he

R
ev
en
ue
\

R
eg
io
n

N
at
io
nw

id
e

S
ou

th
er
n

C
oa
st
al

R
eg
io
n

Y
an
gt
ze

R
iv
er

D
el
ta

R
eg
io
n

C
ir
cu
m
-

B
oh

ai
S
ea

R
eg
io
n

M
id
dl
e

R
eg
io
n

S
ou

th
w
es
t

R
eg
io
n

N
or
th
ea
st

R
eg
io
n

N
or
th
er
n

R
eg
io
n

Q
in
gh

ai
-

T
ib
et

P
la
te
au

R
eg
io
n

X
in
jia
ng

10
0
m
ill
io
n

C
N
Y

67
,5
84

25
,0
85

20
,6
19

96
34

74
92

25
51

10
31

56
1

14
1.
5

54 Measurement and Empirical Research of High Technology Industry. . . 479



measuring instrument reached CNY 990.65 billion in 2014. The Yangtze River
Delta Region thriving, the revenue reached CNY 517.7 billion, followed by the
Circum-Bohai Sea Region and the Middle Region, the revenue reached CNY 167.9
billion and CNY 110.5 billion; the Southern coastal region is close to one hundred
billion CNY; the Northeast region and the southwest region reached CNY 42.4
billion and CNY 33 billion (Table 54.6).

In provincial of city medical equipment and instrument manufacturing business
revenue highest in Jiangsu amounted to CNY 379.45 billion; followed by Shandong
amounted to CNY 104.77 billion; CNY more than 70 billion in Guangdong and
Zhejiang province; CNY 300–500 billion in Henan, Shanghai, Beijing, Liaoning.

54.4 Countermeasures and Suggestions to Promote
the Development of Regional High Technology
Industry

54.4.1 Reasonable Planning, Achieve Regional Balanced
Development of High Technology Industry

From the above analysis can be seen, the Circum-Bohai Sea Region the Yangtze
River Delta Region ranked first in the two industries, they have two industries ranked
first in the country. Circum-Bohai Sea Region were the pharmaceutical manufactur-
ing and aviation, spacecraft and equipment manufacturing, the Yangtze River Delta
Region were the computer and office equipment manufacturing and medical equip-
ment and instrumentation manufacturing. The Southern Coastal Region of electronic
and communications equipment manufacturing industry ranked first in the country.
Ranked second, the Yangtze River Delta has two industries, the Circum-Bohai Sea
Region has an industry, the southern coast also has an industry. It can be known that
the development of high-tech industry is better concentrated in the region around the
Circum-Bohai Sea, Yangtze River Delta and Southern Coastal Region. And
Xinjiang has three industries ranked ninth; the Qinghai-Tibet Plateau has three
industries ranked eighth; northern three industries ranked seventh, the regional
economic development is very uneven. Therefore, the government in the planning
of regional high-tech industry innovation, according to China’s regional resources,

Table 54.5 Revenue from Principal Business of Manufacture of Computer and Office Equipments
in each region (2014)

The
Revenue\
Region Nationwide

Yangtze
River
Delta
Region

Southern
Coastal
Region

Southwest
Region

Circum-
Bohai
Sea
Region

Middle
Region

Northeast
Region

Northern
Region

100 mil-
lion CNY

23,499 8879 7261 4510 2208 507 127.9 3
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industrial base and scientific and technological conditions, to avoid weaknesses, give
full play to their comparative advantage. The government plays an important role in
macroeconomic management and socio-economic development. According to the
local advantages and characteristics, it is consciously adjusting the overall planning
for development.

54.4.2 Optimization of Coordination Mechanism,
the Promotion of Independent Innovation

Regional high-tech industry in the innovative elements of linkage, this linkage can
be achieved through industry collaboration mechanism. Industrial cooperation
mechanism, on the one hand, the performance of regional industrial enterprises
innovation and resource conditions, such as regional innovation in the field of
market, product innovation and technological innovation; on the other hand the
performance of enterprise and the system of collaborative innovation, embodied in
the enterprise In the relationship between the organization, technical relations and
cultural relations. Enterprises can build an industry collaborative innovation system
in a certain area, strengthen the cooperative relationship between enterprises and
government, scientific research institutions, customers and suppliers, as well as
competitive enterprises and other participants, through the optimization of this
collaborative relationship, cultivate independent innovation capability. Enterprises
and the government, the government can increase the guidance of high-tech indus-
tries, high-tech enterprises to create the conditions for tax or other aspects of
preferential policies to promote enterprises to carry out independent innovation.
The most ideal collaborative innovation is the industry within the innovative ele-
ments of a high degree of integration, innovation and resources in the system to
achieve free flow.

54.4.3 Increase Investment in R & D, Attract the Talents
of Science and Technology

At present, China’s financial institutions in regional technological innovation and
high-tech industries to promote the role of development is not obvious, this is the
current financial system is not perfect, and cannot serve the High Technology
Industry. We can learn from the foreign high-tech enterprise investment and financ-
ing system, such as the United States and Britain to use venture capital to promote
the development of high-tech enterprises, through the implementation of govern-
ment finance, government procurement or government loans, risk investment to
create a favorable environment, and according to the situation of our country, the
investment and financing system and perfect the construction of high tech industry
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them. First of all, the government is based on the market to guide the construction of
a reasonable investment environment, establishing risk investment mechanism;
secondly, through the listing of financial institutions, various types of companies,
the use of innovative financial products and tools to absorb the social and private
funds to support High Technology Industry; thirdly, according to the development of
high-tech industries of different combination according to the need of industrial
structure, the proportion of R & D funds, gradually formed a business investment as
the main body, government guidance funds, financial institutions and listed compa-
nies and other channels of investment and financing system.

54.4.4 Increase R & D Investment to Attract Scientific
and Technological Personnel

The success of technological innovation requires the support of R & D investment
and the construction of innovative environment. Governments in various regions
need to increase their investment in science and technology.

And to strengthen the combination of scientific research institutions and univer-
sities, high-tech enterprises, the establishment of innovation system of science and
technology, talent is the most important factor in the construction of innovation
system and the development of High Technology Industry, from the empirical
results also show that the talents of science and technology investment in high
technology industry development play a significant positive effect, so we should
formulate relevant policies to attract talents, take out the way of culture. First of all,
to play the role, for the high technology enterprise with the needs of the people,
professional training programs to set or adjust, intensify training of technical per-
sonnel; secondly, to enable a competitive high-tech enterprise talent introduction
mechanism of talent, in addition to solve the housing, household registration, and the
reward mechanism set up, should also set up the working system the difference and
flexible in each region of the high technology enterprise salary system, establish the
quality of technical personnel and management mechanism, grasp the changes of the
quantity and quality of the talents; thirdly, support enterprises to establish research
and development institutions and increase investment in research and development,
in the conditions of the enterprise, the establishment of the National Engineering
Center and industrial base. To attract talents to flow to the enterprise, cultivating a
number of R & D, design, manufacture and provide system integration services for
large enterprise To support and help enterprises to improve R & D personnel, and to
encourage enterprises and research institutes to attract R & D personnel to participate
in scientific research activities through financial subsidies and other forms. Fourth,
from the world of attracting talent in science and technology system, attract more
foreign workers to work with scientific technology, provide necessary office space
and work environment, retain talent for the development of High Technology
Industry in china.
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Chapter 55
Sina Weibo User Influence Research

Zhu Yangpeng and Li Peng

Abstract This paper takes Weibo users as the research object, and extracts two
dimensions from the point of view of user relationship: Micro-bo concern number,
micro-blog fans number, and on this basis to generate fans rate indicator. Through
the Python Network crawler to acquire and analysis data, this paper has obtained the
exponential function model and cumulative distribution model of the fans rate
distribution, and verified the correlation between fans rate and Weibo influence. It
has higher practical application value.

Keywords Micro-blog · User Influence · Fans rate · MCI

55.1 Introduction

As a kind of information sharing and exchanging platform, Sina Weibo has become
a new information sharing and social fashion. By December 2016, Weibo registered
more than 500 million users and the monthly active users reached 340 million. With
the micro-blog in the industry, agriculture, politics, business and other fields con-
tinuing to heat up, a huge amount of user data has been quickly gathered. In order to
discover the hidden value behind the data, scholars began to explore the social law
behind the volume of micro-data, among which the most important and fundamental
research direction was the research of user influence.
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55.2 Related Research

Some research findings may not be directly applicable to Sina Weibo users in China
compared to foreign Twitter’s influence studies, mainly in content and form [1, 2]:
The content of domestic microblogs can contain pictures, videos and links, but
content posted on Twitter contains only text and links; Domestic microblogs content
is mainly entertainment and leisure category, however Twitter discussed more
political topics and news. Due to the number of registered users and the use of
different habits, the domestic microblogs volume is very large. So the study is of
particular importance to domestic scholars on Sina Weibo.

The paper [1] mainly studies the problem of automatic classification of ordinary
users and machine users in Weibo. This paper takes the machine user as the research
object, extracts the feature from 4 dimensions, such as the behavior pattern, the
microblog content, the user relation and the publishing platform, and uses the
decision tree algorithm in the machine learning to make classification experiment,
which obtains the good classification effect.

The paper [3] takes the zombie fans as the research object, thinks that the form of
the zombie fans has shifted from the low-level form to the advanced form, and by
constructing the eigenvector of the fans number, the attention number, the
microblogs number and the forwarding number, this paper proposes a user behavior
recognition algorithm based on the vector machine.

The paper [4] gathers more than 649 thousands records of Weibo users and takes
ten factors including user gender, certification attributes, region distribution, user ID
and nickname, fans number and attention number of users, the way to sending
Weibo, the time to sending Weibo, the contend of Weibo, communication and
quote behaviors, into consideration to systematically show the behavior character-
istics of Sina Weibo users. The results have been verified by the current situation.

The paper [5] uses SPSS software to test the distribution status and correlation of
four characteristic variables, such as fans number, concern number, micro-blog
number, collection number. It is found that the significant probability of fans number
and attention number under Kolmogorov-smirnov is less than 0.05, which is not
normal distribution. Further analysis found that the number of fans and attention
shows moderate positive correlation.

The paper [6] uses the principal component analysis method to collect and
analyze the information of the enterprise officials, and finds that the number of
fans is negative correlated with the number of concerns, which shows that the
enterprises and celebrities often show more attention number and less number of
fans on Weibo.

Literature [7] study the correlation between user influence and the number of
fans, obtaining some viewpoints through the scatter map: Overall, there is little
correlation between user influence and the number of fans, or there is only very weak
positive correlation; segmented, the influence of the smaller users has no significant
correlation with the number of fans, and when the influence is greater, the user
influence has obvious positive correlation with the number of fans.
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The literature [8] empirically analyzes the behavioral characteristics of Sina
Weibo users from several angles, and observes through large sample data that the
number of fans is not correlated with the number of attentions, the number of fans is
related to the influence of users and the information they contribute, and the amount
of attention depends on the behavior of users.

The literature [9] analyzes the correlation variables of blog influence and estab-
lishes the regression equation of influence. The correlation coefficient of attention
number and fans number is 0.723, the concomitant probability is 0, and the positive
correlation is highly significant by spearman correlation coefficient analysis.

The literature [10] chooses the number of fans, the number of concerns, the
number of tweets being forwarded, the total number of micro-blogs as the index to
evaluate the influence of Weibo users, which is more reasonable to embody the
actual influence of users through the AHP method.

The paper [11] constructs the evaluation index of user influence by studying user
behavior characteristics, and proposes an improved model based on PageRank
algorithm. The analysis shows that the improved algorithm can evaluate the user's
influence more accurately and objectively.

In the research of user influence algorithms and influence variables in the above
literatures, both the influence of Twitter users and the study of user influence on Sina
Weibo in China, number of fans and number of attention are the important indexes
that cannot be neglected. But for the distribution of fans number and attention
number, the literature [5] thinks its distribution is not normal distribution, and it
does not delve into the correct distributing state. As for the correlation between the
amount of fans and the attention, the different scholars’ viewpoints differ greatly,
even the opposite, as the literature [5] considers that the amount of fans is positively
correlated with the amount of attention, the literature [6] considers negatively
correlated, and the literature [8] considers positive correlation.

In view of this problem, this paper focuses on the two indicators of fans number
and attention, combines the fans quantity with the attention quantity to construct the
fans rate index drawing on the literature [1] to eliminate the correlation. The research
on the distribution of fans rate and the correlation between fans rate and user
influence were studied. The probability distribution function and the cumulative
distribution function of the fans rate index are obtained by researching and analyzing
the data acquisition by Python network Crawler. The exponential function models of
fans rate and user influence is obtained, which can make up the autocorrelation of
fans number and attention number in model analysis, and reduce the redundancy
attribute of machine learning algorithm for user classification, which is significant to
improve the efficiency and recognition rate of the algorithm.

55.3 Feature Extraction

The larger the amount of fans, the greater the speed and coverage of micro-blogging
and impact; the greater the concern number, the greater the user’s ability to spread
information, the greater the likelihood of being affected. Therefore, if the amount of
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fans is far greater than the amount of attention, the influence on behalf of the user is
greater. If the number of attention is more lager than the volume of fans, the user is
mainly the microblogs propagator, the ability to be affected is greater. In this paper,
we use the concept of ratio to synthesize a index--fans ratio, and the following
formula is used to construct the fans rate index:

FansF ¼ Fans number

Attention number þ Fans number
ð55:1Þ

Among them, Fans_number for the number of fans, Attention_number for attention
number, FansF for fans rate the ranged from 0 to 1. The bigger value of FansF, the
greater the potential impact. The smaller value, otherwise. This index can eliminate
the autocorrelation of fans number and concern number in empirical research, and
the value has been normalized and comparable.

In order to further measure the correlation between fans rate index and Weibo
influence, this paper uses MCI (the content’s Charm index of microblog)” [12] to
analyze, the formula is:

MCI ¼ Fans number
Weibo number

: ð55:2Þ

Among them, Fans_number is the number of fans, Weibo_number for users to
publish the total number of micro-blog, MCI for the micro-blogs charm index. The
greater the MCI value, the greater the ability of the microblogs content to attract
readers, the greater the user influence; the smaller the MCI value, the less the lack of
the content of micro-blog, not to attract the attention from readers, Weibo users less
influence.

55.4 Experimental Analysis

55.4.1 Data Collection

This paper uses the Python platform to compile the network crawler to collect data
including the user ID and fans number and concern number in the fans list. This data
collection collects altogether 3000 records of micro-blog user data. But some user
information has the collection failure situation, in the experiment, the user informa-
tion was removed, and some users follow each other resulting in multiple collec-
tions, such as user and user fans to pay attention to each other. In order to ensure the
uniqueness of the user ID, this experiment will delete the failed user information and
duplicate user information and eventually get 2821 valid data.
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55.5 Data Analysis

55.5.1 Data Preprocessing and Descriptive Statistical
Analysis

This paper uses EVIEWS9 software to analyze data, export data from database into
text file, and then import EViews software to analyze the distribution. The fans rate
index is located between 0 and 1. In order to ensure the accuracy of data grouping,
data of this paper is divided into 40 groups by interval 0.025, and does the frequency
distribution histogram, as shown in Fig. 55.1.

It can be seen from the graph that the frequency distribution histogram of fans rate
is a typical exponential distribution. The fans rate is low, the frequency is higher, the
person with low fans rate is relatively few; the fans rate is higher, the frequency is
relatively low. This is also in line with the actual situation of micro-blog users, the
low fans rate is generally ordinary users who occupied more number among all
Weibo users; Entertainment stars, Big V and other people have a higher ability to
absorb fans, fans rate is relatively high, but the number of these users is small.

In order to make the research on the distribution index of fans rate more universal,
this paper deals with the frequency of fans rate and the rate of fans ratio.

Fans Rate frequency ¼ Fans Rate Number=2821 ð55:3Þ
The average fans rate for each group of data is used as a representative value for

the group:

FansF avg ¼ 1
n

Xn

i¼1
FansFi: ð55:4Þ
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The FansF_avg is the average fans rate, n is the actual frequency of each group,
and FansFi is the first fans rate value of each grouping.

For MCI exponents, this article first calculates the MCI exponent for each user
using Formula 55.2, and then uses the average MCI value for each group as the
representative value for that group:

MCI avg ¼ 1
n

Xn

k¼1
MCIk ð55:5Þ

MCI_avg is the average MCI value, n is the actual frequency of each group, and
MCIk is MCI value indexed by k of each grouping.

After the above index calculation and conversion, a fans rate analysis table has
been generated, as shown in Table 55.1. But in Fig. 55.1, you can see that the first set
of values is generally small, so the two sets of values are merged into one group in
the subsequent model fans process, which is still computed using the formula (55.3,
55.4, and 55.5).

55.6 Model Analysis

1. Fans Rate Distribution Model

Through descriptive statistical analysis, it is found that the histogram of frequency
distribution has exponential distribution, and the Table 55.1 is generated after data
preprocessing. Then the FANSF_AVG and frequency are inputted EVIEWS9 soft-
ware, and the average fans rate-frequency scatter map is depicted. It can be found
that the exponential distribution of scatter graphs in graphs is obvious, but the first
set of values is very abnormal, so this paper combines the first values with the second
value, taking FansF_avg as the independent variable x, the frequency as the depen-
dent variable y, and constructing the exponential mathematical model.

Y ¼ AeBXþu: ð55:6Þ
In order to get the related parameters, this paper has made linear statistical analysis,
variance test, model correction, model restore and finally get the following model
(Fig. 55.2).

Table 55.1 Analysis table of fans rate

Average fans rate
FansF_avg Number Frequency

Cumulative
frequency

Average value
of MCI MCI_avg Range

0.0164 20 0.0071 0.0071 0.3686 0~0.025

````` `````` `````` `````` `````` ``````

0.9894 25 0.0089 1.0000 0.0090 0.975-0.1
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bY ¼ 0:0734e�2:604543X : 或 bY ¼ e�2:612136�2:604543X : ð55:7Þ

2. Fans Rate Cumulative Distribution Model

Through the study of the fans rate in the Model Table 55.1, the average fans rate
and cumulative frequency were studied, and the EVIEWS9 statistical analysis
software was used to do the scatter plot as shown in Fig. 55.3, and it is easy to
find that the cumulative distribution of fans rate conforms to the logarithmic function
characteristics. So this paper takes the fans rate FansF as the independent variable,
and accumulates the frequency as the dependent variable to construct the mathemat-
ical model.

Y ¼ B lnFansF avgþ C þ u: ð55:8Þ
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The analytical method is similar and the following model is finally obtained:

Y
z}|{ ¼ 1:003056 þ 0:284001 lnFanf avg: ð55:9Þ

3. Correlation Model between Fans Rate and MCI index

According to the fans rate and MCI value Scatter map Fig. 55.4, this paper takes
the fans rate as the independent variable and the MCI value as the dependent variable
to construct the exponential model, because the fans rate distribution model is the
same as the exponential model, so the model construction is similar to the model
estimation, so the model correction model is given directly as follows:

Y ¼ 0:68796e4:567152 X : ð55:10Þ

55.7 Conclusion

Based on the network crawler technology, this paper extracts Sina Weibo users data,
analyzes the basic data of the fans number, concern number and total micro-blog
number, and combines the attributes index to generate the fans rate index and the
micro-Bo Charm index MCI. In this paper, the distribution characteristic of fans rate
index and its correlation with MCI index are studied in detail, and the relationship
between fans rate and Weibo user influence is studied by MCI Index, and two
distribution models and a correlation logarithm model are obtained.

Based on the results of the analysis, the fans rate index generated by attention
number and fans number is exponential function distribution. The accurate function
model parameter is estimated which reveals the higher the fans rate with the lower
the frequency or the lower the user’s number in the whole network. For example,
according to the fans rate distribution model, The user group with a fans rate of 0.8
accounted for about 0.0091 percent of the whole Sina Weibo network users, while
the fans rate was 0.2% accompanying with 0.0436 percent. The cumulative
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distribution model of the fans rate was expressed by the logarithm function model.
When the cumulative probability was 0.8, according to the cumulative probability
distribution, the fans rate is about 0.4892, that is, in the entire network, fans rate is
less than 0.5 for 80% of the users. In other words, the user’s attention number is close
to the number of fans approximately, this may be caused by “follow each other”.
Therefore, there is reasonable to believe that The user ratio who are able to attract
fans unilaterally with their charms, the fans rate of who is more than 0.5, is about
20% of the all users, this is in line with the sociology of “two-eight theorem”.
Finally, based on the correlation model analysis of the fans rate and MCI index, the
exponential model of the fans rate and MCI index was obtained. With the increase of
the fans rate, the MCI exponential value became larger, and the function was slower
increase in the early stage, and the later was accelerated rapidly. When the fans rate
was 0.8, the MCI index was 26.5677, which shows that the number of fans was about
26.57 times than the total amount of Weibo. These models have great guiding
significance in evaluating the size of the affected population in terms of academic
research, enterprise evaluation of market value and government policy prediction.

This paper focuses on the research of fans rate, which is the early stage of research
of user influence and user type recognition based on Bayesian inference. As an
important attribute of the Weibo user, the fans distribution model and the cumulative
distribution model can be directly applied to Bayesian inference formula, and the
deep one-step study on Bayesian inference is the next work of the author.
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