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Preface

The book includes extended texts of plenary lectures presented at the third BFA
Workshop. The third International Workshop “Boundary Value Problems, Func-
tional Equations and Applications” (BFA3) was held April 20–23, 2016, at the
University of Rzeszów, which is the biggest academic institution in Podkarpackie
voivodeship situated in the South-East of Poland. The meeting was devoted to recent
research in the field of differential and functional equations and complex and real
analysis, with a special emphasis on topics related to boundary value problems.
The main attention in the reports at BFA3 was paid to different applications of
the developed technique. The workshop is organized under the guidance of the
International Society for Analysis, its Applications and Computation (ISAAC). The
venue of the workshop is related to two previous BFA meetings that took place in
Kraków, in 2008 and 2010.

Formally, the content of the book can be divided into two parts. The first
part contains the contributions developing the technique related to the scope of
the workshop, namely differential and functional equations and real and complex
analysis.

The paper by Yu. Alkhutov et al. presents a brief survey of recent new results for
the degenerate partial differential equations of p-Laplacian type in a bounded cone.
The Dirichlet problem for such equation with the strong nonlinear right part and
the Robin problem for such equation with singular nonlinearity in the right part are
considered. Such problems are applied to establish mathematical models occurring
in reaction-diffusion theory, non-Newtonian fluid theory, non-Newtonian filtration,
the turbulent flow of a gas in porous medium, in electromagnetic problems, in heat
transfer problems, in Fick’s law of diffusion, etc. The aim of the investigation is
to study the behavior of weak solutions to the problem in the neighborhood of an
angular or conical boundary point of the bounded cone.

The paper by A.O. Celebi deals with a Dirichlet-type problem, known as the
Riquier problem, the higher order linear complex differential equation in the unit
polydisc of C2. The constructed Green’s function is used to obtain the solution to a
model equation with homogeneous boundary conditions.

v
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In the paper by M. Dolfin et al., the models based on the use of the Markov jump
processes are discussed. It presents a mathematical description at the microscopic
level of the redistribution of individuals in a closed domain featuring, as an
example, an elevator. Starting from the microscopic mathematical representation,
the corresponding model at the mesoscopic level is also considered. The presented
model refers to the position of every separate individual (an agent of the system).
Two main classes of probabilities are introduced: one characterizing the influence
of the domain, representing the wall and the entrance of the elevator, and another
one characterizing the effect of the interactions among agents. The first one is due
to two contributions, respectively describing the tendency to concentrate close to
the entrance and the tendency to stay close to the boundary. The second one simply
represents the tendency to be not too close to other agents.

A method of functional equations for mixed problems for the Laplace equation
in multiply connected domains is developed in the paper by V. Mityushev. The
considered variant of the method is based on the equivalent reduction of the problem
to the Riemann-Hilbert boundary value problem for analytic functions. A problem
having applications in composites with a discontinuous coefficient on one of the
boundary components is discussed, providing that the domain is a canonical one,
namely, lower half-plane with circular holes. A constructive iterative algorithm to
obtain an approximate solution is proposed in the form of an expansion in the radius
of the holes.

A boundary integral equation method is applied to solve the Riemann-Hilbert
problem in the paper by M. Nasser. The solvability of the boundary integral equation
with the generalized Neumann kernel is studied for multiply connected domains
with smooth boundaries. The boundary integral equation with the generalized
Neumann kernel has been used in the study of the Riemann-Hilbert problem in
multiply connected domains for special classes of functions. For such special cases,
the boundary integral equation with the generalized Neumann kernel has been
previously used successfully to compute the conformal mapping onto canonical
domains and to solve several boundary value problems such as the Dirichlet
problem, the Neumann problem, and the mixed boundary value problem. On the
base of the developed method, an alternative proof for the existence and uniqueness
of the solution of the general conjugation problem is provided.

The aim of the paper by V. Vasilyev is to describe new interesting examples of
nonsmooth manifolds and elliptic pseudo-differential operators acting in functional
spaces on such manifolds (e.g., in the Sobolev-Slobodetskii type spaces). Fredholm
properties for these operators are studied by factorization methods in the Vishik-
Eskin frame, and these are based on the properties of functions of several complex
variables.

The paper by M. Zima is devoted to the study of a first-order differential system
subject to a nonlocal condition. The goal in this paper is to establish conditions
sufficient for the existence of positive solutions when the considered problem is at
resonance. The key tool in this approach is Leggett-Williams norm-type theorem
for coincidences due to O’Regan and Zima. The paper is concluded with several
examples illustrating the main result.



Preface vii

The second part is devoted to applications of solid and fluid mechanics, as well
as biomechanics. The central paper of this part by I. Andrianov and V. Mityushev
starts with the discussion of the meaning of the term “exact formula” as it is used in
the theory of composite materials. The effective properties of composites and review
literature on the methods of Rayleigh, Natanzon–Filshtinsky, functional equations,
and asymptotic approaches are outlined. In connection with the above methods
and new recent publications devoted to composites, the terms analytical formula,
approximate solution, closed form solution, asymptotic formula, etc. frequently used
in applied mathematics and engineering in various contexts are discussed. Though
mathematicians give rigorous definitions of exact form solution the term “exact
solution” continues to be used too loosely and its attributes are lost. In the present
paper, examples of misleading usage of such a term are given. The paper by S. Bock
gives an overview of recently developed spatial generalizations of the celebrated
Kolosov-Muskhelishvili formulae of elasticity theory using the framework of
hypercomplex function theory. Based on these results, a hypercomplex version of
the classical Kelvin solution is obtained. For this purpose a new class of monogenic
functions with (logarithmic) line singularities is studied, and an associated two-step
recurrence formula is proved. Finally, a connection of the function system to the
Cauchy-kernel function is established.

A new analytic model describing the behavior of the viscoelastic periodontal
ligament after the tooth root translational displacement is suggested in the paper
by S. Bosiakov et al. The system of differential equations for the plane-strain state
of the viscoelastic periodontal ligament is used as the governing one. The boundary
conditions corresponding to the initial small displacement of the root and fixed outer
surface of the periodontal ligament in the dental alveolus are employed. A solution is
found numerically for the fractional viscoelasticity model assuming that the stresses
relaxation in the periodontal ligament after the continuing displacement of the tooth
root occurs within about five hours. The obtained results can be used for simulation
of the bone remodeling process during orthodontic treatment and for assessment of
optimal conditions of the orthodontic load application.

The paper by P. Drygaś is devoted to boundary value problems for elastic
problems modeled by the biharmonic equation in two-dimensional composites. It
is done in the frame of Mityushev’s approach. All the problems are studied via
the method of complex potentials. The considered boundary value problems for
analytic functions are reduced to functional–differential equations. Applications to
calculation of the effective properties tensor are discussed.

The boundary value problem of the theory of elasticity for a finite anisotropic
plate with random cracks has been solved in the paper by L. Filshtinskii et al.
Stress intensity factors and energy flows near the tips of cracks are determined
as a linear functional on solutions to a system of singular integral equations.
It is shown that, in case of the normal distribution of the cracks, the statistical
characteristics (mathematical expectations and dispersions) of the distraction (stress
intensity factors and energy flows) have also the normal law distribution.

In the paper by S. Gluzman and D. Karpeyev, constructive solutions for the
effective properties for three problems in the field of random structured media are
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presented. They are all based on truncated series and on a constructive investigation
of their behavior near divergence points where the physical percolation or phase
transitions occur. (1) Effective conductivity of 2D conductors with arbitrary contrast
parameters is reconstructed from the expansion at small concentrations and of the
critical behavior at high concentrations. (2) Effective shear modulus of perfectly
rigid spherical inclusions randomly embedded into an incompressible matrix is
reconstructed given its expansion at small concentrations and critical behavior. (3)
A truncated Fourier expansion to study spontaneous directional ordering in models
of planar fully connected suspensions of active polar particles is also employed. The
main result is the discovery of a discontinuous, abrupt transition from an ordered to
a disordered state. It is a macroscopic effect caused by a mesoscopic self-quenching
noise. The relaxation time remains finite at the critical point; therefore the effect of
self-quenching is to strongly suppress the critical slowing down and improve the
reaction time to external stimuli.

An introductory study of gravity-driven Stokesian flow past the wavy bottom,
based on Adler’s et al. papers, is proposed by R. Wojnar and W. Bielski. In examples
the waviness is described by a sinus function and its amplitude is small, up to O."2/.
A correction to Hagen-Poiseuille’s type free-flow solution is found. A contribution
of capillary surface tension is discussed.

The book is addressed to those who are interested in the development and the
real use of the innovative research results, which can help solve scientific and real
life problems.

Rzeszów, Poland Piotr Drygaś
Minsk, Belarus Sergei Rogosin
September 2017
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Boundary Value Problems
for the Singular p- and p.x/-Laplacian
Equations in a Cone

Yury Alkhutov, Mikhail Borsuk, and Sebastian Jankowski

Abstract In this paper we describe briefly recent new results about the degenerate
equations of the p-Laplacian type in a bounded cone. We shall consider the Dirichlet
problem for such equation with the strong nonlinear right part as well as the
Robin problem for such equation with singular nonlinearity in the right part. Such
problems are mathematical models occurring in reaction-diffusion theory, non-
Newtonian fluid theory, non-Newtonian filtration, the turbulent flow of a gas in
porous medium, in electromagnetic problems, in heat transfer problems, in Fick’s
law of diffusion et al. The aim of our investigations is the behavior of week solutions
to the problem in the neighborhood of an angular or conical boundary point of the
bounded cone. We establish sharp estimates of the type ju.x/j D O.jxj~/ for the
weak solutions u of the problems under consideration.

Keywords Degenerate equations • p-Laplacian type • bvp with strong nonlinear
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2 Y. Alkhutov et al.

1 Boundary Value Problems with Constant
Nonlinearity Exponent

1.1 The Dirichlet Problem

Let C be an open cone in R
n, n � 2 with vertex in the origin O, BR be the open ball

with radius R centred at O and CR D C \ BR. Next let � D C \ Sn�1; where Sn�1
is the unit sphere centered at O, be the domain obtained by the intersection of the
cone C and the unit sphere. We assume that boundary @� of .n � 1/-dimensional
domain �, is sufficiently smooth (the smoothness property we shall define more
exactly later).

Our interest is the studying of the behavior in a neighborhood of the origin O of
solutions to the Dirichlet problem with boundary condition on the lateral surface of
the cone: (

Au D b.x; u;ru/ in CR0 ;

uj@C\BR0
D 0; 0 < R0 � 1:

(DQL)

where

Au � div
�jrujp�2a.x/ru

�
; p D const > 1 (1.1)

under assumptions:

(i) a.x/ D faij.x/g is a measurable symmetric matrix that satisfies for almost all
x 2 CR0 the uniform ellipticity condition

�1j�j2 �
nX

i;jD1
aij.x/�i�j � �2j�j2 8 � 2 R

n; 0 < �1 � �2; (1.2)

(ii) the function b.x; �; �/ is a Caratheodory function, that is b.x; �; �/ for almost all
x 2 CR0 is continuous with respect to .�; �/ 2 R � Rn; measurable with respect
to x for all .�; �/ 2 R � Rn and satisfies the following inequality:

jb.x; u;ru/j � �

1C juj jrujp; � 2 Œ0; �1/: (1.3)

We define the functions space W � W1;p
0 .CR; @C \ BR/ as the Sobolev space of

Lp-integrable in CR functions, which have the zero trace on @C \BR and all its weak
derivatives of first order exist and are Lp-integrable in CR for any R 2 .0;R0/:
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By a weak solution of problem .DQL/ is meant a function u 2 W that satisfies
the integral identity

Z
CR0

�jrujp�2ru � r' C b.x:u;ru/'
�

dx D 0

for all bounded test functions ' 2 W vanishing near the spherical part of the
boundary of the domain CR0 .

The main goal of this subsection is the finding of sufficient conditions on the
continuity character in CR0 of aij.x/ and on the boundary @� smoothness under the
fulfilment which an any solution of the considered problem (DQL) behaves in a
neighborhood of the cone C vertex as O.jxj�/, where � is the sharp exponent of the
rate of the tending to zero as jxj ! 0 for solutions of the problem

8̂̂<
ˆ̂:
4pv � div.jrvjp�2rv/ D 0; x 2 CR0 ;

v.x/ D 0; x 2 @C \ BR0 I
0 < R0 � 1:

(pL)

The behavior of solutions to the p-Laplacian problem (pL) in a neighborhood of O
was studied by Tolksdorf in [13]. To formulate this result we consider the spherical
coordinates .r; !/ and we denote by jr!uj the projection of the gradient ru on the
tangent plane onto the unit sphere at the point !:

r! D
�

1p
q1

@ 

@!1
; : : : ;

1p
qn�1

@ 

@!n�1

�
;

jr! j2 D
n�1X
iD1

1

qi

�
@ 

@!i

�2
; q1 D 1; qi D .sin!1 � � � sin!i�1/2; i � 2:

If we shall find the (pL) solution in the form v.r; !/ D r� .!/; then we obtain
for .�;  .!// the nonlinear eigenvalue problem

8̂̂<
ˆ̂:
�div!

�
.�2 2 C jr! j2/. p�2/=2r! 

� D
� .�. p � 1/C n � p/ .�2 2 C jr! j2/. p�2/=2 ; ! 2 �;

 j@� D 0;
(NEVPD)

Tolksdorf investigated in 1983 [13] the behavior near O of solutions to (NEVPD)
and established that if @� 2 C1 then there exist one and only one the least positive
eigenvalue

� > maxf0; . p� n/=. p� 1/g; (1.4)
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and the corresponding eigenfunction  2 C1.�/ that solves above nonlinear
eigenvalue problem (NEVPD). Moreover,

 > 0 in �;  2 C jr! j2 > 0 in �

and any two positive eigenfunctions are scalar multiples of each other, if they solve
problem for this �: Next he proved that any solution of (pL) u.x/ D O.jxj�/ and �
is the sharp exponent.

Later on, in 1989, Dobrowolski [8] noted that the condition about the boundary
smoothness it is possible weaken: above results are valid if @� 2 C2Cˇ and in this
case  2 C2Cˇ.�/.

In the case of the spherical cone C nonlinear eigenvalue problem (NEVPD) in �
was studied for the first time in the Krol and Maz’ya work [11].

This question was studied in more detail in chapter 5 [7]; there different
other estimates for the smoothness of the solutions are proved and the extensive
bibliography is indicated.

Main result is following statement:

Theorem 1.1 Let u be a weak solution of the problem .DQL/; assumptions (i)–
(ii) are satisfied, @� 2 C2Cˇ and � be the least positive eigenvalue of problem
(NEVPD). Let us assume that MR0=2 D sup

x2CR0=2

ju.x/j is known (see below). In

addition, suppose that aij.x/ satisfy the Lipschitz condition, i.e.

jaij.x/ � aij. y/j � Ljx � yjI 8x; y 2 CR0 I aij.0/ D ıj
iI i; j D 1; : : : ; n: (1.5)

Then there exist %0.n; p;L; �/ � R0=2 and constant C0 > 0 depending only on
�; �; �1; %0;MR0=2 such that

ju.x/j � C0jxj�; x 2 C%0 : (1.6)

We give only a sketch of the proof. At first we prove, that under conditions (1.2),
(1.3) L1-a priori estimate holds, i.e. we derive the value MR0=2 D sup

x2CR0=2

ju.x/j:
Moreover, condition (1.3) is sharp. For this we give two counterexamples. Namely,
we show that the condition 0 � � < �1 in (1.3) is essential and if � > �1 the
solution of the problem (DQL) may be unbounded in the cone vertex.

From the boundedness in CR for R < R0 of the problem (DQL) solutions
follows their the Höder continuity (see the Ladyzhenskaya–Ural’tseva book [12]:
Theorem 1.1 chapter 4, §1).

The proof of the main theorem is based on the barrier method and the using of
the maximum principle. For this, at first, we prove
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Lemma 1.2 Let assumptions (1.2), (1.5) are satisfied, @� 2 C2Cˇ and � be the
least positive eigenvalue of problem (NEVPD). Then the inequality

Ah � �C0.n; p;L; �/r
.��1/p��.1�ı/ a.e. in C%; % � r0.n; p;L; �/ � R0

holds.
For the proof in detail see [3].

1.2 The Robin Problem

Our interest is the studying of the behavior in a neighborhood of the origin O of
solutions to the Robin problem with singular nonlinearity in the right part and with
boundary condition on the lateral surface of the cone:

(
�4puC b.u;ru/ D f .x/; x 2 CR0 ;

jrujp�2 @u
@�!n C

�

jxjp�1 ujujp�2 D 0; x 2 @C \ BR0 ;
(RQL)

where 0 < R0 � 1 and p D const > 1; under assumptions:

(i) 1 < p < nI
(ii) j f .x/j � f0jxjˇ; f0 � 0; ˇ > .p�1/2

p�1C�� � pI � D const > 0; � 2 Œ0; 1/
and � is the least positive eigenvalue of problem (NEVPR) (see below);

(iii) the function b.u; �/ is differentiable with respect to the u; � variables in M D
R � R

n and satisfy in M the following inequalities:

jb.u; �/j � ıjuj�1j�jp C b0jujp�1; ı 2 Œ0; �/Ivuut nX
iD1

ˇ̌̌
ˇ@b.u; �/

@�i

ˇ̌̌
ˇ
2

� b1juj�1j�jp�1I @b.u; �/

@u
� b2juj�2j�jpI

b0 � 0; b1 � 0; b2 � 0I

(iv) the spherical region� � Sn�1 is invariant with respect to rotations in Sn�2:

We define the functions space

N
1;p
�1;1.CR0/ D

n
u
ˇ̌

u.x/ 2 L1.CR0/ and
Z
CR0

˝
r�pjujp C juj�1jrujpg˛ dx <1

o
:

It is obvious that N
1;p
�1;1.CR0 / � W1;p.CR0 /:

Remark 1.3 If p > n, by the Sobolev imbedding theorem, we have u 2 C1� n
p .CR0/:

Therefore we investigate only p 2 .1; n/ (see assumption .i/).
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Definition 1 The function u is called a weak bounded solution of problem (RQL)
provided that u.x/ 2 N

1;p
�1;1.CR0/ and satisfies the integral identity

Q.u; �/ W�
Z
CR0

˝jrujp�2uxi�xi C b .u;ru/ �
˛
dxC �

Z
@C\BR0

r1�pujujp�2�dSC

�
Z

C\SR0

jrujp�2 @u

@r
�d�d D

Z
CR0

f�dx: (II)

for all �.x/ 2 N
1;p
�1;1.CR0 /; where SR0 is the sphere with radius R0 centred at O:

Main result is the following statement:

Theorem 1.4 Let u be a weak bounded solution of problem .RQL/; M0 D
sup

x2CR0

ju.x/j and � be the least positive eigenvalue of problem (NEVPR) (see below).

Suppose assumptions (i)–(iv) are satisfied. Then there exist d > 0 depending only
on p; n; �; .� � ı/; b0 and constant C0 > 0 depending only on �; d;M0; p; n; .� �
ı/; b0; f0; such that

ju.x/j � C0jxj~; ~ D p � 1
p � 1C ��I 8x 2 CR0 : (1.7)

To prove the main result we shall consider the nonlinear eigenvalue problem for
 .!/ 2 C2.�/\ C1.�/:

8̂̂<
ˆ̂:

�div!
�
.�2 2 C jr! j2/. p�2/=2r! 

� D
� .�. p � 1/C n � p/ .�2 2 C jr! j2/. p�2/=2 ; ! 2 �;
.�2 2 C jr! j2/. p�2/=2 @ 

@�!� C �
�

p�1C�
p�1

	p�1 �  j jp�2 D 0; ! 2 @�;
(NEVPR)

where �!� denotes the exterior normal to @C at points of @�:
We give only the proof sketch. The proof of the main theorem is based on

the barrier method and the using of the comparison principle. At first, we derive
inequality (1.4) for the least positive eigenvalue of (NEVPR).

If we rename ! D !1; !
0 D .!2; � � � ; !n�1/ then, by assumption (iv), we can

consider that  .!1; !0/ do not depends on !0: Therefore our problem (NEVPR) is
equivalent to the following problem:

8̂̂̂
ˆ̂<
ˆ̂̂̂̂
:

�
�2 2 C . p � 1/ 02� 00.!/C .n � 2/ cot!

�
�2 2 C  02� 0.!/C

� .�.2p� 3/C n � p/ 02 .!/C �3 .�. p � 1/C n � p/  3.!/ D 0;
! 2 ��!0

2
; !0
2

�
;

˙.�2 2 C  02/. p�2/=2 0.!/C �
�

p�1C�
p�1

	p�1 �  .!/j .!/jp�2
ˇ̌̌
!D˙ !0

2

D 0:
(OEVP)
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Properties of the .OEVP/ Eigenfunction  .!/ 2 C2
��!0

2
;
!0
2

� \ C1
��!0

2
;
!0
2

�

First of all we note that any two eigenfunctions are scalar multiples of each other,
if they solve problem for the same �: Therefore without loss of generality we can
assume  

�
!0
2

� D 1:
Next we observe that it is possible two cases either  .�!/ D � .!/ or

 .�!/ D  .!/: At first, we consider the case p D n D 2: Then problem (OEVP)
takes the form8<

:
 00.!/C �2 .!/ D 0; ! 2 ��!0

2
; !0
2

�
;

˙ 0.!/C �.1C �/ .!/
ˇ̌̌
!D˙ !0

2

D 0:

Solving this problem we obtain:

(1) for  .�!/ D  .!/

 .!/ D cos.�!/; )  .0/ ¤ 0;  0.0/ D 0; tan

�
�!0

2

�
D �.1C �/

�
I

by the graphic method (see Fig. 1), we observe that 0 < �� < 	
!0
; where �� is

the least positive root of the above transcendence equation;

Fig. 1 Solution to transcendence equation tan
�
�!0
2

	
D �.1C�/

�
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Fig. 2 Solution to transcendence equation tan
�
�!0
2

	
D � �

�.1C�/

(2) for  .�!/ D � .!/

 .!/ D sin.�!/; )  .0/ D 0; tan

�
�!0

2

�
D � �

�.1C �/ I

by the graphic method (see Fig. 2), we observe that �� > 	
!0
; where �� is the

least positive root of the above transcendence equation.

Since we are interested the least positive eigenvalue we can rewrite problem

.OEVP/ as the problem for  .!/ 2 C2Œ0; !0
2
/\ C1Œ0; !0

2

 and � 2

�
0; 	

!0

	
W

8̂̂
ˆ̂̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
ˆ̂̂̂̂
:

�
�2 2 C . p � 1/ 02

�
 00.!/C .n � 2/ cot!

�
�2 2 C  02

�
 0.!/C

� .�.2p � 3/C n � p/  02 .!/C �3 .�. p � 1/C n � p/  3.!/ D 0;

! 2 

0; !0

2

�
;

 0.0/ D 0I  
�
!0
2

� D 1I
 0.

!0
2
/
D
�2 C  0

2
.
!0
2
/
E p�2

2 D ��
�

p�1C�

p�1

	p�1

:

( �)
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Barrier Function and Eigenvalue Problem .OEVP/
We shall study the function w.r; !/ 6� 0 as a solution of the auxiliary problem:

(
�4pw D �w�1jrwjp; x 2 CR0

jrwjp�2 @w
@�!n C

�

jxjp�1 wjwjp�2 D 0; x 2 @C \ BR0 :
(BFP)

By direct calculations, we derive a solution of this problem in the form

w D w.r; !/ D r~ ~=�.!/; ~ D p � 1
p � 1C ��; (BF)

where .�;  .!// is the solution of the eigenvalue problem .OEVP/.
Next we prove

Lemma 1.5

1 �  .!/ �  0 D const.n; p; �; !0/; (1.8)

if

• p D 2; n � 3 and in this case we have 0 < � < 	
!0
I

• 2 < p < n and �� < � < 	
!0
; where

�� D 	

!0
�
q

r�
q

p�1
	2 C 4

. p�1/. p�2/2 �
�

q2

p�1 � 2
p�2
	

2
p�2

�
n�p
p�2 � !0	 C 2

	 > 0; q D n � p

p � 2 �
!0

	
C1I

• 1 < p < 2 < n and 0 < � < 	
!0
:

Lemma 1.6 The barrier function w 2 N
1;p
�1;1.CR0/:

Finally, we show that solution u to .RQL/ and the barrier function w to (BF)
satisfy the comparison principle (see §6.2 [5]). By this the proof of main theorem is
completed.

For the proof in detail see [6].

2 The Dirichlet Problem with Variable Nonlinearity
Exponent

In this section we describe briefly recent new results of our article [2]. We consider
the p.x/-harmonic equation in CR0

4p.x/u � div.jrujp.x/�2ru/ D 0
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with the exponent p.x/ that is a measurable function in CR0 ; separated from unit and
infinity:

1 < p1 � p.x/ � p2 8x 2 CR0 :

Our interest is the studying of the behavior in a neighborhood of the origin
O of the p.x/-harmonic in CR0 functions u, satisfying the homogeneous Dirichlet
boundary condition on the lateral surface of the cone:

(
4p.x/u D 0; x 2 CR0 ;

uj@C\BR0
D 0; 0 < R0 � 1=2:

(Dp.x/)

We define the functions space

Wloc D fw W w 2 W1;1
0 .CR; @C \ BR/; jrwjp.x/ 2 L1.CR/g

for any R 2 .0;R0/: Here W1;1
0 .CR; @C\BR/ is the Sobolev space of functions which

have the zero trace on @C \ BR and all its weak derivatives of first order exist and
are L1-integrable in CR.

By a solution of our problem is meant a function u 2 Wloc that satisfies the
integral identity

Z
CR0

jrujp.x/�2ru � r' dx D 0

for all test functions ' 2 Wloc vanishing near the spherical part of the domain CR0
boundary.

The main goal of this section is the finding of sufficient conditions on the
continuity character in CR0 of exponent p.x/ and on the boundary @� smoothness
under the fulfilment which an any solution of the considered problem behaves in a
neighborhood of the cone C vertex as O.jxj�/, where � is the sharp exponent of the
rate of the tending to zero as jxj ! 0 for solutions of the problem

(
4p0v DD 0; x 2 CR0 ;

vj@C\BR0
D 0; 0 < R0 � 1=2

(Dp0)

with p0 D p.0/: If we shall find the (Dp0) solution in the form v.r; !/ D r� .!/;
then we obtain for .�;  .!// the nonlinear eigenvalue problem (NEVPD) with p D
p0:

The equation with variable exponent p.x/ belongs to the wide class of elliptic
equations with a nonstandard growth condition and is the Euler equation for
variational problems with integrand jrujp.x/=p.x/. Such variational problems were
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investigated by V. Zhikov in the mid-80s. The important role in the p.x/-Laplacian
equation theory plays the known as logarithmic condition

j p.x/� p. y/j � k0
j ln jx � yjj 8x; y 2 CR0 ; jx � yj � 1=2;

that was defined by Zhikov at 1994 [14]. It was introduced initially in order to
prove the density of smooth functions in the solutions space. Later, it was found
that the logarithmic condition has other numerous consequences. For example, it
guarantees the interior Hölder-continuity of solutions, that was established with
different methods by Fan (1995) [10] and Alkhutov [1]. The behavior on the
boundary of solutions to the Dirichlet problem for p.x/-harmonic equation with
exponent p, satisfying the logarithmic condition, was studied in the Alkhutov
and Krasheninnikova work [4]. In particular, they established that solutions of
considered problem are Hölder continuous at the cone C vertex.

At first, we establish that if p.x/ 2 C0.CR0/ then u.x/ is bounded in CR for all
R 2 .0;R0/I therefore we set

MR D sup
CR

ju.x/j: (2.1)

We obtained the main result under the assumption that exponent p satisfies the
Lipschitz condition, i.e.

j p.x/� p. y/j � Ljx � yj; 8x; y 2 CR0 : (2.2)

Theorem 2.1 Let � > 0 be the eigenvalue of above .NEVPD/ with p D p.0/ D p0.
Let the Lipschitz condition (2.2) for p.x/ satisfy and @� 2 C2Cˇ: Then for any
solution of problem (Dp.x/) we have

ju.x/j � C.�; ˇ; �0;MR0=2/jxj�; 8x 2 C�0 ;

where �0 D �0.n; p0; p1;L; �;MR0=2/ � R0=2 .

Proof We give only the proof sketch. We apply the barrier method and use the
maximum principle. In particular, if p.x/ � const then we give the simple proof of
the power estimate with the exact exponent for solutions near the cone C vertex, that
early was obtained by Tolksdorf [13], but more complicated way.

We set

h D h.w/ D
wZ
0

d�

1C �ı ; ı D minf1; .2�/�1g;

where w.r; !/ D r� .!/C r� D h1.r; !/C h2.r/; � D �.1C 2ı/:
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Lemma 2.2 If p.x/ is Lipschitz-continuous (see (2.2)) and @� 2 C2Cˇ , then for
� � r0.n; p0; p1;L; �/ � R0 we have

4p.x/h � �C.n; p0; p1;L; �/r
.��1/p0��.1�ı/

almost everywhere in C�:
We obtain required result from this Lemma, using the maximum principle,

because

1

3
w � h.w/ � w in CR 8R 2 .0; 1/:

ut
The Lipschitz condition play the important role for the construction of the barrier,

but it is enough burdensome. Using other methods we can weaken this condition,
but only in the case p0 D p.0/ D 2, namely if @� 2 C1Cˇ and exponent p.x/ 2
C˛.CR0/, i.e.

j p.x/� p. y/j � Hjx � yj˛; 8x; y 2 CR0 : (2.3)

In this case the sharp estimate near the cone C vertex for solutions of considered
problem is the same as for solutions of similar problem for the Laplace equation. Let
� be the first eigenvalue of the Dirichlet problem for the Laplace-Beltrami operator
in �: We define

�0 D 2 � nCp.n � 2/2 C 4�
2

H) �0.�0 C n� 2/ D �:

Theorem 2.3 Let (2.3) satisfy, @� 2 C1Cˇ and p.0/ D 2. Then for any solution
u.x/ of problem (Dp.x/) we have

ju.x/j � C.n; p1; p2;H; ˛; �0; �0; ˇ;MR0=2/jxj�0; 8x 2 C�0 ;

where �0 D �0.n; p1; p2;H; ˛; ; �0; ˇ;�;MR0=2/ � R0=4.

Proof The proof is based on integro-differential inequalities (see in detail [2, 5, 7])
and on the pointwise estimate of the gradient modulus. The last estimate follows
from the X. Fan results [9]. Namely, he proved that if p.x/ 2 C˛, then u.x/ 2
C1C~.CR0=4 n fOg/: It is used actually the freezing method for p.x/.

Putting U.�/ D R
C�
jxj2�njruj2 dx; where u is a solution of considered problem,

we find that

.1 � �˛=4/U.�/ � �

2�0
U0.�/C �1C2�0 ; 8� � r0 � R0=4:
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where r0 depends only on n, p, � and MR0=2. Hence it follows that

U.�/ � C
�
2�0r0 C r�2�0

0 U.r0/
	
�2�0 ; 8� 2 .0; r0
:

Further, we derive the local estimate at the boundary for ju.x/j.
Proposition 2.4 Let @� 2 C1Cˇ and (2.3) satisfy. Then for any � > 0 a solution u
of considered problem with � � R0=4 satisfies the inequality

sup
x2C�=2;�=4

ju.x/j � C

�
�
Z
C�

jujp0 dx

�1=p0

C C��;

where C depends only on n, p, �, � and MR0=2, but Cr1;r2 D C \ .Br1 n Br2 /.
Then stated result follows from this proposition. In fact, because in our case p0 D 2,
it is sufficient to use the Wirtinger inequality

Z
C�

jxj�njuj2 dx � ��1
Z
C�

jxj2�njruj2 dx D ��1U.�/;

where � is the first eigenvalue of the Dirichlet problem for the Laplace-Beltrami
operator on �: The last see in detail [2, 5, 7]. ut
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Abstract The effective properties of composites and review literature on the
methods of Rayleigh, Natanzon–Filshtinsky, functional equations and asymptotic
approaches are outlined. In connection with the above methods and new recent
publications devoted to composites, we discuss the terms analytical formula,
approximate solution, closed form solution, asymptotic formula, etc. . . frequently
used in applied mathematics and engineering in various contexts. Though mathe-
maticians give rigorous definitions of exact form solution the term “exact solution”
continues to be used too loosely and its attributes are lost. In the present paper, we
give examples of misleading usage of such a term.

Keywords Composite material • Effective property • Closed form solution •
Weierstrass function • Eisenstein summation • Asymptotic solution

Mathematics Subject Classification (2010) 74A40, 35C05, 35C20, 33E05,
30E25, 74Q15

1 Introduction

This paper is devoted to the effective properties of composites and review liter-
ature concerning analytical formulae. The terms analytical formula, approximate
solution, closed form solution, asymptotic formula etc. . . are frequently used in
applied mathematics and engineering in various contexts. Though mathematicians
give rigorous definitions of exact form solution [21, 31, 51] the term “exact solution”
continues to be used too loosely and its attributes are lost. In the present paper,
we give examples of misleading usage of such a term. This leads to paradoxical
situations when an author A approximately solves a problem and an author B repeats
the result of A adding the term “exact solution”. Further, the result of B is dominated
in references due to such an exactness. Examples of such a wrongful usage of the
exactness terms are given in the present paper.

We use also the term constructive solution (method) understood from the pure
utilization point of view. The constructive solution in the present paper means that
we have a formula or a precisely described algorithm, perhaps, on the level of
symbolic computations. Problems are said to be tractable if they can be solved in
terms of a closed form expression or of a constructive method. For instance, a typical
result from the homogenization theory consists in replacement of a PDE with high
oscillated coefficients by an equation with constant coefficients called the effective
constants. Next, a boundary value problem is stated to determine the effective
constants. Therefore, the homogenization theory rigorously justifies existence of
the effective properties. Their determination is a separate question concerning a
boundary value problem in a periodicity cell. Though, in some cases, we should not
solve a boundary value problem (see for instance the Keller-Dykhne formula [13]).

We think that usage of the terms “constructive solution” and more strong “exact
formula” are not acceptable when one writes a formula when its entries could be
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found from an additional numerical procedure. One may use its own terms but
he/she has to be consistent with the commonly used terminology in order to avoid
misleading. We want to exclude situations when researchers should necessary add
that “our formula is really exact” since it is a spiral way and in the next time they
should add that “our formula is really–really exact”. Below, we try to discuss the
levels of exactness and precise the clear for engineers terminology which should be
used in applied mathematics.

The solution of an equation Ax D b can be formally written in the form x D A�1b
where A�1 is an inverse operator to A.

We say that x D A�1b is a analytical form solution if the expression A�1b consists
of a finite number of elementary and special functions, arithmetic operations, com-
positions, integrals, derivatives and series. Closed form solution usually excludes
usage of series [21, 31, 51].1

Asymptotic methods [2, 3] are assigned to analytical methods when solutions
are investigated near the critical values of the geometrical and physical parameters.
Hence, asymptotic formulae can be considered as analytical approximations.

In order to distinguish our results from others we proceed to classify different
types of solutions.

Numerical solution means here the expression x D A�1b which can be treated
only numerically. Integral equation methods based on the potentials of single and
double layers usually give such a solution. An integral in such a method has to be
approximated by a cubature formula. This makes it pure numerical, since cubature
formulae require numerical data in kernels and fixed domains of integrations.

Series method arises when an unknown element x is expanded into a series x DP1
kD1 ckxk on the basis fxkg1kD1 with undetermined constants ck. Substitution of the

series into equation can lead to an infinite system of equations on ck. In order to get
a numerical solution, this system is truncated and a finite system of equations arise,
say of order n. Let the solution of the finite system tend to a solution of the infinite
system, as n ! 1. Then, the infinite system is called regular and can be solved
by the described truncation method. This method was justified for some classes
of equations in the fundamental book [36]. The series method can be applied to
general equation Ax D b in a discrete space in the form of infinite system with
infinite number of unknowns. In particular, Fredholm’s alternative and the Hilbert-
Schmidt theory of compact operators can be applied [36]. So in general, the series
method belongs to numerical methods. In the field of composite materials, the series
truncation method was systematically used by Guz et al. [32] and many others.

The special structure of the composite systems or application of a low-order
truncation can lead to an approximate solution in symbolic form. Par excellence
examples of such solutions are due to Rayleigh [62] and to McPhedran et al.
[41, 42, 61] where analytical approximate formulae for the effective properties of
composites were deduced.

1However, an integral is accepted. In the same time, Riemann’s integral is a limit of Riemann’s
sums, i.e., it is a series.
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Discrete numerical solution refers to applications of the finite elements and
difference methods. These methods are powerful and their application is reasonable
when the geometry and the physical parameters are fixed. Many experts perceive
a pristine computational block (package) as an exact formula: just substitute data
and get the result! However, a sackful of numbers is not as useful as an analytical
formulae. Pure numerical procedures can fail as a rule for the critical parameters and
analytical matching with asymptotic solutions can be useful even for the numerical
computations. Moreover, numerical packages sometimes are presented as a remedy
from all deceases. It is worth noting again that numerical solutions are useful if
we are interested in a fixed geometry and fixed set of parameters for engineering
purposes.

Analytical formulae are useful to specialists developing codes for composites,
especially for optimal design. We are talking about the creation of highly specialized
codes, which enable to solve a narrow class of problems with exceptionally
high speed. “It should be emphasized that in problem of design optimization the
requirements of accuracy are not very high. A key role plays the ability of the
model to predict how the system reacts on the change of the design parameters. This
combination of requirements opens a road to renaissance of approximate analytical
and semi-analytical models, which in the recent decades have been practically
replaced by ‘universal’ codes” [20].

Asymptotic approaches allow us to define really important parameters of the
system. The important parameters in a boundary value problem are those that, when
slightly perturbed, yield large variations in the solutions. In other words, asymptotic
methods make it possible to evaluate the sensitivity of the system. There is no need
to recall that in real problems the parameters of composites are known with a certain
(often not very high) degree of accuracy. This causes the popularity of various kinds
of assessments in engineering practice. In addition, the fuzzy object oriented (robust
in some sense) model [14] is useful to the engineer. Multiparameter models rarely
have this quality. “You can make your model more complex and more faithful to
reality, or you can make it simpler and easier to handle. Only the most naive scientist
believes that the perfect model is the one that represents reality” [30, p. 278]. It
should also be remembered that for the construction of multiparameter models it
is necessary to have very detailed information on the state of the system. Obtaining
such information for an engineer is often very difficult for a number of objective rea-
sons, or it requires a lot of time and money. And the most natural way of constructing
sufficiently accurate low-parametric models is to use the asymptotic methods [68].

2 Approximate and Exact Constructive Formulae
in the Theory of Composites

In the present section, we discuss constructive methods used in the theory of
dispersed composites. The main results are obtained for 2D problems which will
be considered in details.
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Let !1 and !2 be the fundamental pair of periods on the complex plane C such
that!1 > 0 and Im !2 > 0where Im stands for the imaginary part. The fundamental
parallelogram Q is defined by the vertices˙!1

2
and˙!2

2
. Without loss of generality

the area of Q can be normalized to one. The points m1!1 C m2!2 (m1;m2 2 Z)
generate a doubly periodic lattice Q where Z stands for the set of integer numbers.
Introduce the zeroth cell

Q D Q.0;0/ D
�

z D t1!1 C it2!2 2 C W �1
2
< t1; t2 <

1

2

�
:

The lattice Q consists of the cells Q.m1;m2/ D Q.0;0/ C m1!1 C im2!2.
Consider N non-overlapping simply connected domains Dk in the cell Q with

Lyapunov’s boundaries Lk and the multiply connected domain D D Qn [N
kD1 .Dk [

Lk/, the complement of all the closures of Dk to Q (see Figs. 1 and 2). The case of
equal disks Dk will be discussed below.

We study conductivity of the doubly periodic composite when the host D C
m1!1 C m2!2 and the inclusions Dk C m1!1 C m2!2 are occupied by conducting
materials. Introduce the local conductivity as the function


.x/ D
�
1; x 2 D;

; x 2 Dk; k D 1; 2; : : : ;N: (2.1)

Fig. 1 Doubly periodic composite
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Fig. 2 Square array x1

x2

Dk

D

Here, x D .x1; x2/ is related to the above introduced complex variable z by
formula z D x1 C ix2. The potentials u.x/ and uk.x/ are harmonic in D and Dk

(k D 1; 2; : : : ;N) and continuously differentiable in closures of the considered
domains. The conjugation conditions express the perfect contact on the inter-
face

u D uk;
@u

@n
D 
 @uk

@n
on Lk D @Dk; k D 1; 2; : : : ;N; (2.2)

where @
@n denotes the outward normal derivative to Lk. The external field is modelled

by the quasi-periodicity conditions

u.zC !1/ D u.z/C �1; u.zC !2/ D u.z/C �2; (2.3)

where �1;2 are constants modeled the external field applied to the considered doubly
periodic composites.

Consider the regular square lattice with one disk jzj < r0 per cell. In this case,
!1 D 1, !2 D i and N D 1. The effective conductivity tensor is reduced to the
scalar effective conductivity 
e. In order to determine 
e it is sufficient to solve the
problem (2.2)–(2.3) for �1 D 1, �2 D 0 and calculate


e D 1C .
 � 1/ 	r20
@u1
@x1

.0/: (2.4)

2.1 Method of Rayleigh

The first constructive solution to the conductivity problem (2.2)–(2.3) for the regular
square array was obtained in 1892 by Lord Rayleigh [62]. The problem is reduced
to an infinite system of linear algebraic equations by the series method outlined
below. The potentials are expanded into the odd trigonometric series in the local
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polar coordinates .r; �/

u1.r; �/ D C0 C C1r cos � C C3r
3 cos 3� C : : : ; r � r0; (2.5)

u.r; �/ D A0 C .A1rC B1r
�1/ cos � C .A3r3 C B3r

�3/ cos 3� C : : : : (2.6)

The same series can be presented as the real part of analytic functions expanded in
the Taylor and Laurent series, respectively,

'1.z/ D '10 C '11zC '13z3 C : : : ; r � r0; (2.7)

'.z/ D ˛0 C ˛1zC ˇ1z�1 C ˛3z3 C ˇ3z�3 C : : : ; (2.8)

where u1.z/ DRe '1.z/ and u.z/ DRe '.z/. Substitution of the series (2.5)–(2.6)
(or the series (2.7)–(2.8)) into (2.2) and selection the terms on cos k� yields an
infinite system of linear algebraic equations. Rayleigh treats the quasi-periodicity
condition (2.3) as the balance of the multiple sources inside and out of the disk D1.
This leads to the lattice sums Sm D P

m1;m2
.m1 C im2/

�m (m D 2; 3; : : :), where
m1, m2 run over all integers except m1 D m2 D 0. The series S2 is conditionally
convergent, hence, its value depends on the order of summation. Rayleigh uses the
Eisenstein summation [70]

Xe

m1;m2

WD lim
M2!C1 lim

M1!C1

M2X
m2D�M2

M1X
m1D�M1

: (2.9)

It is worth noting that Rayleigh (1892) did not refer to Eisenstein (1847) and
used Weierstrass’s theory of elliptic functions (1856). Perhaps it happened because
Eisenstein treated his series formally without study on the uniform convergence
introduced by Weierstrass later. Rayleigh used the Eisenstein summation and proved
the fascinating formula S2 D 	 for the square array (see discussion in [71]).

The coefficients of the infinite system are expressed in terms of the lattice
sums Sm. This system is written in the next section in the complex form (2.19).
Rayleigh truncates the infinite system to get an approximate formula for the effective
conductivity (2.4).

Rayleigh extended his method to rectangular arrays of cylinders and to 3D cubic
arrays of spherical inclusions. Rayleigh’s approach was elaborated by McPhedran
with coworkers [41, 42, 61]. For instance, for the hexagonal array Perrins et al. [61]
obtained the approximate analytical formula


e 	 1C 2f%

1 � f% � 0:075422%2f 6

1�1:060283%2f 12
� 0:000076%2f 12

; (2.10)
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where % D 
�1

C1 denotes the contrast parameter, f D 	r20 the concentration of

inclusions. They further developed the method of Rayleigh and applied it to various
problems of the theory of composites [11, 53–55, 59].

2.2 Method of Natanzon–Filshtinsky

The next important step in the mathematical treatment of the 2D composites was
made by Natanzon [58] in 1935 and Filshtinsky (Fil’shtinskii) in 1964 (see papers
[15, 16, 27], his thesis [17], the fundamental books [8, 18, 24–26] and references in
[19]). Natanzon and Filshtinsky modified and extended the method of Rayleigh to a
2D elastic doubly periodic problems but without reference to the seminal paper [62].

Rayleigh used the classic Laurent series (2.8) in the domain D of the unit cell
and further periodically continued it by the Eisenstein summation (2.9). The main
idea of [58] is based on the periodization of the complex potential '.z/ without
summation over the cells (we take the derivative as in [58])

' 0.z/ D A0 C A2}.z/C A4}
00.z/C A6}

.iv/.z/C : : : : (2.11)

Filshtinsky used the series

'.z/ D A0z� A2�.z/� A4�
0.z/ � A6�

000.z/ � : : : ; (2.12)

where �.z/ and }.z/ D �� 0.z/ are the Weierstrass elliptic functions. Application of
series (2.11)–(2.12) allows to avoid the study of the conditionally convergent lattice
sum S2.

The Kolosov-Muskhelishvili formulae express the stresses and deformations in
terms of two analytic functions. One of the functions has to be doubly periodic,
hence, can be presented in the form (2.12). However, a combination of the first and
second analytic functions satisfies periodic conditions which yields the following
representation for the second function

ˆ.z/ D B0 C B2}1.z/C B4}
00
1 .z/C : : : ; (2.13)

where }1.z/ is a new function introduced by Natanzon by means of the series

}1.z/ D �2
X

.m1;m2/2Z2n.0;0/

"
P

.z� P/3
� P

P3

#
; (2.14)

P D m1!1 C im2!2. Natanzon’s function (2.14) was systematically investigated in
[26, 58]. In particular, simple expressions of }1.z/ and its derivatives in terms of the
Weierstrass elliptic functions were established.
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Substitution of the series (2.12) into boundary conditions for the conductivity
problem with one circular inclusion per cell yields the same Rayleigh’s infinite
system (see below (2.19)) and low-order in concentration formulae for the effective
conductivity. Filshtinsky [15, 27] obtained approximate analytical formulae for the
local fields which can yield the effective conductivity after its substitution into (2.4).

In 2012, Godin [22] brought to a close the method of Natanzon-Filshtinsky
for conductivity problems having repeated Filshtinsky’s analytical approximate
formulae for the local fields [15, 27], used (2.4) and arrived at polynomials of order
12 in f for regular arrays. These polynomials are asymptotically equivalent to the
approximation (2.10) established in 1978 and can be obtained by truncation from
the series, first obtained in 1998, exactly written in the next section. The paper [22]
contains the reference to [24] contrary to huge number of papers discussed in Sect. 3.

2.3 Method of Functional Equations: Exact Solutions

The methods of Rayleigh and of Natanzon–Filshtinsky are closely related to the
method of functional equations proposed in [44] and developed in [31, 45, 51].
Similar functional equations were first applied to boundary value problems by
Golusin [23] in 1934.

Roughly speaking, Rayleigh’s infinite system is a discrete form of the functional
equation. The method of functional equations stands out against other methods
in exact solution to 2D problems with one circular inclusion per cell. Moreover,
functional equations yield constructive analytical formulae for random composites
[31].

In order to demonstrate the connection between the methods of Rayleigh and of
functional equations we follow [64] starting from the functional equation

 1.z/ D %
0X

m1;m22Z

r2

.z � P/2
 1

�
r2

z � P

�
C 1; jzj � r0; (2.15)

where m1;m2 run over integers in the sum
P0 with the excluded term m1 D m2 D 0.

Here,  1.z/ is the complex flux inside the disk jzj < r0. Let the function  1.z/ be
expanded in the Taylor series

 1.z/ D
1X

mD0
˛mzm; jzj � r0; (2.16)
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Substituting this expansion into (2.15) we obtain

1X
mD0

˛mzm D %
1X

mD0
r2.mC1/˛m

0X
m1;m22Z

1

.z � P/mC2 C 1; (2.17)

where the Eisenstein summation (2.9) is used. The function

El.z/ D
X

m1;m22Z

1

.z � P/l
(2.18)

is called the Eisenstein function of order l [70]. Expanding every function .z �
P/�.mC2/ in the Taylor series and selecting the coefficients in the same powers of z
we arrive at the infinite R-linear algebraic system

˛l D %
1X

mD0
.�1/m .lC mC 1/Š

lŠ.mC 1/Š SlCmC2r2.mC1/˛m C 1; l D 0; 1; : : : : (2.19)

This system (2.19) coincides with the system obtained by Filshtinsky. Its real part is
Rayleigh’s system and Re ˛1 D @u1

@x1
.0/ (see (2.4)).

The functional equation (2.15) is a continuous object more convenient for sym-
bolic computations than the discrete infinite systems (2.19). Instead of expansion in
the discrete form described above we solve the functional equation by the method
of successive approximations uniformly convergent for any j%j � 1 and arbitrary r0
up to touching [31]. Application of (2.4) yields the exact formula for the effective
conductivity tensor


11 � i
12 D 1C 2%f C 2%2f 2 S2
	
C (2.20)

2%2f 2

	

1X
kD1

%k
1X

m1D1

1X
m2D1
� � �

1X
mkD1

s.1/m1 s.m1/m2 : : : s.mk�1/
mk

s.mk/
1

�
f

	

�M�k

;

where M D 2.m1 C m2 C � � � C mk/ and

s.m/k D .2mC 2k � 3/Š
.2m � 1/Š.2k � 2/ŠS2.mCk�1/: (2.21)

The Eisenstein–Rayleigh lattice sums Sm are defined as Sm D P
P¤0 P�m and can

be determined by computationally effective formulae [31]. The component 
22 is
calculated by (2.20) where S2 is replaced by 2	 � S2.

Formula is exact and first was described in 1997 in the papers [48] in the form
of expansion on the contrast parameter %. Justification of the uniform convergence
for any j%j � 1 and for an arbitrary radius up to touching disks was established
in [47, 48]. The papers [49, 50] contains transformation of the contrast expansion
series from [48] to the series (2.20) more convenient in computations.
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The relation S2 D 	 holds for the square and hexagonal arrays (macroscopically
isotropic composites). It is worth noting that in this case the terms with m1 D m2 D
: : : D 1 in the sum over k and the first three terms in (2.20) form a geometric series
transforming into the Clausius-Mossotti approximations (Maxwell’s formula)


e 	 1C f%

1 � f%
: (2.22)

The series (2.20) can be investigated analytically and numerically. For instance,
for the hexagonal array of the perfectly conducting inclusions (% D 1) it can be
written in the form


e. f / D 1C 2f C 2f 2 C 2f 3 C 2f 4 C 2f 5 C 2f 6

C 2:1508443464271876f 7C 2:301688692854377f 8

C 2:452533039281566f 9C 2:6033773857087543f 10

C 2:754221732135944f 11C 2:9050660785631326f 12

C 3:0674404324522926f 13C 3:2411917947659736f 14

C 3:426320165504177f 15C 3:6228255446669055f 16

C 3:8307079322541555f 17C 4:049967328265928f 18

C 4:441422739726373f 19C 4:845994396051242f 20

C 5:264540375940583f 21C 5:69791875809444f 22

C 6:146987621212864f 23C 6:6126050439959f 24

C 7:135044602470776f 25C 7:700073986554016f 26

C O. f 27/: (2.23)

The first 12 coefficients in the expansion of (2.10) in the series in f for % D 1

coincide with the coefficients of (2.23).
Application of asymptotic methods to (2.23) yields analytical expressions near

the percolation threshold [31]


e. f / D ˛. f /
F. f /

G. f /
; (2.24)

where

˛. f / D 4:82231�
	

p

12
�f
	 1
2

� 5:79784C

2:13365
�

	p
12
� f
	 1
2 � 0:328432

�
	p
12
� f
	
;

(2.25)
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F. f / D 1:49313C 1:30576f C 0:383574f 2C 0:467713f 3C
0:471121f 4C 0:510435f 5C 0:256682f 6C 0:434917f 7C
0:813868f 8C 0:961464f 9C 0:317194f 10C 0:377055f 11�
1:2022f 12 � 0:931575f 13

(2.26)

and

G. f / D 1:49313C 1:30576f C 0:383574f 2C 0:394949f 3C
0:4479f 4C 0:5034f 5 C 0:3033f 6 C 0:2715f 7 C 0:7328f 8C
0:827239f 9C 0:25509f 10 C 0:239752f 11 � 1:26489f 12 � f 13:

(2.27)

The function (2.24) is asymptotically equivalent to the polynomial (2.23), as f ! 0,
and to Keller’s type formula [10]


e. f / D
4
p
3	

3
2p
2

1q
	p
12
� f

; as f ! fc D 	p
12
: (2.28)

The series (2.20) for the hexagonal array when j%j � 1 yields


e. f ; %/ D 1C %f

1 � %f
C 0:150844%3f 7 C 0:301688%4f 8 C 0:452532%5f 9C

(2.29)

0:603376%6f 10 C 0:75422%7f 11 C � � � :

The asymptotic analysis of the local fields when j%j ! 1 and f ! fc was performed
in [65] where a criterion of the percolation regime was given, i.e., the domain of
validity of (2.29). The following formula was established in [31]


e. f ; %/ D 
�. f ; %/
U. f ; %/

W. f ; %/
; (2.30)

where


�. f ; %/ D
�
1C %f

fc

� 1
2
�
1 � %f

fc

�� 1
2

; (2.31)

U. f ; %/ D �%11f 11 � 0:660339%9f 9 C %7.1:44959f 4 � 0:232667/f 7C
%5.1:59231f 9 C 0:457218f 5/C %3.1:99365f 7C 2:10888f 3/C

11:8598%f C 26:4332
(2.32)
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Fig. 3 Effective conductivity for the hexagonal array 
e. f ; %/ calculated with (2.30)–(2.33) (solid
line) and (2.10) (dashed line)

and

W. f ; %/ D %7f 7.0:232667� 1:44959f 4/C %11f 11 C 0:660339%9f 9C
%5.�1:59231f 9 � 0:457218f 5/C %3.�1:99365f 7 � 2:10888f 3/�

11:8598%f C 26:4332:
(2.33)

The function (2.30) is asymptotically equivalent to (2.29), as .%f / ! 0, and to the
percolation regime. Formulae (2.30)–(2.33) and (2.10) for high concentrations are
compared in Fig. 3.

3 “Exact Solutions”

Perhaps, the first too magnified usage of the term “exact solution” in the theory
of composites began in 1971 with Sendeckyj’s paper [67] in the first issue of
Journal of Elasticity where “an exact analytic solution is given for a case of
antiplane deformation of an elastic solid containing an arbitrary number of circular
cylindrical inclusions”. Actually, as it is written in this paper, a method of successive
approximations based on the method of images was applied to find an approximate
solution in analytical form. Sendeckyj’s method is a direct application of the
generalized alternating method of Schwarz developed by Mikhlin [43, Russian
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edition in 1949] to circular finitely connected domains. This method does not always
converge. The method of Schwarz was modified in [45] where exact2 solution of the
problem was obtained in the form of the Poincaré type series [56]. Its relation to the
series method leading to infinite systems is described in [46].

In the book [39, Introduction], Kushch asserts that his solutions are “complete”
and “the exact, finite form expressions for the effective properties” obtained. The
same declarations are given in [37, 38]. For instance, “exact” and “complete solution
of the many-inclusion problem” is declared in [40]. Below [40, Sec. 5] the authors
explain that “solution we have derived is asymptotically exact. It means that to get
the exact values, one has to solve a whole infinite set of linear equations”. In [39,
Sec. 9.2.2], difficulties in solution to infinite systems arisen for a finite number of
disks are described. In the paper [38] devoted to the same problem, Kushch writes
that “an exact and finite form expression of the effective conductivity tensor has
been found”. However, the “exact” formula (62) from [38] contains parameters F.p/n

which should be determined numerically from an infinite system.
As it is explained in Introduction to the present paper, a regular (in the sense

of [36]) infinite system of linear algebraic equations is a discrete form of the
continuous Fredholm’s integral equation. The truncation method is applied to the
both discrete and continuous Fredholm’s equations refers to numerical methods in
applied mathematics, since a special data set of geometrical and physical parameters
is usually taken to get a result. Then, following logical reasoning and Kushch’s
declarations we should use the term “exact solution” for numerical solutions
obtained from Fredholm’s equations that essentially distorts the sense of exact
solution.

Another question concerns the declaration “complete solution” [37–40]. The
completely solved problem should not be investigated anymore. Such a declaration
by Kushch ignores exact solutions described in Sect. 2.3 including the exact
formulae obtained before, c.f. [45]. It is demonstrated in Fig. 4 that the “complete
solution” by Kushch is no longer complete for high concentrations.

Beginning from 2000 Balagurov [4, 5, 7] has been applying the method of
Natanzon and Filshtinsky described above in Sect. 2.2 (after exact solution to the
problem for regular array of disks in 1997–1998, see Sect. 2.3) without references
to them. The main difference between [4, 5, 7] and [58], [18, 24–26] lies in the
terminology. Balagurov used the terminology of conductivity governed by Laplace’s
equation (harmonic functions). Natanzon and Filshtinsky used the terminology of
elasticity and heat conduction governed by bi-Laplace’s (biharmonic functions) and
by Laplace’s equation, respectively. Moreover, Filshtinsky separated in his works
plane and antiplane elasticity which is equivalent to a separate consideration of bi-
Laplace’s and Laplace’s equation.

For instance, the paper [6] is devoted to application of the Natanzon-Filshtinsky
representation (2.12) to the square array of circular cylinders. Exactly having
repeated [18, 24–26, 58], Balagurov and Kashin obtained the complex infinite

2Not “exact”.
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system (2.19) written in the paper [6] as (A6). Further, Balagurov and Kashin [6,
formulae (21) and (27)] write the effective conductivity up to O. f 13/. This formula
from [6] is asymptotically equivalent up to O. f 13/ to formula (14) obtained in the
earlier paper [61]. Balagurov’s results are not acceptable for high concentrations as
displayed in Fig. 4.

Parnell and Abrahams [60] derived “new expressions for the effective elastic
constants of the material . . . in simple closed forms (3.24)–(3.27)”. They “not
appealed directly to the theory of Weierstrassian elliptic functions in order to find the
effective properties”. Actually, they repeated fragments of Eisenstein’s approaches
(1848) in [60, Sec. 4.1]. Therefore, the same Natanzon-Filshtinsky method was
applied to regular arrays of circular cylinders in [60].3

A series of papers beginning form 2000, see [29, 63, 66] and references therein,
contains a wide set of “exact formulae” for the effective constants hardly accepted
as constructive following the lines of Sect. 1. Some of them [12, 28, 63] have
the misleading title “Closed-form expressions for the effective coefficients . . . ”.
In the paper [29], “the local problems are solved for the case of fiber reinforced
composite and the exact-closed formulae for all overall thermoelastic properties”
etc. The main results are obtained by the method of Natanzon–Filshtinsky (1935,
1964) without references to it. As in the previous papers, the series (2.11)–(2.12)
are substituted into the boundary conditions and Rayleigh’s type system of linear
algebraic equations is obtained (see for details Supplement to this paper).

Let us consider the recent paper [57] where the 2D square array of circular
cylinders and the 3D simple cubic array of spheres of two different radii Rs and
Rl were considered when the ratio Rs to Rl was infinitesimally small. The authors
declare that “the interaction of periodic multiscale heterogeneity arrangements is
exactly accounted for by the reiterated homogenization method. The method relies
on an asymptotic expansion solution of the first principles applied to all scales,
leading to general rigorous expressions for the effective coefficients of periodic
heterogeneous media with multiple spatial scales”. This declaration is not true,
because a large particle does not interact with another particle of vanishing size.
An effective medium approximation valid for dilute composites [52] was actually
applied in [57] as the reiterated homogenization theory. As a consequence, formulae
(18) and (19) from [57] can be valid to the second order of concentration [52] and
additional numerically calculated “terms” are out of the considered precision. The
considered problem refers to the general polydispersity problem discussed in 2D
statement in [9]. It is not surprisingly that the description of the polydispersity
effects in [9] and [57] are different since the “exact” formula from [57] holds only
in the dilute regime. This is the reason why the effective conductivity is less than the

3The most unexpected paper concerning doubly periodic functions belongs to Wang & Wang
[69] where in this one paper (i) rediscovered Weierstrass’s functions [69, (2.29) and (2.30)],
(ii) rediscovered Eisenstein’s summation approach [69, (2.18)], and (iii) solved a boundary value
problem easily solved by means of the standard conformal mapping.
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Fig. 4 Effective conductivity for the hexagonal array. Different expressions for 
e calculated
with (2.24)–(2.27) (solid line), (2.10) (dashed line), (2.28) (dot-dashed line). Formula [6, (21)
and (27)] is presented by dotted line. Other numerical results from the works discussed in Sect. 3
are presented in Supplement. One can see that they are located on the dotted line or below it

conductivity of matrix reinforced by higher conducting inclusions in Figs. 3 and 7
of [57] for high concentrations.

4 Conclusion

To ensure that our statements were not unfounded, in Supplement we subjected
one of the results of [28] to a detailed analysis. We can draw the following
conclusions.

1. Authors’ claims on closed-form expressions for the effective coefficients, true for
any parameter values, are absolutely unjustified.

2. The results obtained by them in this particular case are correct, but they have
a very limited field of applicability and are presented in a form that does not
allow direct use. Only after making considerable efforts and becoming, in fact,
the co-author of the paper, the reader is able to get simple formulae. As a result,
reader is convinced that this is a minor modification (and not in the direction of
improvement) of well-known formulae.

The question arises of the usefulness of such works—they are clearly inacces-
sible to the engineer, they do not contain new mathematical results, the field of
applicability has not been evaluated in any way.
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The general conclusion is that the expressions “exact” or “closed-form” solutions
are very obligatory. The authors of the articles should not use them in vain, and
reviewers and editors must stop unreasonable claims.

Note also numerous attempts to reinvent the wheel, which look especially strange
in time of Google’s Empire and scientific social networks (Research Gate, etc.)

In fact, an infinite system of linear algebraic equations contains a remarkable
amount of information, which the investigator should do his best to extract (see,
c.f., [36]). However, we can not usually see this in papers with “exact solutions”.

We note one more aspect of the application of analytic, in particular, asymptotic,
methods. The significant disadvantage inherent in them—the local nature of the
results obtained—is overcome by modern methods of summation and interpola-
tion (Padé approximants, two-point Padé approximants, asymptotically equivalent
functions, etc. [1, 31, 33–35]). Example from our paper: formulae (2.24)–(2.27) are
deduced by asymptotic matching (2.23) near f D 0 and (2.28) near f D fc.

Acknowledgements Authors thanks Dr Galina Starushenko for fruitful discussions and providing
the working notes with the calculation data and figures presented in Supplement.
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On a Hypercomplex Version of the Kelvin
Solution in Linear Elasticity

Sebastian Bock

Abstract The article gives an overview about recently developed spatial general-
izations of the Kolosov-Muskhelishvili formulae using the framework of hypercom-
plex function theory. Based on these results, a hypercomplex version of the classical
Kelvin solution is obtained. For this purpose a new class of monogenic functions
with (logarithmic) line singularities is studied and an associated two step recurrence
formula is proved. Finally, a connection of the function system to the Cauchy-kernel
function is established.

Keywords Recurrence formulae • Generalized Kolosov-Muskhelishvili
formulae • Kelvin solution
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1 Introduction

The method of complex stress functions, which is mainly associated with the work
of Kolosov [13] and Muskhelishvili [17], is one of the most fruitful and elegant
techniques for solving boundary value problems in the linear theory of elasticity.
Here the stresses and deformations of a linear elastic, isotropic, homogeneous body
in C Š R2 are represented by the so-called Kolosov-Muskhelishvili formulae
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in terms of two holomorphic functionsˆ.z/ and ‰.z/. The complex representation
is therefore very advantageous because all tools of the complex analysis, such as
power and Laurent series expansions, conformal mapping techniques or Cauchy’s
integral formula, can be used in problem solving. An important area of application
is, for example, linear fracture mechanics for which the method of complex stress
functions is the theoretical basis. Here the holomorphic functionsˆ.z/ and‰.z/ are
approximated, for instance, by Laurent series expansions whereby analytic solutions
to the differential equation in the near field of a crack tip can be constructed
explicitly [17, 20]. These analytical near field representations have the specific
property that the order of the singularity is precisely represented.

In this article a hypercomplex representation of the fundamental solution of three
dimensional linear elasticity, also known as the Kelvin solution, is constructed. The
Kelvin solution describes the displacements of a concentrated point load acting at
the origin of an infinite body. On the basis of the superposition principle, solutions
for forces groups or distributed forces can also be constructed. The derivation of the
hypercomplex version of the Kelvin solution is based on a recent generalization of
the Kolosov-Muskhelishvili formulae to R3 using the algebra H of real quaternions
[8, 21]. For a detailed survey to this topic see [5, 21] and the references therein.

For this purpose, the article is structured as follows: Section 2 introduces the
necessary foundations and notations regarding the non-commutative algebra H.
Then, Sect. 3 gives a brief overview of the derivation of the generalized Kolosov-
Muskhelishvili formulae in H. In Sect. 4, a new class of monogenic functions with
(logarithmic) line singularities is studied and an associated two step recurrence
formula is proved. In addition, the relationship of the constructed monogenic
function system to the Cauchy-kernel function is established. These results are
finally used in Sect. 5 to obtain the main result of the article that is a hypercomplex
representation of the fundamental solution of the linear elasticity theory in R3.

2 Preliminaries and Notations

In order to generalize the complex setting to dimension three we will work in the
algebra of real quaternions denoted by H. Let fe0; e1; e2; e3g be the standard basis
subjected to the multiplication rules

eiej C ejei D �2ıij e0; i; j D 1; 2; 3;
e1e2 D e3; e0ei D eie0 D ei; i D 0; 1; 2; 3:

The real vector space R4 will be embedded in H by identifying the element a D
Œa0; a1; a2; a3
T 2 R4 with the quaternion a D a0C a1e1C a2e2C a3e3, ai 2 R, i D
0; 1; 2; 3, where e0 D Œ1; 0; 0; 0
T is the multiplicative unit element of the algebra H.
Further, we denote by
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(i) Sc.a/ D a0 the scalar part, Vec.a/ D a DP3
iD1 aiei the vector part of a,

(ii) a D a0 � a the conjugate of a,
(iii) ba D �e3ae3 the e3-involution of a,
(iv) jaj D pa a the norm of a,
(v) a�1 D a

jaj2 , a ¤ 0 the inverse of a.

Now, let us consider the subset A WD span
R
f1; e1; e2g. Here it is important to point

out that A is only a real vector space but not a sub-algebra of H. The real vector
space R3 will be embedded in A by the identification of x D Œx0; x1; x2
T 2 R3 with
the reduced quaternion

x D x0 C e1� 2 A with � D x1 � e3x2:

As a consequence, the symbol x is often used to represent a point in R3 as well as
to represent the corresponding reduced quaternion.

Let now � be an open subset of R3 with a piecewise smooth boundary. An H-
valued function is a mapping

f W � �! H such that f .x/ D
3X

iD0
f i.x/ ei ; x 2 �:

The coordinates f i.x/ are real-valued functions defined in �, i.e., f i.x/ W � �!
R ; i D 0; 1; 2; 3. Continuity, differentiability or integrability of f are defined
coordinate-wise. Note that the function f .x/ is defined in R

3 but taking values in
H Š R

4. Due to the underlying non commutative algebra all functions considered
in the following will be considered in the right H-linear Hilbert space of square-
integrable H-valued functions denoted by L2.�IH/. For a detailed discussion of the
function spaces and the corresponding inner product, see e.g. [11].

In complex function theory the Cauchy-Riemann operator and its adjoint opera-
tor play an important role. In the introduced hypercomplex framework of H-valued
functions, the operator

@ WD @

@x0
C 2e1

@

@�
D @

@x0
C e1

@

@x1
C e2

@

@x2
(2.1)

is called generalized Cauchy-Riemann operator. The corresponding adjoint gener-
alized Cauchy-Riemann operator is defined by

@ WD @

@x0
� 2e1

@

@�
D @

@x0
� e1

@

@x1
� e2

@

@x2
: (2.2)

At this point, it is emphasized that throughout this article the introduced differential
operators are considered as operators acting from the left and analogously denoted
as in the complex analysis (see, e.g. [11]) which is vice versa to the originally
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introduced notation in Clifford analysis (see, e.g. [9]). This leads to the following
definitions:

Definition 2.1 A function f 2 C1.�IH/ is called monogenic in � � R3 if

@f D 0 in � .or equivalently f 2 ker@ in �/: (2.3)

Conversely, a function g 2 C1.�IH/ is called anti-monogenic in � � R3 if

@g D 0 in � .or equivalently g 2 ker@ in �/:

In view of the upcoming calculations we will often use the following component
form

f D f 03 C e1f 12 WD
�

f 0 C e3f 3
�C e1

�
f 1 � e3f 2

�
of an H-valued function f 2 C1.�IH/. Note that the multiplication of the compo-
nents f 03, f 12 commutes with e0; e3 and anti-commutes with e1; e2. Accordingly, for
ij D f03; 12gwe have

ek f ij D
(

f ijek W k D 0; 3;
f ijek W k D 1; 2 :

Applying now the compact formulation of the differential operator (2.1) to the
component form of f yields an equivalent definition of monogenicity (2.3) given
by the system

f 2 ker @ ,

8̂̂
<
ˆ̂:
@f 03

@x0
� 2@f 12

@�
D 0;

@f 12

@x0
C 2@f 03

@�
D 0:

(2.4)

Based on the last representation one can conclude a significant connection between
monogenic and anti-monogenic functions.

Corollary 2.2 Let f DP3
iD0 f iei 2 C1.�IH/ be a monogenic function in� � R3.

The e3-involution of the function

bf WD f 0 � f 1e1 � f 2e2 C f 3e3

defines an anti-monogenic function in �.
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Proof Let f D f 03 C e1f 12 2 ker@, we havebf D f 03 � e1f 12. Applying (2.2) and
using the relations (2.4) yields

@bf D
 
@f 03

@x0
� 2@f 12

@�

!
� e1

 
@f 12

@x0
C 2@f 03

@�

!
D 0:

ut
Here, it should be emphasized that in the complex one-dimensional case the con-
jugation of a holomorphic function f 2 C1.�IC/ gives directly the corresponding
anti-holomorphic functionbf and thus f � bf . For H-valued monogenic functions
this property doesn’t hold in general, as Corollary 2.2 shows. The subset of A-
valued functions is an exception to this, which can easily be seen from the foregoing
calculations.

Furthermore, we need the concept of the hypercomplex derivative (see, e.g. the
first works [10, 15] or for a survey [14]). The main result of [10] is summarized in
the following definition.

Definition 2.3 (Hypercomplex Derivative) Let f 2 C1.�IH/ be a continuous,
real-differentiable function and monogenic in �. The expression @xf WD 1

2
@f is

called hypercomplex derivative of f in �.
As a consequence of Definition 2.3, we introduce a special subset of monogenic

functions characterized by vanishing first derivatives.

Definition 2.4 (Monogenic Constant) A C1-function belonging to ker@x \ ker@
is called monogenic constant.

Finally, we state the definition of a monogenic primitive.

Definition 2.5 (Monogenic Primitive) A function F 2 C1.�;H/ is called mono-
genic primitive of a monogenic function f with respect to the hypercomplex
derivative @x, if

F 2 ker@ and @xF D f :

3 Generalized Kolosov-Muskhelishvili Formulae in H

In this section a recent approach for the generalization of the well known Kolosov-
Muskhelishvili formulae of plane linear elasticity to dimension three is briefly
summarized. Particular emphasis is placed on the structural analogies between the
complex and the hypercomplex representation.
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3.1 General Solution of Papkovic-Neuber

In the linear theory of elasticity the equilibrium equation for an isotropic, homoge-
neous body in terms of the displacements (see, e.g. [4]) is given by the so-called
Lamé-Navier equation

�

�
�uC 1

1 � 2� grad div u

�
D �F; (3.1)

where u D Œu0; u1; u2
T is the displacement field, F the vector of body forces
and �; � 2 R denote the material constants shear modulus and Poisson’s ratio.
Considering now the homogenous part of Eq. (3.1), the general solution of Papkovic
[19] and Neuber [18] is given by

2� u0 D 4.1 � �/ f0 � @G

@x0
;

2� u1 D 4.1 � �/ f1 � @G

@x1
;

2� u2 D 4.1 � �/ f2 � @G

@x2
:

9>>>>>=
>>>>>;

(3.2)

Here, G 2 C4.�IR/ defines a bi-harmonic function

G D x0f0 C x1f1 C x2f2 C h0 2 ker�2;

where fi 2 ker�; i D 0; 1; 2 and h0 2 ker� are arbitrary harmonic functions in
C2.�IR/. Now, we reformulate the Papkovic-Neuber solution using the hypercom-
plex notation from the previous section. For this purpose, we denote the H-valued
representation of the displacement field with u? D u0 C u1e1 C u2e2 and the bi-
harmonic function G with

G D 1

2

�
x fC f x

	
C h0;

where f D f0 C f1e1 C f2e2 2 ker�. Consequently, the classical Papkovic-Neuber
solution (3.2) reads in quaternionic algebra equivalently

2�u? D 4.1� �/ f � 1

2
@
�

x fC f xC 2h0
	
: (3.3)

3.2 Kolosov-Muskhelishvili Formulae for the Displacements
and Stresses

The following three dimensional generalizations of the classical Kolosov-
Muskhelishvili formulae (1.1) for domains � which are normal w.r.t. the
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x0-direction were derived in detail in [8, 21]. Here the main idea of the derivation
was that the harmonic function f D f0C f1e1C f2e2 in Eq. (3.3) can be decomposed
(see [12] or more recently [1, 2]) into a monogenic function ˆ and an anti-
monogenic function ‚, such that f D ˆ C ‚. Note, that even if in the
decomposition the function f is A-valued the functionsˆ and‚ can be H-valued.

Applying the decomposition in the hypercomplex Papkovic-Neuber represen-
tation (3.3) one obtains the generalized Kolosov-Muskhelishvili formula for the
extended displacement field u WD u? C �e3 given by

2�u D 4.1� �/ˆ � 1
2
@
�
xˆ Cˆ x

� � b‰ (3.4)

in terms of a monogenic function ˆ 2 ker@ ? .ker@ \ ker@/ orthogonal to the
subset of monogenic constants and an anti-monogenic function b‰ 2 ker@. The
function � defines a harmonic function

2�� D
h
4.1� �/ˆ � b‰i

e3
2 C1.�IR/;

where Œf 
e3 denotes the e3-part of f . Based on the extended displacement field
one can also derive generalized Kolosov-Muskhelishvili formulae for the stresses.
Analogously to the complex case we first calculate the trace of the stress tensor and
obtain the 1st generalized Kolosov-Muskhelishvili formulae for the stresses given by


00 C 
11 C 
22 D .1C �/ �@ˆ C @ˆ� D 2.1C �/ Sc .@ˆ/ : (3.5)

Using the following abbreviations

Sj.u/ D

8̂̂̂
ˆ̂<
ˆ̂̂̂̂:


00 � 
11 � 
22 C 2�01e1 C 2�02e2 C 2� @�
@x0

e3 W j D 0;

�
00 C 
11 � 
22 � 2�01e1 C 2� @�
@x1

e2 � 2�12e3 W j D 1;

�
00 � 
11 C 
22 � 2� @�
@x2

e1 � 2�02e2 C 2�12e3 W j D 2

the remaining generalized Kolosov-Muskhelishvili formulae for the stresses defined
in terms of the extended displacement field are

Sj.u/ D 2�
�

� � 1
2.1� 2�/

�
@uC @u

�C 1

2

�
@uC eju@ej

�C ej@eju
�
: (3.6)

For a detailed derivation of the formulae (3.4)–(3.6) see [8, 21].
The generalized Kolosov-Muskhelishvili formulae can now serve as a basis for

solving boundary value problems of linear elasticity theory in R3 by means of
hypercomplex methods. As in the complex theory, efficient series expansions of
monogenic functions are also available in the hypercomplex framework. In [5, 7]
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an orthogonal basis of monogenic polynomials is studied and generalized Taylor
and Fourier series in H are defined. These series expansions, together with the
generalized Kolosov-Muskhelishvili formula for the displacements (3.4), are then
applied in [8] to construct a complete system of polynomial solutions to the Lamé-
Navier equation (3.1). Furthermore, a generalized Laurent series is defined in [6] on
the basis of an complete orthogonal system of outer spherical monogenic functions.
These results generalize most of the properties of the complex series expansions in
terms of the holomorphic z-powers to the spatial case.

4 Monogenic Primitives of the Cauchy-Kernel Function

As the starting point, we consider the Legendre differential equation

.1 � t2/
d2y

dt2
� 2t

dy

dt
C n.nC 1/y D 0; n > 0; jtj < 1 : (4.1)

It is well known that the general solution of the second-order ordinary differential
equation (4.1) is given by

y D A Pn.t/C B Qn.t/;

where Pn.t/ and Qn.t/ are the Legendre functions of the 1st and 2nd kind,
respectively. In previous works [6–8] it was shown that the Legendre functions
Pn.t/ as well as the associated Legendre functions Pm

n .t/ of the 1st kind play
a crucial role in defining orthogonal Appell basis of inner and outer spherical
monogenics. Here, we will work with the second linearly independent solutions
Qn.t/ of the Legendre differential equation and construct a system of special
monogenic functions having a logarithmic singularity along the whole x0-axis. In
[16], a system of prolate spheroidal monogenic functions was constructed. These
functions have a logarithmic point singularity in the origin and asymptotically
behave like the classical outer spherical monogenics. For these reasons, the prolate
spheroidal monogenic functions and their properties differ considerably from the
functions constructed here.

In the end it is shown that the functions studied in this work can be interpreted
as monogenic primitives of the Cauchy-kernel function in R3. The term monogenic
primitives is used in this context to describe functions that can be constructed by
the k-fold application (k 2 N) of a monogenic primitivation operator to the Cauchy-
kernel function.
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4.1 Construction of Monogenic Functions with a Logarithmic
Line Singularity

The Legendre functions Qn.t/ of the 2nd kind can be defined, see for example [3],
by the recurrence relation

.nC 1/QnC1.t/ D .2nC 1/ t Qn.t/ � n Qn�1.t/; n � 1 (4.2)

with

Q0.t/ D 1

2
ln
1C t

1 � t
and Q1.t/ D t Q0.t/ � 1 :

Due to the logarithmic term in Q0.t/ the functions Qn.t/ have infinite discontinuities
at t D ˙1. Therefore, we consider in the following the functions Qn.t/ on the
interval jtj < 1. For the upcoming calculations, we need also the following
recurrence relations, [3]. For n � 1, the functions Qn.t/ satisfy the relations

Q0
nC1.t/ � 2t Q0

n.t/C Q0
n�1.t/ �Qn.t/ D 0; (4.3)

.1 � t2/Q0
n.t/ � n

�
Qn�1.t/ � t Qn.t/

� D 0; (4.4)

t Q0
n.t/ � Q0

n�1.t/ � n Qn.t/ D 0: (4.5)

Now, let us define Hn.x/ WD jxjnQn

�
x0jxj
	

, n 2 N0. It is known (see, e.g. [4]) that

the functions Hn.x/ are harmonic. Hence, applying the known factorization of the
Laplace operator by the generalized Cauchy-Riemann operator (2.1) and its adjoint
operator (2.2),� D @@, for each n � �1 we get a monogenic function through

Wn.x/ WD @HnC1.x/ D @
�
jxjnC1QnC1

�
x0
jxj
��
2 ker@ : (4.6)

Next, we evaluate the right hand side of (4.6) to obtain a differential operator free
representation of the functions Wn.x/. Note that subsequently in the context of
monogenic functions we often use the substitution t D x0jxj together with x and �
to simplify the notation. Thus, we have to compute

Wn.x/ D @
�jxjnC1QnC1.t/

�
D
�
@

@x0
jxjnC1QnC1.t/

�
� 2e1

�
@

@�
jxjnC1QnC1.t/

�
:

By a straightforward calculation, for the first term in brackets we get

@

@x0
jxjnC1QnC1.t/ D .nC 1/ x0 jxjn�1 QnC1.t/C �� jxjn�2 Q0

nC1.t/
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and for the second term in brackets

@

@�
jxjnC1QnC1.t/ D 1

2

h
.nC 1/ � jxjn�1 QnC1.t/ � x0� jxjn�2 Q0

nC1.t/
i
:

Accordingly, for each n � �1 we obtain

Wn.x/ D .nC 1/ x jxjn�1 QnC1.t/ C e1�x jxjn�2 Q0
nC1.t/ : (4.7)

Finally, we also give a representation of (4.7) in spherical coordinates. We introduce
spherical coordinates by

x0 D r cos �; x1 D r sin � cos'; x2 D r sin � sin ';

where 0 < r < 1, 0 < � � 	 , 0 < ' � 2	 . Each x 2 R3 n f0g admits a unique
representation x D r!, where ! D !0 C !1e1 C !2e2, with !j D xj

r (j D 0; 1; 2)
and j!j D 1. With jxj D r and t D cos � we get

Wn.r;!/ D rn
h
.nC 1/ cos� Qn.cos �/C sin2 � Q0

nC1.cos �/

C
�

cos � sin � Q0
nC1.cos �/ � .nC 1/ sin � QnC1.cos �/

	
�
�

e1 cos' C e2 sin'
	 i
:

4.2 Recurrence Relations

From a computational point of view it is always convenient to have recurrence
relations since the whole system of functions up to a fixed integer n can be con-
structed out of initial functions. This means that, apart from the initial functions of
the recursion, no additional functions or function libraries need to be implemented.
The main result of this section is stated in the following theorem.

Theorem 4.1 For each n 2 N, the monogenic functions Wn.x/, explicitly defined
in Eq. (4.7), satisfy the two-step recurrence formula

Wn.x/ D
�
2x0 C e1

�

n

�
Wn�1.x/ � xx Wn�2.x/ (4.8)

with the initial functions

W�1.x/ D �� C e1x0�

jxj�� and W0.x/ D 1

2
ln

� jxj C x0
jxj � x0

�
C e1jxj�

��
:
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Proof First of all, we write the functions Wn.x/ using Eq. (4.7) in component form

Wn.x/ D W03
n .x/C e1 W12

n .x/

D .nC 1/x0jxjn�1QnC1.t/C �� jxjn�2Q0
nC1.t/

C e1
h
x0� jxjn�2Q0

nC1.t/ � .nC 1/�jxjn�1QnC1.t/
i
:

In the last equation we use the identities

x0
jxj D t and

��

jxj2 D
jxj2 � x20
jxj2 D 1 � t2;

and we get

Wn.x/ D jxjn
h
.nC 1/ t QnC1.t/C .1 � t2/Q0

nC1.t/

C e1
�

jxj
�

t Q0
nC1.t/� .nC 1/QnC1.t/

	 i
:

Now we apply the recurrence relations (4.4) and (4.5) to W03
n .x/ and W12

n .x/,
respectively. For each n � 0, we finally get

Wn.x/ D jxjn
�
.nC 1/Qn.t/C e1

�

jxj Q0
n.t/

�
: (4.9)

For the proof of the recurrence relation (4.8) we first consider the case n D 1.
With (4.9) and (4.2) we obtain for the left hand side of (4.8) the relation

W1.x/ D 2 jxj
�
1

2
t ln

�
1C t

1� t

�
� 1

�
C e1�

�
1

2
ln

�
1C t

1 � t

�
C x0

��

�
:

For the right hand side of (4.8) we get equivalently

.2x0 C e1�/ W0.x/� xx W�1.x/

D .2x0 C e1�/
�
1

2
ln

�
1C t

1 � t

�
C e1jxj�

��

�
� jxj2 �� C e1x0�

jxj�� � W1.x/ :

Let us now consider the case n > 1. Representing the functions Wn.x/ of (4.8) in
component form, it is equivalent to prove that

n Wn.x/ D .2n x0 C e1�/Wn�1.x/� n jxj2 Wn�2.x/

,
�
.i/ n W03

n .x/ D 2n x0 W03
n�1.x/� �W12

n�1.x/� n jxj2 W03
n�2.x/;

.ii/ n W12
n .x/ D 2n x0 W12

n�1.x/C �W03
n�1.x/� n jxj2 W12

n�2.x/:
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In order to prove (i), we substitute the components of Wn.x/ based on the
representation (4.9) and obtain

0 D jxjn
n.nC 1/Qn.t/ � 2n2 t Qn�1.t/

C .1 � t2/Q0
n�1.t/ C n.n� 1/Qn�2.t/



:

Applying in the last equation the recurrence relation (4.2), the term in brackets
simplifies to the left hand side of recurrence relation (4.4)

0 D jxjn
h
.n � 1/

�
Qn�2.t/ � t Qn�1.t/

	
� .1 � t2/Q0

n�1.t/
i

and thus proves (i). To verify (ii), we again replace the components of Wn.x/ by the
relation (4.9) and obtain by a straightforward calculation

0 D n jxjn�1�
h
Q0

n.t/ � 2 t Q0
n�1.t/C Q0

n�2.t/ �Qn�1.t/
i
:

The term in brackets is equal to the left hand side of recurrence relation (4.3) and
consequently also proves (ii). ut

4.3 The Connection with the Cauchy-Kernel Function

In this section, we show that the constructed system fWn.x/gn��1 of monogenic
functions can be interpreted as monogenic primitives (see, Definition 2.5) of the
Cauchy-kernel function in R3, given by

E.x/ D 1

4	

x
jxj3 ; x ¤ 0: (4.10)

To this end, we first have to prove the following theorem.

Theorem 4.2 For a fixed n � 0, the application of the hypercomplex derivative
@x D 1

2
@ to the function Wn.x/ yields

@xWn.x/ D .nC 1/Wn�1.x/ :

Proof To proof the theorem, we consider first the case n D 0. A straightforward
computation gives directly

@xW0.x/ D @x

�
1

2
ln

� jxj C x0
jxj � x0

�
C e1jxj�

��

�
D �� C e1x0�

jxj�� � W�1.x/:
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For the case n > 0, we work again with the component representations of the
function (4.9) as well as the differential operators (2.1) and (2.2), respectively. Thus,
we have to calculate�

@

@x0
˙ 2e1

@

@�

��
W03

n .x/C e1W12
n .x/

	

D @

@x0
W03

n .x/
 2
@

@�
W12

n .x/C e1

�
@

@x0
W12

n .x/˙ 2
@

@�
W03

n .x/
�
:

Using the Legendre differential equation (4.1) as well as the recurrence rela-
tions (4.4) and (4.5), by straightforward calculations we get

8̂̂
<
ˆ̂:

@

@x0
W03

n .x/ D 2
@

@�
W12

n .x/ D n.nC 1/ jxjn�1Qn�1.t/;
@

@x0
W12

n .x/ D �2
@

@�
W03

n .x/ D .nC 1/ � jxjn�2Q0
n�1.t/:

For each n > 0, we have�
@

@x0
˙ 2e1

@

@�

�
Wn.x/ D .1
 1/ .nC 1/jxjn�1

�
n Qn�1.t/C e1

�

jxj Q0
n�1.t/

�

proving that

@xWn.x/ D .nC 1/Wn�1.x/ and @Wn.x/ D 0:

ut
From Theorem 4.2 we further conclude that for each Wn.x/, n � �1, there exists

a monogenic primitive

PWn.x/ D 1

nC 2WnC1.x/ 2 ker@ with @x

�
PWn.x/

	
D Wn.x/:

Finally, we calculate the hypercomplex derivative of the function W�1.x/ and we
get

@x W�1.x/ D @x

 
�� C x0e1�

jxj��

!
D � x
jxj3 � �4	 E.x/;

which leads to the Cauchy-kernel function (4.10) except for a normalization factor.
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5 The Kelvin Solution in H

In this section, we study an important problem in linear elasticity, the so called
fundamental solution or Kelvin solution, which describes the elastic displacements
u? of a concentrated force F acting at the origin of an infinite body. The Kelvin
solution is of fundamental importance as one can also construct solutions for force
groups or distributed forces by using the principle of superposition.

In order to obtain a hypercomplex version of the Kelvin solution in the
framework of the generalized Kolosov-Muskhelishvili formulae, we first consider
the Kelvin solution formulated in terms of the Papkovich-Neuber potentials (3.2).
Based on the representation (3.3), the Kelvin solution reads

2�u? D 2˛ g � 1

2
@ .xgC g x/ ;

where g denotes a vector valued harmonic function, given by

g.x/ D F
4	˛ jxj 2 ker� and F D F0 C F1e1 C F2e2:

Applying now the results form the previous Sect. 4, we are able to decompose g
into a monogenic function ˆ and an anti-monogenic function ‚ in the following
way

g D ˆ C‚ D 1

2

�
W�1.x/C dW�1.x/

	 F
4	˛

;

where

ˆ.x/ D �� C e1x0�

2 �� jxj
F
4	˛

and ‚.x/ D �� � e1x0�

2 �� jxj
F
4	˛

:

Let us here note the interesting fact that the function g, which has a point singularity
in the origin, is decomposed in the hypercomplex representation by two functions
ˆ and‚ with a line singularity on the entire real axis x0.

Consequently, we obtain regarding the generalized Kolosov-Muskhelishvili for-
mula for the displacements the following hypercomplex version of the classical
Kelvin solution

2�u D 2˛ˆ � 1
2
@
�
xˆ Cˆ x

� � b‰
where

b‰ D 1

2
@
�
x‚ C‚ x

� � 2˛‚:
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6 Conclusions

In the article the fundamental solution of linear elasticity in R
3 is represented

by means of generalized Kolosov-Muskhelishvili formulae in the algebra of real
quaternions H. For this purpose, a new class of monogenic functions with logarith-
mic singularities is studied and a compact two step recurrence relation is proved.
These functions extend the known orthogonal basis systems of outer and inner
spherical monogenics, and can be characterized as monogenic primitives of the
Cauchy-kernel function. The special set of monogenic functions with logarithmic
line singularities could also play an important role in the derivation of generalized
Kolosov-Muskhelishvili formulae for multiple connected domains or in applications
in spatial linear fracture mechanics.
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at Translational Displacement of a Tooth
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Abstract Understanding of viscoelastic response of a periodontal membrane under
the action of short-term and long-term loadings is important for many orthodontic
problems. A new analytic model describing behavior of the viscoelastic periodontal
ligament after the tooth root translational displacement based on Maxwell approach
is suggested. In the model, a tooth root and alveolar bone are assumed to be
a rigid bodies. The system of differential equations for the plane-strain state of
the viscoelastic periodontal ligament is used as the governing one. The boundary
conditions corresponding to the initial small displacement of the root and fixed outer
surface of the periodontal ligament in the dental alveolus are utilized. A solution
is found numerically for fractional viscoelasticity model assuming that the stress
relaxation in the periodontal ligament after the continuing displacement of the tooth
root occurs approximately within five hours. The character of stress distribution
in the ligament over time caused by the tooth root translational displacement is
evaluated. Effect of Poisson’s ratio on the stresses in the viscoelastic periodontal
ligament is considered. The obtained results can be used for simulation of the bone
remodelling process during orthodontic treatment and for assessment of optimal
conditions of the orthodontic load application.
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1 Introduction

A tooth root is attached to alveolar bone by a periodontal ligament (PDL), a soft
connective tissue consisting of collagen fibres and a matrix phase with nerve endings
and blood vessels [1, 2]. Because of the low stiffness, the PDL plays a central role in
the tooth mobility [3] and acts basically as a physiological mechanism responsible
for the teeth movements and teeth reaction to loading [4–6]. The long-term force
action on the tooth is characterized by its nearly instantaneous displacement in
the PDL with a subsequent relaxation of the stresses during five hours of the
load action [7], showing that the PDL reveals the viscoelastic and time-dependent
properties [8–13].

An analytical model of the initial (instantaneous) translational displacements of
the tooth root in the PDL under the action of static load has been proposed in [14].
This model has several advantages compared with other known analytical models
[15, 16]. These advantages are the possibility to use arbitrary elastic constants for
the PDL tissue and assess stresses in the PDL without simplifying assumptions. The
static model developed in [14] permits also to evaluate the stress-strain state of the
PDL throughout its thickness. The direct and logical evolution of this model seems
to be taking into account the viscoelastic properties of the periodontal ligament.
Such a model allowing for both the stress relaxation and slow displacement of teeth
could be adopted in the real clinical practice for the bone reconstruction during the
orthodontic treatment [17] and for elastic composites [18].

Analytical modelling of the PDL viscoelastic response under the tooth long-term
loading were carried out in [19–21]. In particular, in [19], a nonlinear viscoelastic
constitutive model was adopted to describe the relaxation phenomena in the PDL
which is consistent with experimental data describing the dependence of relaxation
rate on the level of an applied strain. The proposed model allows one to evaluate
with sufficient accuracy the PDL behavior under the high rate loading and large
strains of the PDL tissue. At the same time, modelling of the tooth roots motions
in the viscoelastic PDL was not carried out in [19]. The mathematical model
with single degree of freedom for defining the initial posterior tooth displacement
in the viscoelastic PDL associated with functioning interproximal contacts was
developed in paper [20]. This model is described by ordinary differential equations
with constant coefficients and allows one to simulate the short-term movements
of the teeth at the occurrence of the contact between the adjacent teeth. In [21]
a mathematical model for description of experimentally observed viscoelastic and
time-dependent behaviours of the PDL was developed. The analysis is focused on
the evolution of translational displacements of the tooth root in the PDL under
the vertical load (intrusion). The calculated tooth-root displacement with time at
a constant load allowed comparing the behaviour of the viscoelastic model with the
fractional exponential kernel with that of the known nonlinear viscoelastic model
of the tooth-root movement developed in [12, 20]. The model proposed in [21]
generalizes the known analytical models of the viscoelastic PDL by introduction
the instantaneous and relaxed elastic moduli, as well as the fractional parameter.
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The advantage of this model is in the use of the fractional parameter improving the
description of various pathological processes and age-related changes in the PDL.
The fractional parameter makes it possible to take into account different behaviours
of the periodontal tissue under short- and long-term loads. For instance, it allows
assessing the change in the time interval of a transition phase for a given maximum
displacement.

The aim of this study is to develop a 2-D analytical model of the PDL viscoelastic
response which would permit to predict the stress-strain state of the PDL character-
ized by the phenomena of relaxation and the continuing translational movement
of the tooth root as well. A 2-D model is quite sufficient to describe the PDL
behavior during the translational movement of the tooth root, with the exception
of the small PDL regions near the root apex and the alveolar crest. This agrees with
the conclusions presented in [15, 16], showing that the vertical displacements of the
PDL points are very small and can be neglected, with the exception displacements
of the PDL points at the regions near the apex and the alveolar crest.

2 Viscoelastic Model of the PDL

It is assumed that at the initial moment the tooth root is shifted horizontally at
the distance u0. The cross-section of the tooth root is circular in the any plane
perpendicular to the longitudinal axis of the tooth. The tooth root is considered
as the rigid body compared with the PDL tissue [22]. Positions of the root section
before and after the displacement, as well as the geometric dimensions of the root
cross-section are shown in Fig. 1.

Fig. 1 Positions of tooth root
in sectional plane before and
after displacement: 1—outer
contour of the PDL fixed on
dental alveolus surface;
2—position of cross-section
of tooth root before load
action; 3—position of
cross-section of tooth root
after load action; u0 is the
tooth root displacement in the
x-direction; r0 is the radial
coordinate, ' is the polar
angle
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In the polar coordinate system r0; ' (see Fig. 1), the constitutive equations for the
viscoelastic PDL are taken in the form:


rr.r0; '; t/ D �
0
@e''.r0; '; t/ �

tZ
0

K.t � �/e''.r0; '; �/d�
1
AC

.�C 2�/
0
@err.r0; '; t/�

tZ
0

K.t � �/err.r0; '; �/d�

1
A ;


r'.r0; '; t/ D 2�
0
@er'.r0; '; t/ �

tZ
0

K.t � �/er'.r0; '; �/d�

1
A ; (2.1)


''.r; '; t/ D �
0
@err.r0; '; t/ �

tZ
0

K.t � �/err.r; '; �/d�

1
AC

.�C 2�/
0
@e''.r0; '; t/ �

tZ
0

K.t � �/e''.r0; '; �/d�
1
A ;

where 
rr; 
r'; 
'' and err; er'; e'' are the components of the stress and strain
tensors, respectively; � D E0�

.1�2�/.1C�/ and � D E0
2.1C�/ are Lame parameters; E0

and � are the instantaneous modulus elasticity and Poisson’s ratio of the PDL
(� Dconst); K.t/ is the relaxation kernel for the normal and shear components of
stresses; ur.r0; '; t/, u'.r0; '; t/ are the radial and circular displacements of the PDL
points, respectively.

The strain tensor components are

err.r0; '; t/ D @ur.r0; '; t/

@r
;

e''.r0; '; t/ D 1

r0

�
@u'.r0; '; t/

@'
C ur.r0; '; t/

�
;

er' D 1

2

�
1

r0

@ur.r0; '; t/

@'
C @u'.r0; '; t/

@r
� u'.r0; '; t/

r0

�
:

(2.2)

The PDL motion is described by the following equations:

@
rr

@r0
C 1

r0

@
r'

@'
C 
rr � 
''

r0
D �@

2ur.r0; '; t/

@t2
;

1

r0

@
''

@'
C @
r'

@r0
C 2
r'

r0
D �@

2u'.r0; '; t/

@t2
;

(2.3)

where � is the density of the PDL tissue.
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Substituting (2.1) and (2.2) into Eqs. (2.3) leads to the following system of
integro-differential equations:

�
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@r20
C @

@r0
� 1
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C �

�C 2�
1
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@2
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�

�
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0
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�
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�
�C �
�C 2�
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@
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�
�
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:

The above equations can be rewritten in the dimensionless form:

a11

0
@u.r; '; t/ �

tZ
0

K.t � �/u.r; '; �/d�
1
AC

a12

0
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0
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(2.4)
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where

a11 D r.1 � �/ @
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Here u.r; '; t/ D ur.r;';t/
h , v.r; '; t/ D u'.r;';t/

h are the dimensionless displacements,

r D r0
h is the dimensionless radial coordinate, h is the tooth root height, " D �h2

E0t20
.1C

�/.1� 2�/ is a dimensionless parameter, and t0 is the characteristic time.
Let us observe the values of parameters in our model. Overview of the ranges of

Poisson’s ratios and elastic moduli for the PDL indicates that their lowest values are
0.28 and 0.01 MPa, respectively [1, 23–25]. The density of the PDL tissue is equal
to 1.06 g/cm3 [29]. The tooth root height is assumed to be 13.0 mm, the thickness of
the PDL along the normal to the inner surface is about 0.229 mm [15]. Commonly
used the elastic constants are E0 D 680 kPa and � D 0:49 [15, 16, 26, 27]. For
the geometric and time-material constants mentioned above, the small parameter "
amounts approximately to 6:06 � 10�16.

It is assumed that during the tooth root translational movement in the PDL, the
required displacements can be represented as products of independent functions

u.r; '; t/ D u1.r; t/ cos.'/; v.r; '; t/ D v1.r; t/ sin.'/: (2.5)

Inserting (2.5) into Eq. (2.4) yields the following system of equations (which do
not depend on the polar angle due to the form of the operator coefficients):
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:

(2.6)
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with the differential operators Aij defined as
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� 3� 4�
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;
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:

Let us apply the Laplace transform to Eq. (2.6) with the initial conditions

u1.r; 0/ D u2.r/; v1.r; 0/ D v2.r/;
@u1.r; t/

@t

ˇ̌̌
ˇ
tD0
D 0; @v1.r; t/

@t

ˇ̌̌
ˇ
tD0
D 0;

(2.7)

where u2.r/ and v2.r/ are the initial displacements of the PDL points emerging after
the instantaneous shift of the tooth root by the distance u0 (see paper [14]).

As a result, one obtains the system of differential equations

B10

�
B11 C B12

@

@r
C B13

@2

@r2

�
u?1.r; p/C�

B14 C B15
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@
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@2
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�
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B24 C B25
@

@r

�
u?1.r; p/ D 0;

(2.8)

with respect to the functions u?1.r; p/, v
?
1 .r; p/ being the Laplace transforms of

u1.r; t/, v1.r; t/, respectively. Here

B10 D �p"u1.r/;B11 D "p2 � f . p/.3 � 4�/
2r2

;
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B25 D � f . p/
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; f . p/ D �1C K?. p/; K? D

Z 1

0

K.t/ exp .�pt/dt:
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It should be noted that Eq. (2.8) turn out to be regularly perturbed by a small
parameter ". Their solution could be sought in the form of asymptotic series:

u?1.r; p/ D
1X

kD1
u?0k.r; p/"

k�1; v?1 .r; p/ D
1X

kD1
v?0k.r; p/"

k�1: (2.9)

The substitution of expansions (2.9) into Eq. (2.8) gives us a sequence of
differential equations for functions u?0k; v

?
0k. Let us consider here only the first two

approximations. They produce the following two systems:

C11u
?
01.r; p/C C12v

?
01.r; p/ D 0;

C21u
?
01.r; p/C C22v

?
01.r; p/ D 0;

(2.10)

and
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where
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are the differential operators.
The solution to Eq. (2.10) is the following [14]:

u?01.r; p/ D c01.1 � 4�/r2 C c02
r
� c03
2.3 � 4�/ C c03 ln.r/C c04;

v?01.r; p/ D c01.5 � 4�/r2 C c02
r
� c03
2.3� 4�/ � c03 ln.r/ � c04;

(2.12)

where c0k are unknown constants, k D 1; 4. Taking the initial displacements u2.r/
and v2.r/, into account the solution of Eq. (2.11) can be represented in the form of
functions

u?02.r; p/ D b13r
4 C b23r

2 ln.r/C b33 C b43r
2;

v?02.r; p/ D f13r
4 C f23r

2 ln.r/C f33 C f43r
2

(2.13)
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with the coefficients

b13 D �p. pc01 � p01/.1 � 12� C 16�2/
24.1 � 3� C 2�2/f ?. p/

; f13 D �p. pc01 � p01/.19 � 36� C 16�2/
24.1 � 3� C 2�2/f ?. p/

;
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;
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b43 D f43 D
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. pc03 � p03/.17 � 48� C 32�2/ � 16. pc04 � p04/.1 � 3� C 2�2/

�
32.1 � 3� C 2�2/f ?. p/

:

Unknown constants c0k, k D 1; 4 are determined numerically via the inverse
Laplace transform of the solutions of Eq. (2.9) and functions (2.12), (2.13) subjected
to the following boundary conditions:

u1.b; 0/ D u0; v1.b; 0/ D u0; u1.b1; 0/ D 0; v1.b; 0/ D 0: (2.14)

The inverse Laplace transformation was performed using the geometric dimen-
sions b and b1 of the cross-section corresponding to the tooth root in the shape of a
circular paraboloid; the radius of the inner tooth surface at the alveolar crest level
was 3.9 mm [15]. The viscoelastic properties of the PDL are described by model
with fractional derivatives [30] using the fractional exponential function introduced
by Rabotnov [32, 33]:

E�
�
� t

�"

�
D t��1

�
�
"

1X
nD0
.�1/n .t=�"/�n

�Œ�.nC 1/
 ; (2.15)

where 0 < � < 1 is the fractional parameter. In accordance with study [7], it
was suggested that the stress relaxation in the PDL after starting the load action
(and subsequent instantaneous displacement of the tooth root in the PDL) occurred
within about five hours.

2.1 Evolution of Stresses in the PDL

Elastic constants for the PDL were taken to be equal to E D 680 kPa and � D 0:49
[15, 16, 26, 27]; the height of the tooth root was 13.0 mm, thickness of the PDL
along normal to its inner surface was 0.229 mm [15]. The radii of the inner and
outer surface of the PDL corresponded to the middle third of the tooth root in the
form of a circular paraboloid (radius of the tooth cross-section at the alveolar crest
level was equal to 3.9 mm). The load applied to the tooth was 1 N; due to this load,
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the instantaneous dimensionless initial displacement was u0 D 18:15 � 10�6 [14].
The parameter � and retardation time �" for the model of viscoelasticity model with
fractional exponential kernel were taken as 0:3 and 550 s, respectively [21].

Patterns of the radial normal component 
rr.r; '; tk/ of stresses in the PDL for
points of time t1 D 0:25 h, t2 D 1 h, t3 D 2 h and t4 D 5 h for these two cases are
shown in Fig. 2 (�	=2 � ' � 	=2).

It is seen from Fig. 2 that the radial stresses throughout the PDL thickness change
insignificantly. For any point of time and for the fixed radial coordinate, the circular
stresses at the PDL inner surface turn out to be by 0.7% more than the radial stresses
at the PDL outer surface. This outcome suggests that the analytical model of the
nearly incompressible PDL (with Poisson’s ratio of about 0.49) developed in studies
[15, 16] can be used with high accuracy to estimate stresses throughout the PDL
thickness. The ratio between the respective stresses at the inner and outer surface
of the PDL is retained when the load changes. The stresses pattern (see Fig. 2)
corresponds to the compressive region (	=2 � ' � 3	=2) of the PDL located in
the direction of the tooth root movement. The patterns of the tensile radial stresses
with respect to the coordinate origin are symmetric to the corresponding patterns of
the compressive stresses for the same point of time. The maximum and minimum
radial stresses occure on the PDL inner surface at ' D 	 and ' D 0, respectively.
The patterns of the circular component 
'' of stresses on the radial and circular
coordinates for various points of time are similar to the patterns shown in Fig. 2.

Normal and tangential stresses in the PDL (material constants and geometric
parameters of the PDL are the same) increase insignificantly with increasing of the
fractional parameter; the highest stresses correspond to the fractional parameter � D
1. The patterns of radial stresses in the PDL for different fractional parameters are
similar to the patterns shown in Fig. 2.

Fig. 2 Patterns of the radial
normal components 
rr of
stresses in the PDL for
different point of time:
1—t D 0:25 h; 2—t D 1 h;
3—t D 2 h; 4—t D 5 h
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Fig. 3 Radial component 
rr.b; 0; t/ of stresses vs time for the point on the PDL inner surface at
' D 0: 1—u0 D 18:15 � 10�6 (correspond to load of 1 N applied to crown of the tooth root);
2—u0 D 90:75 � 10�6 (correspond to load of 5 N applied to crown of the tooth root)

Figure 3 shows the radial component 
rr of stresses versus time for a point on the
PDL inner surface at ' D 0 for different initial displacements. The geometric and
material constants as well as the conditions of the load application were the same.

It can be seen from Fig. 3 the larger the applied load, the longer period of time
for the total relaxation of stresses in the PDL is required.

2.2 Effect of Poisson’s Ratio on the Normal Component
of Stresses

Frequently used Poisson’s ratios, along with 0.49, are taken to be equal 0.30 or
0.45 [1, 23–25]. Adopting different Poisson’s ratios from such a large range can
significantly affect the results of the finite-element and analytical modelling of
the PDL behavior under the static and dynamic loading. So, results presented
in [14] have revealed that the instantaneous initial displacement u0 could change
considerably (about to four times) at the change of Poisson’s ratio from 0.30 to 0.49
(cf. [27, 28]). It has been also found that the Poisson’s ratio significantly affects
stress components, as well as the stress regimes in the linearly elastic PDL. At
the same time, the influence of the Poisson’s ratio variation on the time-dependent
stresses in the viscoelastic PDL was not analyzed. The patterns of the normal radial
stresses in the PDL with Poisson’s ratio 0.30, 0.45 and 0.49 at the point of time 2 h
are shown in Fig. 4. The geometric and other material constants as well as the load
were taken as above.

Figure 4 shows that the Poisson’s ratio significantly affects both the magnitude
of the radial stresses in the PDL and the stress distributions. The decrease in the
magnitude of Poisson’s ratio results in the decrease in the magnitude of the stress.



62 S. Bosiakov et al.

Fig. 4 Patterns of the normal
radial stresses 
rr.r; '; t3/ in
the PDL for the point of time
t3 D 2 h at different values of
Poisson’s ratio: 1—� D 0:49;
2—� D 0:45; 3—� D 0:30

At the same time, decrease in Poisson’s ratio leads to the increase in the difference
between the radial stresses at the inner and outer PDL surfaces. So, for Poisson’s
ratio � D 0:49, this difference is 0.7%; for Poisson’s ratios � D 0:45 and � D 0:30,
they are about 3.1% and 9.5%, respectively.

3 Conclusions

In this paper, the analytical model of the viscoelastic PDL based on fractional
viscoelastic model was proposed. It allows one to assess the time-dependent stresses
in the PDL after the tooth root translational displacement. Parameters for the kernel
of relaxation were defined under the assumption that the relaxation of stresses in
the PDL tissue occurs in about 5 h after definition of the initial displacement of the
tooth root. The analysis of performed calculations allows us to make the following
conclusions:

• The normal radial and circular components of stresses decrease throughout the
thickness of the PDL (from its inner surface to the outer one). Damping of
stresses occurs faster for small initial displacement; the larger initial displace-
ment is, the more time for the stress relaxation is required.

• If the PDL is nearly incompressible (with Poisson’s ratio � D 0:49), the
normal stresses are changed significantly over the PDL width. The value of
Poisson’s ratio significantly affects stresses in the PDL tissues. The normal
stresses decrease together with Poisson’s ratio in so doing, the difference between
stresses on the inner and outer surfaces of the PDL increases. Therefore, Poisson
ratio may significantly effect on the outcomes of the practical assessment of the
PDL behavior based on the linear elastic and viscoelastic models.
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• Further development of the proposed model can be associated with the 3-D
analytical modeling which would enable one to describe the dynamic behavior
of the viscoelastic PDL under various loads applied to the tooth root taking its
real 3-D shape into account.

The outcomes obtained in this study can be used for simulation of the bone
remodelling process during the orthodontic treatment and for assessment of the
optimal conditions for the orthodontic load application.
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Abstract In this paper, we investigate a Dirichlet type problem, known as Riquier
problem, for higher order linear complex differential equations in the unit polydisc
of C2. After deriving a Green’s function, we present the solution for a model
equation with homogeneous boundary conditions. Afterwards we obtain the solution
of a linear equation for Riquier boundary value problem on the unit polydisc in C2.

Keywords Dirichlet type problem • Riquier problem • Polydisc • Complex
partial differential equations
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1 Introduction

Dirichlet type problems in C with polyharmonic or polyanalytic principle parts
are investigated in a variety of domains by many researchers in the unit disc
of the complex plane [2, 4–7, 11–13, 22], in the half plane [9], circular rings
[10, 21] and for inhomogeneous linear complex equations with the polyharmonic
operators as leading terms [1]. The partial differential equations in several complex
variables have attracted researchers in the last several decades. For an introduction
to various types of boundary value problems we refer, for example, the book by
Begehr-Dzhuraev [8]. Higher-order integral representations in polydomains have
been considered by Krauss [14, 15]. In the recent years Riemann, Riemann-Hilbert,
Schwarz, Neumann and Robin problems are treated in relation with pluriholomor-
phic and pluriharmonic functions [16, 18, 19]. Recently we have considered the
Schwarz problem in a polydisc in C2 [3].
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In this paper, we want to discuss the Riquier problem [20] for polyharmonic
equations in Cm. Our investigations in the higher dimensional case is based on the
results we have obtained in the unit disc. In Sect. 2, we review the inhomogeneous
Dirichlet problem in C for linear elliptic complex differential equations with
polyharmonic leading term together with the relevant class of integral operators.
In the next section we extend the properties in C into Cm. The last two sections are
devoted to the solution of the Riquier problem in C2.

2 Preliminaries

In this article we discuss the Riquier problem with a generalized polyharmonic
operator as leading term in a polydisc in C

m. We will extend the results obtained
[1] in C to higher-dimensional case. Thus we start with providing a short review
of the relevant information. In the unit disc D of the complex plane, the harmonic
Green function is defined as

G1.z; �/ D log

ˇ̌̌
ˇ̌1 � z N�
� � z

ˇ̌̌
ˇ̌
2

:

The properties of the harmonic Green function are well-known [5]. Since the
relevant differential operator is self-adjoint, Green’s function is symmetric, i.e.,
G1.z; �/ D G1.�; z/ holds, [7]. G1.z; �/ is related to the Dirichlet problem for
Poisson equation.

A polyharmonic Green function Gn is given iteratively by

Gn.z; �/ D � 1
	

“
D

G1.z; Q�/Gn�1. Q�; �/d Q�d Q�

for n � 2. It has the properties [11]

� Gn.z; �/ is polyharmonic of order n in Dnf�g for any � 2 D,

� Gn.z; �/C j� � zj2.n�1/

.n� 1/Š2 log j� � zj2 is polyharmonic of order n for z 2 D for any

� 2 D,
� .@z@Nz/�Gn.z; �/ D 0 for 0 � � � n � 1 on @D for any � 2 D,
� Gn.z; �/ D Gn.�; z/, for any z; � 2 D.

These functions are related to the n-Dirichlet problem for higher order Poisson
equation [11] in the unit disc D.

Theorem 2.1 ([11]) The Riquier problem

.@z@Nz/nw D f in D; .@z@Nz/�w D ��; 0 � � � n � 1 on @D
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with f 2 L1.D/ \ C.D/; �� 2 C.@D/; 0 � � � n � 1 is uniquely solvable. The
solution is

w.z/ D �
nX

�D1

1

4	i

Z
@D

@��G�.z; �/���1.�/
d�

�
� 1

	

“
D

Gn.z; �/f .�/d�d�:

Now we define an integral operator related to Dirichlet type problems which is
necessary to discuss the generalized n-Poisson equations in C.

Definition 2.2 For k; l 2 N0, n 2 N kC l � 2n, we define

Gk;l
n f .z/ D � 1

	

“
D

@k
z@

lNzGn.z; �/f .�/d�d�

where � D � C i�, for a suitable complex valued function f given in D.
We need the properties in the sequel in order to discuss the existence and

uniqueness of the solutions of generalized n-Poisson equation in C. The main three
deductions are stated in the following, which can be derived from results in [1] by
slight changes in their proofs.

Lemma 2.3 For k 2 N, if f 2 Wk;p.D/ then

@k�1
z G2;0

1 f .z/ D G1;0
1 ..D �D�/kf .z// (2.1)

and @k�1
z G2;0

1 is in Lp.D/ where Df .z/ D @zf .z/, D�f .z/ D @Nz.Nz2f .z//.
Corollary 2.4 If

f 2
�

Lp.D/ ; 1 � k � 2m� 1
WkC1�2m;p.D/ ; k � 2m

then

Gk;0
n f .z/ D G1;0

1 ..D �D�/k�1G0;0
n f .z// (2.2)

and Gk;0
n f 2 Lp.D/ hold.

Theorem 2.5 Let f 2 Lp.D/, p > 2 and kC l < 2n. Then,

ˇ̌
Gk;l

n f .z/
ˇ̌ � Ck fkLp.D/ (2.3)

for z 2 D :

In the next section we extend these results to Cm.
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3 Riquier Problem in Higher Dimension

We may start with the representation formula defined for the variable Ozk in C
m

w.Ozk/ D �
nX

�D1

1

4	i

Z
@Dk

@��k G�.Ozk; O�k/.@O�k
@ ON�k
/��1w. O�k/

d O�k

O�k

(3.1)

� 1
	

Z
Dk

Gn.Ozk; O�k/.@O�k
@ ON�k
/nw. O�k/d�kd�k:

We define the operators QGDk;n and @ QGDk;n by

QGDk;n..@Ozk@ ONzk
/nw.Ozk// D � 1

	

Z
Dk

Gk;n.Ozk; O�k/.@O�k
@ ON�k
/nw. O�k/d�kd�k (3.2)

@ QGDk;nw.Ozk/ D �
nX

�D1

1

4	i

Z
@Dk

@��k Gk;�.Ozk; O�k/.@O�k
@ ON�k
/��1w. O�k/

d O�k

O�k

: (3.3)

where Gk;s are Green’s function of order s for the variable Ozk. Hence (3.1) can be
written as

w.Ozk/ D @ QGDk;nw.Ozk/C QGDk ;n..@zk@ Nzk /
nw.Ozk//:

In two independent variable case, for example, we have

w.Oz1; z2/ D @ QGD1;nw.Oz1; z2/C QGD1;n..@z1@ Nz1 /nw.Oz1; z2// (3.4)

w.z1; Oz2/ D @ QGD2;nw.z1; Oz2/C QGD2;n..@z2@ Nz2 /nw.z1; Oz2//: (3.5)

Substitute (3.5) in (3.4):

w.z1; z2/ D @ QGD1;n.@ QGD2;nwC QGD2;n.@z2@ Nz2 /nw/

C QGD1;nŒ.@z1@ Nz1 /n.@ QGD2;nwC QGD2;n.@z2@ Nz2 /nw/


D @ QGD1;n.@
QGD2;nw/C @ QGD1;n.

QGD2;n.@z2@ Nz2 /nw/

C QGD1;n..@z1@ Nz1 /n.@ QGD2;nw/C QGD1;n..@z1@ Nz1 /n. QGD2;n.@z1@ Nz1 /nw//

D @ QGD2;nwC @ QGD1;n.w � @ QGD2;nw/

C @ QGD2;n.
QGD1;n.@z1@ Nz1 /nw/C QGD2;nŒ.@z1@ Nz1 /n.@z2@ Nz2 /nw
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D @ QGD2;nwC @ QGD1;nw � @ QGD2;nw

C @ QGD2;n.w � @ QGD1;nw/C QGD2;nŒ.@z1@ Nz1 /n.@z2@ Nz2 /nw


D @ QGD1;nwC @ QGD2;nw � @ QGD2;nwC QGD2;nŒ.@z1@ Nz1 /n.@z2@ Nz2 /nw
 (3.6)

where

QGD2;nŒ.@z1@ Nz1 /n.@z2@ Nz2 /nw.z1; z2/


D � 1
	

Z
D1

GD1;n.z1; �1/.@�1@ N�1
/n
�
� 1
	

Z
D2

GD2;n.z2; �2/.@�2@ N�2
/nwd�2d�2

�
d�1d�1

D
�
� 1
	

�2 Z
D1

Z
D2

GD1;n.z1; �1/GD2;n.z2; �2/.@�1@ N�1
/n.@�2@ N�2

/nw.�1; �2/d�2d�2d�1d�1:

We define

GD2;n.z1; z2I �1; �2/ WD GD1;n.z1; �1/GD2;n.z2; �2/

as a Green’s function for the polydisc D2 WD D1 � D2.
For a similar result in C

3 we take

w.Oz1; z2; z3/ D @ QGD1;nw.Oz1; z2; z3/C QGD1;n..@z1@ Nz1 /nw.Oz1; z2; z3// (3.7)

w.z1; Oz2; z3/ D @ QGD2;nw.z1; Oz2; z3/C QGD2;n..@z2@ Nz2 /nw.z1; Oz2; z3//: (3.8)

w.z1; z2; Oz3/ D @ QGD3;nw.z1; z2; Oz3/C QGD3;n..@z3@ Nz3 /nw.z1; z2; Oz3//: (3.9)

Using the above equations we find

w.z1; z2; z3/ D @ QGD1;nwC @ QGD2;nw � @ QGD1�D2;nw

C @ QGD3;nw � @ QGD1�D3;nw � @ QGD2�D3;nwC @ QGD3;nw

C QGD3;nŒ…
3
kD1.@zk@ Nzk/

nw
:

In Cm the representation will be

w.z1; : : : ; zm/ D
mX

sD1
.�1/sC1

X
j1Cj2C���CjrDs

@ QGDj1�����Djr ;nwC QGDm;nŒ

mY
kD1
.@zk@ Nzk /

nw
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where

QGDm;nw D
�
� 1
	

�m Z
D1

: : :

Z
Dm

GDm;n.z1; : : : ; zmI �1; : : : ; �m/w.�/d�1d�1 : : : d�md�m

in which

GDm;n.z1; : : : ; zmI �1; : : : ; �m/ D
mY

jD1
GDj;n.zj; �j/

and

@ QGDj1�����Djr ;nw D @ QGDj1�����Djr�1 ;n
.@ QGDjr ;nw/ (3.10)

For the evaluation of (3.10), we will start with @ QGD1 .@
QGD2w/:

@ QGD2;nw D @ QGD1;n.@ QGD2;nw/

D �
nX

�D1

1

4	i

Z
@D1

@��1GD1;�.z1; �1/.@�1@ N�1/
��1.@GD2;nw/

d�1
�1

D �
nX

�D1

1

4	i

Z
@D1

@��1GD1;�.z1; �1/.@�1@ N�1/
��1

�

2
64� nX

˛D1

1

4	i

Z
@D1

@��2GD2;˛.z2; �2/.@�2@ N�2 /
˛�1w.�1; �2/

d�2
�2

3
75 d�1
�1

D
�
� 1

4	i

�2 nX
�D1

nX
˛D1

Z
@D2

@��1GD1;�.z1; �1/@��2GD2;˛.z2; �2/

� .@�1@ N�1/
��1.@�2@ N�2 /

˛�1w.�1; �2/
d�2
�2

d�1
�1

D
�

i

4	

�2 Z
@D2

nX
�1;�2D1

@��1 @��2GD1;�1 .z1; �1/GD2;�2.z2; �2/

� .@�1@ N�1/
�2�1.@�2@ N�2 /

�2�1w.�1; �2/
d�2
�2

d�1
�1
:
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It is easy to derive
@ QGDj1�����Djr ;nw.z1; z2 : : : ; zm/ D

D
�

i

4	

�r Z
@Dj1�����@Djr ;n

nX
�j1 ;:::;�jr D1

@��j1
: : : @��jr

GDj1 ;�
.zj1 ; �j1 / : : :GDjr ;�jr

.zjr ; �jr/

� .@�j1
@ N�j1
/�j1�1 : : : .@�jr

@ N�jr
/�jr �1w.�1; : : : �n/

d�jr

�jr

: : :
d�j1

�j1

:

using mathematical induction. Combining the above results we may state an integral
representation for a function w 2 C2n.

Theorem 3.1 Any function in C2n.D
m
/ has the representation

w.z1; : : : ; zm/ D

D
�

i

4	

�r Z
@Dj1�����@Djr ;n

nX
�j1 ;:::;�jr D1

@��j1
: : : @��jr

GDj1 ;�
.zj1 ; �j1 / : : :GDjr ;�jr

.zjr ; �jr/

� .@�j1
@ N�j1
/�j1�1 : : : .@�jr

@ N�jr
/�jr �1w.�1; : : : �n/

d�jr

�jr

: : :
d�j1

�j1

C
�
� 1
	

�m Z
D1

: : :

Z
Dm

mY
jD1

GDj;n.zj; �j/

mY
jD1
.@�j@ N�j

/nw.�1; : : : �n/d�1d�1 : : : d�md�m

4 Riquier Problems for Higher Order Polyharmonic
Equations in a Polydisc

Now we may state a Riquier problem in Dm � Cm for higher order polyharmonic
equations:

Definition 4.1 Find a function w 2 W2nm;p.Dm/ satisfying

.@z1@ Nz1 /n.@z2@ Nz2 /n : : : .@zm@ Nzm/
nw D f in D

m

.@z1@ Nz1 /s1 .@z2@ Nz2 /s2 : : : .@zm@ Nzm/
smw D �s1;:::sm.z1; : : : ; zm/

for all 0 � sj < n on @Dm where �s1;:::sm are the restrictions of a polyharmonic
function on the distinguished boundary for each sj, is called a Riquier problem on
D

m.
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In the rest of the article we concentrate on Dirichlet problems in C2. The integral
representation of a function with the help of Green’s function is given by (3.6) as

w.z1; z2/ D @ QGD1;nwC @ QGD2;nw � @ QGD2;nw

C QGD2;nŒ.@z1@ Nz1 /n.@z2@ Nz2 /nw


where QGD2;n and @ QGDj;n are defined by (3.2) and (3.3). Now we can state the
following theorem:

Theorem 4.2 The Riquier problem

.@z1@ Nz1 /n.@z2@ Nz2 /nw D f .z1; z2/ in D
2 (4.1)

subject to the conditions

.@z1@ Nz1 /�.@z2@ Nz2 /�w D ���; 0 � �; � � n � 1; on @D2 (4.2)

is uniquely solvable for f 2 Lp.D2/, p � 2, ��� 2 C4n�4.D2/ by

w.z1; z2/ D
nX

�D1

i

4	

Z
@D1

@��1G1;�.z1; �1/.@z1@ Nz1 /��1��;0.�1; 0/
d�1
�1

C
nX

�D1

i

4	

Z
@D2

@��2G2;�.z2; �2/.@z2@ Nz2 /��1�0;�.0; �2/
d�2
�2

C
�

i

4	

�2 Z
@D2

nX
�1;�2D1

@��1 @��2GD1;�1.z1; �1/GD2;�2 .z2; �2/

� .@�1@ N�1 /
�1�1.@�2@ N�2/

�2�1w.�1; �2/
d�2
�2

d�1
�1

C
�
� 1
	

�2 Z
D1

Z
D2

GD1;n.z1; �1/GD2;n.z2; �2/f .�1; �2/d�2d�2d�1d�1:

In the case of Riquier problem with homogeneous boundary conditions we get

w.z1; z2/ D 1

	2

Z
D1

Z
D2

GD1;n.z1; �1/GD2;n.z2; �2/f .�1; �2/d�2d�2d�1d�1

or

w.z1; z2/ D 1

	2

Z
D1

Z
D2

GD2;n.z1; z2; �1; �2/f .�1; �2/d�2d�2d�1d�1
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and hence

w.z1; z2/ D QGD2;nf .z1; z2/:

4.1 The Properties of Integral Operators Related to QGD2;n

Our aim in this article is to discuss the existence and uniqueness of the solutions
of generalized linear higher order differential equations in C2. Now we define the
relevant operators. Let us use the notations @ WD .@z1 ; @z2 /, @ WD .@ Nz1 ; @ Nz2 / and ˛ D
.˛1; ˛2/, ˇ D .ˇ1; ˇ2/ where ˛i; ˇi 2 N.

Definition 4.3 For n 2 N and j˛j � 2n, jˇj � 2n, we define

@˛@
ˇ QGD2;nf .z1; z2/ D � 1

	2

Z
D2

@˛@
ˇ
GD2;n.z1; z2I �1; �2/f .�1; �2/d�1d�1d�2d�2

for a suitable complex valued function f defined in D2.

Lemma 4.4 For k; s 2 N, if f 2 WkCs;p.D/ then

@kC1
z1
@sC1

z2
QGD2;1f .z1; z2/ D @z1@z2

QGD2;1..D1 � D1�/k.D2 �D2�/sf .z1; z2// (4.3)

and @kC1
z1 @sC1

z2
QGD2;1f .z1; z2/ is in Lp.D2/ where Djf .z1; z2/ D @zj f .z1; z2/,

Dj�f .z1; z2/ D @ Nzj. Nzj
2f .z1; z2//, j D 1; 2:

Proof Previously (in[1] Lemma 4.5) we had proved in C that

@k�1
z G2;0

1 f .z/ D G1;0
1 ..D �D�/kf .z//

and @k�1
z G2;0

1 is in Lp.D/ where Df .z/ D @zf .z/, D�f .z/ D @Nz.Nz2f .z//. Now we use
this technique iteratively:

@kC1
z1 @sC1

z2
QGD2;1f .z1; z2/

D 1

	2
@kC1

z1
@sC1

z2

Z
D1

Z
D2

GD1;1.z1; �1/GD2;1.z2; �2/f .�1; �2/d�2d�2d�1d�1

D 1

	2
@kC1

z1

Z
D1

GD1;1.z1; �1/

�
@sC1

z2

Z
D2

GD2;1.z2; �2/f .�1; �2/d�2d�2

�
d�1d�1

D 1

	2
@z1@z2

Z
D1

Z
D2

GD1;1.z1; �1/GD2;1.z2; �2/

� ..D1 � D1�/k.D2 � D2�/sf .�1; �2//d�2d�2d�1d�1

gives the required result. ut
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Corollary 4.5 If

f 2
�

Lp.D2/ ; 1 � kC s � 4n� 1
WkCsC1�4n;p.D2/ ; kC s � 4n

then

@k
z1
@s

z2
QGD2;nf .z1; z2/ D @z1@z2

QGD2;1Œ.D1 � D1�/k�1.D2 �D2�/s�1 QGD2;n�1f .z1; z2/

(4.4)

and @k
z1
@s

z2
QGD2;nf 2 Lp.D2/ hold.

Proof Let us recall that

QGD2;nf .z1; z2/ D QGD2;1. QGD2;n�1f .z1; z2//:

Then by Lemma 4.4 we have

@k
z1
@s

z2
QGD2;nf .z1; z2/ D @k

z1
@s

z2
QGD2;1. QGD2;n�1f .z1; z2//

D @z1@z2
QGD2;1Œ.D1 � D1�/k�1.D2 �D2�/s�1 QGD2;n�1f .z1; z2/


and @k
z1@

s
z2
QGD2;nf 2 Lp.D2/. This completes the proof. ut

Note It is easy to show that

j@kC1
z1 @sC1

z2
QGD2;nf j � Ck fkLp.D2/

for kC s < 4n and p > 2.

5 Riquier Problem for Generalized Higher Order Equations
in D2

In this section we consider the equation

@.n;n/@
.n;n/

wC
X

j˛jCjˇj�4n

h
q.1/˛ˇ .z1; z2/@

˛@
ˇ

wC q.2/˛ˇ .z1; z2/@
ˇ@

˛ Nw
i
D f in D

2

(5.1)
where q.1/˛ˇ ; q

.2/

˛ˇ are measurable bounded functions and f 2 Lp.D2/:

We take the Riquier problem for (5.1) subject to the homogeneous boundary
conditions. In order to state a weak form of the existence and uniqueness, we assume
that the solution be w D QGD2;ng for some function g. Let us convert the given
boundary value problem into an integral equation of the form

.I C B/g D f
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where

Bg D
X

j˛jCjˇj�4n

h
q.1/˛ˇ .z1; z2/@

˛@
ˇ
gC q.2/˛ˇ .z1; z2/@

ˇ@
˛ Ng
i
: (5.2)

If

q0 max
j˛jCjˇj�4n;j˛j¤jˇj

k@˛@ˇ QGD2;nkLp.D2/ < 1

where X
j˛jCjˇj�4n

jq.1/˛ˇ .z1; z2/j C jq.2/˛ˇ .z1; z2/j � q0 < 1

then kBkLp.D2/ < 1. Hence, I C B is invertible [17] and we can use Fredholm
alternative.Thus we can summarize this discussion as:

Theorem 5.1 The Eq. (5.1) with homogeneous boundary conditions is solvable if

kBkLp.D2/ � q0 max
j˛jCjˇj�4n;j˛j¤jˇj

k@˛@ˇ QGD2;nkLp.D2/ < 1

and the solution is of the form w D QGD2;ng where g 2 Lp.D2/, p > 2, is a solution
of the integral equation .I C B/g D f where

Bg D
X

j˛jCjˇj�4n

h
q.1/˛ˇ .z1; z2/@

˛@
ˇ

wC q.2/˛ˇ .z1; z2/@
ˇ@

˛ Nw
i
:
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A Microscopic Model of Redistribution
of Individuals Inside an ‘Elevator’

Marina Dolfin, Mirosław Lachowicz, and Andreas Schadschneider

Abstract We present and qualitatively analyze a stochastic microscopic model of
redistribution of individuals inside a domain which can be thought as representing
an elevator. The corresponding mesoscopic model is also derived.

Keywords Markov jump processes • Microscopic model • Individuals •
Elevator
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1 Introduction

This paper presents a mathematical description at the microscopic level of the
redistribution of individuals in a closed domain featuring, as an example, an elevator.
Starting from the microscopic mathematical representation we consider also the
corresponding model at the mesoscopic level.
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Regarding the topic of crowd dynamics, a huge literature can be found, with
models that usually refer to very different scales: the macroscopic level ([18]
and references therein), the mesoscopic level ([3] and references therein), the
microscopic level ([13] and references therein) and even the nanoscale level [4].
Recently, a new kind of experiments have been performed in order to elucidate the
interactions between pedestrians [9, 10, 16, 17]. In these experiments the inflow of
persons into a spatially restricted area, e.g. an elevator, was studied, featuring the
process inverse to evacuation.

The model here presented refers to the position of every separate individual
(an agent of the system). We introduce two main classes of probabilities: one
characterizing the influence of the domain, representing the wall and the entrance of
the elevator, and another one characterizing the effect of the interactions among
agents. The first one is due to two contributions, respectively describing the
tendency to concentrate close to the entrance and the tendency to stay close to
the boundary. The second one simply represents the tendency to be not too close
to other agents. This last one is mainly related to the concept of personal space
[1, 20] which is in turn strictly related to cultural and social mechanisms [12]. The
relationship of an agent with the boundaries of a closed domain in which he/she
is temporary located, reflects social influences too. The way in which individuals
choose their temporary location is possibly related to the desire of avoiding social
conflicts and misunderstanding but also to achieve the desired level of privacy
and optimizing the position for exit. The relationship with the boundaries of such
a closed domain like an elevator is also related to the phenomenon of crowding
[1]. It is only indirectly related to the density, reflecting social influences like the
relationship of the individuals with the neighbors.

The aim of the present paper is to propose a microscopic (individually-based)
model (Sects. 2 and 4) that is able to describe the redistribution of individuals in a
closed domain and to give preliminary analysis of this model (Sect. 5). The further
detailed numerical simulations are left to the paper [5] in preparation.

We also propose the resulting mesoscopic model (Sect. 3). In order to test the
applicability of the mesoscopic model to situations where the number of agents
is not very large we will perform numerical simulations [5]. In any case, the
mesoscopic model will provide relevant information about the system and might
be considered as an approximated model.

2 General Framework: Microscopic Level

We introduce the general framework at the microscopic level, which will be adopted
in our modelization, of a process of inflow and distribution of individuals inside an
environment resembling the main features of an elevator. We consider a system of
M (< 1) agents (see [2, 14] and references therein). The n–th agent, with n D
1; : : : ;M, is characterized by its position

xn 2 U ;
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outside Uout or inside Uin the ‘elevator’,

Uout [Uin D U ; Uout \ Uin D ; :

We assume that the evolution of the system is defined by the corresponding to
M interacting agents (see [2, 6, 14] and references therein) evolution. We define
the evolution of probability densities given by an evolution equation (the so-called
modified Liouville equation) defined by a (linear) generator. The interactions are
defined by the linear generator that completely describes the evolution of the
probability density at the microscopic scale.

The n1–agent changes its position at random times,

• a change occurs without any interaction—the agent is entering and choosing its
position in the elevator or it is going out;

• a change due to the interaction with the n2, n3, . . . , nM agents

n2; : : : ; nM2 f1; : : : ;Mg :

The rate of change of position by the agent n1 with position xn1 entering the
elevator and choosing the position or going out is given by a measurable function
aŒ1
 D aŒ1
.xn1 / such that

0 � aŒ1
.xn1 / � aŒ1
C <1 ; 8 xn1 2 U ; (2.1)

where aŒ1
C is a constant.
The corresponding transition is described by the measurable function

AŒ1
 D AŒ1

�
xI xn1

� � 0 ; 8 x; xn1 2 U ; (2.2)

AŒ1
 is a transition probability and thereforeZ
U

AŒ1

�
x I xn1

�
dx D 1 ; (2.3)

for all xn1 2 U such that

aŒ1
. xn1 / > 0 :

The rate of interaction between the agent n1 with position xn1 and the agents
n2, . . . , nM with positions xn2 , . . . , xnM , is given by a measurable function aŒM
 D
aŒM
.x1; : : : ; xM/ such that

0 � aŒM
.xn1 ; xn2 ; : : : ; xnM / � aŒM
C <1 ; 8 xn1 ; : : : ; xnM 2 U ; (2.4)

where aŒM
C is a constant.
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The transition into position x of an agent n1 with position xn1 , due to the
interaction with agents n2, . . . , nM with positions xn2 , . . . , xnM , respectively, is
described by the measurable function

AŒM
 D AŒM

�
xI xn1 ; : : : ; xnM

� � 0 ; 8 x; xn1 ; : : : ; xnM 2 U ; (2.5)

AŒM
 is a transition probability and thereforeZ
U

AŒM

�
x I xn1 ; xn2 ; : : : ; xnM

�
dx D 1 ; (2.6)

for all xn1 ; : : : ; xnM 2 U such that

aŒM
. xn1 ; : : : ; xnM / > 0 :

The stochastic model (at the microscopic level) will be completely determined by
the functions a and A. Different choices of a and A give rise to different microscopic
models (Markov jump processes).

Given M, a and A, we assume that the stochastic system is defined by the Markov
jump process of M agents through the following generatorƒ

ƒ�.x1; : : : ; xM/ D

D P
1�n�M

aŒ1

�
xn
� R

U

AŒ1

�
xI xn

�
�
�
x1; : : : ; xn�1; x; xnC1; : : : ; xM

�
dx

��.x1; : : : ; xM/

!
C

C P
1�n1;:::;nM�M

ni 6Dnj 8 i 6Dj

aŒM

�
xn1 ; xn2 ; : : : ; xnM

� R
U

AŒM

�
xI xn1 ; xn2 ; : : : ; xnM

�

���x1; : : : ; xn1�1; x; xn1C1; : : : ; xM
�
dx � �.x1; : : : ; xM/

!
:

ƒ is the generator for a Markov jump process in UM that can be constructed
as in Ref. [7, Section 4.2]—cf. [14]. In this paper, as in [2, 6, 14], we refer to
the evolution of probability densities. We assume now that the system is initially

distributed according to the probability density
ı
f 2 L.M/1 , where L.M/1 is the space

equipped with the norm

k fk
L
.M/
1

D
Z
U

: : :

Z
U

ˇ̌
f
�
x1; : : : ; xM

�ˇ̌
dx1 : : : dxM ;
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and the time evolution is described by the following linear equation

@

@t
f D ƒ�f I f

ˇ̌̌
tD0 D

ı
f ; (2.7)

whereƒ� is the generator

ƒ�f
�
t; x1; x2; : : : ; xM

� D
C P

1�n�M

 R
U

AŒ1

�
xnI x

�
aŒ1

�
x
�
f
�
t; x1; : : : ; xn�1; x; xnC1; : : : ; xM

�
dx

�aŒ1

�
xn
�
f
�
t; x1; : : : ; xM

�!C

C P
1�n1;:::;nM�M

ni 6Dnj 8 i 6Dj

 R
U

AŒM

�
xn1 I x; xn2 ; : : : ; xnM

�
aŒM


�
x; xn2 ; : : : ; xnm

�

�f
�
t; x1; : : : ; xn1�1; x; xn1C1; : : : ; xM

�
dx

�aŒM

�
xn1 ; xn2 ; : : : ; xnm

�
f
�
t; x1; : : : ; xM

�!
:

The generator is the difference between the gain term and the loss term, where

• the gain term is the sum of terms describing the changes from the state x of the
n1–agent into xn1 due to the interaction with the n2, . . . , nM agents with the states
xn2 , . . . , xnM , respectively and the term describing the direct changes of the state
x of the n1-element into xn1 without the interactions;

• the loss term is the sum of terms describing the changes from the state xn1 of the
n1–agent into another state due to the interaction with the n2, . . . , nm agents with
the states x2, . . . , xM, respectively or without interactions.

Under Assumptions (2.4), (2.5), (2.6), the operator ƒ� is a bounded linear
operator in the space L.M/1 . Therefore the Cauchy Problem (2.7) has the unique
solution given by a uniformly continuous semigroup according to the formula

f .t/ D etƒ�

ı
f

in L.M/1 for all t � 0. Moreover, by standard argument—cf. Refs. [2, 14]—we see

that the solution is nonnegative for nonnegative initial data and the L.M/1 -norm is
preserved

k f .t/k
L
.M/
1

D kı
f k

L
.M/
1

D 1 ; for t > 0 : (2.8)
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Hence,
�

etƒ�

	
t�0 is a uniformly continuous semigroup of Markov operators; that

is, a uniformly continuous stochastic semigroup.

3 Mesoscopic Level

Although the number of agents in applications cannot be a large number we
may consider the corresponding mesoscopic model. The linear Eq. (2.7) may be
related, [6, 14], with a nonlinear integro-differential equation corresponding to the
mesoscopic description,

@

@ t
f .t; x/ D GŒ f 
.t; x/ � f .t; x/LŒ f 
.t; x/ ; x 2 U ; (3.1)

where GŒ f 
 is the gain term, given by

GŒ f 
.t; x/ D R
U

AŒ1

�
xI y�aŒ1
. y/f .t; y/ dy C

C P
f g

R
UM

AŒM

�
xI x1; fx2; : : : ; xMg

�
aŒM


�
x1; fx2; : : : ; xMg

� �
� f .t; x1/f .t; x2/ : : : f .t; xM/ dx1 dx2 : : : dxM ;

and fLŒ f 
 is the loss term, defined as

LŒ f 
.t; x/ D aŒ1
.x/C

C P
f g

R
UM�1

aŒM

�
x; fx2; : : : xMg

�
f .t; x2/ : : : f .t; xM/ dx2 : : : dxM ;

where
P
f g

means the sum over all permutation of variables within f g.

4 Model of Redistribution Inside an ‘Elevator’

First of all we introduce a short description of some experimental results regarding
the inflow of individuals inside an “elevator” and their temporary distribution
inside (the experiments artificially reproduce the real process of peoples entering
an elevator [8, 10, 17]. The experiments we would like to focus on regard mostly the
inflow process, such as in the case of individuals entering an elevator and choosing a
temporary location inside. As remarked in [9–11] the inflow and the outflow process
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have very different main features. The basic hypotheses formulated on the basis of
experimental studies [9, 10, 16, 17] are that individuals entering a closed space,
like an elevator, prefer locations near to the boundary, mostly avoid the entrance
area but at the same time they would like to minimize the cost of going out by
concentrating near the entrance. It is worth to mention that the experimental results
show a dependence on the density of individuals inside the domain. We would like
to consider these psychological factors emerging from the experiments in choosing
the specifications for the quantities a and A into Eq. (2.7). In this first step of the
modelization, we assume that the number of persons M in the elevator is constant
thus neglecting the inflow and going out; in this case is Uout D ;. Thus U D Uin.
Moreover we may assume

aŒ1
 D const > 0 ; (4.1)

and

aŒM
 D const > 0 : (4.2)

Let the probability density AŒ1
. : ; x1/ be independent on x1. It expresses the
probability of choosing the position without interactions with other agents. We
assume that

AŒ1
.x/ D �1AŒ1
1 .x/C �2AŒ1
2 .x/ ; �i � 0 and �1 C �2 D 1 ; (4.3)

where AŒ1
1 describes the tendency to concentrate close to the entrance and AŒ1
2
describes the tendency to be close to the boundary. AŒ1
1 and AŒ1
2 are probability
densities on U.

AŒM
 expresses the interactions among agents—the tendency to not be too close
to other agents. Therefore AŒM
 D AŒM
.xI x1; : : : ; xM/ is a probability density with
respect to x variable (for all x1; x2; : : : ; xM in U) on U such that

AŒM
.xI x1; x2 : : : ; xM/ D 0 on Ux2; ::: ;xM ; (4.4)

where Ux2; ::: ;xM D U \ S
iD2;:::;M

Bi, and Bi is a ball with the center at xi and the

small radius ı > 0 such that 2M 	ı2 < jUj. Moreover we assume that AŒM
 D
AŒM
.xI x1; : : : ; xM/ is a (quickly) decreasing function of jx � x1j.

The specific assumptions on the quantities AŒ1
.x/ and AŒM
.xI x1; : : : ; xM/ lead,
together with Eq. (2.7) to the model of redistribution of individuals inside the
‘elevator’.
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5 Qualitative Analysis

We present a qualitative analysis of the proposed model leaving the simulations and
comparison with the experiments for a forthcoming paper [5].

Consider the following assumption

Assumption 5.1 Let at least one of the following two conditions be satisfied

AŒ1

�
xnI x

�
aŒ1

�
x
� � ı1 > 0 (5.1)

for all x; xn 2 U;
or

AŒM

�
xn1 I x; xn2 ; : : : ; xnM

�
aŒM


�
x; xn2 ; : : : ; xnm

� � ı2 > 0 (5.2)

for all xn1 ; xn2 ; x 2 U.
We note that, in the context of the present paper, Assumption (5.1) seems quite

natural, whereas Assumption (5.2) is rather artificial. However in a simplified case,
when Uout D ; it may also be natural.

We can see that
�

etƒ�

	
t�0 is partially integral—cf. [19]—and under Assump-

tion 5.1 we have

Theorem 5.2 Let the Assumptions (2.1)–(2.6) and Assumption 5.1 be satisfied.

Then the semigroup
�

etƒ�

	
t�0 is asymptotically stable.

Proof Assume that Eq. (5.1) is satisfied. The proof for the case of Eq. (5.2) is
analogous.

We rewrite Eq. (2.7) in the form

d

d t
f D �f � aCf ; (5.3)

where aC D MaŒ1
C CMŠaŒM
C and � is a positive operator. Then

etƒ�

ı
fD e�a

C

tet�
ı
f ; (5.4)

The semigroup etƒ�

is asymptotically stable iff the operator et0 ƒ�

, for some t0 >
0, is asymptotically stable as the operator defining a discrete dynamical system, cf.
[15, 19]. We may consider e.g. t0 D 1.

Let n � 1, we have

enƒ�

ı
fD eƒ

�

e.n�1/ƒ�

ı
f : (5.5)
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We note that Of D e.n�1/ƒ�

ı
f is a probability density. On the other hand, for any

probability density Of ,

eƒ
� Of D e�a

C e� Of � e�a
C

1

MŠ
�M Of � cM kOf kM ; (5.6)

where cM is a positive (> 0) constant (that depends on M and aC).
Because kOfk

L
.M/
1
D 1 we obtain

enƒ�

ı
f� cM ; (5.7)

for any n � 1 and any probability density
ı
f .

Therefore a lower function for the semigroup etƒ�

exists and the semigroup is
stable—cf. [15, 19]. ut

6 Conclusions

The study of inflow processes is less developed than that of outflow processes
although the two phenomena may have strong correlations ([11] and references
therein). Then, a better understanding of inflow processes may help in a deeper
analysis of important processes related to individual safety, like evacuation dynam-
ics. We presented a stochastic microscopic model and the related model at the
mesoscopic level. A qualitative analysis of the general mathematical structure
adopted has been given.

The numerical simulation in a work Ref. [5] in preparation will indicate the
advantages and possible disadvantages of both approaches proposed in the present
paper: the microscopic and the mesoscopic.
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New Approach to Mathematical Model
of Elastic in Two-Dimensional
Composites

Piotr Drygaś

Abstract This paper is devoted to boundary value problems for elastic problems
modelled by the biharmonic equation in two-dimensional composites. All the prob-
lems are studied via the method of complex potentials. The considered boundary
value problems for analytic functions are reduced to functional-differential equa-
tions. Applications to calculation of the effective properties tensor are discussed.

Keywords Functional equation • Two-dimensional elastic composite •
Eisenstein and Natanzon series • Effective stress properties

Mathematics Subject Classification (2010) Primary 30E25; Secondary 74Q15

1 Introduction

Many scientists consider two dimensional elastic composites with non-overlapping
inclusions [1–4]. The most common approach is the numerical one. On the other
hand, this problem can be discussed through boundary value problems for analytic
functions following Muskhelishvili’s approach [5]. The complex representation of
the plane theory of the elasticity brought many new results. However, the authors
using the analytic representation of the complex potentials apply integral methods
[6–9]. Cited authors present separately methods for solving a local problem and an
effective problem. We use a method of functional equations, which was proposed to
solve the Riemann-Hilbert and R-linear problems for multiply connected domains
[10]. We reduce the problem under study for a circular multiply connected domain to
a system of functional-differential equations and propose a constructive method for
its solution. For the local problem we obtain exact solution by method of successive
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approximation, while for the effective problem we extend the local solution using
the generalized Eisenstein and Natanzon functions [11, 12]. Independently, the same
functions were introduced and applied to elastic problems by Filshtinsky (see [13–
15]). This paper contain the results presented in the series of work [11, 16, 17].

2 Geometry and Functional Spaces

Consider n disks Dk D fz 2 C W jz � akj < rkg, (k D 1; ::; n) in the complex
plane C. Let �k D @Dk, bC D C [ f1g, PD D C nSn

jD1
�
Dj [ �j

�
, D D PD [ f1g,

where the curve �k is counter clockwise orientated. The domain D is a multiply
connected domain in R2. This geometry is equivalent to the composite containing
unidirectional parallel fibres.

Let z�
.k/ denote the inversion with respect to the circle �k:

z�
.k/ WD

r2k
z � ak

C ak; k D 1; : : : ; n:

Analytic functions considered in the present paper can be continuous and their
second derivatives are continuous in the closures of the analyticity domains. For
fixed k D 1; : : : ;N the Hardy-Sobolev space H.2;2/ .Dk/ [17] is a space of all
functions f analytic in Dk, endowed with the norm

k fk2H.2;2/.Dk/
WD sup

0<r<rk

Z 2	

0

j fj
�
rei� C aj

� j2d�C
sup
0<r<rk

Z 2	

0

j f 0
j

�
rei� C aj

� j2d� C sup
0<r<rk

Z 2	

0

j f 00
j

�
rei� C aj

� j2d�:
Using the above definition we can consider the space H.2;2/ WD H.2;2/

�Sn
jD1 Dk

	
as the space of all functions f analytic in

Sn
jD1 Dk, endowed with the norm

k fk2H.2;2/ WD
nX

jD1
k fk2H.2;2/.Dj/

3 Statement of the Elastic Problem

We introduce the following constants

B0 D

1

xx C 
1
yy

4
; and �0 D


1
yy � 
1

xx C 2i
1
xy

2
;
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where 
1
xx , 
1

xy , 
1
yy are the given stresses at infinity. Consider the functions '0.z/ D

B0zC '.z/, and  0.z/ D �0zC  .z/, where '.z/ and  .z/ are analytical in D and
bounded at infinity, 'k.z/ and  k.z/ are analytical in Dk and all of them are twice
differentiable in the closure of the considered domains.

The components of the stress tensor can be determined by the Kolosov-
Muskhelishvili formulae [5]


xx C 
yy D
�
4Re' 0

k.z/; z 2 Dk;

4Re' 0
0.z/; z 2 D;

(3.1)


xx � 
yy C 2i
xy D
8<
:
�2

h
z' 00

k .z/C  0
k.z/

i
; z 2 Dk;

�2
h
z' 00
0 .z/C  0

0.z/
i
; z 2 D:

The components u, v of the displacement vector are given by

uC iv D
8<
:

1
2�k

�
�k'k.z/ � z' 0

k.z/ �  k.z/
	
; z 2 Dk;

1
2�

�
�'0.z/� z' 0

0.z/ �  0.z/
	
; z 2 D:

(3.2)

Assuming perfect bonding at the matrix-inclusion interface, the potentials are
linked to @Dk, k D 1; :::; n, through the following conditions

'k.t/C t' 0
k.t/C  k.t/ D '0.t/C t' 0

0.t/C  0.t/; (3.3)

�
�
�k'k.t/ � t' 0

k.t/ �  k.t/
	
D �k

�
�'0.t/ � t' 0

0.t/ �  0.t/
	
: (3.4)

In these equations, � denotes a shear modulus, � is the Kolosov constant with � D
3 � 4� in plane strain; � D .3 � �/=.1C �/ in plane stress; � is Poisson’s ratio.

4 Functional-Differential Equations

Introduce the function

ˆk.z/ D z�
.k/'

0
k.z/C  k.z/; jz � akj � r;

analytic in Dk except point ak, where its principal part has the form r2 .z � ak/
�1 ' 0

k
.ak/. Following [10] and [18], we can reduce problem (3.3), (3.4) to the system of
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functional equations

�
1C �

�k
�k

�
'k.z/ D

X
m¤k

�
1 � �

�m

�h
˚m.z�

.m//� .z � am/ ' 0
m.am/

i
�

�
�
1 � �

�k

�
.z � ak/ '

0
k.ak/C .� C 1/B0zC p0;

jz � akj � rk; k D 1; 2; : : : ; n: (4.1)

�
� C �

�k

�
˚k.z/ D

X
m¤k

��
� � �

�m
�m

�
'm.z�

.m//C
�
1 � �

�m

��
z�
.k/ � z�

.m/

	 ��
˚m.z�

.m//
	0 � ' 0

m.am/

��
C

.1C �/B0z�
.k/ C .1C �/�0zC !.z/; jz � akj � rk; k D 1; 2; : : : ; n: (4.2)

where

!.z/ D
nX

kD1

r2qk

z � ak
C q0; (4.3)

q0 is a constant and

qk D ' 0
k.ak/

�
� C �

�k
� 1 � �

�k
�k

�
� ' 0

k.ak/

�
1 � �

�k

�
; k D 1; 2; : : : ; n:

(4.4)

The unknown functions 'k.z/ and ˆk.z/ (k D 1; 2; : : : ; n) are related by 2n
Eqs. (4.1)–(4.2).

One can see that the functional equations do not contain integral operators
but they contain compositions of 'k.z/ and ˆk.z/ with inversions. These compo-

sitions define compact operators in the Banach space H.2;2/
�Sn

jD1 Dk

	
. Hence,

the functional Eqs. (4.1)–(4.2) can be effectively solved by use of the symbolic
computations. Moreover, the functions '.z/ and  .z/ can be found by the formulae

.1C �/ '.z/ D
NX

mD1

�
1 � �

�m

�h
˚m.z�

.m//� .z � am/ '
0
k.ak/

i
C p0; z 2 D:

(4.5)
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.1C �/ .z/ D �
NX

mD1

�
1 � �

�m

�
z�
.m/

��
˚m.z�

.m//
	0 � ' 0

m.am/

�
C

NX
mD1

�
� � �

�m
�m

�
'm.z�

.m//C !.z/; z 2 D: (4.6)

Theorem 4.1 ([17]) For sufficiently small coefficients �, �k, � and �k (k D
1; : : : ; n) the sequence obtained by the method of successive approximations applied

to (4.1)–(4.2) converges in H.2;2/
�Sn

jD1 Dk

	
�H.2;2/

�Sn
jD1 Dk

	
.

5 Local Problem

Applying the method of successive approximations we obtain the zeroth order
approximation of the form [17]

'
.0/
k .z/ D �

1 � �

�k

1C �

�k
�k

.� C 1/
2 � �

�k
C �

�k
�k

B0 .z � ak/C .� C 1/B0zC p0; (5.1)

 
.0/
k .z/ D .1C �/�0zC q0; jz � akj � rk; k D 1; 2; : : : ; n: (5.2)

Let the approximation of the order .p � 1/ be known. Then the p-th approximation
can be found from a system of differential equations. The equation for '.p/k .z/ has
the form

'
. p/
k .z/ D

�
1C �

�k
�k

��1
�

0
@X

m¤k

�
1 � �

�m

��
ˆ
. p�1/
m .z�

.m//� .z� am/
�
'
. p�1/
m

	0
.am/

�
�

�
�
1 � �

�k

	
.� C 1/B0

2 � �

�k
C �

�k
�k

.z � ak/C .� C 1/B0zC p0

1
A (5.3)

and the equation for  .p/k .z/ has the form

 
. p/
k .z/ D

�
� C �

�k

��1 �
!
. p/
k .z/C

�
1C �

�k
�k � � � �

�k

�
z�
.k/

��
'
. p/
k

	0
.z/ �

�
'
. p/
k

	0
.ak/

��
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k D 1; 2; : : : ;N, where !.p/k are calculated by

!
. p/
k .z/ D

X
m¤k

�
� � �

�m
�m

�
'
. p�1/
m .z�

.m//

C
X
m¤k

�
1� �

�m

�
z�
.m/

��
ˆ
. p�1/
m .z�

.m//
	0
�
�
'
. p�1/
m

	0
.am/

�
C

X
m¤k

r2m
z� am

qm C .1C �/�0zC q0; jz� akj � rk; k D 1; 2; : : : ;N: (5.4)

Applying the above results we can present the stress tensor coefficients via
potentials. For example the stress tensor coefficient 
xx has the form


xx D
8<
:
2Re

�
2' 0

k � z' 00
k .z/�  0

k.z/
	
; z 2 Dk;

2Re
�
2' 0

0 � z' 00
0 .z/�  0

0.z/
	
; z 2 D:

(5.5)

In the figure Fig. 1 we present contour plot of the above stress tensor compo-
nent for random distributed inclusions. The inclusions, all of radii 0:1, have the
coordinates f�0:7399 � 0:08001{;�0:2698� 0:463{; 0:4846� 0:5152{; 0:2698�
0:05099{;�0:1712C0:2392{; 0:5368C0:4829{; 0:08415C0:7498{g, where we use
Euler’s notation for the imaginary unit number: {2 D �1.

6 Doubly Periodic Problem

Consider the doubly periodic problem, with the periods !1, !2 whose ratio !2=!1
is not a real number. It should be mentioned that Jacobi’s theorem says that there is
no single-valued analytic function with more than two periods. The classical elliptic
functions with the above periods are called the Weierstrass } and �—functions. The
Weierstrass }-function can be represented in the form of the series

}.z/ D 1

z
C
X

m1;m2

0

�
1

.z �m1!1 �m2!2/2
� 1

.m1!1 C m2!2/2

�
: (6.1)

Following Weil [19] and Akhiezer [20], and using the Eisenstein summation method

X
m1;m2

WD lim
M2!1

M2X
m1D�M2

 
lim

M1!1

M1X
m1D�M1

!
; (6.2)
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0.5

0.0

0.5

1.0

Fig. 1 Contours plot of the 
x stress tensor component for random distributed inclusions (� D
1:12782; �1 D 33:3333; � D 1:68; �1 D 2:2)

we introduce the Eisenstein–Rayleigh lattice sum of the form

Sk.!1; !2/ D
X

m1;m2

0

.m1!1 C m2!2/
�k (6.3)

and the Natanzon–Rayleigh lattice sum

Tk.!1; !2/ D
X

m1;m2

0

.m1!1 C m2!2/.m1!1 Cm2!2/
�k: (6.4)

The symbol
P

0

m1;m2
means that m1 and m2 run over all integer numbers, except for

the pair m1 D m2 D 0.
The series above play a pivotal role in the effective approach in the conductivity

theory and stress theory [16, 21]. By means of the first sum we can define the
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Eisenstein series as follows

E.0/k .z/ D
X

m1;m2

.z� m1!1 � m2!2/
�k (6.5)

while by the second one, the Natanzon series

E.1/k .z/ D
X

m1;m2

.z� m1!1 � m2!2/ .z � m1!1 �m2!2/
�k : (6.6)

In the literature, the function E.0/k is usually denoted by Ek. We introduce new
notation for simplicity. The Eisenstein summation method is applied to (6.5) and
(6.6). These series are doubly periodic and have a pole of order k at z D 0. However,
for our further considerations it will be convenient to define the value of E. j/

k .z/
. j D 0; 1/ at the point zero as follows:

E. j/
k .0/ WD

�
Sk; j D 0;
Tk; j D 1: (6.7)

The Eisenstein series and the Weierstrass elliptic functions are related by the
formulae [19]

E1.z/ D �zS2 C �.z/; E2.z/ D S2 C }.z/; En.z/ D .�1/n
.n � 1/Š

dn�2

dzn�2 }.z/

The Natanzons series are related with the Weiestrass functions by the following
formula obtained in [16]

E.1/3 .z/ D �
1

2
z} 0.z/C 1

6	
} 00.z/C 1

2

�
�.z/

	
�
�

S2
	
� 1

�
z

�
} 0.z/

�
�

S2
	
� 1

�
}.z/� 5

	
S4 C S.1/3 : (6.8)

Let l be a natural number; kl runs over 1 to N, ml D 2; 3; : : :, l D 0; ::; q. Let C
be the operator of complex conjugation. The generalized Eisenstein–Rayleigh sum
(e-sum) is defined as follows [22, 23]

e
. j1:::jq/
m1:::ml D

1

N
.N	/�Œ1C

1
2 ..m1�j1/C���C.mq�jq//
 �

X
k0;k1;:::;kq

E. j1/
m1
.ak0 � ak1 /E. j2/

m2 .ak1 � ak2/ : : :C
qC1 E

. jq/
mq

�
akq�1 � akq

�
: (6.9)

We write e.0:::0/m1:::mq D em1:::mq , and e.1:::1/m1:::mq D e.1/m1:::mq for short.
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The number of sums in formula (6.9) is equal to .q C 1/ and can be reduced in
the following way (for a similar method see [23]). Define the function

F.1/p .z/ D 1

N

NX
kD1

E.1/p .z� ak/:

Note that

E.1/p .�z/ D .�1/pC1E.1/p .z/: (6.10)

Then the sum e.1/pp can be written in the form

e.1/pp D
1

.N	/p
X
k0k1

E.1/p .ak0 � ak1/F
.1/
p .ak1/ D

.�1/pC1

Np�1	p

X
k1

F.1/p .ak1 /F
.1/
p .ak1/ D

.�1/pC1

NpC1	p

X
k1

ˇ̌̌
ˇ̌X

k

E.1/p .ak1 � ak/

ˇ̌̌
ˇ̌
2

(6.11)

One can see that epp � 0 for even p and epp � 0 for odd p.

Lemma 6.1 Let j be a natural number equal to 0 or 1, ˛ D
qP

sD1
ms � qj. Then

e. j/
m1:::mq

D .�1/˛CqC1e. j/
mq:::m1

: (6.12)

Remark 6.2 This lemma was proved in [24] for s D 0.

Proof Let j D 1. From (6.9) we get

e.1/m1:::mq
D 1

N
.N	/�.1C

˛
2 /

X
k0;k1;:::;kq

E. j/
m1 .�.ak1 � ak0// �

E. j/
m2 .�.ak2 � ak1// : : :C

qC1 E. j/
mq

��.akq � akq�1/
�
: (6.13)

It follows from (6.10) that the right-hand side expression of (6.13) is of the form

.�1/˛ 1
N
.N	/�.1C

˛
2 /

X
k0;k1;:::;kq

CqC1 E. j/
mq

�
akq � akq�1

�
: : :E. j/

m2 .ak2 � ak1 /E
. j/
m1 .ak1 � ak0 /

which is equal to .�1/˛e.1/mq:::m1 or .�1/˛e.1/mq:::m1 , since q is odd or even respectively.
The lemma is proved. ut
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The Eisenstein and Natanzons series are defined for the fixed fundamental
vectors !1, !2. A change of the scale is equivalent to the passage from a lattice
to a sublattice. More precisely, let G be a sublattice of G0. Then the fundamental
vectors !1, !2 of G, and !0

1, !
0
2 of G0 are related by the equation

.!1; !2/ D .!0
1; !

0
2/ � A (6.14)

where the matrix A consists of the integer components [19] and detA D N. The
factor G=G0 consists of N points a1; a2; : : : ; aN lying in the cell G. These points
also belong to G0, that is, each aj is a linear combination of !0

1, !
0
2 with the integer

coefficients. Let E.1/p .zI!1; !2/ be the generalized Eisenstein function of order p
associated with the periods !1 and !2. Then in view of [19, 23] we obtain

X
w2G=G0

E.1/p .zC wI!1; !2/ D E.1/p .zI!0
1; !

0
2/:

In particular, we have

X
w2G=G0

E.1/p .wI!1; !2/ D S.1/p .!0
1; !

0
2/:

Without loss of generality we can assume that the area jGj of the fundamental cell
G is equal to 1 and jG0j D N�1. Then the change of the linear scale in (6.3) yields

S.1/p .!0
1; !

0
2/ D N

p�1
2 S.1/p .!1; !2/:

In [23], a result was presented for the standard Eisenstein sum of the form

Sp.!
0
1; !

0
2/ D N

p
2 Sp.!1; !2/:

The both results yield

S. j/
p .!

0
1; !

0
2/ D N

p�j
2 S. j/

p .!1; !2/;

where j D 0; 1.

7 Effective Formula

Consider now two phase material. For any effective formula the exact Hashin–
Strikman restriction is known

�� � �e � �C; k� � ke � kC; (7.1)
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where

k� D kC f
1

k1�k C 1�f
kC�

; kC D k1 C 1 � f
1

k�k1
C f

k1C�1
; (7.2)

�� D �C f
1

�1�� C
.1�f /.kC2�/
2�.kC�/

; �C D �1 C 1 � f
1

���1 C
f .k1C2�1/
2�1.k1C�1/

: (7.3)

The stress and deformation tensors can be calculated by the Kolosov-Muskhelishvili
formulae [5]. Then, the effective elastic moduli of macroscopically isotropic fibrous
composites can be calculated as follows

�eff D h
xx � 
yyi
2h"xx � "yyi ; keff D h
xx C 
yyi

2h"xx C "yyi : (7.4)

Here, the limit average over the plane is introduced

h�i D lim
Qn!1

1

jQnj
“
Qn

�dxdy:

In the latter limit, it is assumed that the infinitely many points ak are distributed in
the plane. After long symbolic computations we get

�eff D � � .� C 1/� .�� �1/
��1 C � fC

�
�2B0.� C 1/�.�� �1/.���1 C .�1 � 1/�C �1/

	�0.��1 C �/..�1 � 1/�C 2�1/ C

2e.1/3 .� C 1/��0.�� �1/2
	�0.��1 C �/2 C �.� C 1/�.�� �1/2

.��1 C �/2
!

f 2 CO. f 3/ (7.5)

and

keff D k

�
1C .� C 1/� .��1�C .� � 1/�1 C �/

.� � 1/ ..�1 � 1/�C 2�1/ f

C
 

e.0/2 .� C 1/ .� � �1/ �0 .�1�C �1/ .��1�C ��1 C �� �1/
	B0.� � 1/ .�1 C 1/ .�1�� �C 2�1/ .��1 C �/

C e.0/2 �0.� C 1/ .�� �1/2 .��1�C .� � 1/�1 C �/
	B0.� � 1/ .�1 C 1/ ..�1 � 1/�C 2�1/ .��1 C �/

� 2.� C 1/� .��1�C .� � 1/�1 C �/ ..�1 � 1/� � ��1 C �1/
.� � 1/2 ..�1 � 1/�C 2�1/2

�
f 2 C O. f 3/

�
:

(7.6)
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Fig. 2 The dependencies of ke
k on the concentration f for the regular hexagonal lattice composites.

(a) Dashed lines correspond to accuracy O. f 6/; dotted line corresponds to accuracy O. f 7/; solid
line corresponds to the Hashin–Shtrikman bounds (7.2), (7.6) (� D 1; �1 D 22:5; k D 3:33; k1 D
37:5), (b) shows Fig. 5 from [25], where dashed line for two-point bound, solid line for three-point
bound and the black circles for BEM results

Note that the coefficients of the bulk and shear moduli depend on B0 and �0. The
homogenization theory implies that it is impossible. In the paper [16], it is proved
that B0

�0
S2 and �0

�0
S.1/3 are invariant under the change of B0 and �0. This means that

the dependence of the effective coefficients on B0 and �0 is illusory.
Consider fibrous regular composite material composed of resin with mechanical

properties � D 1, �1 D 22:5, k D 3:33, k1 D 37:5 (as in [25]). The effective bulk
moduli for this data is calculated by formula

ke D 3:33C3:84302fC3:4108f 2C4:21712f 3C5:49012f 4C7:19337f 5C9:43231f 6:

In Fig. 2 we present dependencies of ke
k on the concentration f for the regular

hexagonal lattice composites.We observe improvement of the approximation for
larger value of the concentration. Data coincides with data in [25]. The results of
the two-point method (Fig. 2b) coincides with Hashin–Shtrikman bounds presented
in the Fig. 2a.

In the paper [16], different, random composites are presented. Other interesting
result are presented in papers [26–34].
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11. P. Drygaś, Generalized Eisenstein functions. J. Math. Anal. Appl. 444(2), 1321–1331 (2016)
12. V.Ya. Natanson, On the stresses in a stretched plate weakened by identical holes located in

chessboard arrangement. Mat. Sb. 42(5), 616–636 (1935)
13. L.A. Filshtinsky, V. Mityushev, Mathematical Models of Elastic and Piezoelectric Fields

in Two-Dimensional Composites, ed. by P.M. Pardalos, T.M. Rassias. Mathematics Without
Boundaries (Springer, New York, 2014), pp. 217–262

14. E.I. Grigolyuk, L.A. Filshtinsky, Perforated Plates and Shells (Nauka, Moscow, 1970); [in
Russian]

15. E.I. Grigolyuk, L.A. Filshtinsky, Periodic Piecewise-Homogeneous Elastic Structures (Nauka,
Moscow, 1992); [in Russian]
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27. S. Yakubovich, P. Drygaś, V. Mityushev, Closed-form evaluation of 2D static lattice sums.
Proc. R. Soc. A 472, 20160510 (2016); https://doi.org/10.1098/rspa.2016.0510
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Statistical Characteristics
of the Distraction Parameters
in the Unbounded Anisotropic Plane
Weakened by Multiple Random Cracks

L.A. Filshtinskii, D.M. Nosov, and Yu.V. Shramko

Abstract The boundary value problem of the theory of elasticity for a finite
anisotropic plate with random cracks has been solved. Stress intensity factors and
energy flows near the tips of cracks are determined as a linear functional on solutions
to a system of singular integral equations. It is shown, that in case of the normal
distribution of the cracks, the statistical characteristics (mathematical expectations
and dispersions) of the distraction (stress intensity factors and energy flows) have
also the normal law distribution.

Keywords Anisotropy • Multiple cracks • Singular integral equations • Stress
intensity factors

Mathematics Subject Classification (2010) Primary 74R74; Secondary 74B74

1 Introduction

In this paper, we use a numerical approach to solve the boundary value problem
of the fracture mechanics for the multiple cracks located in a finite anisotropic
plate. Such problems with cracks in homogeneous and composite anisotropic media
which were solved by the method of the singular integral equations and Green’s
function due to Grygolyuk and Filshtinskii [1]. The solution to the problem with

L.A. Filshtinskii • Yu.V. Shramko
Rymskogo-Korsacova. 2, Sumy State University, 40007 Sumy, Ukraine
e-mail: leonid@mphis.sumdu.edu.ua; yshramko@pom.sumdu.edu.ua

D.M. Nosov (�)
Pedagogical University of Cracow, Podchorazych. 2, 30-084 Cracow, Poland
e-mail: d.nosov@pom.sumdu.edu.ua; bate8075@gmail.com

© Springer International Publishing AG, part of Springer Nature 2018
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cracks in anisotropic media was obtained by using the Stroh formalism and the
boundary elements method, namely, the generalized plane strain problem by Denda
[2] and for the cracks between the dissimilar anisotropic materials by Ikeda et al.
[3]. The simulation of the local fields near the cracks and inclusions in strongly
inhomogeneous materials were performed by the boundary element method due to
Rejwer et al. [4]. The Galerkin boundary integral method for the combinations of
cracks in the structure for the computation stress intensity factors and fields in the
infinite anisotropic plane was used in [5, 6]. The numerical experiment consists
in the repeated computations of random normally distributed cracks to create
the statistical sample which contains the statistical characteristics of distraction
(mathematical expectations, dispersions). In the present paper, the distributions of
the parameters of distraction are obtained by the application of the Monte Carlo
scheme.

2 Problem Statement

We consider the elastic anisotropic plane weakened in some finite area by the
multiple cracks �n; n D 1;M in Cartesian axes x1; x2. We assume that the cracks
are located randomly. Every crack �n is the Lyapunov’s arc and

T
�n D ;. Let us

suppose that the normal pressure pn is loaded on the sides of �n. The uniform field
of the normal and tangential stresses 
1

ij is given at infinity (Fig. 1).
The purpose of the present research is the development of the effective analytic-

numerical algorithm to investigate the deformation-stress state at every point of the
body and identify SIF (stress intensity factor) and the energy flows at the tips of the
cracks at the numerical experiment conditions.

The short review of the plane stressed state of the anisotropic media is given
in [7].

The Hooke’s law reads as follows:

e11 D s11
11 C s12
22 C s16
12

e22 D s12
11 C s22
22 C s26
12

2e12 D s16
11 C s26
22 C s66
12

eij D .@iuj C @jui/=2I .i; j D 1; 2; 3/
@i D @=@xi zk D x1 C �kx2

(2.1)

where sij are the deformation coefficient, uj; . j D 1; 2/– the components of the
elastic dislocations vector, 
ij, eij the components of the stress and deformation
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Fig. 1 Cracks and loads in anisotropic plane

tensors, respectively,

f
11; 
12; 
22g D 2<
2X

kD1
f�2k ;��k; 1gˆk.zk/I

fu1; u2g D 2<
2X

kD1
f p1k; p2kg'k.zk/I ˆk.zk/ D d

dzk
'k.zk/I

p1k D s11�
2
k C s12 � s16�kI p2k D s12�k C s22=�k � s26I

(2.2)

The numbers �k here are the simple roots of the algebraic equation of the fourth
degree. It is assumed that the roots are different in the upper half-plane.

s11�
4 � 2s16�

3 � .2s12 � s16/�
2 � 2s26�C s22 D 0I

=�1 > 0;=�2 > 0;�3 D �1; �4 D �2
(2.3)

The bar means the complex conjugation. Thereby, the dislocations, stresses and
deformations in the body are expressed through two functions 'k.zk/, which are
analytical in the corresponding regions. The boundary conditions can be written in
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the form

2<
2X

kD1
f�k;�1gak. /ˆk.zk/ D fX1n;X2ngI (2.4)

where ak. / D �kcos. / � sin. /,  denotes the angle between the outer normal
vector En and the Ox1 axis; X1n and X2n are the components of the vector acting on
the boundary of the body � D S�n.

3 Analytical Formalism

The generalized Cauchy type integrals and the singular integral equations [8]
are used to solve the boundary value problem (2.4). The complex potentials are
represented in the form

ˆk.zk/ D Ak C 1

2	

Z
�

!k.�/

.�k � zk/
ds

z D x1 C ix2; zk D <zC �k=z; �k D <� C �k=�; � 2 �
(3.1)

Here, ds means the element of the arc in the physical plane z, zk and �k are the
images of the complex variables z and � correspondingly, constants Ak have to be
found through the uniform field 
ij at infinity.

Taking into account the equalities d�k D akds we transform the representation
(3.1)

ˆk.zk/ D Ak C 1

2	

Z
�

!k.�/

ak. /.�k � zk/
d�k (3.2)

We find the traces of the function ˆk.zk/ on � by means of the Sokhotskii-Plemelj
formulas [9]. The Eq. (3.2) yields

fˆk.zk/gż!�02� D ˙
i!k.�0/

2ak. 0/
C 1

2	

Z
�

!k.�/

�k � �0k
dsC AkI

�0k D <�0 C �k=�0
(3.3)

The upper sign corresponds to the case z  �0 2 � D S
�n. The integral is

considered as the principal value by Cauchy. Substitution of the limit values (3.3)
into the boundary conditions (2.4) yields

2<
2X

kD1
f�k;�1gak. 0/f˙ i!k.�0/

2ak. 0/
C 1

2	

Z
�

!k.�/

�k � �0k
dsg D fX1n;X2ng (3.4)
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Hence, the system consists of two algebraic and two singular integral equations of
the first kind with Cauchy kernel.

=
2X

kD1
�!k.�/ D 0I =

2X
kD1

�k!k.�/ D 0I (3.5)

2<
2X

kD1
f�k;�1gak. 0/

	

Z
�

!k.�/

�k � �0k
ds D fN1.�0/;N2.�0/g (3.6)

where

N1.�0/ D �p cos. 0/ � 2<
2X

kD1
�kak. 0/AkI

N2.�0/ D �pn sin. 0/C 2<
2X

kD1
ak. 0/AkI p D f pn; � 2 �ng

(3.7)

It follows from the relations (2.2) and (2.3), that at “infinity” must satisfy the
equalities

2<
2X

kD1
Ak D 
1

22 I 2<
2X

kD1
�kAk D �
1

12 I 2<
2X

kD1
�2kAk D 
1

11 I (3.8)

Hence

2<
2X

kD1
�kAk D 
1

11 cos 0 C 
1
12 sin 0I

2<
2X

kD1
�Ak D 
1

12 cos 0 C 
1
22 sin 0I

(3.9)

We introduce the real vector-function q.�/ by the equations

q.�/ D R!.�/; !.�/ D R�1q.�/

!.�/ D f!1; !2gT ; q.�/ D fq1; q2gT ;R D
�
�1 �2
�1 �1

� (3.10)

Inversion of the system (3.7) gives

!.�/ D .�1/k q1 C "kq2
�2 � �1 ; "1 D �2; "2 D �1; (3.11)
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Ultimately, we reduce the integral Eq. (3.5) using the relations (3.6), (3.7) to the
following matrix form

1

	

Z
�

K.�; �0/q.�/ds D N.�0/; �0 2 � D
M[
1

�n;

K.�; �0/ D <


R.G.�; �0//R

�1

G.�; �0/ D diagf a1. 0/

�1 � �01 ;
a2. 0/

�2 � �02 ;
a3. 0/

�3 � �03 g; ak. 0/ D �k cos 0 � sin 0

q.�/ D .q1.�/; q2.�//T ; qk.�/ D fqn
k.�/; � 2 �ng; .k D 1; 2I n D 1;M/

(3.12)
The solution to the matrix integral Eq. (3.9) yields the additional conditions of the
single-valuedness of dislocations. This conditions can be obtained from (3.1)

'k.zk/ D Akzk � 1

2	

Z
�

!k.�/ log.�k � zk/ds; ' 0
k.z/ D ˆ.z/ (3.13)

The increment of the function 'k.zk/ for the full path tracing along the crack �n

follows from (3.10)

�'k.zk/ D �i
Z
�n

!k.�/ds (3.14)

Using the formulas (2.2) and taking into account (3.11) we obtain the conditions of
the single valuedness of the field of displacements in the plate

=
2X

kD1
p1k

Z
�n

!k.�/ds D 0I =
2X

kD1
p2k

Z
�n

!k.�/ds D 0I .n D 1;M/ (3.15)

We have

=
2X

kD1

.�1/k�1p1k

"2 � "1 D s11=.�1 C �2/; =
2X

kD1

.�1/k�1"kp1k

"2 � "1 D s11=.�1�2/

=
2X

kD1

.�1/k�1p2k

"2 � "1 D �s22=
�

1

�1�2

�
; =

2X
kD1

.�1/k�1"kp2k

"2 � "1 D �s22=
�
�1 C �2
�1�2

�
(3.16)
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Taking into account this relations and (3.9) we reduce the single-valuedness
conditions (3.12) to the following ones

s11f=.�1 C �2/
Z
�

q1.�/ds� =.�1�2/
Z
�n

q2.�/dsg D 0I .n D 1; M/

s22f�=
�

1

�1 C �2
�Z

�

q1.�/dsC=
�
�1 C �2
�1�2

�Z
�n

q2.�/dsg D 0I
(3.17)

Moreover, s22 D s11j�1�2j2.
We can show that the determinant of this homogeneous system is not equal to

zero and Z
�

qk.�/ds D 0; .k D 1; 2I n D 1; M/ (3.18)

Thereby, the constructed analytical algorithm is reduced to the solution to the system
of 2M matrix singular integral equations of the first kind (3.9) simultaneously with
2M additional conditions (3.14). These conditions yield the single-valuedness of the
solution to the system (3.9) in the class of the functions unbounded at the ends of
the arcs �n; .n D 1; M/ [9].

4 Asymptotes at the Ends of Cracks and Characteristics
of Distraction

Let us introduce the contour parametrization �n W � D �.ˇ/; �0 D �0.ˇ/; � 1 �
ˇ; ˇ0 � 1. The densities !k in the Eq. (3.4) have the square root singularities. Let us
suppose that

!k.�/ D !�
k .�/p

.� � a/.� � b/
D �k.ˇ/p

1 � ˇ2s0.ˇ/
; s0.ˇ/ D ds

dˇ
; .k D 1; 2/ (4.1)

where�k.ˇ/ are Hölder continuous functions on [-1, 1].
It follows from (3.7), (3.8) that

qk.�/ D Qk.ˇ/p
1 � ˇ2s0.ˇ/

;

fQ1.ˇ/;Q2.ˇ/g D
2X

kD1
f�1; �kg�k.ˇ/

�k.ˇ/ D .�1/k Q2.ˇ/C "kQ1.ˇ/

�2 � �1 ; "1 D �2; "2 D �1

(4.2)
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The asymptotes of the Cauchy integral at the ends are determined by the equali-
ties [9]

f .z/ D 1

2	 i

Z
�

!.�/d�

.� � c/� .� � z/
D

8̂̂<
ˆ̂:

ei	�!.a/
2isin	� .z � a/�� C f1.z/; c D a

� ei	�!.b/
2isin	� .z � b/�� C f2.z/; c D b

lim
z! a

f1.z/.z � a/� D 0; lim
z! b

f2.z/.z � b/� D 0; 0 � <� < 1
(4.3)

where a is the beginning and b is the end of the arc L.
Taking into account (3.15) we represent the main asymptotes of the generalized

Cauchy integral (3.2) in the form:

ˆk.zk/ D i�k.˙1/
2
p
2� 0

k.˙1/
.˙ck 
 zk/

� 1
2 ; � 0

k.ˇ/ D
d�k

dˇ
(4.4)

where the upper sign corresponds to the end of the crack ck D bk, the lower one to
the beginning ck D ak, bk D < bC �k= b, ak D < aC �k= a.

Let

z� a D erei�a I z � b D erei�b I 0 � �a; �b � 	; (4.5)

then (Fig. 2)

zk � ak D <.z � a/C �k=.z� a/ D r.cos�a C �ksin�a/

zk � bk D r.cos�b C �ksin�b/
(4.6)

Taking into account (3.18) and (3.17) we obtain the main asymptotes for the stresses
at the tips. The Eq. (2.2) yields

f
11; 
12; 
22g D 1p
r
<

2X
kD1
f�2k ;��k; 1g i�k.˙1/

2� 0
k.˙1/

.
 cos�c
�ksin�c/
� 1
2 (4.7)

where the upper sign corresponds to the tip c D a, the lower one to the tip c D b.
In order to compute the SIF KI and KII at the crack tips we find


n D 
11cos2 C 
12sin2 C 
22sin2 ; �ns D 
12cos2 C 
22 � 
11
2

sin2 

(4.8)
where  is the angle between the normal vector and the axis Ox1.
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Fig. 2 Crack and stress near the tips

Taking into account the expressions for the stresses (2.2) we have


n D 2<
2X

kD1
a2k. /ˆk.zk/

�ns D 2<
2X

kD1
akbk. /ˆk.zk/

bk. / D ��k sin � cos D dak. /

d 

(4.9)

In order to evaluate the main asymptotes of the stresses 
n and �ns on the crack we
use the formulas (4.2), where the angles  at every tip coincide with the angles of
the corresponding normal vector  a and  b (Fig. 2).

In this case, we have

zk � ak D �rak. a/; zk � bk D �rak. b/ (4.10)
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Substituting (3.17) into (4.2) and taking into account (4.3) we obtain the main
asymptotes of the normal stress 
n and in-plane shear �ns at the tips of the crack


n D 
2<
2X

kD1

�k.˙1/ak. c/

2
p
2rs0.˙q/

C O.1/

�ns D 
2<
2X

kD1

�k.˙1/bk. c/

2
p
2rs0.˙q/

C O.1/

(4.11)

Here, the upper sign also corresponds to the tip c D b the lower one to the tip c D a.
The stress intensity factors of normal break and in-plane shear at the crack tips are
defined by the relations [10, 11].

KI D lim
n!0

p
2	r
n;KII D lim

n!0

p
2	r�ns (4.12)

Hence, using the relations (3.16) and (4.4) we obtain

KI D 

r

	

s0.˙1/fQ1.˙1/cos. c/C Q2.˙1/sin. c/g

KII D 

r

	

s0.˙1/f�Q1.˙1/sin. c/C Q2.˙1/cos. c/g
(4.13)

and

Q1.˙1/ D ˙
r

s0.˙1/
	
fKI sin c C KII cos cg

Q2.˙1/ D 

r

s0.˙1/
	
fKI cos c � KII sin cg

(4.14)

The Eq. (4.5) yields the expression

KI � iKII D 

r

	

s0.˙1/fQ2.˙1/C iQ1.˙1/gei c (4.15)

where the upper sign corresponds to the tip c D b the lower one to the tip c D a.
Let us consider two states of the deformed solid, weakened by the crack. Let

us suppose that 
.0/ij ; e
.0/
ij ; u

.0/
i are the components of the tensors of stresses, the

deformation and displacement vector in an initial state of the solid “0”, 
.1/ij ; e
.1/
ij ; u

.1/
i

are the corresponding values at the state “1”. We obtain the increment �† for the
part of the two-side surface of the crack. In the assumption of the absence of the
bulk forces we write the expression for the increment of the inner energy in the
case of the transition of the anisotropic solid from the state “0” into the state “1”.
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This increment �A�† determines the energy flow in the breaking �†. Hence, we
obtain [11]

�A�† D 1

2

Z
�†1



.0/
ij njŒu

.1/
i 
ds; Œui
 D uC

i � u�
i (4.16)

Here, the sign ˙ corresponds to the limit values of u.1/i on the double-side surface
�†. Th integral is taken at one side of the surface

�.�†1 C�†2/ D ��A�† (4.17)

where � is the density of the energy surface.
The crack is expanded on the tangential on a small distance h D � l and its tip c
takes a location c0. Then, (4.7) yields

�A�l D 1

2

Z h

0

.X1n�u1 C X2n�u2/dr (4.18)

where � u1, � u2 are the displacements of the notches of the extended crack at cc0.
We obtain at the neighborhood of c0

Z
ˆk.zk/ D 'k.zk/ D 
 i�.˙1/p

2� 0
k.˙1/

q

 �zk � c0

k

�
(4.19)

where, as always, the upper sign is related to the end of the expanded crack c0 D b0,
lower to the begin of c0 D a0 (Fig. 3)

�u1 D 2
s
2.h� r/

s0.1/
s11f Q2=.�1 C �2/ �Q1=.�1�2/g

�u2 D 2
s
2.h� r/

s0.1/
s22f Q1=

�
�1 C �2
�1�2

�
�Q2=

�
1

�1�2

�
g

(4.20)

h

c r
c’

Fig. 3 States “0” and “1” into evaluation energy at the tips
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The stress vector projection has the form

X1n D 1p
2rs0.1/

<
2X

kD1
�k�k.1/ D Q2.1/

2rs0.1/
;

X2n D � 1p
2rs0.1/

<
2X

kD1
�k.1/ D � Q2.1/

2rs0.1/

(4.21)

Using the formulas (4.11), (4.12), derive from (4.9)

�A�l D 	h

2s0 s11.˛11Q
2
1 � 2˛12Q1Q2 C ˛22Q2

2/ (4.22)

Finally, taking into account (4.6) we obtain

�A�l D h

2
s11.ˇ11K

2
I � 2ˇ12KIKII C ˇ22K2

II/ (4.23)

where

˛11 D =Œ.�1 C �2/.�1�2/

˛12 D =Œ.�1�2/

˛11 D =Œ.�1 C �2/


ˇ11 D ˛11sin2 � ˛12sin2 C ˛22cos2 

ˇ12 D .˛11 � ˛22/sin2 � 2˛12cos2 

ˇ22 D ˛11cos2 C ˛12sin2 C ˛22sin2 

(4.24)

5 Results and Conclusion

We consider numerical experiments in a finite plane with 50–100 random normally
distributed cracks, concentrated in a bounded area in a plane. The cracks are
obtained using Delaney triangulation with the centers of the triangulation ordered
according to the normal law of distribution. The cracks were formed by the
polynomial of the third degree and with random angle of rotation. The experiment
has been repeated 5–10 thousand times. On its every stage we obtained the
mathematical expectations and dispersions for the stress intensity factors and the
energy flows at every crack tips. Experiments were performed for various variants
of the mechanical loads. The Monte Carlo scheme was applied in simulations. The
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results are represented in the form of the histogram of the normalized frequencies
for the obtained sample x

�n D �i

S
; S D

X
i

�i�x (5.1)

and for the probability density function

f .x; �; 
/ D 1



p
2	

exp

�
� .x � �/

2

2
2

�
(5.2)

�—mean, 
—standard deviation of sample x.
Using the described above methods we take the stresses at the infinity as


22 D 1 N
m2
I 
11 D 
12 D pn D 0;

The deformation coefficients of the anisotropic plate [1] is
s11 D s22 D 14; 362 � s0; s12 D �4; 2625 � s0; s16 D �s26 D �1; 7754;
s66 D 41:35 � s0; s0 D 10�12 N

m2

As a final conclusion we can say that the normal law of the distribution of the
cracks in the plane yields the normal law of the distribution of the parameters of
distraction (Figs. 4, 5, 6 and 7).

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

Fig. 4 An example of the configuration of 50 cracks



114 L.A. Filshtinskii et al.

Fig. 5 Distribution of the mean values of the stress intensity factor KI . The sign � corresponds to
the tip a of the crack, sign C to the tip b

Fig. 6 Distribution of mean values of stress intensity factor KII . The sign � corresponds to the tip
a of the crack, sign C to the tip b
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Fig. 7 Distribution of mean values of energy flows � Ah. The sign � corresponds to the tip a of
the crack, sign C to the tip b
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Perturbative Expansions and Critical
Phenomena in Random Structured Media

Simon Gluzman and Dmitry A. Karpeyev

Abstract We present constructive solutions for the effective properties for three
problems in the field of random structured media. They are all based on truncated
series and on a constructive investigation of their behavior near divergence points
where the physical percolation or phase transitions occur. (1) Effective conductivity
of 2D conductors with arbitrary contrast parameters is reconstructed from the
expansion at small concentrations and of the critical behavior at high concentra-
tions. (2) Effective shear modulus of perfectly rigid spherical inclusions randomly
embedded into an incompressible matrix is reconstructed given its expansion at
small concentrations and critical behavior. In addition, the critical index S of super-
elasticity is estimated. (3) We also employ a truncated Fourier expansion to study
spontaneous directional ordering in models of planar fully-connected suspensions
of active polar particles. The main result is the discovery of a discontinuous, abrupt
transition from an ordered to a disordered state. It is a macroscopic effect caused by
a mesoscopic self-quenching noise. The relaxation time remains finite at the critical
point, therefore the effect of self-quenching is to strongly suppress the critical
slowing down and improve the reaction time to external stimuli.
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The three problems considered in the paper belong to the field of random structured
media undergoing a phase transition with changing strength of the disorder or noise.
Such problems are treated by application of some perturbation theory in terms of the
corresponding small parameters, when only a few starting terms in expansions of the
effective properties are available. In order to extend the region of applicability of
the corresponding series one has to apply some re-summation technique. The self-
similar renormalization appears to be uniquely suited for all three problems with
necessary modifications taking into account the specifics.

Property of self-similarity is the central concept of the approach and represents
the group property of a function conserving its form under the change of its
variable. It is pertinent to the autonomous dynamical systems, expressing the group
property of motion. Similar relations appear in the renormalization group approach
of quantum field theory. The concept of self-similarity re-appears in the context of
fractals. In particular cases, this variable can be time, as for dynamical systems,
momentum, as for field theory, or space scale, as for fractals. Most generally such a
variable can be the approximation number, playing the role of effective time. Then
motion occurs in the space of approximations, and the property of self-similarity is
applied constructively to extend the low-order formulae to make them applicable to
arbitrary values of parameters.

1 2D Conductivity: Dependence on Contrast Parameter

Consider a classical problem of the effective conductivity of a 2D random com-
posite. An accurate approximate formula can be deduced for a 2D, two-component
composite made from a collection of non-overlapping, identical, ideally conducting
circular discs, embedded randomly in an otherwise uniform locally isotropic host.
Consider the general situation, when contrast parameter

� D 
i � 
m


i C 
m
; (1)

enters the power series for conductivity explicitly. Usually for the matrix it is taken

m D 1, and for the inclusions 
i � 
 , so that j�j � 1.

There are two different limit cases for the effective conductivity. In the limiting
case of a perfectly conducting inclusions, the effective conductivity is expected to
tend to infinity as a power-law, as the concentration of inclusions x tends to the
maximal value xc D 	p

12
achievable for the random array,


.x/ ' A.xc � x/�s: (2)
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The critical superconductivity index (exponent) s is believed to be close to 4
3
	 1:3

[23]. The critical amplitude A is an unknown non-universal parameter. From the
phase interchange theorem [23] it follows that in two-dimensions, the superconduc-
tivity index s is equal to the conductivity index t.

On the other hand the following expansion in concentration x of the inclusions
and contrast parameter � was obtained in[9],


.x; �/ D 1C a1.�/xC a2.�/x2 C a3.�/x3 C : : : (3)

The low-order coefficients depend only on �,

a1.�/ D 2�; a2.�/ D 2�2; a3.�/ D 4:9843�3 � 0:0688�4 � 0:1463�5 � 0:7996�6:
(4)

Since there are two parameters x and �, we derive the final formula in two steps.
First, let us guarantee the correct dependence on contrast parameter.

Let us stress that in 2D one has to respect celebrated Keller’s phase-interchange
relation [14, 23], valid for the general case of average conductivity of a statistically
homogeneous isotropic random distribution of cylinders of one medium in another
medium [14]. Since the dependence on the conductivity of inclusions and matrix is
hidden within the contrast parameter, the phase interchange can be expressed even
simpler as follows,

1


.x; �/
D 
.x;��/; (5)

One should try to develop an expression which satisfies (5) by design. The proper
steps have to be taken to guarantee corresponding critical properties. One has then
simply modify parameters of the solution to move away to non-critical situations.
The simplest solution along these lines can be constructed in terms of the factor
approximant [26]. They are particularly suited to include both types of critical
behavior as �! �1, and �! 1, respectively,

†�.x; �/ D .B1.�/xC 1/4=3.B2.�/xC 1/�4=3: (6)

Here B1.�/ D 3�

4
; B2.�/ D � 3�4 ; are defined from the asymptotic equivalence

to the series (3). The symmetry dictated by (5) is self-evident, but the values of
thresholds as � ! �1, and � ! 1, are wrong. Let us impose the conditions on
correct threshold in both limits by means of the simple exponential form for the
effective thresholds. Thus we arrive to the following re-summed expression

†��.x; �/ D .B�
1 .�/xC 1/4=3.B�

2 .�/xC 1/�4=3; (7)
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where B�
1 .�/ D 3�

4e0:385406�
; B�

2 .�/ D � 3�

4e�0:385406� : Let us find a multiplicative
correction to (7), expressed as the Pade approximant We thus develop the following
corrected factor approximant,

†��
1c .x; �/ D †��.x; �/ 1Cvx

1�vx ; (8)

where v D v.�/ and

v.�/ D 0:5 ��e�0:385406�� � e0:385406��C 2�� : (9)

The latter expression is obtained from the asymptotic equivalence with series
(3). The form of correction is additionally motivated by the celebrated Clausius-
Mossotti (CM) formula, 
CM.x; �/ D 1C�x

1��x [4]. CM is valid for small concentrations
but respects the phase interchange symmetry. Formula (8) respects this symmetry as
well.

Assuming even more general form for the correcting Pade approximant, we
obtain another more accurate formula.

†��
2c .x; �/ D †��.x; �/ w1.�/�xCw2.�/r3x2C1

�w1.�/�x�w2.�/�3x2C1 ; (10)

where

w1.�/ D 1 � cosh.0:385406�/; w2.�/ D � 0:375 sinh.0:770811�/
�

: (11)

The phase-interchange symmetry is again preserved.
Consider now the simplest possible dependence of the effective thresholds

leading to the correct value of xc as � ! �1 and � ! 1 respectively. Such a
dependence follows from the CM formula, B�

1 .�/ D �

xc
; B�

2 .�/ D � �

xc
: Using

the same approach as above we obtain much simpler expression for the effective
conductivity,

†��
s .x; �/ D

�
�
p

3rx
	 C1

�4=30@
�
	�

�
p

3

�
rx

	 C1
1
A

�
1� �

p

3rx
	

�4=30@1�
�
	�

�
p

3

�
rx

	

1
A
; (12)

which gives results very close to the more sophisticated (10). Moving singularity
to the non-physical values of x allows to preserve the form typical for critical
regime for all values of �, but also suppresses the singularity. Assumptions leading
to formula (12) are most intuitive and can serve as a guide in generally more
complicated situations. It is also significant that the formulae suggested above do
agree with upper and lower Hashin-Strickman bounds given by Eq. (7.10) from [16].
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2 3D Elasticity, or High-Frequency Viscosity: Critical Index

Consider a problem of perfectly rigid spherical inclusions randomly embedded into
an incompressible matrix. It is analogous to the problem of high-frequency effective
viscosity of a suspension [3, 8]. Such composite has a Newtonian elastic behavior
and the ratio of the effective shear modulus to that of the matrix is [8, 24],

�.x/ D 1C a1xC a2x2 C O.x3/; a1 D 5=2; a2 D 5:0022: (13)

It is expected that �.x/ ' A.xc � x/�S, in the vicinity of the 3D-threshold. The
“super-elasticity index” S is defined for super-rigid inclusions and is analogous
to the superconductivity index s [6]. In the 2D case Bergman argued that S D s.
Let us employ some special resummation technique uniquely suited for very short
series and estimate the critical index S [25]. The technique revealed very good
results for the conductivity critical index in 2D and 3D based on the short expansions
in concentration. Let us apply the resummation technique to the inverse series (13),

�.x/�1 D M.x/ ' 1C Qa1xC Qa2x2; Qa1 D �5=2; Qa2 D 1:2477: (14)

Then one should construct two different approximants. For instance the simplest pair
is given by the following low-order approximants with c being a control parameter,

M�
1 .x/ D

�
c

c� Qa1x

	c
; M�

2 .x/ D 1C Qa1x
h
1 � Qa2x

Qa1.1Cc/

i�.1Cc/
: (15)

From the first-order approximant we estimate threshold as a function of c, xc.c/ D
c
Qa1 : Naturally one would like to have the two approximants to differ from each other

minimally. The minimal difference condition gives the condition on stabilizer c. It
will be determined as a minimizer of the following expression

ˇ̌̌
ˇ̌1C Qa1xc.c/

�
1 � Qa2xc.c/

Qa1.1C c/

��.1Cc/
ˇ̌̌
ˇ̌ : (16)

We find numerically that c D �1:57637, leading to the critical index S D �c. Even
more convincing is the corresponding value of threshold xc.c/ D 0:630549. While
the correct threshold is expected to be 0:637. It gives more credence to the estimate
of index S. What happens to the index estimate if we do know the correct value of
threshold xc D 0:637 in advance, and try to use the knowledge? Let us apply the
transformation, z D x

xc�x , to the original series (13), with the resulting series

�.z/ D 1C b1zC b2z
2 C O.z3/; b1 D 1:5925; b2 D 0:437278: (17)
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The set of approximations to �.z/ including the two starting terms from (17), leads
to the simple expression for the renormalized quantity ��

1 ,

��
1 .z/ D

�
1 � b1z

s1

	�s1 H)
�

s1�b1

	s1
z�s1 .z!1/: (18)

The stabilizer s1 should be negative, if we want to reproduce in the limit of z!1,
the correct power-low behavior of the effective shear modulus. For comparison one
also needs to construct a different set of approximations. It can be accomplished
simply by leaving the constant term from (17) outside the renormalization proce-
dure. Then the second-order approximation appears as follows [25],

��
2 .z/ D 1C b1zŒ1 � b2z

b1.1Cs2/

�.1Cs2/ H)

.� b2
1Cs2

/�.1Cs2/ b2Cs2
1 z�s2 .z!1/: (19)

Demand now that both (18) and (19) have the same power-law behavior at z!1;
while s2 D s1 � c: Requiring the convergence for the two available approximations
in the form of the minimal-difference condition for critical amplitude, we obtain
the condition on the negative stabilizer c. It is determined numerically from the
minimum of the expression

ˇ̌̌h��b2
1Cc

��.1Cc/
b.2Cc/
1 �

�
c

�b1

	ciˇ̌̌
: (20)

The nontrivial zero of (20) is located at the point c D �1:60491. The final formula
which respects (13), has the following form:

��
2 .z/ D 1C b1z

�
1 � b2z

b1.1C c/

��.1Cc/

: (21)

Expressed in the original variable it gives the effective shear modulus

��.x/ D 1C 1:5925
�
0:637�0:546068x

0:637�x

�0:604905
x

0:637� x
; (22)

for arbitrary concentration of particles and the critical index S D �c D 1:60495.
Note also that a naive estimate with the simplest root approximant ��.x/ D .1 C
Bx/�S gives a bit higher value S D 1:66462, with B D �1:50184.

All our estimates thus agree with the value of 1:7 quoted in [22]. Note that S
predicted for the high-frequency viscosity of suspensions is smaller than 2, the value
expected in the general case of 3D viscous suspensions [7]. The critical amplitude
can be estimated A D 0:47891. The formula (22) can be expanded at small x,

��.x/ D 1C 2:5xC 5:0023x2 C 9:39296x3C 16:9754x4 CO.x5/:
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The third-order coefficient a3 equals 9:39296, in agreement with the most sophis-
ticated estimate 9:09˙ 0:02 from [8]. The fourth-order coefficient is estimated as
well.

Formula (22) can be compared with analytical expression from [8],

�A.x/ D 1C 5
�
0:63x2 C 1:0009xC 1� x

2 .�0:63x3 � 1:0009x2 � xC 1/ :

There is a good agreement up to x D 0:45. The latter formula definitely fails in
the region of high-concentrations, since it predicts an incorrect threshold and index,
while (22) captures this region close to xc and predicts index S.

3 Spontaneous Ordering in Suspensions of Active Particles

Active Brownian particles have the ability to generate a flow field, which in turn
can influence their motion. In addition, many active particles are polar, such as, for
example biological agents or chemically-driven colloids. They have a distinct body
asymmetry, an axis defining their preferred direction of motion (the head-tail axis).
The polarity of particles introduces a distinct orientation, which in two dimensions
is entirely determined by a single angular variable [19]. An important feature of
most active matter systems is the presence of non-negligible random fluctuations in
the motion of individual active units. Quantification of this apparent randomness is
considered below at the level of Fokker-Planck equations for the evolution of the
probability densities.

Microscopic equations of motion of active interacting particles, such as swim-
ming bacteria or schooling fish, are effectively intractable, having to describe
the dynamics with up to O.106/ degrees of freedom. Instead, we propose a
kinetic theory, the Generalized Fokker-Planck Equation (GFPE), which seeks to
systematically incorporate collisions and ordering effects specific to polar particles
beyond the classical mean-field approximation to the microscopic equations.

The GFPE, like many other kinetic theories, is not derived rigorously but rather
by plausible arguments, leading to an interplay of the (angular) diffusion and
inelastic collisions—the main physical effects of interest in this model. Competition
of alignment effected by collisions [2, 20], and disalignment due to diffusion is
expected to lead to a spontaneous directional ordering at the critical point where
collisions overcome diffusion. Here we consider several models of this type in 2D
with particle position r D .x; y/ and orientation � that can be characterized by a
single angle � as in � D ei� D .cos �; sin �/. In this setting the probability density
is a function of the in-plane angle and position P.r; �; t/.

GFPE is derived from the minimal Model 0 (see Eq. (23)) initially proposed by
[1] in a different context and analyzed in [5]. This model describes a fully-connected
suspension of polar (or oriented) particles in the plane. That is, our model describes
a suspension where all particles interact with all other particles and governs only
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the angular part of the single-particle distribution function P.�; t/, since the spatial
position is irrelevant in the situation of full connectivity. The relevant physical
models are, for example, suspensions of swimming bacteria and mixtures of
microtubules interacting by means of molecular motors. While the assumption
of full connectivity implies spatial homogeneity and limits its applications to
real dynamics, these models are attractive since they remain analytically and/or
numerically tractable, while spatially-heterogeneous models are rarely so. At the
same time, fully-connected models (see e.g., [18]) can still capture a nontrivial
aspect of the real physics. In the fully-connected situation the movement of particles
reduces to changes in orientations, which has the diffusive and steric parts. In this
context, the angular diffusion, characterized by coefficient D, can be viewed as
modeling local noise as well as the coarse-grained fluctuations not captured by the
mean long-range spatial interactions. For example, in the case of swimming bacteria
the noise is a model of intrinsic stochastic effects, such as bacterial tumbling, as
well as other non-systemic effects that are not captured by our extended mean-field
model. These and other weaker effects that cumulatively act as additive Gaussian
white noise. Steric interactions are modeled by a binary integral operator, which
describes the inelastic collisions of collocated particles that bring each colliding
particle pair into complete alignment.

A central question in the study of models of collective motions is the presence
and the nature of phase transitions, which are typically characterized by the order
parameter �—the suitably-defined local mean orientation. In the disordered phase
j�j � 0; while in the strongly ordered regime j�j � 1.

GFPE Models Model 0 is perhaps the simplest translationally-invariant model of
interacting polar particles in a 2-dimensional domain with inelastic collisions. This
description is particularly suitable for suspensions of particles in a thin liquid layer
and is borrowed from [1]. Here orientation � is uniquely defined by an angle � , and
the probability of such an orientation at time t is P.�; t/ governed by GFPE:

@P

@t
.�; t/ D @2

@�2
.DP.�; t//C

Z 	

�	
P

�
� � �

0

2
; t

�
P

�
� C � 0

2
; t

�
d� 0 � P.�; t/:

(23)

Here D being the constant coefficient of angular diffusion normalized by the
collision rate. Collisions themselves are encoded by the integral and linear on P
term,

R 	
�	 P

�
� � � 0

2
; t
	

P
�
� C � 0

2
; t
	

d� 0 � P.�; t/ DR 	
�	 P

�
� � � 0

2
; t
	

P
�
� C � 0

2
; t
	

d� 0 � R 	�	 P.�; t/P.� C � 0; t/d� 0:
(24)

The integral term is due to the increase in the probability of orientation � as a result
of a collision between two particles with pre-collision orientations �C� 0 and �C� 0.
The linear term is due to the decrease in the same probability due to a collision
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between a particle oriented along � with a differently-oriented particle � C � 0. The
usual normalization of total probability

R
P.� 0; t/d� 0 D 1 is always respected, and

the latter integral reduces to P.�; t/.
Model 0 assumes that rotational fluctuations on particle orientation at different

orientations � are decorrelated [2, 11]. There are experimental reasons to believe,
however, that in a locally-ordered configuration local fluctuations become relatively
weaker, requiring a stronger perturbation to break particle alignment [11]. Thus,
it is more realistic to model orientational fluctuations as a self-quenching noise:
a noise that decays with the increasing local ordering. We incorporate these ideas
about fluctuations in our Model 1 where the self-quenching fluctuations are modeled
as Gaussian white noise, but with its magnitude inversely related to a measure
of ordering. It is convenient and natural to select mean orientation � as the order
parameter. Identifying orientation with a complex scalar � D ei� we have

� D
Z
�P.�/d� D

Z
ei�P.�/d�:

This can be identified in terms of the Fourier series expansion of probability is
P.�/ DPk Pkeik� , which has complex-conjugate coefficients P�k D P�

k since P.�/
is real:

� D
Z 	

�	
ei�P.�/d� D P�1 D P�

1 : (25)

Our collisional model doesn’t have a quantity that can be easily identified with the
strength of alignment, except, perhaps the total collision rate implicitly present in
the normalized maximum diffusion D. We can, however, consider a parameterized
family of diffusion coefficients that depend on the order parameter, and also
investigate the dependence of phase transitions on the parameterization.

To this end, we set general expression for the self-quenching diffusion coefficient
D to be

D.�/ D D .1 � �jP1j˛/ ; (26)

where D is the maximal diffusion strength normalized by the collision intensity, and
1 � ˛ � 2 and � � 0 are parameters.

Our main goal is to investigate the stationary behavior and phase transitions in
the resulting Model 1

@P
@t .�; t/ D @2

@�2

�
D.�/P.�; t/

�C R 	�	 P
�
� � � 0

2
; t
	

P
�
� C � 0

2
; t
	

d� 0 � P.�; t/:

(27)

Specifically, we use two values of ˛ D 1; 2 and arbitrary �. This range of ˛
is representative of the full spectrum of behavior—continuous and discontinuous
transitions. In particular, we analyze the endpoints of the range. For ˛ D 1 the
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transition becomes discontinuous in the critical point, in a marked difference with
the case of ˛ D 2, with order parameter emerging continuously at the critical
point. The latter remains qualitatively similar to Model 0 with a modified critical
amplitude. These results allow us to conjecture that for some ˛� between 1 and 2
there is a change from continuous to discontinuous behavior.

Phase transitions of GFPE are studied by examining its stationary solutions,
which in general can only be obtained approximately. Since this approximation
method is of independent interest, we develop it in some generality using Model
0. As essentially exact results for that model are available in [5], we can evaluate
the approximation method in some detail. We seek a solution in terms of a truncated
Fourier expansion of the form

P.k/.�/ D 1

2	
C a cos.�/C b cos.2�/C � � � C d cos.k�/: (28)

Observe that P.0/ D P0 D 1
2	

is the isotropic solution that is only expected to
exist for sufficiently strong diffusion D. For D below a certain critical diffusion
strength Dc the steady state becomes anisotropic. The basic symmetry � 7! �� of
the stationary GFPE implies that any anisotropic solution is symmetric about any of
its local maxima (peak). In the ansatz above we assume a peak at � D 0, then the
same symmetry explains the absence of sin.k�/ terms in the above expansion.

3.1 Model 0: Stationary States with Additive Noise

Denote by E the stationary GFPE operator—the right-hand side of (23):

EŒP
.�/ D D @2

@�2
P.�; t/C R 	�	 P

�
� � � 0

2
; t
	

P
�
� C � 0

2
; t
	

d� 0 � P.�; t/: (29)

Define, further, R.k/.�/ D jEŒP.k/
.�/j the residual at � resulting from the substitu-
tion of approximant P.k/. The expansion coefficients a; b; c; : : : are now determined
using the following mixture of (a) Galerkin conditions, and (b) pointwise collocation
conditions applied to R. Galerkin conditions require that R.k/ be L2-orthogonal to the
corresponding low-order Fourier monomials cos.�/ and cos.2�/:Z 	

�	
R.k/.�/ cos.m�/d� D 0: (30)

Applying these conditions results in equations from which the corresponding
Fourier coefficients a; b; c; : : : can be determined. Expansions (28) with the coef-
ficients determined this way will be called Fourier Polynomials (FP) approximating
the stationary solution. We also know that for D < Dc D 4

	
� 1 the stationary

solution of Model 0 has a single maximum and is, therefore monotone on Œ0; 	
 and
Œ�	; 0
. We use this feature along with the positivity of P as an important criterion
when evaluating the accuracy of our approximations.
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Since the Fourier amplitudes in [5] are obtained from Galerkin conditions, we
know that with the increasing order FP expansions converge in the L2-norm to
a stationary solutions of Model 0, implying that jjR.k/jjL2 ! 0. For finite k,
however, the properties of the FP expansions can be far from the limit. While
the Galerkin condition captures the behavior near the peak � D 0 well, and may
faithfully reproduce the mean properties of P, FP approximations can produce
spurious pointwise behavior away from � D 0. An example of this is a loss of
monotonicity on Œ0; 	
 resulting in multimodal distributions with multiple maxima.
More significantly, however, FP approximations can have negative values, violating
the probabilistic interpretation of P. To rectify this we impose a number of what
is known in the numerical analysis literature collocation conditions—the vanishing
of the residual at a number of suitably selected points (locations). Applying such
collocation conditions at a number of select points �i we obtain:

R.k/.�i/ D 0: (31)

This approach is inspired by the approach to cross-over phenomena in [12, 26],
where it was shown that imposing collocation conditions at or near the boundary
of the domain results in an improved finite-order approximation, which we call the
Improved Fourier Polynomial (IFP). Although in the present context the periodic
domain does not have a boundary, as indicated above, pointwise behavior of FPs
suffers away from the peak location � D 0. We therefore select �1 D 	 as the
analog of the boundary and apply the first collocation condition there. As a rule,
for our k-th order IFP approximation IFPk we will determine all but the highest-
order coefficient from the Galerkin conditions. In most cases, in order to restore
the desirable monotonicity and positivity properties, it is sufficient to use a single
collocation condition at �1 D 	 when determining the k-th order coefficient (k > 2).
Thus, while FP2 is identical to IFP2, for high orders IFPk differ from FPk and are
superior to them, as we now illustrate.

We start with the second order FP2

R.2/.�/ D �a .	.4bC 3DC 3/� 12/
3	

cos.�/� ��	a2 C 4bDC b
�

cos.2�/C : : : :

The first and second order Galerkin conditions are equivalent to setting the first and
second order coefficients of R.2/ to zero, recursively obtaining a and b as functions
of the noise strength D:

a D
�
3.4DC 1/.Dc � D/

4	

�1=2
; b D 	a2

4DC 1 : (32)

Thus FP2 calculations naturally reveal the correct threshold noise strength Dc and
the stationary solution exhibits critical behavior. Indeed, for D above Dc no nonzero
a and b satisfy the Galerkin conditions, so that only the uniform solution P0 satisfies
the stationary GFPE (23) Physically, fluctuations (diffusion) overwhelm collisions
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mixing the limiting long-time distribution into an isotropic state. For D below Dc,
however, the isotropic solution P0 is modified by a non-isotropic correction that
on approach to the critical diffusion strength satisfies the following asymptotic
condition:

a D A.Dc � D/1=2 C A1.Dc �D/3=2 CO �.Dc � D/5=2
�
;D " Dc: (33)

It is easy to check that coefficient a is equal to the order parameter j�j and contains
the leading perturbative term in Dc � D, with the critical amplitude A 	 0:706864,
and the critical exponent of 1=2 from square root term, in agreement with [18]; the
contribution from b is of higher order O .Dc �D/.

Overall, FP2 correctly predicts that the system undergoes a continuous phase
transition (or a second-order transition) at the critical noise strength Dc. Further-
more, with D sufficiently close to Dc the above FP2 has the correct qualitative
behavior: P.2/ it is positive and unimodal (i.e., with a single maximum at � D 0). For
larger Dc�D, however, monotonicity breaks down as, eventually, does the positivity.
Passing to FP3 does not improve the situation as it loses monotonicity even sooner
than FP2 (i.e., for lower values of Dc � D; not shown). However, with IFP3 (i.e.,
determining the 3-rd order coefficient c of P.3/ using collocation at �1 D 	 , rather
than Galerkin):

c D
q

K2
1 � 4	K2 � K1

2	
; (34)

where

K1 D 1C 4
3	
C 9D � 24	a2

20DC5 ;
K2 D b.3	4a3�8	2a2.4DC1/C3.4DC1/2.	DC	�4//

3	.4DC1/2 :
(35)

The improved Fourier polynomial approximation retains the correct qualitative
behavior for D as low as 0:5Dc, while the Fourier polynomial loses both mono-
tonicity and positivity for � away from 0.

As we are interested in accurate approximations to the stationary solution for
the widest possible range of values of D, we further examine IFP3 for D D 0:4D
and find it losing monotonicity. A higher order FP4 is qualitatively wrong, similar
to FP2, and we discovered that improving that 4-th order Fourier polynomial with
collocation at �1 D 	 is still inferior to IFP3.

The situation can be improved by dropping the third order Galerkin condition
and using two collocations at �1 D 	 and �2 D 	=2 to determine the two
highest order coefficients of the 4-th order Fourier expansion. We do not present
those results, however, and pass directly to IFP5, which is determined, as is IFP3
using a single collocation at �1 D 	 in addition to Galerkin conditions up
to the 4-th order. The IFP5 maintains correct qualitative properties for a wide
range of D values; it further compares very favorably in quantitative terms to the
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numerical solution obtained in [5]. In summary, the presented method of (improved)
Fourier polynomial approximations constitutes a rather flexible and effective tool for
investigation of the stationary GFPE solutions.

3.2 Model 1: Stationary States with Self-Quenching Noise

Passing to Model 1, we consider first two cases ˛ D 1 and ˛ D 2, which are
dramatically different in terms of their phase transition behavior. Taking ˛ D 2

first, the results remain qualitatively similar to Model 0 and, importantly, the critical
diffusion Dc stays the same. The main difference between the two models reduces
to a modified critical amplitude A. Indeed, applying Galerkin conditions we obtain

a D
q p

det
24	D2�2

� 	
6D2�2

C 5
8D� � 2

	D� C 1
�
;

det D 3D2�
�
3.16� 3	/2� � 64	3�C 24	2.16 � 5	/D� C 16	4;

and for the next FP coefficient,

b D � 	b2

4Da2� � 4D� 1: (36)

Setting � D 1, in the vicinity of the critical point the following asymptotic behavior
holds for the order parameter

a ' A.Dc � D/1=2 C A1.Dc � D/3=2 CO �.Dc �D/5=2
�
; (37)

where the critical amplitude and the sub-amplitude are A 	 0:760696; A1 	
1:19504: When we set ˛ D 1, however, the effect of self-quenching becomes
qualitatively different. Following the same computational route we obtain markedly
different results.

The first difference to note is that the critical diffusion coefficient acquires a
different value so that the new critical noise strength is greater than Dc:

D�
c ' Dc C 3

�
256� 176	 C 40	2 � 3	3� �2

16	4
CO ��4� ; � # 0; (38)

where the �2 coefficient is strictly positive. Most importantly, as D " D�
c the order

parameter remains finite:

a ' A� C A.D�
c �D/1=2 C OŒD�

c � D
; (39)
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with

A� D 3.3	�16/�
�
	
�
5
p
3.	�4/�2C4	2C6	�32

	
�16
p
3.	�4/�2C4	2

	
2	.3.16�5	/2�2C64	3/ ; (40)
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As observed earlier, with k # 0 Model 1 reduces to Model 0, and A approaches
to the corresponding amplitude there. Thus, for � > 0; ˛ D 1 Model 1 undergoes
a discontinuous (or first-order) phase transition at D�

c . The difference in behavior
with ˛ D 2 can perhaps be explained by the fact that with ˛ D 2 the difference
between D and D is an infinitesimal of higher order in Dc � D, so it does not affect
the leading asymptotic behavior. With ˛ D 1 the influence of self-quenching is
sufficiently strong to affect the leading-order behavior and render it discontinuous.
We conjecture that there is a “critical” ˛c lying between 1 and 2 at which the first-
order transition is replaced by the second-order transition, but the value of this
exponent is as yet unknown.

3.3 Elements of Kinetics

The behavior near the critical point, especially for Model 1, can be further elucidated
by investigating its dynamic properties. To this end we extend the classical Landau-
Hopf kinetic theory as follows. The time evolution of the slowly-varying part of the
average orientation in the vicinity of the critical point is governed by the following
equation [1, 13, 15]:

d�

dt
D .Dc � D/� � ˇj�j2�; ˇ > 0; (42)

which is consistent with the stationary solution in the long-time limit: � !
q

Dc�D
ˇ

as t " 1.
Comparing with the previously derived expressions for the same quantity, we

conclude that ˇ D
q

2
A , where A stands for the critical amplitude for Model 0 and

for Model 1 (˛ D 2). This is basically the “spectral” approach of [1] in reverse:
here we used our stationary solution to reconstruct the parameters of the equation
describing the relaxation of the order parameter to its stationary value in the vicinity
of the critical point.

Equation (42) can be solved exactly (see e.g., [21]). In particular, for Dc < D we
have �.t/ � e�t.D�Dc/ ! 0 with the characteristic relaxation time .D � Dc/

�1.
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A different solution is obtained for Dc D D, namely �.t/ � t�1=2 ! 0;

demonstrating the disappearance of a timescale dependence and an “infinite”
characteristic relaxation time.

In order to characterize the “slope” of the order parameter time dependence in
the general situation, let us introduce an effective characteristic relaxation time teff :

teff .t/ D �.1/� �.t/
d�
dt

:

Thus, teff is itself a function of time and can be interpreted as the time necessary
to reach the steady-state, if relaxing at the constant rate d�

dt . As t ! 1 this
definition naturally recovers the constant characteristic relaxation time T for the
aforementioned systems characterized by an asymptotically exponential decay. This
is also the case for linearized Eq. (42), where we obtain teff .1/ D .Dc � D/�1 ; as
expected. The divergence of the relaxation time of the order parameter, as the critical
point is approached, is known as the critical slowing down.

For Model 1 (˛ D 2) below the critical point, it turns out that a decrease in the
non-linearity strength ˇ (see Eq. (42)) does not change the form of teff .1/. Indeed,
a decrease in ˇ only increases the value of teff .t/ for finite times, leaving the long-
time behavior of teff .t/ unaltered. Thus, the dynamics of Model 1 (˛ D 2) are only
marginally different from Model 0.

In order to capture the dynamics of Model 1 (˛ D 1) with its discontinuous
character of the phase transition, we need to introduce an additional term into the
relaxation dynamics. We are going to look for the simplest polynomial extension
to the right hand side of the (42) that in the limit of t " 1 recovers the correct
stationary state for Model 1 (˛ D 1) as described above. The main properties that
must be captured by the long-time solution are the positive shift of the critical
diffusion strength D�

c � Dc > 0, the finite value A of the order parameter at new
critical diffusion, and the square-root form of the next-order dependence of a on the
distance to criticality D�

c �D. Assuming the kinetic ansatz

d�

dt
D .Dc � D/� C � j�j� � ıj�j2�; � > 0; ı > 0; (43)

which generalizes (42), in the long-time limit we obtain a stationary state that has
the correct form asymptotic behavior—a finite value at D D D�

c for suitable � and ı:

� D
p
4ı.Dc � D/C �2 C �

2ı
: (44)

By analogy with the simple kinetic model (42),the required parameter values are
readily obtained by requiring that the steady-state match two known conditions: the
value of critical point D�

c and the positive stationary value of the order parameter

A� at D D D�
c . The resulting equations are D�

c D �2

4ı
C Dc; A� D �

ı
: Thus, we
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have expressions relating the macroscopic observable parameters D�
c and A�, and

the intrinsic mesoscopic kinetic parameters � and ı: � D 4.D�

c �Dc/

A�

; ı D 4.D�

c �Dc/

A�2 .
The corresponding relaxation time can be obtained explicitly:

t�eff .1/ D
2ı

�
�p

4ı.Dc �D/C �2 C �
	
C 4ı.Dc � D/

: (45)

Most importantly, teff .1/ remains finite at both points Dc and D�
c . Moreover, as

D " D�
c one finds

t�eff .1/ '
ı1=2

�
.D�

c � D/�1=2;

an inverse square root dependence for the discontinuous transition, which should be
contrasted with the inverse linear dependence in the case of a continuous transition.
Thus, compared with the basic Model 0 we have a dramatic speed-up of the
relaxation to the stationary state because of the assumed self-quenching behavior.
On the other hand, when D # D�

c , we find an inverse linear dependence of the
relaxation time t�eff .1/ � .D �D�

c /
�1 (see also [10]).

As was observed in [17], for groups of living active organisms near criticality
(birds, fish, bacteria), the critical slowing down can play a detrimental role as
it diminishes their ability to quickly relax to a new equilibrium, if required by
the environment (e.g., the sudden appearance of a predator). At the same time,
being “critical” dramatically enhances the group’s susceptibility to external stimuli.
Indeed, susceptibility denotes the response of the order parameter to an external
stimulus h (for particles that are biological organisms the stimulus can be predators,
drugs, source of nutrition), and can be quantified as the derivative d�

dh , which
typically diverges at a second-order critical point as h�2=3 [17]. Thus, at a continuous
critical point cooperating particles can quickly determine the appropriate response
(high susceptibility), but are slow to execute it (critical slowing down).

The self-quenching noise has the effect of inducing a high susceptibility at D D
Dc, where it is still divergent, albeit at a weaker rate as h�1=2. At the same time, at
the nearby discontinuous transition point D�

c the new equilibrium can be reached in
finite time. Therefore, for D between Dc and D� or nearby, high susceptibility to a
stimulus coexists with a rapid relaxation to the new equilibrium determined by the
changed environment. This behavior can be regarded as an evolutionary advantage
that may have been employed, for example, by bacterial colonies for their survival.
In particular, in order to fight bacteria more effectively one might have to turn off
the effect of self-quenching noise, a peculiar mechanism allowing them to detect
threats fast and react quickly.

In general, Model 1 exhibits a qualitatively different range of critical behavior,
which depends on the value of the quenching exponent ˛. When ˛ D 2 Model 1
remains qualitatively similar to Model 0, although the self-quenching changes the
critical amplitudes. For a fixed level of noise D this leads to a relative enhancement
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of the relaxation time compared with Model 0, but the transition remains continuous.
As in all continuous transitions the relaxation time diverges at the critical point,
resulting in the critical slowing down of the approach to the stationary state.

The proposed direct analytic approach to the solution of GFPE is sensitive
enough to distinguish between this continuous transition and the discontinuous
transition, which appears when the quenching exponent is ˛ D 1. The main
result is the discovery of a discontinuous, abrupt transition from an ordered to a
disordered state in this case. It is a macroscopic effect caused by a mesoscopic
self-quenching noise. Here the relaxation time remains finite at the critical point,
therefore the effect of self-quenching is to strongly suppress the critical slowing
down and improve the reaction time to external stimuli. Nonetheless, in a peculiar
way the system retains a characteristic of the continuous transition—a divergent
sensitivity to external perturbations, quantified by the h�1=2 divergence of the
response to a stimulus of magnitude h. The physical significance of self-quenching
noise, therefore, may be in the dual advantage it imparts to biological colonies: high
sensitivity to a changing environment combined with fast execution of transition to
a new, more desirable state. As first-order transitions are generally observed only
in spatially-inhomogeneous particle systems, our translationally-invariant models
must be interpreted as capturing the correct spatial averaging of the mechanisms of
the phase transition behavior.
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Mixed Problem for Laplace’s Equation
in an Arbitrary Circular Multiply
Connected Domain

Vladimir Mityushev

Abstract Mixed boundary value problems for the two-dimensional Laplace’s equa-
tion in a domain D are reduced to the Riemann-Hilbert problem Re �.t/ .t/ D 0,
t 2 @D, with a given Hölder continuous function �.t/ on @D except at a finite number
of points where a one-sided discontinuity is admitted. The celebrated Keldysh-
Sedov formulae were used to solve such a problem for a simply connected domain.
In this paper, a method of functional equations is developed to mixed problems
for multiply connected domains. For definiteness, we discuss a problem having
applications in composites with a discontinuous coefficient �.t/ on one of the
boundary components. It is assumed that the domain D is a canonical domain, the
lower half-plane with circular holes. A constructive iterative algorithm to obtain an
approximate solution in analytical form is developed in the form of an expansion in
the radius of the holes.
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1 Introduction and Statement of the Problem

Mixed boundary value problems for the two-dimensional Laplace equation with
the Dirichlet and Neumann boundary conditions have applications in mathematical
physics when a potential is known on a part of the boundary L00 (the Dirichlet
condition) and the normal flux on the rest part L0 (the Neumann condition). The
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celebrated Keldysh-Sedov formulae [5] established in 1937 solve an arbitrary mixed
boundary value problem for a half-plane in closed form. If we know a conformal
mapping of the half-plane onto a domain D, we can solve an arbitrary mixed
boundary value problem for this domain. It is worth noting that the Keldysh-Sedov
formulae hold for any finite number of points X where L0 and L00 meet. Various
particular mixed problems were discussed in literature, for instance for a rectangle
by means of Fourier series. Such problems can be easily solved in terms of the
Weierstrass elliptic function }.z/ which conformally maps a rectangle onto the
upper half-plane.

A mixed problem can be considered as a particular case of the Riemann-Hilbert
problem [4, 12]

Re �.t/ .t/ D f .t/; t 2 @DnX ; (1.1)

where the coefficient �.t/ takes the value 1 on L00 and i D p�1 on L0. The finite set
of points X divides the segments L0 and L00. The function f .t/ is a given piece-wise
Hölder continuous function on @D. Therefore, the Keldysh-Sedov formulae can be
considered as exact formulae for solution to the special Riemann-Hilbert problem
(1.1). The general Riemann-Hilbert problem for an arbitrary simply connected
domain D, i.e. the problem (1.1) with arbitrary Hölder continuous function �.t/,
was solved in closed form in [4] up to a conformal mapping of D onto a canonical
domain, for instance onto a half-plane. The problem was also solved for functions
�.t/ admitting a finite number of discontinuous points X where one-sided limits of
�.t/ exist [4].

The Riemann-Hilbert problem (1.1) for an arbitrary multiply connected domain
D was solved in analytical form in [6] and systematically presented in [12] with
some modifications [9]. Here, the term “analytic form” is used in accordance with
the lines [4] and [12]. First, an exact solution for an arbitrary circular multiply
connected domain D is obtained in terms of the Poincaré series. We say that an
exact solution is obtained for an arbitrary multiply connected domain D if we know
a conformal mapping of D onto a circular multiply connected domain D. It was
assumed in [6, 9, 12] that �.t/ satisfies the Hölder condition on @D, i.e. X D ;.
An extended historical survey can be found in [8, 10]. The concluding Sect. 5 of the
present paper contains explanations concerning the papers [1, 15, 16].

In the present paper, we extend the results [6, 9, 12] to piecewise Hölder
continuous coefficients �.t/. For definiteness, we discuss a homogeneous mixed
problem (f .t/ � 0) having applications to composites with a discontinuous
coefficient �.t/ on one of the components of @D. It is assumed that the domain
D is a canonical domain, the lower half-plane with circular holes.

We proceed to precisely state the boundary value problem. Consider n mutually
disjoint disks jz � akj � rk .k D 1; 2; : : : ; n/ in the lower half-plane Im z < 0

as displayed in Fig. 1. Let D denote the complement of the disks jz � akj � rk to
the half-plane Im z < 0. Let the x-axis be divided by finite points x0

1; x
00
1 ; � � � ; x0

p; x
00
p

onto 2p segments. Let L0 D [p
jD1.x0

j; x
00
j / and L00 be the complement of the real axis
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Fig. 1 Lower half-plane with
circular inclusions

D
ak

rk

L’L’’

to the closure of L0. It is assumed that infinity belongs to L00. The problem is to
find a function  .z/ analytic in D and continuous in its closure except the points
x0

j; x
00
j where it can have locally integrable (weak) singularities with the boundary

conditions

Im  .x/ D 0; x 2 L0;

Re  .x/ D 0; x 2 L00;
(1.2)

Im .t � ak/ .t/ D 0; jt � akj D rk k D 1; 2; : : : ; n: (1.3)

The function  .z/ vanishes at infinity.
Introduce the set of points X D [p

jD1.fx0
jg [ fx00

j g/. The problem (1.2)–(1.3) is a
Riemann-Hilbert problem for the domain D which can be written in the form [12]

Re �.t/ .t/ D 0; t 2 @DnX ; (1.4)

where

�.t/ D

8̂̂
<
ˆ̂:
�i; t 2 L0;
1; t 2 L00;
� irk

t � ak
; jt � akj D rk k D 1; 2; : : : ; n:

(1.5)

The orientation of @D is opposite to the orientation of the real axis and to the counter
clockwise orientation of the circles jt � akj D rk. The modulus of �.t/ is equal to
unity. The condition (1.4) can be also written in the form

 .t/ D ��.t/
�.t/

 .t/; t 2 @DnX ; (1.6)
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where

�.t/

�.t/
D

8̂̂
<
ˆ̂:
�1; t 2 L0;
1; t 2 L00;

�
�

rk

t � ak

�2
; jt � akj D rk; k D 1; 2; : : : ; n:

(1.7)

In accordance with [4, 12] the winding number (index) of the problem (1.6) is equal
to � D ind@D�.t/ D p C n. Here, every pair of discontinuity points on the real
axis .x0

j; x
00
j / gives the amount 1 to the winding number. The winding number of the

function� irk
t�ak

along the circle jt� akj D rk is equal to .�1/ what gives the amount
.C1/ to the winding number of the problem.

The Riemann-Hilbert problem (1.2)–(1.3) has important applications to com-
posites. For definiteness, let us consider the thermal conduction described by
the temperature distribution u.x; y/ � u.z/. The function u.z/ satisfies Laplace’s
equation in the domain D and continuously differentiable in its closure except in X
where it is bounded. The gradient ru is continuous in the closure of D except in X
where it can have integrable singularities. Let the segments L0 be isolators. Then,
the heat flux normal to the real axis vanishes on L0

@u

@y
D 0; on L0: (1.8)

Let the temperature u.z/ attain a constant value dj at each component L00
j of L00 and

ck at every circle jt � akj D rk:

u.x; 0/ D dj; x 2 L00
j ; j D 1; 2; : : : ; p; (1.9)

u.t/ D ck; jt � akj D rk; k D 1; 2; : : : ; n: (1.10)

Introduce the complex flux analytic in D and having the boundary properties
described above

 .z/ D @u

@x
� i
@u

@y
: (1.11)

Then, the boundary condition (1.8) takes the form of the first condition (1.2).
Differentiate (1.9)

@u

@x
.x; 0/ D 0; x 2 L00: (1.12)

This equation is equivalent to the second condition (1.2).
Fix a circle jt � akj D rk and consider the unit tangent s D .�n2; n1/ and normal

n D .n1; n2/ vectors to it. Continuous differentiability of u.x; y/ on jt � akj D rk
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implies existence of the directional derivative

@u

@s
D �n2

@u

@x
C n1

@u

@y
: (1.13)

Equation (1.10) can be differentiated in the tangent direction s

@u

@s
D 0; jt � akj D rk: (1.14)

Let n D n1 C in2 be the vector n D .n1; n2/ written in the complex form. Then, the
tangent derivative (1.13) can be written as follows

@u

@s
D �Im Œn.t/  .t/
; jt � akj D rk: (1.15)

The normal vector to the circle jt � akj D rk can be written in the form n.t/ D
t�ak

rk
. Therefore, the boundary condition (1.14) becomes (1.3). Thus, the problem

(1.2)–(1.3) describes the steady heat flux in D with insulation L0 and given constant
temperatures at the components of L00 and at jt � akj D rk (k D 1; 2; : : : ; n). These
constants can be found by integration of  .z/ after solution to the problem (1.2)–
(1.3) since the general solution  .z/ depends on pC n real constants [4, 12].

2 Factorization

2.1 Factorization on the Real Axis

We now describe the branch of the square root

R.z/ D
vuut pY

jD1
.z � x0

j/.z � x00
j /: (2.1)

Let the function R.z/ be analytic in the complex plane except the slits L0. The
function R.z/ is continuous in the considered domains and has a pole at infinity,
R.z/ � zp, as z!1. It is assumed that R.x/ is positive for x 2 L00. The limit values
of R.z/ are pure imaginary on L0 and have the form

R.xC i0/ D RC.x/ D i

vuut� pY
jD1
.x � x0

j/.x � x00
j /;

R.x � i0/ D R�.x/ D �i

vuut� pY
jD1
.x � x0

j/.x � x00
j /; x 2 L0:

(2.2)
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Let Pj (j D 0; 1; � � � ; p� 1) be real constants. Following [4, p. 467] introduce the
function

 0.z/ D i
P0 C P1zC � � � C Pp�1zp�1

R.z/
: (2.3)

It is analytic in the lower half-plane and continuous in its closure except the points
X where it has weak singularities. The polynomial

!0.z/ D i.P0 C P1zC � � � C Pp�1zp�1/ (2.4)

solves the boundary value problem

Re !0.x/ D 0; x 2 R (2.5)

in the class of function analytic in the lower half-plane and continuous in its closure
except infinity where !0.z/ has a pole of order p � 1. We have !0.z/ D R.z/ 0.z/.
Hence, the function 0.z/ solves the boundary value problem in the considered class
[4]

Im  0.x/ D 0; x 2 L0; Re  0.x/ D 0; x 2 L00: (2.6)

The function R.z/ is called the factorization function for the problem (2.6) [4]. It
satisfies the boundary condition

Re R�.x/ D 0; x 2 L0; Im R�.x/ D 0; x 2 L00: (2.7)

2.2 General Factorization

We introduce the factorization function X.z/ for the problem (1.6). It is analytic in
the domain D and continuous in its closure except at infinity where it has a pole of
order 2nC p, more precisely limz!1 z�.2nCp/X.z/ D 1. The factorization function
X.z/ does not vanish in the closure of D except perhaps the set X and satisfies the
boundary condition [12]

X.t/

X.t/
D �k�.t/

�k�.t/
; jt � akj D rk; k D 1; 2; � � � ; n; (2.8)

X.x/

X.x/
D �.x/

�.x/
; x 2 R: (2.9)
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The inverse expression to �.t/
�.t/ is given by (1.7). The constants �k have to be found

during solution to the problem (2.8)–(2.9). One can assume that j�kj D 1.
The problem (2.8)–(2.9) can be reduced to the following multiplicative R-linear

problem1

X.t/ D Xk.t/Xk.t/ i �k
t � ak

rk
; jt � akj D rk; k D 1; 2; � � � ; n; (2.10)

X.x/ D X0.x/X0.x/ R�.x/; x 2 R: (2.11)

The functions Xk.z/ and X0.z/ are analytic in jz � akj < rk and in Im z > 0,
respectively, and continuous in the closures of the considered domains. It is assumed
that Xk.z/, X0.z/ and X.z/ do not vanish in jz � akj � rk, Im z � 0 and D [ @D,
respectively, except perhaps the set X .

Moreover, the normalization X0.z/ � zn, as z ! 1, can be taken without loss
of generality. Another normalization Xk.ak/ > 0 follows from the invariance of the
change Xk.z/ 7�! ckXk.z/ for jckj D 1 in (2.10). One can see that the condition
(2.11) is fulfilled at infinity since the left and right sides have the same polynomial
behavior as z!1.

The problems (2.8)–(2.9) and (2.10)–(2.11) are equivalent. More precisely, we
have

Theorem 2.1

i) The problem (2.8)–(2.9) is solvable if and only if (2.10)–(2.11) is solvable.
ii) If (2.10)–(2.11) has a solution X.z/, it is a solution of (2.8)–(2.9).

iii) Conversely, if (2.8)–(2.9) has a solution X.z/, it is a solution of (2.10)–(2.11)
in D. Solutions Xk.z/ in Dk and X0.z/ in Im z > 0 of (2.10)–(2.11) can be found
from simple problems for the simply connected domains Dk and Im z > 0. For
instance, if the positive function X.x/

R�.x/ is given, the function X0.z/ can be found
from the modulus boundary value problem

jX0.x/j D
s

X.x/

R�.x/
; x 2 R: (2.12)

The problem (2.12) has such a solution that X0.z/ � zn, as z ! 1. Moreover,
X0.z/ does not vanish in Im z � 0 perhaps except X .

Proof The proof follows the lines of [8, Lemma 1] where analogous assertion was
proved for the R-linear problem in the standard additive form. We should add only
that following [12] the modulus problem (2.12) is reduced to the additive problem

1The standard form for the R-linear problem is additive [9, 12], e.g. �.t/ D �k.t/C �k.t/C c.t/.
In this case X.t/ D exp �.t/, Xk.t/ D exp�k.t/.



142 V. Mityushev

with respect to ln X0.z/ (Schwarz’s problem for the upper half-plane)

Re Œln X0.x/
 D ln

s
X.x/

R�.x/
; x 2 R: (2.13)

The logarithm is correctly defined since X0.z/ does not vanish in D. ut
Let z�

.k/ denote the inversion (reflection) of a point z with respect to the circle
jt � akj D rk

z�
.k/ D

r2k
z � ak

C ak; (2.14)

i.e., the points z and z�
.k/ are symmetric with respect to jt � akj D rk. If a function

f .z/ is analytic in jz � akj < rk, then the function f .z�
.k// is analytic in jz � akj > rk

[12].
Introduce the function piecewise analytic in the considered domains

�.z/ D

8̂̂̂
ˆ̂̂̂̂
ˆ̂̂̂̂<
ˆ̂̂̂̂̂
ˆ̂̂̂̂
ˆ̂:

Xk.z/

R.z/

2
4X0.z/

Y
m¤k

.z � am/Xm.z�
.m//

3
5

�1
i �k

rk
; jz� akj � rk;

k D 1; 2; � � � ; n;

X0.z/

"
nY

mD1
.z � am/Xm.z�

.m//

#�1
; Im z � 0;

X.z/

R.z/

"
X0.z/

nY
mD1

.z � am/Xm.z�
.m//

#�1
; z 2 D;

(2.15)

where m runs over 1; 2; : : : ; n except k in the product
Q

m¤k. Using (2.10)–(2.11)
one can see that �C.t/ D ��.t/ on the circles jt � akj D rk and on the real line.
This implies the analytic continuation of �.z/ through the circles and the real axis.
Then, application of the Liouville theorem implies that�.z/ is a constant. Calculate
this constant at infinity using (2.15)

�.z/ D lim
z!1 X0.z/

"
nY

mD1
.z � am/Xm.z�

.m//

#�1
D

nY
mD1

1

Xm.am/
; (2.16)
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where Xm.am/ > 0. Using the definition of�.z/we arrive at the system of functional
equations

Xk.z/ D � i �krkR.z/

Xk.ak/
X0.z/

Y
m¤k

.z � am/
Xm.z�

.m//

Xm.am/
; (2.17)

jz � akj � rk; k D 1; 2; : : : ; n;

X0.z/ D
nY

mD1
.z� am/

Xm.z�
.m//

Xm.am/
; Im z � 0: (2.18)

The function X0.z/ can be eliminated from the system (2.17)–(2.18). It follows
from (2.18) that

X0.z/ D
nY

mD1
.z� am/

Xm.z�
.m//

Xm.am/
; Im z < 0: (2.19)

Substitution of (2.19) into (2.17) yields

Xk.z/ D � i �krkR.z/

Xk.ak/

nY
mD1

.z � am/
Xm.z�

.m//

Xm.am/

Y
m¤k

.z� am/
Xm.z�

.m//

Xm.am/
; (2.20)

jz � akj � rk; k D 1; 2; : : : ; n:

After construction of the functions Xk.z/ the function X0.z/ is determined by (2.19).
The factorization function X.z/ is found from the definition (2.15) of�.z/ and (2.19)

X.z/ D R.z/
nY

mD1
.z � am/.z � am/

Xm.z�
.m//Xm.z�

.m//

X2m.am/
; z 2 D: (2.21)

2.3 Solution to Functional Equations

We now proceed to write functional equations (2.20) in the additive form following
[12]. Introduce the single-valued functions 'k.z/ D ln Xk.z/ analytic in jz�akj < rk

(k D 1; 2; : : : ; n) and continuous in jz � akj � rk. Then, (2.20) can be written in the
form

'k.z/ D
nX

mD1
Œ'm.z

�
.m//� 'm.am/
C

X
m¤k

Œ'm.z�
.m//� 'm.am/
C (2.22)

Fk.z/C ck; jz � akj � rk; k D 1; 2; : : : ; n;
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where

Fk.z/ D
nX

mD1
ln.z � am/C

X
m¤k

ln.z � am/C lnŒrkR.z/
; (2.23)

and

ck D �'k.ak/C ln.�i�k/; (2.24)

where Re ck D �'m.ak/ and Im ck D arg.�i�k/ since j�kj D 1. It follows from
[12, Sec.4.3] that for given Fk.z/ C ck the system of functional equations (2.22)
has a unique solution. However, the constant ck includes 'k.ak/ which yields
solvability conditions for (2.22) [12, Sec.4.3]. Because of the linearity of (2.22)
we can construct 'k.z/ up to an additive constants [12, p. 151] by means of Fk.z/.
More precisely, consider the modified system (2.22)

e'k.z/ D
nX

mD1
Œf'm.z

�
.m//�f'm.am/
C

X
m¤k

Œf'm.z�
.m//�f'm.am/
C (2.25)

Fk.z/; jz � akj � rk; k D 1; 2; : : : ; n:

Theorem 2.2 ([12]) The system of functional equations (2.25) has a unique solu-
tion which can be found by uniformly convergent successive approximation.

This theorem was proved in [12, Sec.4.3] in slightly different form as described
below.

1. Instead of f'm.am/ the constants f'm.w�
.m// were used.

2. The functional equations can be written in the form used in [12]

ˆk.z/ D
X
m¤k

Œˆm.z�
.m// �ˆm.am/
C Fk.z/; jz� akj � rk; k D 1; 2; : : : ; 2n;

(2.26)

where ˆk.z/ WD e'k.z/, jz � akj � rk (k D 1; 2; : : : ; n) and ˆk.z/ WD e'k�n.z/,
jz � akj � rk, ak WD ak�n (k D nC 1; nC 2; : : : ; 2n). The same designations are
used for Fk.z/.

3. The functionsˆk.z/ were written in [12] in the form of the uniformly convergent
series

ˆk.z/ D Fk.z/C
X

m1¤k

ŒFm1 .z
�
.m1/

/� Fm1 .am1/
C (2.27)

X
m1¤k

X
m2¤m1

ŒFm2 .z
�
.m2;m1//� Fm2 .am2/
C
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X
m1¤k

X
m2¤m1

X
m3¤m2

ŒFm1 .z
�
..m2;m1;m3//

/� Fm1.am3 /
C : : : ;

jz � akj � rk; k D 1; 2; : : : ; 2n;

where the composition of successive inversions with respect to the circles
k1; k2; : : : ; ks are used

z�
.ksks�1:::k1/

WD
�

z�
.ks�1:::k1/

	�
.ks/
: (2.28)

The series obtained from

�2.z/ D
nX

kD1
ˆk.z�

.k// (2.29)

by substitution of the series (2.27) is called the �2-Poincaré associated to the
Schottky group [12]. This Schottky group consists of the compositions of
inversions with respect to the circles jt � akj D rk (k D 1; 2; : : : ; 2n) given
by (2.28).

Now, substitute z D ak into (2.22) and take the imaginary part

Im f
nX

mD1
Œf'm..ak/

�
.m//�f'm.am/
C

X
m¤k

Œf'm..ak/
�
.m//�f'm.am/
gC (2.30)

Im Fk.ak/C arg.�i�k/ D 0; k D 1; 2; : : : ; n:

These equations determine the constants �k (see the corresponding equa-
tions (4.4.19) from [12]).

It follows from (2.21) that the function ln X.z/ is related to the functions 'k.z/ by
formulae

ln X.z/ D
nX

mD1
fŒf'm.z

�
.m// �f'm.am/
C Œf'm.z�

.m//�f'm.am/
gC (2.31)

ln R.z/C
nX

mD1
ln.z � am/.z � am/; z 2 D:

The representation of the function e'k.z/ D ˆk.z/, (k D 1; 2; : : : ; n) in the form
of infinite series and substitution of these series into (2.21) express ln X.z/ in terms
of the uniformly convergent �2-Poincaré (2.27), (2.29). Though we do not write the
final formula here, we may say that the factorization function can be constructed
exactly in analytic form.
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3 Solution to the Main Problem

We now proceed to solve the Riemann-Hilbert problem (1.6) by means of the fac-
torization method [4]. Equations (2.8)–(2.9) can be considered as the representation
of the coefficient �.t/

�.t/
from (1.6) in the following form

�.t/

�.t/
D �k

�k

X.t/

X.t/
; jt � akj D rk; k D 1; 2; � � � ; n; (3.1)

�.x/

�.x/
D X.x/

X.x/
; x 2 R: (3.2)

Introduce the function analytic in D

!.z/ D X.z/ .z/: (3.3)

Using (2.8)–(2.9) we rewrite (1.6) as the Riemann-Hilbert problem with respect to
!.z/

Re �k!.t/ D 0; jt � akj D rk; k D 1; 2; � � � ; n; (3.4)

Re !.x/ D 0; x 2 R; (3.5)

where �k are given constants for which j�kj D 1. The function !.z/ is continuous
in DnX and almost bounded at the points X [4]. It has a pole at infinity of order
2n C p � 1. The Riemann-Hilbert problem (3.4)–(3.5) with constant coefficients
at each component of the circular boundary (a straight line is a circle in complex
analysis) was solved in [12, Theorem 4.13] in analytical form in terms of the
uniformly convergent Poincaré ˛-series [11] constructed analogously to (2.27),
(2.29). Let 0 � ˛j < 2	 (j D 1; 2; : : : ; n). The series

˛2.z/ D
nX

kD1
ei˛kˆk.z�

.k// (3.6)

with

ˆk.z/ D Fk.z/C
X

m1¤k

ei˛m1 ŒFm1 .z
�
.m1/

/� Fm1 .am1 /
C (3.7)

X
m1¤k

X
m2¤m1

ei.˛m1�˛m2 /ŒFm2 .z
�
.m2;m1//� Fm2 .am2 /
C

X
m1¤k

X
m2¤m1

X
m3¤m2

ei.˛m1�˛m2C�˛m3 /ŒFm1 .z
�
..m2;m1;m3//

/ � Fm1 .am3 /
C : : : ;

jz� akj � rk; k D 1; 2; : : : ; 2n;
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is called the Poincaré ˛-series.
It follows from [9] that the general solution of the problem (3.4)–(3.5) linearly

depends on nC p arbitrary real constants and has the following structure, e.g. (2.4)

!.z/ D P1!1.z/C P2!2.z/C � � � C PnCp!nCp.z/: (3.8)

It follows from (3.3) that

 .z/ D !.z/

X.z/
; z 2 D: (3.9)

Formula (3.9) implies that  .z/ is analytic in D, continuous in its closure including
infinity except in X where it can have weak singularities, e.g. (2.3). Therefore, the
solution of the corresponding Riemann-Hilbert problem (3.9) can be exactly written
as the ratio of the linear combination of the Poincaré ˛-series to the �2-Poincaré
type product.

4 Approximation in Radius

In the present section, we develop a symbolic-numerical algorithm for the factoriza-
tion function. For definiteness, the case of equal disks jz�akj < r is considered. The
method is based on the approximations in r2. For simplicity, we discuss here only the
main term, as r ! 0. Small r means that the ratios of the radius r to the distances
between the centers ak;am (m ¤ k) and to the distances to the real line Im ak are
sufficiently small. It is worth noting that the method of successive approximations
applied to the functional equations (2.25), hence to Eqs. (2.20), yields an analytic
dependence of Xk.z/

Xk.ak/
on the parameter r2 that justifies the proposed asymptotics.

The iterative scheme presented below can be considered as a numerical estimation
of the corresponding Poincaré products in radius. Such a construction yields simple
approximate analytical formulae useful in applications for local concentrations of
disks in the lower half-plane about 10–20% [13, 14].

Let Xm.z/
˛m
D 1Cˇm.z� am/C : : : and ˇm D X0

k.am/

˛m
where ˛m D Xm.am/ > 0. We

have

Xm.z�
.m//

Xm.am/
D 1C ˇm

r2

z � am
C O.r4/; (4.1)

Xm.z�
.m//

Xm.am/
D 1C ˇm

r2

z � am
C O.r4/; (4.2)
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Then, the functional equation (2.20) yields

Xk.z/ D �r
i �kQk.z/

˛k

2
41C r2

0
@ nX

mD1

ˇm

z � am
C
X
m¤k

ˇm

z � am

1
AC : : :

3
5 ; (4.3)

jz� akj � rk; k D 1; 2; : : : ; n;
where

Qk.z/ D R.z/
nY

mD1
.z� am/

Y
m¤k

.z� am/ : (4.4)

Substituting z D ak into (4.3) and multiplying the result by ˛k we obtain

˛2k D �ri �kQk.ak/

2
41C r2

0
@ nX

mD1

ˇm

ak � am
C
X
m¤k

ˇm

ak � am

1
AC : : :

3
5 ; (4.5)

k D 1; 2; : : : ; n:
Taking the leading term in (4.5) we obtain

˛2k D �ri �kQk.ak/CO.r3/; k D 1; 2; : : : ; n: (4.6)

Equation (4.6) determines the zero-th approximation of �k for which j�kj D 1 and

�i�kQk.ak/ > 0; k D 1; 2; : : : ; n: (4.7)

When �k is determined, the approximation of ˛k is found from (4.6)

˛k D
p

r
p�i �kQ.ak/C O.r5=2/; k D 1; 2; : : : ; n: (4.8)

One can see that the leading term of ˛k is of order
p

r, as r! 0.
The iteration scheme can be proceeded to higher order terms in r2 and the Taylor

coefficients of Xk.z/ can be calculated. Every Taylor coefficient can be presented as
a product of

p
r by an analytic in r2 function.

Formula (2.21) yields the approximations

X.z/ D R.z/
nY

mD1
.z � am/.z� am/C O.r2/; z 2 D: (4.9)

Following formulae [12, p.167] we obtain up to O.r4/

!.z/ 	 �
"

nX
mD1

�mŒˆ.z�
.m// �ˆ.am/
 �

nX
mD1

�mŒˆ.z
�
.m//�ˆ.am/


#
; z 2 D;

(4.10)
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3 2 1 1 2 3

2

2

4

Fig. 2 Re  .x/ (solid line) and Im  .x/ (dashed line) calculated on the real axis by (4.12) with
� D 103, l D 1, h D 1

whereˆ.z/ is a polynomial of power 2nC p� 1. One can see that the leading term
in (4.10) is of order r2

!.z/ D �r2
nX

mD1

"
�m
ˆ0.am/

z � am
� �m

ˆ0.am/

z � am

#
C O.r4/; z 2 D; (4.11)

Therefore, the function  .z/ is calculated by the asymptotic formulae (3.9), (4.11)
and (4.9).

Consider an example. Let n D 1, p D 1, a1 D �ih, x0
1 D �l, x"1 D l where h

and l are positive numbers. Then, R.z/ D pz2 � l2 and Qk.z/ D .z � ih/
p

z2 � l2.
The conditions (4.7) give �1 D �i and ˆ0.�ih/ D i� where � is a real number. The
function  .z/ can be calculated up to O.r4/

 .z/ 	 � 2h i� r2

.z2 C h2/2
p

z2 � l2
; z 2 D: (4.12)

The results of computations are displayed in Figs. 2 and 3.

5 Discussion

In the present paper, solution to the mixed boundary value problem and the
corresponding Riemann-Hilbert problem (3.9) is constructed. It can be exactly
written as the ratio of the linear combination of the Poincaré ˛-series to the �2-
Poincaré type product. One can read in literature that the above mixed boundary
value problem had been solved and the corresponding Keldysh-Sedove formulae
had been constructed [15, 16]. This requires explanations.
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1.0 0.5 0.0 0.5 1.0

2.0

1.5

1.0

0.5

0.0

Fig. 3 Streamlines of the complex flux  .z/ for the same data as in Fig. 2

First, we discuss the separation condition [2, 3], a geometrical restriction on
the circles jt � akj D rk (k D 1; 2; : : : ; n). Roughly speaking the separation
condition means that the circles have to be far way from each other. All the
known exact formulae in the form of the absolutely and uniformly convergent �2-
Poincaré series or equivalently in the form of the Schottky-Klein prime function are
applied under such a separation condition that restricts application of these formulae
[2, 3]. Analytical form of the Schwarz operator and solution to the Riemann-
Hilbert problem (1.1) for an arbitrary multiply connected circular domain was
obtained through uniformly convergent �2-Poincaré series in [6] for the continuously
differentiable functions �.t/, f .t/ and in [7] for the Hölder continuous functions. It
is worth noting that the principal results were presented by VM in a series of talks
reported at the scientific seminar named by F.D. Gakhov (Minsk) in 1991–1992.
Due to remarks first of all by S.V. Rogosin and E.I. Zverovich the complete solution
to the Riemann-Hilbert problem was “polished”. The results were published in [6]
and the Russian version was deposited at VINITI, November 3, 1993; Izv. Akad.
Nauk Belarus. Ser. Fiz-Mat. 28 pp., Minsk; Deposition No. Z745-V93; RZhMat
1994:3 B117.

The paper by Aleksandrov and Sorokin [1] was devoted to the Schwarz prob-
lem for an arbitrary multiply connected circular domain without any separation
condition. However, the analytic form of the Schwarz operator was not obtained
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and advantage of having an exact (closed) form solution was lost. More precisely,
the Schwarz problem was reduced via functional equations to an infinite system
of linear algebraic equations and to a system of Fredholm integral equations.
Truncation of the infinite system was suggested and justified as well. Though the
method of truncation can be effective in numeric computations, one can hardly
accept that this method yields a closed form solution. Any way it depends on using
of the term “closed form solution”. A regular infinite system can be considered
as an equation with compact operator, i.e., it is no more than a discrete form of
a Fredholm integral equation. Therefore, the result [1] can be rather treated as
an approximate numerical solution. It is worth noting that the numerical scheme
[1] corresponds to frequently used numerical algorithms applied to solution to the
Schwarz, Riemann-Hilbert problems and to numerical construction of the Green
function, the Schottky-Klein prime function. Such a method works very well when
the centers ak and radii rk of disks are given numerically [2, 3], but not symbolically.
Therefore, the paper [1] contains valuable results but not the exact solution.

It was declared in the papers [15, 16] that the Keldysh-Sedove formulae had
been constructed for an arbitrary multiply connected circular domain in terms of the
absolutely and uniformly convergent series (the name of the series as the Poincaré
series was not used. It was called by Golusin’s series). It was written in the papers
[15, 16] that the proof of absolute and uniform convergence was given in [1]. But it
is not so. The paper [1] does not contain such a proof and does contain absolute and
uniform convergence of another series obtained via a truncation method. Moreover,
this assertion from [15, 16] is wrong because of the examples given by Myrberg and
Akaza (see [8]) when the absolute convergence of the Poincaré series fails. However,
we suppose that formulae from [15, 16] could be correct under the separation
condition.

In conclusion, we can say that the mixed (Keldysh-Sedov) problem and the
Riemann-Hilbert problem with discontinuous coefficients for an arbitrary multiply
connected circular domain has been not completely solved yet. In the present paper,
we show how to solve this problem when the coefficient is discontinuous in one of
the boundary components. The general case requires long similar investigations and
will be presented in separate publications.
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Abstract We present a boundary integral method for solving a certain class of
Riemann-Hilbert problems known as the general conjugation problem. The method
is based on a uniquely solvable boundary integral equation with the generalized
Neumann kernel. We present also an alternative proof for the existence and
uniqueness of the solution of the general conjugation problem.
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1 Introduction

The Riemann-Hilbert problem (RH-problem, for short) is one of the most important
classes of boundary value problems for analytic functions. Indeed, the Dirichlet
problem, the Neumann problem, the mixed Dirichlet-Neumann problem, the prob-
lems of computing the conformal mapping and the external potential flow can be
formulated as RH-problems. The RH problem consists of determining all analytic
functions in a domain G in the extended complex plane that satisfy a prescribed
boundary condition on the boundary C D @G.
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A boundary integral equation with continuous kernel for solving the RH problem
has been derived in [12, 13]. The Kernel of the derived integral equation is
a generalization of the well known Neumann kernel. So, the new kernel has
been called the generalized Neumann kernel. The solvability of the boundary
integral equation with the generalized Neumann kernel has been studied for simply
connected domains with smooth boundaries in [32], for simply connected domains
with piecewise smooth boundaries in [22], and for multiply connected domains
in [14, 31].

It turns out that the solvability of the boundary integral equation with the
generalized Neumann kernel depends on the index �j of the coefficient function
A of the RH-problem on each boundary component of the boundary of G. However,
the solvability of the RH-problem depends on the total index � of the function A
on the whole boundary of G. This raises a difficulty in using the boundary integral
equation with the generalized Neumann kernel to solve the RH-problem in multiply
connected domains. Such a difficulty does not appear for the simply connected
case since the boundary of G consists of only one component. So far, the boundary
integral equation with the generalized Neumann kernel has been used to solve the
RH-problem in multiply connected domains for special cases of the function A
(see [20, Eq. (1.2)]). For such special cases, the boundary integral equation with the
generalized Neumann kernel has been used successfully to compute the conformal
mapping onto more than 40 canonical domains [15–19, 21, 25] and to solve several
boundary value problems such as the Dirichlet problem, the Neumann problem, and
the mixed boundary value problem [1, 23, 24].

In this paper, we shall use the boundary integral equation with the generalized
Neumann kernel to solve a certain class of RH-problems in multiply connected
domains considered by Wegmann [29] and known as the general conjugation
problem. We shall also use the integral equation to provide an alternative proof for
the existence and uniqueness of the solution of the general conjugation problem.

The general conjugation problem considered by Wegmann [29] for multiply con-
nected circular domains is a RH-problem with a particular index. For RH-problems
in multiply connected circular domains with general index, it follows from [9, 11]
that the existence and uniqueness of a solution for the RH-problem depends on a
linear algebraic system which was predicted by Bojarski (see Appendix to Chapter 4
in [27]) and written explicitly in [9, 11]. Further, exact formulas for the solution
of the of RH-problem in multiply connected circular domains for general index
were given in [9, 11]. These exact formulas were effectively applied in several
publications (see e.g., [3, 5, 26]).

2 The Generalized Neumann Kernel

Let G be the unbounded multiply connected circular domain obtained by removing
m disks D1; : : : ;Dm from the extended complex plane C [ f1g such that1 2 G
(see Fig. 1). The disk Dj is bounded by the circle Cj D @Dj with a center zj and
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C2

Cm

C1

D2

D1G
Dm

Fig. 1 An unbounded multiply connected circular domain G of connectivity m

radius rj. We assume that each circle Cj is clockwise oriented and parametrized by

�j.t/ D zj C rje
�it; t 2 Jj WD Œ0; 2	
; j D 1; 2; : : : ;m:

Let J be the disjoint union of the m intervals J1; : : : ; Jm which is defined by

J D
mG

jD1
Jj D

m[
jD1
f.t; j/ W t 2 Jjg: (2.1)

The elements of J are order pairs .t; j/ where j is an auxiliary index indicating which
of the intervals the point t lies in. Thus, the parametrization of the whole boundary
C D @D D C1 [C2 [ � � � [Cm is defined as the complex function � defined on J by

�.t; j/ D �j.t/; t 2 Jj; j D 1; 2; : : : ;m: (2.2)

We assume that for a given t that the auxiliary index j is known, so we replace the
pair .t; j/ in the left-hand side of (2.2) by t, i.e., for a given point t 2 J, we always
know the interval Jj that contains t. The function � in (2.2) is thus simply written as

�.t/ WD

8̂<
:̂
�1.t/; t 2 J1 D Œ0; 2	
;
:::

�m.t/; t 2 Jm D Œ0; 2	
:
(2.3)

Let H denotes the space of all real functions � in J, whose restriction �j to Jj D
Œ0; 2	
 is a real-valued, 2	-periodic and Hölder continuous function for each j D
1; : : : ;m, i.e.,

�.t/ D

8̂<
:̂
�1.t/; t 2 J1;
:::;

�m.t/; t 2 Jm:
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In view of the smoothness of the parametrization �, a real Hölder continuous
function O� on C can be interpreted via �.t/ WD O�.�.t//, t 2 J, as a function � 2 H;
and vice versa. So, in this paper, for any given complex or real valued function �
defined on C, we shall not distinguish between �.t/ and �.�.t//. Further, for any
complex or real valued function � defined on C, we shall denote the restriction
of the function � to the boundary Cj by �j, i.e., �j.�.t// D �.�j.t// for each
j D 1; : : : ;m. However, ifˆ is an analytic function in the domain G, we shall denote
the restriction of its values to the boundary Cj by ˆj j, i.e., ˆj j.�.t// D ˆ.�j.t// for
each j D 1; : : : ;m.

Let A be a continuously differentiable complex function on C with A ¤ 0. The
generalized Neumann kernel is defined by (see [31] for details)

N.s; t/ WD 1

	
Im

�
A.s/

A.t/

P�.t/
�.t/� �.s/

�
: (2.4)

When A D 1, the kernel N is the well-known Neumann kernel which appears
frequently in the integral equations of potential theory and conformal mapping (see
e.g. [8]). We define also the following singular kernel M.s; t/ which is closely related
to the generalized Neumann kernel N.s; t/ [31],

M.s; t/ WD 1

	
Re

�
A.s/

A.t/

P�.t/
�.t/� �.s/

�
: (2.5)

Lemma 2.1 ([31])

(a) The kernel N.s; t/ is continuous with

N.t; t/ D 1

	

 
1

2
Im
R�.t/
P�.t/ � Im

PA.t/
A.t/

!
: (2.6)

(b) When s; t 2 Jj are in the same parameter interval Jj, then

M.s; t/ D � 1

2	
cot

s � t

2
CM1.s; t/ (2.7)

with a continuous kernel M1 which takes on the diagonal the values

M1.t; t/ D 1

	

 
1

2
Re
R�.t/
P�.t/ � Re

PA.t/
A.t/

!
: (2.8)

On H we define the Fredholm operator

N� D
Z

J
N.s; t/�.t/dt
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and the singular operator

M� D
Z

J
M.s; t/�.t/dt:

Both operators N and M are bounded on the space H and map H into itself. For
more details, see [31]. The identity operator on H is denoted by I.

3 The Riemann-Hilbert Problem

The RH-problem for the unbounded multiply connected domain G is defined as
follows:
For a given function � 2 H, search a function ‰ analytic in G and continuous on
the closure G with ‰.1/ D 0 such that the boundary values of ‰ satisfy on C the
boundary condition

ReŒA‰
 D �: (3.1)

The boundary condition in (3.1) is non-homogeneous. When � � 0, we have the
homogeneous boundary condition

ReŒA‰
 D 0: (3.2)

The solvability of the RH problem depends upon the index of the function A on
the boundary C. The index �j of the function A on the circle Cj is the change of the
argument of A along the circle Cj divided by 2	 . The index � of the function A on
the whole boundary curve C is the sum

� D
mX

jD1
�j: (3.3)

Remark 3.1 Vekua [27, Eq. (1.2), p. 222], Gakhov [4, Eq. (27.1), p. 208] and
Mityushev [9, Eq. (38.3), p. 601] define the RH-problem with ReŒA‰
 D � , i.e.,
with the complex conjugate of the function A. This has the consequence that in
some of the later results the index of the function A occurs with the opposite sign as
in [4, 9, 27].

We follow [31] and define the space RC, the spaces of functions � for which the
RH problem (3.1) have solution, by

RC WD f� 2 H W � D ReŒA‰
 on C; ‰ analytic in G; ‰.1/ D 0g: (3.4)
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We define also the space SC to be the space of the boundary values of solutions of
the homogeneous RH problem, i.e.,

SC WD f� 2 H W � D A‰ on C; ‰ analytic in G; ‰.1/ D 0g: (3.5)

To study the solvability of the RH-problem (3.1), we define the following
boundary value problem as the homogeneous exterior RH problem on G� D
D1 [ D2 [ � � � [Dm:
Search a function g analytic in G� and continuous on the closure G� such that the
boundary values of g satisfy on C,

ReŒAg
 D 0: (3.6)

It is clear that G� is not a domain. In fact, it is the union of m disjoint disks. So,
solving the homogeneous exterior RH problem (3.6) is equivalent to solving m RH
problems in the disks D1;D2; : : : ;Dm. The space of the boundary values of solutions
of the homogeneous exterior RH problem (3.6) is denoted by S�, i.e.,

S� WD f� 2 H W � D Ag on C; g analytic in G�g: (3.7)

For j D 1; 2; : : : ;m, let S�
j be the subspace of S� of real functions � 2 S� such that

�.t/ D
�
0; t 2 Jk; k ¤ j; k D 1; 2; : : : ;m;
Aj.t/g.�j.t//; t 2 Jj;

where g is analytic in the disk Dj, i.e., g is a solution of the following homogenous
RH-problem on the disk Dj,

ImŒAjg
 D 0 on Cj: (3.8)

The problem (3.8) is a RH-problem in the bounded simply connected domain Dj

and the index of the function Aj on Cj D @Dj is �j. Then we have from [32, Eq. (29)]

dim.S�
j / D 2�j C 1: (3.9)

(note that the orientation of the circles Cj is clockwise which changes the sign in
[32, Eq. (29)]). Then, we have the following lemmas from [31].

Lemma 3.2 The space S� is the direct sum of the subspaces S�
1 ; S

�
2 ; : : : ; S

�
m ,

S� D S�
1 ˚ S�

2 ˚ � � � ˚ S�
m : (3.10)

The space S� plays a very important rule in using the boundary integral equation
with the generalized Neumann kernel to solve the RH-problem (3.1). When the
problem is not solvable, the space S� allows us to find the form of conditions that we
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should impose on � to make the problem solvable. For simply connected domains,
it was proved in [32, Corollary 3] that the space H has direct sum decomposition

H D RC ˚ S�: (3.11)

The decomposition (3.11) means that if the RH-problem ReŒA‰
 D � is not
solvable, then there exists a unique function h 2 S� such that the RH-problem
ReŒA‰
 D � C h is solvable. For simply connected domains, the decomposi-
tion (3.11) is valid for general index � of the function A. However, for multiply
connected domains, the decomposition (3.11) in general is not correct since we may
have RC \ S� ¤ f0g (see [31, §10].)

In this paper, we shall consider special cases of the function A for which we can
prove that the decomposition (3.11) is valid for multiply connected domains (see
Theorem 3.5 below), namely, we assume the index of the function A satisfies

�j � 0 for all j D 1; 2; : : : ;m; (3.12)

which implies that � � 0. RH-problem with such special case of the index has
wide applications. For example, our assumption (3.12) on the index are satisfied
for the RH-problem used in [15–19, 21, 25] to develop a method for computing the
conformal mapping onto more than 40 canonical domains and for the RH-problems
studied in [9, 10, 29]. Furthermore, many other boundary value problems such as
the Dirichlet problem, the Neumann problem, the mixed boundary value problem,
and the Schwarz problem can be reduced to RH-problems whose indexes satisfy our
assumption (3.12) (see e.g., [1, 23, 24]).

Under the above assumption (3.12) on the index, we have the following theorem
from [14, 31].

Theorem 3.3 For � � 0, we have

codim.RC/ D 2� C m; dim.SC/ D 0: (3.13)

The following lemma follows from (3.9), (3.10) and (3.3).

Lemma 3.4 Let �j � 0 for j D 1; 2; : : : ;m, then

dim.S�/ D 2� C m: (3.14)

There is a close connection between RH problems and integral equations with
the generalized Neumann kernel. The null-spaces of the operators I˙N are related
to the spaces S˙ by (see [31, Theorem 11, Lemma 20])

Null.IC N/ D S�; (3.15)

Null.I �N/ D SC ˚W; (3.16)
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where W is isomorphic via M to RC \ S�. For the function A defined by (4.3), we
have [14, 31]

dim.Null.IC N// D dim.S�/ D
mX

jD1
max.0; 2�j C 1/ D 2� C m (3.17)

and

dim.Null.I �N// D
mX

jD1
max.0;�2�j � 1/ D 0: (3.18)

In view of (3.16), Eq. (3.18) implies that SC D W D f0g (see also (3.13)). Since W
isomorphic to RC \ S�, we have also

RC \ S� D f0g: (3.19)

Theorem 3.5 Let �j � 0 for j D 1; 2; : : : ;m, then the space H has the
decomposition

H D RC ˚ S� (3.20)

Proof Since

codim.RC/ D dim.S�/ D 2� C m;

the direct sum decomposition follows from (3.19). ut
It follows from Theorem 3.3 that the non-homogeneous RH problem (3.1) is in

general insolvable for �j � 0. If it is solvable, then the solution is unique. The
following corollary which follows from Theorem 3.5 provides us with a way for
modifying the right-hand side of (3.1) to ensure the solvability of the problem.

Corollary 3.6 Let �j � 0 for j D 1; 2; : : : ;m, then for any � 2 H, there exists a
unique function h 2 S� such that the following RH problem

ReŒA‰
 D � C h (3.21)

is uniquely solvable.
Solving the RH-problem requires determining both the analytic function ‰ as

well as the real function h. This can be done easily using the boundary integral
equations with the generalized Neumann kernel as in the following theorem.

Theorem 3.7 Let �j � 0 for j D 1; 2; : : : ;m. For any given � 2 H, let � be the
unique solution of the integral equation

� �N� D �M�: (3.22)
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Then the boundary values of the unique solution of the RH problem (3.21) is given
by

A‰ D � C hC i� (3.23)

and the function h is given by

h D ŒM� � .I � N/�
=2: (3.24)

Proof The theorem can be proved using the same argument as in the proof of [15,
Theorem 2]. ut

The uniqueness of the solution of the integral equation (3.22) follows from the
Fredholm alternative theorem since dim.Null.I � N// D 0. The advantages of
Theorem 3.7 are that it, based on the integral equation (3.22), provides us with
formulas for computing the real function h necessary for the solvability of the RH
problem as well as the solution ‰ of the RH problem.

4 The General Conjugation Problem

In this section, we shall consider a very important certain class of RH problems
which has been considered by Wegmann [29]. The indexes of this class of RH
problems satisfied our assumption (3.12). This class has been considered by many
researchers and has many applications [2, 11, 28–30].

Wegmann [29] proves the following theorem.

Theorem 4.1 For any integer ` � 0 and for any sufficiently smooth function � on
the boundary of G, the RH problem

Re


ei�j ei`t‰j j.�.t//C .aj` C ibj`/e

i`t C � � � C .aj1 C ibj1/e
it C aj0


 D �j.t/;
(4.1)

has a unique solution consisting of an analytic function‰ in G with ‰.1/ D 0 and
.2`C 1/m real numbers aj0; aj1; : : : ; aj`; bj1; : : : ; bj` for j D 1; : : : ;m.

Wegmann [29] called the RH problem (4.1) as the general conjugation problem
since the case ` D 0 describes the problem of finding the conjugate harmonic func-
tion of a harmonic function with boundary values �j [29]. The general conjugation
problem (4.1) has been solved by Wegmann [29] using the method of successive
conjugation which reduces the problem (4.1) to a sequence of RH problems on the
circles Cj. This method has been first applied by Halsey [7] for ` D 0. Applications
of this problem to compute conformal mapping have been given in [28, 30] for ` D 1
and in [2, 30] for ` D 0.

In this paper, we shall present a method for solving the general conjugation
problem (4.1) for any ` � 0. The method is based on the boundary integral equation
with the generalized Neumann kernel (3.22). However, we shall first rewrite the
problem in a form suitable for using the integral equation.
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The boundary condition (4.1) can be written as

Re


ei�k ei`t‰j j


 D �j � aj0 �
X̀
kD1

Re


.ajk C ibjk/e

ikt


; j D 1; 2; : : : ;m: (4.2)

Let A be defined by

A.t/ WD

8̂<
:̂

ei�1ei`t; t 2 J1 D Œ0; 2	
;
:::

ei�m ei`t; t 2 Jm D Œ0; 2	
:
(4.3)

Let also  be a function defined on the boundary C where its values on Cj is given
by

 j.t/ D �aj0 �
X̀
kD1

Re


.ajk C ibjk/e

ikt


; j D 1; 2; : : : ;m: (4.4)

Hence, the general conjugation problem (4.1) can be written as the RH-problem

Re ŒA‰
 D � C  : (4.5)

By the existence and uniqueness of the solution of the general conjugation prob-
lem (4.1), the RH-problem (4.5) has a unique solution. Remember that solving the
RH-problem (4.5) requires determining the analytic function ‰ and the unknown
real function  . Determining the function  is equivalent to determining the
m.2`C 1/ real constants aj0, ajk, and bjk in (4.1) for j D 1; : : : ;m, k D 1; : : : ; `.

The index of the function A given by (4.3) is

�j D ` � 0; j D 1; : : : ;m;

and hence the total index is � D m` � 0. Thus our assumption (3.12) is satisfied.
We shall use the integral equation with the generalized Neumann kernel (3.22) to
determine the analytic function ‰ as well as the real function  in (4.5). However,
we need to show first that the function  is indeed in S�. This can be proved by
finding the explicit form of the functions of the space S� which will be given in the
next section.

5 The Space S�

To find the explicit form of the space S�, we need the following theorem from [4,
§ 29.3].
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Theorem 5.1 Let D D fz W jzj < 1g and the boundary C D @D is the unit circle
parametrized by �.t/ D e�it , t 2 Œ0; 2	
. For ` � 0, the solution of the following
homogenous RH problem on D,

Re


�.t/�`g.�.t//


 D 0; �.t/ 2 C;

is given for z 2 D by

g.z/ D z`
"

ic0 C 1

2

X̀
kD1

�
ckzk � ckz�k

�#

where c0 is an arbitrary real constant and c1; : : : ; c` are arbitrary complex
constants.

Lemma 5.2 Let h 2 H. Then h 2 S�
j if and only if it has the form

h.t/ D
(
0; on Ck for k ¤ j;
ˇj0 CP`

kD1 Re


.ˇjk C i˛jk/eikt



; on Cj;

(5.1)

where ˇj0; ˇjk; ˛jk, j D 1; 2; : : : ;m, k D 1; 2; : : : ; `, are real constants.

Proof By the definition of the space S�
j , a function h 2 S�

j if and only if

h.t/ D
�
0; on Ck for k ¤ j;
Aj.t/g.�j.t//; on Cj;

(5.2)

where g is analytic in Dj and Aj.t/ is the restriction of the function A given by (4.3)
to Jj. Using the definition (4.3) of the function A, the function ig is a solution of the
homogeneous RH problem

ReŒei�j ei`t.ig.�j.t///
 D 0 (5.3)

on the disk Dj. We define an analytic function F in Dj by

F.z/ D iei�j g.z/:

Then F is a solution of the homogeneous RH problem

ReŒei`tF.�j.t//
 D 0 (5.4)

on the disk Dj. The function

!.z/ D z � zj

rj
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is analytic on Dj and maps the circle Cj onto the unit circle and

!.�j.t// D �j.t/ � zj

rj
D e�it D �.t/

is the parametrization of the unit circle. Let the function OF be defined on the unit
disk D by

OF.z/ D F.!�1.z// D F.zj C rjz/:

Then, it follows from (5.4) that OF is a solution of the homogeneous RH problem

Re
h
�.t/�` OF.�.t//

i
D 0 (5.5)

in the unit disk D. Hence Theorem 5.1 implies that

�.t/�` OF.�.t// D iˇj0 C 1

2

X̀
kD1
Œ.˛jk C iˇjk/�.t/

k � .˛jk � iˇjk/�.t/
�k


where ˇj0; ˇjk; ˛jk, j D 1; 2; : : : ;m, k D 1; 2; : : : ; `, are arbitrary real constants.
Since �.t/ D e�it and OF.�.t// D F.�j.t// D iei�j g.�j.t//, we obtain

iei`tei�j g.�j.t// D iˇj0 C 1

2

X̀
kD1
Œ.˛jk C iˇjk/e

�ikt � .˛jk � iˇjk/e
ikt
: (5.6)

Since hj.t/ D ei`tei�j g.�j.t//, (5.6) implies that

hj.t/ D ˇj0 C 1

2

X̀
kD1



.ˇjk � i˛jk/e

�ikt C .ˇjk C i˛jk/e
ikt



which can be written as

hj.t/ D ˇj0 C
X̀
kD1

Re


.ˇjk C i˛jk/e

ikt


: (5.7)

Hence (5.1) follows from (5.2) and (5.7). ut
Theorem 5.3 Let h 2 H. Then h 2 S� if and only if it has the form

hj.t/ D ˇj0 C
X̀
kD1

Re


.ˇjk C i˛jk/e

ikt


; (5.8)
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where ˇj0; ˇjk; ˛jk, j D 1; 2; : : : ;m, k D 1; 2; : : : ; `, are .1C 2`/m real constants.

Proof The proof follows from Lemmas 3.2 and 5.2. ut
In view of (5.8), it is clear that the function  in (4.4) is in the space S�. By the

uniqueness of the function  in (4.5) and the function h in (3.21), we conclude that
the functions  and h are identical, i.e.,  � h where h is given by (3.24).

Corollary 5.4 Let h 2 H. If ` D 0, then h 2 S� if and only if it has the form

hj.t/ D ˇj0; (5.9)

where ˇj0, j D 1; 2; : : : ;m, k D 1; 2; : : : ; `, are m real constants.
The above corollary is correct for general multiply connected domains whose

boundaries are smooth Jordan curves (see [23]). However, for ` > 0, the
Formula (5.8) is valid only for multiply connected domains with circular boundaries.
In view of the existence of a conformal mapping w D ‡.z/ from general multiply
connected domains to multiply connected circular domains [6], Theorem 5.3
can be extended to general multiply connected domains. For the latter case, the
Formula (5.8) will involve the conformal mapping ‡ (see e.g., [4, Eq. (29.27), p.
226] for simply connected domains case).

6 Solving the General Conjugation Problem

Since the function  in (4.5) and the function h given by (3.24) are identical, the
RH-problem (4.2) or equivalently the general conjugation problem (4.1) can be
solved by the integral equation with the generalized Neumann kernel (3.22) as in
the following theorem.

Theorem 6.1 For any � 2 H, the boundary values of the unique solution ‰ of the
general conjugation problem (4.1) are given by

‰.�.t// D �.t/C h.t/C i�.t/

A.t/
(6.1)

where A.t/ is defined by (4.3), �.t/ is the unique solution of the integral equa-
tion (3.22) and the function h.t/ is given by (3.24).

To evaluate the .2` C 1/m unknown real constants aj0, ajk and bjk in (4.1), j D
1; : : : ;m, k D 1; : : : ; `, we rewrite the function  j.t/ in (4.4) as

 j.t/ D �
X̀
kD0

ajk cos ktC
X̀
kD1

bjk sin kt; j D 1; 2; : : : ;m: (6.2)

By obtaining the real function h from (3.24) and since D h, we have the following
theorem.
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Theorem 6.2 The values of the .2`C1/m unknown real constants ajk and bjkin (4.1)
are given by

aj0 D � 1

2	

Z 2	

0

hj.t/dt;

ajk D � 1
	

Z 2	

0

hj.t/ cos ktdt;

bjk D 1

	

Z 2	

0

hj.t/ sin ktdt;

for j D 1; : : : ;m and k D 1; : : : ; ` where the function h.t/ is given by (3.24).
In the above two theorems, we have used the integral equation (3.22) to develop

a method for solving the RH problem (4.1). We can also use Theorem 5.3 and
Corollary 3.6 to provide alternative proof for Theorem 4.1 for any � 2 H.

Alternative proof of Theorem 4.1 For any integer ` � 0, let the function A be given
by (4.3). Then for any functions � 2 H, it follows from Corollary 3.6 that a unique
function h 2 S� exists such that the RH problem

ReŒAf 
 D � C h (6.3)

is uniquely solvable. The function h is given by (3.24) where� is the unique solution
of the integral equation (3.22). Then Theorem 5.3 implies that unique values of the
.2` C 1/m real constants ˇj0; ˇjk; ˛jk, j D 1; 2; : : : ;m, k D 1; 2; : : : ; `, exist such
that

hj.t/ D ˇj0 C
X̀
kD1

Re


.ˇjk C i˛jk/e

ikt


:

Hence the RH problem (6.3) can be written as

Re

 
Ajfj j � ˇj0 �

X̀
kD1

Re


.ˇjk C i˛jk/e

ikt

! D �j; (6.4)

which in view of the definition (4.3) of the function A gives the proof of Theorem 4.1
where ‰ D f and aj0 D �ˇj0; ajk D �ˇjk; bjk D �˛jk, j D 1; 2; : : : ;m, k D
1; 2; : : : ; `. ut

7 Concluding Remarks

We have presented a boundary integral method for solving the general conjugation
problem which is a certain class of Riemann-Hilbert problems. The method is based
on a uniquely solvable boundary integral equation with the generalized Neumann
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kernel. We have also presented an alternative proof of Theorem 4.1 which has been
proved previously in [29]. The numerical implementation of the above proposed
method will be presented in future works.
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Pseudo-Differential Operators
on Manifolds with a Singular
Boundary

Vladimir B. Vasilyev

Abstract The aim of this work is to describe new interesting examples of non-
smooth manifolds and elliptic pseudo-differential operators acting in functional
spaces on such manifolds. Fredholm properties for these operators are studied by
factorization methods, and these are based on several complex variables.

Keywords Pseudo-differential operator • Local representative • Bochner
operator • Wave factorization
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1 Introduction

In 1990s the author has started to develop a new approach to pseudo-differential
equations and boundary value problems on smooth manifolds with a non-smooth
boundary. This approach takes its origin from Vishik–Eskin’s theory of boundary
value problems for manifolds with a smooth boundary [3]. The author has extended
a factorization idea to non-smooth situation to apply it for describing Fredholm
conditions for elliptic pseudo-differential equations and boundary value problems
on manifolds with a non-smooth boundary. This studying was completed in general
for a two-dimensional case [11] but last years the author has found new interesting
constructions for a multidimensional case also [12–15]. A special case is the
author’s paper [10] in which it was done for Calderon–Zygmund operators only.

A basic problem is to describe Fredholm conditions for the equation
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where M is a compact manifold with a boundary (non-smooth as a rule), A is
a pseudo-differential operator acting in certain functional spaces on M. We use
Sobolev–Slobodetskii spaces Hs.M/; s 2 R, for studying these properties [11]. Such
spaces are introduced locally using a partition of identity [3].

Some words on other approaches to the problem and related topics [2, 4–8].
Richard Melrose’s programme was declared in ICM-90 [5], and it is devoted to
algebraical and topological aspects of the problem, this way is reserved by papers
[6, 7]. Other kind of papers was written by analysts. So, B.-W. Schulze and his group
(see for example [2]) deals with general pseudo-differential operators on manifolds
with cones and wedges.

“In all papers the conical domain (see Fig. 1 below) is treated as the direct product
of a circle and a half-axis, then they apply the Mellin transform on half-axis, and the
initial problem is reduced to a problem in a domain with a smooth boundary with
operator-valued symbol. That follows further it is like the generalization of well-
known results on operator symbol case. Of course, the my approach is generalization
also, but it is a generalization on dimension space, and the principal difference is that
I don’t divide the cone, and it’s treated as an emergent thing” [14]. The last is related
also to papers V. Mazya, B. Plamenevskii and others mentioned in [14].

Another kind of “analytical” papers deals with very “simple” operators and
boundary value problems on manifolds with very “bad” boundary (see for example
[4]). The main aim for them is developing the classical Fredholm theory as far as it
is possible using potential theory.

Fig. 1 Simplest manifold
with a non-smooth boundary
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Finally recent paper [8] contains a certain new generalizations for statements
of boundary value problems without smoothness requirement on boundary of a
domain.

: : :we develop the global symbolic calculus of pseudo-differential operators generated by
a boundary value problem for a given (not necessarily self-adjoint or elliptic) differential
operator. For this, we also establish elements of a non-self-adjoint distribution theory and
the corresponding biorthogonal Fourier analysis. There are no assumptions on the regularity
of the boundary which is allowed to have arbitrary singularities. We give applications of the
developed analysis to obtain a priori estimates for solutions of boundary value problems
that are elliptic within the constructed calculus. [8]

2 Non-Smooth Manifolds and Local Representatives

Let it will not be a strange thing but in this section we’ll define the declared manifold
by operators which live on this manifold.

2.1 Pseudo-differential Operators

The main object of the paper is a linear bounded operator A W Hs1.M/ ! Hs2.M/
which is called a pseudo-differential operator under following assumptions. We’ll
suppose that operator A is composed by a certain operator-function A.x0/; x0 2 M;
so that for arbitrary smooth functions '; on M with supports concentrated in small
neighborhoods U;V .U � V/ of x the following representation for the operator A

' � A � D O' � .Ax0 C Tx0 /
O ;

holds, where Ax0 is an operator defined by formula

.Ax0u/.x/ D
Z
D

Z
Rm

ei��.x�y/ QA.��1.x0/; �/Qu.�/d�dy; x 2 D;

� W V ! D � Rm is a local diffeomorphism, QA.x; �/ is a certain function defined
on V � Rm, O' D ' ı ��1; O D  ı ��1, Tx0 W Hs1.Rm/ ! Hs2 .Rm/ is a compact
operator, Qu.�/ denotes the Fourier transform in m-dimensional space

Qu.�/ D
Z
Rm

eix��u.x/dx;

8u 2 S.Rm/ (Schwartz class of infinitely differentiable rapidly decreasing functions
at infinity).
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Remark 2.1 Generally speaking the domain D depends on the point x0 but we’ll see
below in a lot of cases it isn’t essential.

Definition 2.2 The operator Ax0 W Hs1.D/ ! Hs2.D/ is called a local representa-
tive of the operator A W Hs1 .M/ ! Hs2.M/ at the point x0 2 M, and domain D is
called a canonical domain.

A structure of the set D can be different in dependence on a placement of the
point x0. For inner points VM we have D D Rm, for points of smoothness on @M we
have D D R

mC, for conical points D D CaC and so on. One has painted a simple
example of a non-smooth manifold M on the Fig. 1. There are distinct types of
local representatives in dependence on a point kind. These local representatives
are defined by different formulas for inner points VM, for points of smoothness on
@M, for points on S which is a smooth edge of a wedge, and separately for conical
points A and B. Below we’ll describe these local representatives and methods for
their studying.

Definition 2.3 We say that a manifold M has a non-smooth boundary if there is
at least one local representative of a pseudo-differential operator for which D ¤
Rm;RmC, and the function 
.x0; �/ D QA.��1.x0/; �/ defined on M � Rm is called a
local symbol of a pseudo-differential operator A at the point x0.

2.2 Canonical Domains: A Half-Space, a Cone, a Wedge

Since the definition of a pseudo-differential operator is a local and we use the
“freezing coefficients principle” or, in other words, “local principle” then we’ll omit
a pole x0 in a symbol of a pseudo-differential operator. Thus we have following
types of local operators related to an initial pseudo-differential operator A. First it is
the operator

u.x/ 7�!
Z
Rm

Z
Rm

QA.�; �/u. y/ei.x�y/��d�dy; x 2 R
m: (2.1)

for a point x0 2 VM.
If x0 2 @M and x0 is a smoothness point then we need another formula

u.x/ 7�!
Z
R

m
C

Z
Rm

QA.�; �/u. y/ei.x�y/��d�dy; x 2 R
mC: (2.2)

For invertibility of such an operator with symbol QA.�; �/ not depending on a
spatial variable x0 one can apply the theory of the classical Riemann boundary
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value problem for upper and lower complex half-planes with a parameter � 0 D
.�1; : : : ; �m�1/. This step was systematically studied in the book [3]. But if the
boundary @M has at least one conical point, this approach is not effective.

A conical point x0 at the boundary is such a point for which its neighborhood is
diffeomorphic to the cone CaC D fx 2 Rm W xm > ajx0j; x0 D .x1; : : : ; xm�1/; a >
0g; hence the local definition for pseudo-differential operator near the conical point
is the following

u.x/ 7�!
Z

Ca
C

Z
Rm

QA.�; �/u. y/ei.x�y/��d�dy; x 2 CaC: (2.3)

A k-wedge point x0 at the boundary is such a point for which its neighborhood
is diffeomorphic to the wedge Wak ;kC D fx 2 Rm W x D .x00; x0; xm/; x00 D
.x1; � � � ; xk/; x0 D .xkC1; � � � ; xm�1/; xm > akjx0j; ak > 0g: In other words
Wak;kC D Rk � CakC , where CakC is a cone in Rm�k. Hence the local definition for
pseudo-differential operator near the k-wedge point is the following

u.x/ 7�!
Z

W
ak ;k
C

Z
Rm

QA.�; �/u. y/ei.x�y/��d�dy; x 2 WaC: (2.4)

To study an invertibility property for the operator (2.3), (2.4) the author has
introduced the concept of wave factorization for an elliptic symbol near a singular
boundary point [10, 11] and using this property has described Fredholm properties
for an equation with the operator (2.3), (2.4).

2.3 Class of Symbols

To describe invertibility conditions for operators (2.1)–(2.3) we need to fix a class
of local symbols under consideration.

Definition 2.4 A local symbol belongs to the class S˛ if it satisfies the following
condition

j
.x0; �/j � .1C j�j/˛; 8x0 2 M; � 2 R
m:

The number ˛ is called an order of a pseudo-differential operator.
Such symbols and corresponding operators we call elliptic ones.
According to [3] such operators with local symbols from S˛ are linear bounded

operators acting from Hs.D/ to Hs.D/, and everywhere below we consider only
symbols from the class S˛.
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2.4 Main Theorem

Theorem 2.5 An elliptic pseudo-differential operator A W Hs.M/! Hs�˛.M/ with
continuous local symbol has a Fredholm property iff all local representatives Ax0 W
Hs.D/! Hs�˛.D/ are invertible.

Proof Since the definition of a pseudo-differential operator given above assume that
an operator is defined locally then a local principle [9] implies this assertion. ut

2.5 Wave Factorization and Invertibility of Local Operators

We’ll give the definition of a wave factorization with respect to a k-dimensional
wedge because a cone is a particular case of a wedge Wa0;0C D Ca0C .

Let
�

CaCD fx 2 Rm W axm > jx0jg be a conjugate cone, and T.
�

CaC/ be a radial

tube domain over the cone
�

CaC [1, 11, 16], it is a subset of Cm of the following type

T.
�

CaC/ D R
m C i

�
CaC.

Definition 2.6 Wave factorization of a local elliptic symbol 
.x0; �/ with respect to
the wedge Wak ;kC is called its representation in the form


.x0; �/ D 
¤.x0; �/ � 
D.x0; �/;

where factors admit analytic continuation into radial tube domains T.˙
�

CakC/ over

cones˙
�

CakC for almost all � 00 D .�1; � � � ; �k/ with estimates

j
˙1
¤ .x0; � C i�/j � c1.1C j�j C j� j/˙æk ;

j
˙1D .x0; � � i�/j � c2.1C j�j C j� j/˙.˛�æk/;

where c1; c2 are constants.
The number æk is called an index of the wave factorization.
The following theorem in general was proved in [11]. There are some examples

of elliptic symbols admitting the wave factorization.
Let us denote by Sk a smooth sub-manifold of M consisting of k-wedge points.

Theorem 2.7 If the elliptic local symbol 
.x0; �/ admits wave factorization with
respect to the wedge Wa;k

C for all x0 2 Sk and jæ � sj < 1=2 then all local
representatives Ax0 ; x0 2 Sk; are invertible.
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2.6 The Bochner Operator

Let S.Rm/ be the Schwartz space of infinitely differentiable rapidly decreasing at
infinity functions. Let us define the following function

B.z/ D
Z

Ca
C

eiy�zdy; z D xC i� 2 T.
�

CaC/

and introduce the following

Definition 2.8 A Bochner operator is called the following linear operator

.Bu/.x/ D lim
�!0

Z
Rm

B.z� y/u. y/dy;

where � ! 0 along arbitrary non-tangential way, � 2 �
CaC [1, 16].

Remark 2.9 For this case CaC the Bochner kernel can be calculated exactly [10, 16]

B.z/ D a� .m=2/

2	
mC2
2

1�
z02 � a2z2m

�m=2
; z0 D .z1; � � � ; zm�1/;

where � is Euler �-function, but all above is valid for arbitrary sharp convex cone
in Rm although we don’t know an explicit form of the kernel B.z/.

Proposition 2.10 The operator B W L2.Rm/ ! L2.Rm/ is a linear bounded
operator.

Proof It follows from the fact that the operator B is Fourier image of a multiplication
operator on an indicator of the cone CaC. ut
Remark 2.11 It is easy to prove that B W Hs.Rm/! Hs.Rm/ is also linear bounded
operator for jsj < 1=2.

Let us note that the Bochner operator plays an important role and permits to
construct an inverse operator for local operators (2.3), (2.4) [10, 11].

3 Hidden Parameters

Everywhere above we have assumed that following parameters are constants.
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3.1 Order of an Operator

First an order of an pseudo-differential operator can vary from a point to a point.
Simple example is an elliptic local symbol of following kind


.x0; �/ D .1C j�j2/˛.x0/:
So there is the following

Problem 3.1 What one can say on boundedness and invertibility of such a pseudo-
differential operator in Sobolev–Slobodetskii spaces Hs.M/?

3.2 Index of Wave factorization

Since index of factorization (according to Vishik–Eskin theory) determines a
quantity of boundary conditions and index of wave factorization also it is very
interesting situation when such indices vary from a point to a point. Thus the
following question arises.

Problem 3.2 Is it possible the situation when one needs different quantity of
boundary conditions on distinct parts of a boundary?

3.3 A Variable Size of a Cone

Here we consider a case when size of a cone varies from a point to a point. It means
that size of a canonical cone CaC can vary, in other words we need to consider a

cone of a variable size Ca.x0/C . According to the definition of the operator B one can
construct the following operator

.Bvaru/.x/ D a� .m=2/

2	
mC2
2

lim
�!0C

Z
Rm

u. y/dy

..x0 � y0/2 � a2.x/.xm � ym C i�/2/m=2
:

Problem 3.3 What one can say on boundedness of the operator Bvar in Sobolev–
Slobodetskii spaces Hs.Rm/?

4 A Wedge with a Variable Size

Here we’ll consider more complicated manifold M with so-called k-wedges with a
variable size. To study such singularities one can apply the developed technique for
describing sufficient invertibility conditions of local operators.
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Definition 4.1 k-wedge of a variable size Wak.x0/;kC is a smooth sub-manifold Sk �
M consisting of points x0 in which a local representative of an operator A has the
form

u.x/ 7�!
Z

W
ak.x0/;k
C

Z
Rm

QA.�; �/u. y/ei.x�y/��d�dy; x 2 Wak.x0/;k
C ; (4.1)

where the function a.x0/ is defined on Sk, is continuous, takes its values on an
interval .bk; ck/ and has finite limits in points bk; ck.

4.1 Refined Theorem and Sufficient Conditions

Let a manifold M be such that its boundary @M includes a smooth part and smooth
sub-manifolds Sk which are k-wedges, k D 0; � � � ;m � 2. A sub-manifold Sm�1 is
a closure of a smooth part of a boundary @M. For this piece of a boundary one can
use Vishik–Eskin theory [3].

In this section we’ll add to local representatives the operator (4.1) and formulate
the following

Theorem 4.2 Let A be a pseudo-differential operator with continuous elliptic local
symbol 
.x0; �/. The operator A W Hs.M/ ! Hs�˛.M/ has a Fredholm property iff
all local representatives Ax0 W Hs.D/! Hs�˛.D/ are invertible. If the local symbol
admits the wave factorization with respect to k-wedge points x0 2 Sk, jæk � sj <
1=2; k D 0; � � � ;m � 2, then all such local representatives Ax0 W Hs.D/! Hs�˛.D/
are invertible.

4.2 From a Half-Space to a Half-Line: Degenerating Wedge

If b1 D 0; c1 D C1 we have the wedge on Fig. 2. For b1 D 0 we obtain a plane,
and for c1 D C1 we obtain a half-line. The author has made some attempts to
describe such local representatives of an operator A [13, 14] but it is not clear up to
now how one can work with such singularities.

5 Exotic Singularities

There are a lot of possibilities to construct another types of singularities combining
mentioned above cones, wedges and their modifications. Some variants were
presented in [12].
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Fig. 2 A wedge of a variable size

6 Conclusion

The author hopes these considerations will help to enlarge a set of admissible
manifolds with singular boundaries and to get answers to some formulated ques-
tions. It seems for all existing theories of boundary value problems for elliptic
pseudo-differential equations on manifolds with singular boundaries one needs
an invertibility of local representatives. Finding effective necessary and sufficient
conditions for this property is a very hard problem, and any result in this direction
will be a great achievement.
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Gravity Driven Flow Past the Bottom
with Small Waviness

R. Wojnar and W. Bielski

Abstract We propose an introductory study of gravity driven Stokesian flow past
the wavy bottom, based on Adler’s et al. papers. In examples the waviness is
described by a sinus function and its amplitude is small, up to O."2/. A correction
to Hagen-Poiseuille’s type free-flow solution is found. A contribution of capillary
surface tension is discussed.

Keywords Stokes’ equation • Asymptotic and Fourier’s expansions •
Roughness • Obstacles
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1 Introduction

Alexander Malevich, Vladimir Mityushev and Pierre Adler, [8–10], and recently
Roman Czapla, V. Mityushev and Wojciech Nawalaniec, [2], have shown how
to apply the asymptotic analysis to reduce the problem of flow in channels with
curvilinear walls to the problem of flow with the plane ones. After these authors we
study the influence of bottom small waviness on the free flow.

We consider a Stokesian gravity driven free flow past a wavy bottom described
by a non-plane interface surface S.x/. For simplicity, we are dealing with two
dimensional steady problem, described by two position co-ordinates x D .x; y/.
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Fig. 1 The gravity driven
flow past a wavy bottom with
the mean slope ˛ to the
horizontal plane. The vector g
denotes the gravity
acceleration. The depth of the
stream in subsequent
calculations is taken as
h D 1. The proportions of the
bottom waviness are
exaggerated

y

h

x
α

g

The task is related to problems of stream flows past the rough bottom, in peculiarity
in channels with asperity and obstacles on the bottom.

The issue was treated in numerous experimental and theoretical works, for
example [1, 3–6].

1.1 Geometry

The scheme of the problem is given in Fig. 1. It is admitted that the bottom of the
channel is not plane but curvilinear. It is, however, plane in the mean. The upper
surface of the flow is free. The x-axis is directed parallelly to the bottom descend,
and y-axis is perpendicular to the bottom. In an example, we will accept the bottom
surface S.x/ described by the sinusoid,

y D S.x/ D " a cos x

where S.x/ is a smooth periodic function and " is a small parameter. The mean value
of the S.x/ is zero. The coefficient a is a number. For the infinitely differentiable
function S.x/ a cascade of boundary value problems is deduced. The boundary
conditions are substituted by Maclaurin’s expansions, and the solution (the velocity
and pressure fields) is calculated in the form of both, " expansions and Fourier’s
series. The case " D 0 corresponds to the zeroth approximation problem. The mean
value of S.x/ is also zero.

1.2 The Problem

Let v D .u; v/ be an unknown two dimensional velocity field, and p be an unknown
field of the pressure. We have u D u.x; y/; v D v.x; y/ and p D p.x; y/. These fields
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satisfy the following set:
equation of incompressibility

@u

@x
C @v

@y
D 0 (1.1)

and Stokes’ equations

@2u

@x2
C @2u

@y2
� @p

@x
C 1 D 0

@2v

@x2
C @2v

@y2
� @p

@y
� ctg˛ D 0

(1.2)

The parameter ˛ is an angle of mean inclination of the bottom to the horizontal
plane, (or the bottom inclination at " D 0), see Fig. 1. The equations are subject to
the boundary conditions

u D 0 at S.x/ (1.3)

p D pA at the free surface of the stream (1.4)

where pA is an atmospheric pressure.
The equations (1.1)–(1.4) are written in a natural system of units, described in

the Appendix 1.

1.3 Zeroth Approximation

We consider the following set of equations treated a zeroth approximation

@2u0
@y2
� @p0
@x
C 1 D 0

@p0
@y
C ctg ˛ D 0

(1.5)

which are subject to the boundary conditions

u0 D 0 at y D 0 (1.6)

p0 D pA at y D 1 (1.7)
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In this approximation the velocity vector has only one not vanishing component u0,
which depends on one variable y only. The solution reads

u0 D � 1
2

y2 C y (1.8)

p0 D pA C .1 � y/ctg˛ (1.9)

cf. [7]. Moreover

v0 D 0 (1.10)

This zeroth solution can be regarded as Hagen-Poiseuille’s solution corresponding
to the free-flow.

2 General Solution

Consider the following set of homogeneous equations

@u

@x
C @v

@y
D 0

@2u

@x2
C @2u

@y2
� @p

@x
D 0

@2v

@x2
C @2v

@y2
� @p

@y
D 0

(2.1)

with the unknown functions u; v and p. They are subject to the boundary conditions

u D 0 and v D 0 on y D S.x/ (2.2)

In the accepted frame of reference, see Fig. 1, and in a further exemplary calculation
the bottom is described by the function

y D S.x/ D "a cos x (2.3)

The pressure p is equal to the atmospheric pressure at the free upper surface of the
stream, p D pA. The mean depth of the stream is equal 1.
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2.1 Expansion in " Series

The unknown velocity components and pressure functions are expanded in the "
series

u.x; y/ D
1X

mD0
um.x; y/ "

m

v.x; y/ D
1X

mD0
vm.x; y/ "

m

p.x; y/ D
1X

mD0
pm.x; y/ "

m

(2.4)

Next, at the bottom, it is at y D "a cos x a Maclaurin’s series of a function, say
g D g.x; y/, is introduced

g.x; "a cos x/ D
1X

mD0
"m ."a cos x/m

mŠ
� @

mg

@ym

ˇ̌̌
ˇ
yD0

By analogy to this expansion, the bottom boundary conditions for the functions (2.4)
are represented by Maclaurin’s series

u.x; "a cos x/ D
1X

mD0
"m

mX
kD0

ak

kŠ
cosk x � @

kum�k

@yk

ˇ̌̌
ˇ
yD0

v.x; "a cos x/ D
1X

mD0
"m

mX
kD0

ak

kŠ
cosk x � @

kvm�k

@yk

ˇ̌̌
ˇ
yD0

p.x; "a cos x/ D
1X

mD0
"m

mX
kD0

ak

kŠ
cosk x � @

kpm�k

@yk

ˇ̌̌
ˇ
yD0

(2.5)

In this manner the search for solution of the set of equations (2.1) with the boundary
conditions (2.2) is substituted by solving these equations with conditions (2.5).

2.2 Reduced Problem

Substituting expansions (2.4) into Eqs. (2.1) leads to the equations

@um

@x
C @vm

@y
D 0

@2um

@x2
C @2um

@y2
� @pm

@x
D 0

@2vm

@x2
C @2vm

@y2
� @pm

@y
D 0

(2.6)
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Solving the problem subject to the boundary conditions given at the curvilinear
boundary y D "a cos x was reduced to the problem with the straight boundary y D 0
but with modified values of boundary conditions. This means that at each step m the
set (2.6) must be solved with the modified boundary conditions (2.5).

The solution um; vm and pm is looked for in the form of Fourier’s series

um.x; y/ D
1X

sD1
˛.m/s . y/

@

@x
.A.m/ sin sx C B.m/ cos sx/

vm.x; y/ D
1X

sD1
ˇ.m/s . y/ .A.m/ sin sx C B.m/ cos sx/

pm.x; y/ D
1X

sD1
�.m/s . y/ .A.m/ sin sx C B.m/ cos sx/

(2.7)

with y-functions ˛.m/s ; ˇ
.m/
s and �.m/s to be found. Also the constants A.m/ and B.m/

must be evaluated. Notice that ˛.m/s is a coefficient of expansion, while ˛ without
any subscript is the mean angle of inclination of the bottom, cf. Fig. 1.

Substituting the expansions (2.7) into Eqs. (2.6) we obtain for the incompress-
ibility equation

1X
sD1

�
˛.m/s . y/ s2 � @

@y
ˇ.m/s . y/

�
.A.m/ sin sx C B.m/ cos sx/ D 0

and for Stokes’ equations

1X
sD1

�
@2

@y2
˛.m/s . y/ � s2

�
@

@x
.A.m/ sin sx C B.m/ cos sx/ D

1X
sD1

�.m/s . y/
@

@x
.A.m/ sin sx C B.m/ cos sx/

1X
sD1

�
@2

@y2
ˇ.m/s . y/� s2

�
.A.m/ sin sx C B.m/ cos sx/ D

1X
sD1

@

@y
�.m/s . y/ .A.m/ sin sx C B.m/ cos sx/

(2.8)

Therefore,

d

dy
ˇ.m/s . y/ � s2 ˛.m/s . y/ D 0 (2.9)

d2

dy2
˛.m/s . y/� s2˛.m/s . y/ � �.m/s . y/ D 0 (2.10)

d2

dy2
ˇ.m/s . y/� s2ˇ.m/s . y/ � d

dy
�.m/s . y/ D 0 (2.11)
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Since the representation applied in the expansions (2.7) is a special case of the trig-
function introduced in [8], the system of ordinary differential equations (2.9)–(2.11)
is the same as that derived and discussed in [8].

2.3 Solution of the System

After [8], to solve the system of equations (2.9)–(2.11) we differentiate Eq. (2.10)

d3

dy3
˛.m/s . y/� s2

d

dy
˛.m/s . y/ � d

dy
�.m/s . y/ D 0

and subtract (2.11) from the result

d3

dy3
˛.m/s . y/� s2

d

dy
˛.m/s . y/ � d2

dy2
ˇ.m/s . y/C s2ˇ.m/s . y/ D 0

In this equation we substitute the function ˛.m/s expressed by Eq. (2.9)

˛.m/s . y/ D 1

s2
d

dy
ˇ.m/s . y/

and get

1

s2
d4

dy4
ˇ.m/s . y/� 2 d2

dy2
ˇ.m/s . y/ C s2 ˇ.m/s D 0

The discriminant of the last equation is zero, and the general solution reads

ˇ.m/s . y/ D .C.sm/
1 yC C.sm/

2 / esy C .C.sm/
3 yC C.sm/

4 / e�sy (2.12)

Simultaneously, by (2.9) and (2.10) we obtain

˛.m/s . y/ D 1

s2

n
ŒC.sm/
1 C .C.sm/

1 yC C.sm/
2 / s
 esyC

C ŒC.sm/
3 � .C.sm/

3 yC C.sm/
4 / s
 e�sy

o (2.13)

and

�.m/s . y/ D 2C.sm/
1 esy C 2C.sm/

3 e�sy (2.14)
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Three last expressions, when substituted successively into Eqs. (2.7) and (2.4) would
give the desired solution. Before, however, the boundary conditions should be
accounted for determining constants C.sm/

i ; i D 1; 2; 3; 4.

3 An Example

Without loss of generality we put

a D 1 (3.1)

In approximation up to O."2/ we have

u.x; y/ D u0.x; y/C "u1.x; y/
v.x; y/ D v0.x; y/C "v1.x; y/
p.x; y/ D p0.x; y/C "p1.x; y/

(3.2)

with the boundary conditions at y D 1
v.x; 1/ D 0
p.x; 1/ D pA

(3.3)

The following equations should be satisfied

@

@x
Œu0.x; y/C "u1.x; y/
/C @

@y
Œv0.x; y/C "v1.x; y/
 D 0

@2

@x2
Œu0.x; y/C "u1.x; y/
C @2

@y2
Œu0.x; y/C "u1.x; y/
�
@

@x
Œ p0.x; y/C "p1.x; y/
C 1 D 0

@2

@x2
Œv0.x; y/C "v1.x; y/
C @2

@y2
Œv0.x; y/C "v1.x; y/
/�
@

@y
Œ p0.x; y/C "p1.x; y/
C ctg ˛ D 0

or

@

@x
u0.x; y/C @

@y
v0.x; y/C "

�
@

@x
u1.x; y/C @

@y
v1.x; y/

�
D 0

1C
�
@2

@x2
C @2

@y2

�
u0.x; y/ � @

@x
p0.x; y/C

"

��
@2

@x2
C @2

@y2

�
u1.x; y/ � @

@x
p1.x; y/

�
D 0

ctg˛ C
�
@2

@x2
C @2

@y2

�
v0.x; y/ � @

@x
p0.x; y/C

"

��
@2

@x2
C @2

@y2

�
v1.x; y/� @

@x
p1.x; y/

�
D 0

(3.4)



Gravity Flow Past a Wavy Bottom 189

3.1 Two Problems: "0 and "1

Now, we consider coefficient at "0, it is:
Problem "0, which gives, see Sect. 1.3,

u0 D y � 1

2
y2; v0 D 0; and p0 D pA C .1 � y/ctg˛ (3.5)

and Problem "1

@

@x
u1.x; y/C @

@y
v1.x; y/ D 0�

@2

@x2
C @2

@y2

�
u1.x; y/� @

@x
p1.x; y/ D 0�

@2

@x2
C @2

@y2

�
v1.x; y/ � @

@x
p1.x; y/ D 0

(3.6)

To find the first approximations u1; v1 and p1 in the form according to [8] one puts

u1.x; y/ D u11. y/ sin xC u12. y/ cos x
v1.x; y/ D v11. y/ sin xC v12. y/ cos x
p1.x; y/ D p11. y/ sin xC p12. y/ cos x

(3.7)

cf. the Appendix 2, Eqs. (A.12). By relations (2.12)–(2.14)

˛
.1/
1 . y/ D ŒC1 C .C1yC C2/
 e

y C ŒC3 � .C3yC C4
 e
�y (3.8)

ˇ
.1/
1 . y/ D .C1yC C2/ ey C .C3yC C4/ e�y (3.9)

and

�
.1/
1 . y/ D 2C1 ey C 2C3 e�y (3.10)

For simplifying notation, we omitted the superscripts everywhere over the constants
C1;C2;C3 and C4, while the subscripts and coefficients at x are put s D 1.
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3.2 Solution in the First Approximations

The constants C1;C2;C3 and C4 are found in the Appendix 2. Finally, we get

u.x; y/ D u0.x; y/C "u1.x; y/ D
D y � 1

2
y2 C "

�e2 C e2y C �e2 C e2y
�

y

�1C e2
e�y cos x

v.x; y/ D v0.x; y/C "v1.x; y/ D "
�e2 C e2y

�1C e2
e�y y sin x

p.x; y/ D p0.x; y/C "p1.x; y/ D
D pA C .1 � y/ctg˛ C " 2

�e2 C e2y

�1C e2
e�y sin x

(3.11)

From the last set of results we are learning that the " - corrections to the transversal
velocity component correction v1 and the pressure correction p1 are opposite in
the phase to the longitudinal velocity component correction u1. One observes that
a higher velocity is accompanied by a lower pressure, and one can look for a far
analogy to Bernoulli’s law.

3.3 Results

Figure 2 shows the dependence of the longitudinal velocity u on the transversal
co-ordinate y are shown, and Fig. 3 is illustrating the analogical dependence of the
transversal velocity component v, for different values of the parameter ". In our
notation, since a D 1, the parameter " denotes the amplitude of the bottom waviness.
Since the first order correction u1 changes its sign on the y axis the maximum
value of the velocity u changes its position up and down on the x axis according
to variations of cosx function. Also the transversal velocity v changes its values
periodically along the x axis.

What concerns the pressure correction

p1 D 2 �e2 C e2y

�1C e2
e�y sin x

we observe that on the bottom .y D 0/ it varies from (�2) to (2) dependent on value
of the function sin x, and on the upper surface .y D 1/ it has always the value zero.
It is very small in comparison with the atmospheric pressure which in natural units
equals 106, cf. the Appendix 1. However, it is not small with comparison the surface
tension at the water-air interface which equals 
 D 7:25, cf. the Appendix 5.
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Fig. 2 The longitudinal velocity component u versus the transversal co-ordinate y, for three
different values of ", it is for " D 0 (solid), " D 0:2 (dash) and " D �0:2 (dashdot). The sign
minus corresponds to values cos x D �1
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Fig. 3 The transversal velocity component v versus the transversal co-ordinate y for " D 0:2
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4 Discussion of the Results

4.1 Waviness of the Upper Surface of the Liquid

To estimate the waviness of the upper surface of the liquid in our channel, let us
write the global equation of continuity, which expresses the conservation of matter
(or the constancy of its volume in our case of an incompressible liquid). In example
of Sect. 3, the bottom of the channel is described by the surface

yB D " cos x

We can assume that the upper side of the liquid is described by a function

yA D 1C �.x/

where �.x/ is a small correction which describes the departure of the liquid surface
from the plane y D 1. It is to estimate the unknown function � D �.x/ we built a
global continuity equation. We consider a volume of liquid bounded by two plane
cross-sections of the channel at a distance dx apart. In unit time a volume .Su/x
of liquid flows through one plane, and a volume .Su/xCdx through the other. The
volume of liquid between the two planes changes by

.Su/xCdx � .Su/x D @.Su/x
@x

dx

But

S.x/ D 1 �
Z yA

yB

dy

and

@.Su/x
@x

D @

@x

Z 1C�.x/

" cos x
u dy

The volume of incompressible liquid which flows through the channel is constant.
Therefore

@

@x

Z 1C�.x/

" cos x
u dy D 0

with u D u0 C "u1; and we have for each power of " respectively

@

@x

Z 1

0

u0 dy D 0 and
@

@x
�
Z 1C�.x/

" cos x
u1 dy D 0
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The first equation of the last two is satisfied identically, and the second gives

@

@x

Z 1C�.x/

" cos x
f�e2e�y C ey C e2 e�yy C eyyg cos x dy D 0 (4.1)

where the result of Sect. 3

u1.x; y/ D �e2 C e2y C .e2 C e2y/ y

e2 � 1 e�y cos x

was used.
Our problem, as described by Stokes’ equation is a linear one. We remain that

linear causality describes a relationship of proportionality between a given cause
and a given effect that stays constant over time. Small causes always produce small
effects; large causes always produce large effects. Since linear interactions exclude
feedback, the intensity of the effect will tend to be proportional to that of the cause.
The magnitude of an effect is proportional to the magnitude of its cause, cf. http://
complexitylabs.io/linear-causality/. Hence, we admit that both quantities, " and �
are of the same order. As the curvature of any curve f .x/ is of the order jd2f .x/=dx2j,
the maximal values of the surface curvature are of the order " cos 0 D ".

4.2 Surface Phenomena

It is well known that capillary gravity waves can arise in the presence the
gravitational field at the liquid surface, [7]. They are described by the dispersion
relation

!2 D gkC 
k3=�

where ! is the circular frequency of the wave, k is the wave number, with � D 2	=k
being the wavelength, and h is the depth of the liquid, see Fig. 1.

In our estimation we accept that the waviness of the upper surface is comparable
with the waviness of the bottom. This waviness in metrical system is described by
cos.x=h/: The corresponding curvature is

d2 cos.x=h/

dx2
D � 1

h2
cos.x=h/

For thin films, with h sufficiently small, the contribution of surface tension cannot be
neglected, if one looks for the appropriate physical description of the gravity driven
flow, cf. the Appendix 5.

Equations used in our paper, the continuity equation (1.1) and Stokes’ equa-
tions (1.2) are time independent. Moreover, Eqs. (1.2) are lacking in the inertial

http://complexitylabs.io/linear-causality/
http://complexitylabs.io/linear-causality/
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term. Thus, these equations cannot describe any form undulatory motion, and
neither gravity neither capillary waves come within the scope of this formulation.
However, in principle the phenomenon of surface tension can affect our results. In
principle, to obtain an integral description of surface phenomena the complete set
of Navier-Stokes’ equations should be accounted for.

5 Remarks

We have presented a study of a two-dimensional flow past a wavy impermeable
bottom in the first order approximation of the parameter ", which is a measure of
the waviness amplitude. In this paper example the bottom waviness was accepted in
a simple sinusoidal form.

The bottom waviness results in appearance of a transversal velocity, and it is
a new qualitative feature of the flow in comparison with the flow past the plane
bottom. Also the longitudinal flow velocity is subduing periodical changes.

We hope that our results will be useful in practical applications. Wavy bottom
surfaces are found in circumstances related to deformable or granular media, for
example wind-wave interactions with the surface of the sand desert, of the ocean or
sand dunes in the river or sea bottom. The influence of bottom plants on the flow in
rivers is crucial in geophysical and agricultural problems, where different obstacles
at a river bottom may appear, as stones or plants, [6].

What concerns scientific meaning, it is relevant to explain mechanisms involved
in complex phenomena observed in the nature, such as the formation of dunes or
ripples in the deserts and in the ocean beds, cf. [3, 12].

Acknowledgements The authors gratefully acknowledge many helpful suggestions from Profes-
sor Vladimir V. Mityushev.

This work was partially supported within statutory activities No 3841/E-41/S/2017 of the
Ministry of Science and Higher Education of Poland.

Appendix 1: Natural Units for the Problem

Let the module of velocity of the main stream can be characterized by the quantity
u, and the geometrical properties of the flow can be denoted by l. Then any flow is
specified by three parameters u; l and the viscosity �. The only one dimensionless
quantity which can be formed from the above three is called Reynolds’ number

R � �

�
ul (A.1)
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Navier-Stokes’ equation is considerably simplified in the case of flow with small
Reynolds number R. For steady flow of an incompressible fluid with constant
viscosity � this equation reads

.v � r/v D � 1
�
rp C b C �

�
�v (A.2)

The term .v � r/v is of the order of magnitude of .u2=l/, and the quantity .�=�/�v
is of the order of �u=.�l2/. The ratio of two is just Reynolds’ number R. Hence the
term .v � r/v may be neglected for small R. Then the equation of motion reduces to
a linear equation

��v � rpC b D 0 (A.3)

known as Stokes’ equation, which together with the equation of continuity (1) and
appropriate boundary conditions completely determines the motion, [7].

We notice yet that the smallness of R is not necessary to linearize Stokes’
equation in the case of laminar flow with the velocity v D .v; 0; 0/, if v does
not depend on x1. In this case the nonlinear term at the left hand side of Eq. (A.2)
identically vanishes.

In analogy with Reynolds’ number R, we take as a natural for this problem the
depth h of the fluid as the unit of length Mx. As the unit of velocity Mv we accept three
times repeated the mean velocity 3 � vmean. The natural unit of pressure Mp is the x
component of the hydrostatic pressure at the bottom, what assures the unit value of
the x component of the body force. Thus, cf. Fig. 1,

Mx D h

Mv D 3 � vmean D �

�
h2 g sin ˛

Mp D �

h
3 vmean D �hg sin˛

(A.4)

Consequently, the unit of time is

Mt D MxMv D
h

3 � vmean
D �

�hg sin˛
(A.5)

Then new variablesex;ev andep are introduced:

ex � x

Mx ; ev � v

Mv and ep � p

Mp (A.6)

In the new variables the zeroth approximation of Stokes’ equation has the form

@2ev
@ey2 � @ep@ex C 1 D 0 and

@ep
@ey C ctg˛ D 0
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cf. Eqs. (1.5).
We take into consideration a typical laboratory experiment with h D 10 cm. If

we approximate the gravity acceleration g as 1000 cm/s2, then for the water with the
density � D 1 g/cm3 the relation between the natural units and the SI units is

Mx D 10 cm

Mv D 1
g

cm3

0:01
g

cm s

� 10
2 cm2

3
� 1000cm

s2
� sin ˛ D 10

3
� 106 � cm

s
� sin˛

Mp D 1 g

cm3
� 10 cm � 1000cm

s2
� sin ˛ D 104 g cm

s2
� 1

cm2
� sin ˛

Mt D 0:01 � g
cm s

1
g

cm3 � 10 cm � 1000 g cm
s2 � sin˛

D 10�6s
sin ˛

(A.7)

In peculiar, we have also

1 � g cm

s2
� 1

cm2
D Mp � 10

�4

sin˛

and

1s D Mt � 106 � sin ˛

Then, the viscosity of the water in these new units is equal to one

�H2O D 0:01 � g

cm s
D 0:01 � 1

cm2

g cm

s2
� s D 1 � Mp � Mt (A.8)

In our example we accept

˛ D 100m

1000 km
D 10�4 (A.9)

what is an order of the mean slope of the great world rivers profile, cf. the
Appendix 3. Then

Mx D 10 cm

Mv D 10 � 102 � cm

s
D 10 � m

s
Mp D 1 � g cm

s2
� 1

cm2

Mt D 0:01 s

(A.10)

In these units, we find

Mx � MpMv D
1

100
� g

cm s
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or

1 P � 1 � g

cm s
D 100 � Mx � MpMv

It is conspicuous for this angle of slope the smallness of the pressure unit. Note that
Mp = 1 dyn/cm2 = 0.1 Pa 	 10�6 atm.

As it was mentioned above, the viscosity of water at 20ıC is almost exactly 1 cP,
and equals 1 in our natural units, cf. Eq. (A.8).

Appendix 2: Elaboration of the Example

General Solution

By equation (2.7) for m D 1 we have

u1.x; y/ D ˛1. y/ .A cos x � B sin x/
v1.x; y/ D ˇ1. y/ .A sin x C B cos x/
p1.x; y/ D �1. y/ .A sin x C B cos x/

(A.11)

where ˛1; ˇ1; and �1 are given by Eqs. (3.8)–(3.10) and the superscripts 1 were
omitted. After Eqs. (3.7) we find

u11 D �fŒC1 C .C1yC C2/
 ey C ŒC3 � .C3yC C4
 e�ygB
u12 D fŒC1 C .C1yC C2/
 e

y C ŒC3 � .C3yC C4
 e
�ygA

v11 D f.C1yC C2/ ey C .C3yC C4/ e�ygA
v12 D f.C1yC C2/ ey C .C3yC C4/ e�ygB
p11 D .2C1 ey C 2C3 e�y/A; p12 D .2C1 ey C 2C3 e�y/B

(A.12)

Boundary Conditions for the Example

If the expansions (2.4) are limited up to O."2/, only the terms with m D 0; 1 must
be left, and the boundary conditions (2.5) reduce to the following ones

u.x; "a cos x/
:D u0.x; 0/C "

 
u1.x; 0/C a cos x � @u0.x; y/

@y

ˇ̌̌
ˇ
yD0

!

v.x; "a cos x/
:D v0.x; 0/C "

 
v1.x; 0/C a cos x � @v0.x; y/

@y

ˇ̌̌
ˇ
yD0

!

p.x; "a cos x/
:D p0.x; 0/C "

 
p1.x; 0/C a cos x � @p0.x; y/

@y

ˇ̌̌
ˇ
yD0

! (A.13)
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where
:D means the asymptotic equality with the accuracy O."2/. This symbol was

applied in [2].
Next, we submit Fourier’s series (2.7) into Maclaurin’s expansions (2.5), taken

at the bottom boundary up to O."2/ approximation, and receive

u.x; " a cos x/
:D u0.x; 0/C

"

�
˛1. y/jyD0

@

@x
.A sin x C B cos x/

�
v.x; " a cos x/

:D v0.x; 0/C
"

�
ˇ
.1/
1 . y/

ˇ̌̌
yD0 .A sin x C B cos x/

�
p.x; " a cos x/

:D p0.x; 0/C
"

�
�
.1/
1 . y/

ˇ̌̌
yD0 .A sin x C B cos x/

�
(A.14)

The subscripts and coefficients at x are put s D 1. Above, u0.x; 0/ and v0.x; 0/ are
known and equal to zero, while p0.x; 0/ must be found from a boundary problem at
the free surface of the flowing stream.

From the solutions (2.12)–(2.13) we get

˛
.1/
1 . y/

ˇ̌̌
yD0 D C1 C C2 C C3 � C4

ˇ
.1/
1 . y/

ˇ̌̌
yD0 D C2 C C4

@

@y
ˇ
.1/
1 . y/

ˇ̌̌
ˇ
yD0
D C1 C C2 C C3 � C4

�
.1/
1 . y/

ˇ̌̌
yD0 D 2 .C1 C C3/

@

@y
�
.1/
1 . y/

ˇ̌̌
ˇ
yD0
D 2C1 � 2C3

(A.15)

Here also the superscripts at the coefficients C1;C2;C3 and C4 were omitted.
Substituting (A.13) into (A.12) gives

u.x; " a cos x/
:D

" f.C1 C C2 C C3 � C4/.A cos x � B sin x/ C cos xg
v.x; " a cos x/

:D " .C2 C C4/ .A sin x C B cos x/
p.x; " a cos x/

:D p0.x; 0/ C " 2 .C1 C C3/ .A sin x C B cos x/

(A.16)

Finding Constants

At the bottom

u.x; " a cos x/ D 0 (A.17)
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and

v.x; " a cos x/ D 0 (A.18)

where both u.x; " a cos x/ and v.x; " a cos x/ are given by (A.16). Also, in good
approximation (if surface undulations were neglected)

p.x; " a cos x/ D pA C ctg˛ (A.19)

These conditions should be satisfied separately at each power of ". We apply the
integral relations

Z 	

�	
cos kx sin lxdx D 0 and

Z 	

�	
cos kx cos lxdx D 	 ıkl

and successively obtain.
From Eqs. (A.14) and (A.15)

.C1 C C2 C C3 � C4/A D � 1 (A.20)

and

B D 0 (A.21)

From Eqs. (A.14) and (A.16)

C2 C C4 D 0 (A.22)

After the set (3.2) and Eq. (1.9) we have

p D pA C .1 � y/ ctg˛ C 2".C1ey C C3e�y/A sin x (A.23)

To assure the value p D pA at y D 1 we should have

C1eC C3e
�1 D 0 (A.24)

If we assume that transversal velocity component v vanishes at the stream surface
(y D 1)

.C1 C C2/eC .C3 C C4/e
�1 D 0 (A.25)

Comparing (A.22), (A.24) and (A.25) we observed that

C2 D 0 D C4 (A.26)
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Moreover,

AC1 D e2

e2 � 1 and AC3 D 1

e2 � 1 (A.27)

Appendix 3: Slopes of the River Beds: Typical Examples

What concerns the lower Nile river, the city Aswan is elevated 194 m above the sea
level, and from this town to the Mediterranean sea the river flows about 1200 km
yet.

What concerns the lower Amazon river, the city Manaus is on 92 m elevation
and 1500 km away from the Atlantic ocean. In approximation the mean slope of the
Amazon profile is

˛ 	 60m

1500 km
D 0:4 � 10�4

The similar numbers are obtained for other rivers such as Volga, Oka, Mississippi
and Wisła (Vistula) below Warsaw. The mean slope of the Wisłok river below
Rzeszów until the mouth in Dȩbno is about 14m / 60 km	 2 � 10�4.

For comparison, the slope of the bridge Pont du Gard, which descends 2.5 cm
in 456 m has the approximate value of the gradient 0:5 � 10�4. The bridge is
part of the Nîmes aqueduct. The aqueduct was built probably around the reign of
the emperor Claudius (41–54 AD). It required constant maintenance by circitores,
workers responsible for the aqueduct’s upkeep, who crawled along the conduit
scrubbing the walls clean and removing any vegetation, cf. [11].

Appendix 4: Estimation of the Upper Waviness

After the formula for differentiation of a definite integral whose limits are functions
of the differential variable, Eq. (4.1) can be written in the form

I1 C I2 C I3 D 0 (A.28)

Here

I1 D �
Z 1C�.x/

" cos x
f�e2e�y C ey C e2 e�yy C eyyg sin x dy

I2 D @�

@x
f�e2e�.1C�/ C e1C� C e2 e�.1C�/.1C �/ C e1C�.1C �/g cos x

I3 D � " sin x f�e2e�" cos x C e" cos x C e2 e�." cos x/." cos x/
C e" cos x." cos x/g cos x
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After integration we get

I1 D �
˚
e2e�y C ey � e2 e�y. yC 1/ C ey. y � 1/�ˇ̌1C�.x/

" cos x
� sin x

or

I1 D �
˚
e � 2 � .1C �/ C Œe2 � 1 � .e2 C 1/ " cos x
 " cos x

� � sin x

Keeping the terms of O."/ and O.�/ only we have

I1 D �
˚
2e� C .e2 � 1/ " cos x

� � sin x

Within this accuracy we get

I2 D d�

dx
� e � .3C 2�/ cos x

and

I3 D � " sin x � .1 � e2/ cos x

If we leave out the term I1, we have equality I2 C I3 D 0; which, after integration
gives 3� C �2 D " � .e � 1=e/ cos x; and after linearization

� D "

3
�
�

e � 1

e

�
cos x

where e 	 2:71828. In this case O(�)' O(").

Appendix 5: Young-Laplace’s Equation

Young-Laplace’s equation is a statement of normal stress balance for static fluids
meeting at an interface

p1 � p2 D 

�
1

R1
C 1

R2

�

where p1 � p2 is the pressure difference across the fluid interface, 
 is the surface
tension, and R1 and R2 are the principal radii of the interface surface curvature. In
our case p1 D p is the pressure inside of the liquid, and p2 D pA is the atmospheric
pressure. Young-Laplace’s equation can be written as

p1
Mp �

p2
Mp D




Mph

�
h

R1
C h

R2

�
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The value of surface tension of water against air 
 D 72:5 g/s2, and in our natural
units, cf. the Appendix 1,

e
 D 


Mph
D 72:5

105 � sin ˛
	 7:25

For the droplet of radius 1 mm, p � pA D 0:0014 atm, and for the droplet of radius
0.1 mm, p� pA D 0:0144 atm, with p meaning the pressure inside of the liquid, and
pA is the atmospheric pressure.
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Positive Solutions for a Nonlocal
Resonant Problem of First Order

Mirosława Zima

Abstract We study a first order differential system subject to a nonlocal condition.
Our goal in this paper is to establish conditions sufficient for the existence of positive
solutions when the considered problem is at resonance. The key tool in our approach
is Leggett-Williams norm-type theorem for coincidences due to O’Regan and Zima.
We conclude the paper with several examples illustrating the main result.

Keywords Positive solution • Cone • Resonant problem • Nonlocal condition

Mathematics Subject Classification (2010) Primary 34B18; Secondary 34B10

1 Introduction

In the paper we study the existence of positive solutions for the following nonlocal
problem of first order

(
x0.t/ D f .t; x.t//; t 2 Œ0;T
;
x.0/ D Ǫ Œx
; (1.1)

where f W Œ0;T
 �R
nC ! Rn is a continuous function and Ǫ W C.Œ0;T
IRn/! Rn is

a bounded linear functional. Nonlocal problems for first order differential equations,
differential inclusions and systems of differential equations have been studied
recently in [1–4, 7, 11, 16, 20, 21], and [24]. Observe that for Ǫ Œx
 D x.T/ we
obtain a periodic boundary condition x.0/ D x.T/. The problems of this kind
were considered for example in [9, 15, 17, 22, 25, 26], and [27]. The methods
applied for nonlocal problems include the monotone iterative method [11], the
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coincidence degree theory due to Mawhin [16], the Leggett-Williams multiple fixed
point theorem and Krasnoselskii-Guo fixed point theorem of cone expansion and
compression [17].

The purpose of this paper is to establish a new existence result for the nonlocal
problem (1.1) at resonance, that includes the case of periodic boundary condition.
For x 2 C.Œ0;T
IRn/, x D .x1; x2; : : : ; xn/ we will deal with Ǫ of the form

Ǫ Œx1; x2; : : : ; xn
 D .˛Œx1
; ˛Œx2
; : : : ; ˛Œxn
/: (1.2)

Here ˛ is a positive continuous linear functional given by the Riemann-Stieltjes
integral, that is, for a continuous function ' W Œ0;T
! R we have

˛Œ'
 D
Z T

0

'.t/dA.t/; (1.3)

where we assume A is a function of bounded variation and dA is a positive measure.
Observe that (1.3) includes multipoint and integral boundary conditions as the
special cases.

Our approach is to write (1.1) as the coincidence equation Lx D Nx, where L
is a Fredholm operator of index zero and N is a nonlinear operator, and to apply
Leggett-Williams norm-type theorem for coincidences due to O’Regan and Zima
[22]. Usually, when the coincidence technique is employed to study the resonant
problems, L is chosen as a linear differential operator, and N is the Nemytskii
operator, see for example [10, 12–14, 18, 22], and [28]. Here, similarly to [6], we put
Lx.t/ D x.t/ � Ǫ Œx
, and N is a nonlinear integral operator of Volterra type. To the
best of our knowledge, this approach is used for (1.1) for the first time. Our method
enables us to complement some results obtained for first order systems and scalar
resonant problems in the recent literature.

2 Positive Solutions

We begin this section by providing some background on cone theory and Fredholm
operators in Banach spaces. We recall that a cone C in a real Banach space X is a
nonempty closed convex set such that C ¤ f0g, �x 2 C for all x 2 C and � � 0,
and C \ .�C/ D f0g.

Moreover, the following property holds for every cone in a Banach space.

Lemma 2.1 ([23]) For every u 2 C n f0g there exists a positive number 
.u/ such
that

kxC uk � 
.u/kxk

for all x 2 C.
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Let X and Y be Banach spaces. Consider a linear mapping L W dom L � X ! Y
and a nonlinear operator N W X ! Y. We say that L is a Fredholm operator of index
zero if Im L is closed and dim Ker L D codim Im L <1. If L is Fredholm of index
zero, then there exist continuous projections P W X ! X and Q W Y ! Y such
that Im P D Ker L and Ker Q D Im L (see for example [19, 25]). Moreover, since
dim Im Q D codim Im L, there exists an isomorphism J W Im Q ! Ker L. Denote
by LP the restriction of L to Ker P \ dom L. Clearly, LP is an isomorphism from
Ker P \ dom L to Im L and its inverse

KP W Im L! Ker P \ dom L

is defined. Then the equation Lx D Nx is equivalent to x D ‰x, where

‰ D PC JQN C KP.I � Q/N:

Let � W X ! C be a retraction, that is, a continuous mapping such that �.x/ D x for
all x 2 C. Put

‰� D ‰ ı �:

The following theorem due to O’Regan and Zima will be applied in order to
establish the existence result for (1.1).

Theorem 2.2 ([22]) Let �1, �2 be open bounded subsets of X with �1 � �2 and
C \ .�2 n�1/ ¤ ;. Assume that:

1ı L is a Fredholm operator of index zero,
2ı QN W X ! Y is continuous and bounded and KP.I � Q/N W X ! X is compact

on every bounded subset of X,
3ı Lx ¤ �Nx for all x 2 C \ @�2 \ dom L and � 2 .0; 1/,
4ı � maps subsets of �2 into bounded subsets of C,
5ı dB. ŒI � .PC JQN/�
jKer L ;Ker L\�2; 0/ ¤ 0, where dB stands for the Brouwer

degree,
6ı there exists u0 2 Cnf0g such that kxk � 
.u0/k‰xk for x 2 C.u0/\@�1, where

C.u0/ D fx 2 C W x � �u0 2 C for some � > 0g

and 
.u0/ is such that kxC u0k � 
.u0/kxk for every x 2 C,
7ı .PC JQN/�.@�2/ � C and ‰�.�2 n�1/ � C.

Then the equation Lx D Nx has a solution in the set C \ .�2 n�1/.
It is worth mentioning that Theorem 2.2 is a modification of Mawhin’s coinci-

dence degree theory [19]. For similar results see for example [5, 8] and [25].
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We now give some notations which are used throughout the paper. We set:

k.t; s/ D
(
1; 0 � s � t � T;

0; 0 � t < s � T;
(2.1)

K.s/ D
Z T

0

k.t; s/dA.t/; s 2 Œ0;T
; (2.2)

G.t; s/ D

8̂<
:̂

s

T
; 0 � s � t � T;

s

T
� 1; 0 � t < s � T;

(2.3)

and

eG.t; s/ D MK.s/C G.t; s/; (2.4)

where M is a positive constant. For the vectors u, v 2 Rn, u D .u1; u2; : : : ; un/, v D
.v1; v2; : : : ; vn/, hu; vi denotes the standard inner product in Rn and kuk denotes the
Euclidean norm of u in Rn. Moreover, we let u � v (and u < v) if ui � vi (ui < vi,
respectively) for i D 1; 2; : : : ; n.

Throughout the paper we assume:

(H1) f W Œ0;T
 �R
nC ! Rn is continuous,

(H2) dA is a positive measure and ˛Œ1
 D 1.

Clearly, ˛Œ1
 D 1 reads as
R T
0

dA.s/ D 1 and it is equivalent to Ǫ ŒO1
 D O1, where
O1 denotes the constant vector function .1; 1; : : : ; 1/. It corresponds to the resonant
case, that is, the homogeneous problem

(
x0.t/ D 0; t 2 Œ0;T
;
x.0/ D Ǫ Œx
;

associated with (1.1) has nontrivial solutions. It is important to notice that (H2),
(2.1) and (2.2) imply K.s/ � 0 on Œ0;T
.

We also assume that there exist R > 0, r 2 .0;R/, M > 0, � 2 .0; 1/ and
continuous functions gi W Œ0;T
 ! Œ0;1/ and hi W Œ0; r
 ! Œ0;1/, i D 1; 2; : : : ; n
such that:

(H3) K is not identically zero on any subinterval of Œ0;T
 and 1��M
R T
0

K.�/d� � 0;
(H4)

1

T
� �MK.s/ � 0 for s 2 Œ0;T
,

(H5) eG.t; s/ � 0 and
1

T
� �eG.t; s/ � 0 for t, s 2 Œ0;T
,

(H6) hx; f .t; x/i < 0 for t 2 Œ0;T
 and x � 0 with kxk D R,
(H7) f .t; x/ > �� x for t 2 Œ0;T
 and x � 0 with kxk 2 Œ0;R
,
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(H8) fi.t; x1; x2; : : : ; xn/ � gi.t/hi.xi/ for t 2 Œ0;T
, x1, x2; : : : ; xn 2 Œ0; r
, hi.xi/=xi

is decreasing on .0; r
.

Theorem 2.3 Under the assumptions (H1)–(H8), problem (1.1) has a positive
solution on Œ0;T
.

Proof Consider the Banach spaces X D Y D C.Œ0;T
IRn/ endowed with the
standard supremum norm

kxk1 D sup
t2Œ0;T


kx.t/k;

where

kx.t/k D
vuut nX

iD1
x2i .t/:

Let

Lx.t/ D x.t/ � Ǫ Œx
; t 2 Œ0;T
;

for x 2 dom L D X, and

Nx.t/ D
Z t

0

f .�; x.�//d�; t 2 Œ0;T
;

for x 2 X. It is easy to see that every solution of the coincidence equation

Lx D Nx;

is a solution of (1.1). In view of (H2) we get

Ker L D fx 2 dom L W x.t/ D c; t 2 Œ0;T
; c 2 R
ng

and

Im L D f y 2 Y W Ǫ Œ y
 D 0g :

Clearly, Im L is closed and Y D eY C Im L with

eY D e̊y 2 eY Wey.t/ D Ǫ Œ y
; y 2 Y
�
:

Observe that eY \ Im L D f0g, and therefore Y D eY ˚ Im L. Moreover, since
dimeY D n, we have codim Im L D n. Thus L is Fredholm of index zero, and the
assumption 1ı is satisfied.
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Next, define the projections P W X ! X and Q W Y ! Y by

Px D 1

T

Z T

0

x.s/ds; t 2 Œ0;T
;

and

Qy D Ǫ Œ y
;

respectively. Standard calculations show that for y 2 Im L the inverse KP of LP is
given by

KPy.t/ D y.t/ � 1
T

Z T

0

y.�/d�; t 2 Œ0;T
:

It follows from (H1) that 2ı is fulfilled.
For z 2 Im Q define

Jz.t/ D Mz.t/:

Then J is an isomorphism from Im Q to Ker L. Next, consider a cone

C D fx 2 X W x.t/ � 0 on Œ0;T
g:

For u0 D O1 we have 
.u0/ D 1 and

C.u0/ D fx 2 C W x.t/ > 0 on Œ0;T
g:

Let

m D
 

nX
iD1

�
1C hi.r/

r

Z T

0

eG.T; s/gi.s/ds

�2!� 1
2

; (2.5)

�1 D fx 2 X W kxk1 < r; xi.t/ > mkxk1 on Œ0;T
; i D 1; 2; : : : ; ng;

and

�2 D fx 2 X W kxk1 < Rg:

Obviously, m 2 .0; 1/, and�1 and�2 are open bounded subsets of X, and�1 � �2.
To verify 3ı suppose that there exist x0 2 C\ @�2 \ dom L and �0 2 .0; 1/ such

that Lx0 D �0Nx0. Then, in particular x0.t/ � 0 on Œ0;T
, kx0k1 D R, and

x0
0.t/ D �0 f .t; x0.t//; t 2 Œ0;T
: (2.6)
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This implies

1

2
.kx0.t/k2/0 D hx0.t/; x0

0.t/i D �0hx0.t/; f .t; x0.t//i:

We consider two cases. If kx0k1 D kx0.t0/k D R for some t0 2 .0;T
, then

0 � 1

2
.kx0.t/k2/0jtDt0 D �0hx0.t0/; f .t0; x0.t0//i;

in contradiction with (H6). If kx0k1 D kx0.t0/k D R only for t0 D 0, then (H2)
gives

R2 D kx0.0/k2 D k Ǫ Œx0
k2 D
nX

iD1
˛2Œx0i
 D

nX
iD1

�Z T

0

x0i.t/dA.t/

�2

�
nX

iD1

�Z T

0

dA.t/
Z T

0

x20i.t/dA.t/

�
D

nX
iD1

Z T

0

x20i.t/dA.t/

D
Z T

0

.

nX
iD1

x20i.t//dA.t/ <
Z T

0

.

nX
iD1

x20i.0//dA.t/ D R2;

a contradiction. Next, for x 2 X define

�x.t/ D jx.t/j:
Evidently, � is a retraction and maps subsets of�2 into bounded subsets of C, so 4ı
holds. To verify 5ı we consider the mapping

H.x; �/.t/ D x.t/ � �
� 1

T

Z T

0

jx.s/jdsCM
Z T

0

Z t

0

f .�; jx.�/j/d� dA.t/
	

for x 2 Ker L \�2 and � 2 Œ0; 1
. Then

H.x; �/.t/ D x.t/ � �
� 1

T

Z T

0

jx.s/jdsCM
Z T

0

Z T

0

k.t; �/f .�; jx.�/j/d� dA.t/
	

D x.t/ � �
� 1

T

Z T

0

jx.s/jdsCM
Z T

0

K.�/f .�; jx.�/j/d�
	
:

Observe that if x 2 Ker L \ �2, then x.t/ D c 2 R2 on Œ0;T
 and kxk1 < R.
Suppose H.x; �/ D 0 for x 2 @�2. Then kck D R and (H3) and (H7) imply

c D �
� 1

T

Z T

0

jcjdsCM
Z T

0

K.s/f .s; jcj/ds
	

� �
�
1 � �M

Z T

0

K.s/ds
	
jcj � 0:
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Therefore jcj D c, and we get

R2 D hc; ci D �
� 1

T

Z T

0

hc; cidsCM
Z T

0

K.s/hc; f .s; c/ids
	
:

This in view of (H3) and (H6) leads to the contradiction

0 � R2.1 � �/ D �M
Z T

0

K.s/hc; f .s; c/ids < 0:

Thus H.x; �/ ¤ 0 for x 2 @�2 and � 2 Œ0; 1
. This implies

dB.H.x; 0/;Ker L \�2; 0/ D dB.H.x; 1/;Ker L\�2; 0/;

and

dB
�
ŒI � .PC JQN/�


ˇ̌
Ker L

;Ker L \�2; 0
� D dB.H.c; 1/;Ker L \�2; 0/ ¤ 0:

We next show that 6ı holds. Let x 2 C.u0/ \ @�1. Then for t 2 Œ0;T
 we have
in particular r � xi.t/ � mkxk1 > 0, and by (H5) and (H8) we obtain for i D
1; 2; : : : ; n

.�x/i.T/ D 1

T

Z T

0

xi.s/dsCM
Z T

0

K.s/fi.s; x1.s/; x2.s/; : : : ; xn.s//ds

C
Z T

0

G.T; s/fi.s; x1.s/; x2.s/; : : : ; xn.s//ds

D 1

T

Z T

0

xi.s/dsC
Z T

0

.MK.s/CG.T; s//fi.s; x1.s/; x2.s/; : : : ; xn.s//ds

D 1

T

Z T

0

xi.s/dsC
Z T

0

eG.T; s/fi.s; x1.s/; x2.s/; : : : ; xn.s//ds

� 1

T

Z T

0

xi.s/dsC
Z T

0

eG.T; s/gi.s/
hi.xi.s//

xi.s/
xi.s/ds

� 1

T

Z T

0

xi.s/dsC hi.r/

r

Z T

0

eG.T; s/gi.s/xi.s/ds

� mkxk1 C mkxk1 hi.r/

r

Z T

0

eG.T; s/gi.s/ds

D m

�
1C hi.r/

r

Z T

0

eG.T; s/gi.s/ds

�
kxk1:
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This implies

sup
t2Œ0;T


k.�x/.t/k � k.�x/.T/k � m

vuut nX
iD1

 
1C hi.r/

r

Z T

0

eG.T ; s/gi.s/ds

!2
kxk1 � kxk1;

and therefore kxk1 � k�xk1 for x 2 C.u0/ \ @�1, so 6ı is satisfied.
If x 2 @�2 then in view of (H3), (H4) and (H7) we get

.PC JQN/.�x/.t/ D 1

T

Z T

0

jx.s/jdsCM
Z T

0

K.s/f .s; jx.s/j/ds

� 1

T

Z T

0

jx.s/jds� �M
Z T

0

K.s/jx.s/jds

D
Z T

0

�
1

T
� �MK.s/

�
jx.s/jds � 0:

Moreover, for x 2 �2 n�1 we have from (H5) and (H7)

��x.t/ D 1

T

Z T

0

jx.s/jdsCM
Z T

0

K.s/f .s; jx.s/j/dsC
Z T

0

G.t; s/f .s; jx.s/j/ds

D 1

T

Z T

0

jx.s/jdsC
Z T

0

eG.t; s/f .s; jx.s/j/ds

� 1

T

Z T

0

jx.s/jds� �
Z T

0

eG.t; s/jx.s/jds

D
Z T

0

�
1

T
� �eG.t; s/� jx.s/jds � 0:

Thus, 7ı is fulfilled and the assertion follows. ut
Remark 2.4 In [20] the author dealt with the following nonlocal problem

8̂̂
ˆ̂<
ˆ̂̂̂:

x0
1.t/ D f1.t; x1; x2/;

x0
2.t/ D f2.t; x1; x2/;

x1.0/ D ˛1Œx1
;
x2.0/ D ˛2Œx2
:

(2.7)

The Perov, Schauder and Leray-Schauder theorems were used to study the unique-
ness and existence for (2.7). A key assumption in [20] is ˛1Œ1
 ¤ 1 and ˛2Œ1
 ¤ 1.
Therefore, in the case ˛ D ˛1 D ˛2, and ˛Œ1
 D 1 as assumed in (H2), Theorem 2.3
complements the results from [20].
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3 Some Examples

In this section we provide a few examples illustrating the assumptions that appear in
Theorem 2.3. Some computations were made with the software system Maple. We
begin with an example involving an integral boundary condition.

Example Consider the following scalar problem

(
x0.t/ D .t2 C 0:25/.x2 � 3xC 0:5C 0:1ptC x/; t 2 Œ0; 1
;
x.0/ D R 1

0
x.s/ds:

(3.1)

In this case we have f .t; x/ D .t2 C 0:25/.x2 � 3xC 0:5C 0:1ptC x/ and ˛Œx
 DR 1
0

x.s/ds. By (2.2) and (2.3) we get K.s/ D 1 � s for s 2 Œ0; 1
, and

G.t; s/ D
(

s; 0 � s � t � 1;
s � 1; 0 � t < s � 1:

It is easy to show that the assumptions (H3)–(H7) of Theorem 2.3 are satisfied
with M D 1, � D 0:95 and R D 0:3. In particular, since f .t; 0:3/ < 0 for t 2 Œ0; 1
,
(H6) holds. Moreover, for r D 0:15, g.t/ D t2 C 0:25, and h.x/ D x2 � 3xC 0:5,
(H8) is fulfilled. By Theorem 2.3, problem (3.1) has a solution, positive on Œ0; 1
.

Next example deals with the system of two equations subject to periodic
boundary condition.

Example We will show that the following periodic problem

8̂̂̂
<̂
ˆ̂̂̂:

x0
1.t/ D .tC 1/..x1 C x2/2 � 3.x1 C x2/C 1C sin x2/;

x0
2.t/ D .tC 1/..x1 C x2/2 � 2.x1 C x2/C 0:3C sin x1/;

x1.0/ D x1.1/;

x2.0/ D x2.1/;

(3.2)

has a positive solution on Œ0; 1
. We have ˛Œx1
 D x1.1/, ˛Œx2
 D x2.1/, and
K.s/ D 1. The assumptions of Theorem 2.3 are fulfilled with R D 0:4, r D 0:1,
M D 1, � D 0:95, g1.t/ D g2.t/ D t C 1, h1.t/ D 0:7.x21 � 3x1 C 1/, and
h2.t/ D 0:2.x22 � 2x2 C 0:3/. In particular, using the Maple software, we can show

that for x1, x2 � 0 and
q

x21 C x22 D 0:4

x1..x1Cx2/
2�3.x1Cx2/C1Csin x2/Cx2..x1Cx2/

2�2.x1Cx2/C0:3Csin x1/ < 0:
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Hence for t 2 Œ0; 1
, x1, x2 � 0 and
q

x21 C x22 D 0:4 we get

hx; f .t; x/i D .tC 1/ �x1..x1 C x2/
2 � 3.x1 C x2/C 1C sin x2/

Cx2..x1 C x2/
2 � 2.x1 C x2/C 0:3C sin x1/

�
< 0;

so (H6) is fulfilled. The application of Theorem 2.3 yields the result.
We finally discuss an example with a multipoint boundary condition.

Example Let us consider problem (1.1) with Ǫ Œx
 D ax.�/ C .1 � a/x.T/, where
� 2 .0;T/ and a 2 .0; 1/. We will derive the conditions that imply (H3)–(H5). From
(2.2) we obtain

K.s/ D
(
1; 0 � s � �;
1 � a; � < s � T:

Since
R T
0

K.�/d� D � C .1 � a/.T � �/, in order to satisfy (H3) we need

M � 1

�.� C .1 � a/.T � �// :

On the other hand, (H4) holds if M � 1
�T , while (H5) is fulfilled if M � 1

1�a and

M � 1
�T � 1. Thus (H3)–(H5) are satisfied if

�T < 1;
1

1 � a
< min

�
1

�.� C .1 � a/.T � �// ;
1

�T
� 1

�
;

and

M 2
�

1

1 � a
;min

�
1

�.� C .1 � a/.T � �// ;
1

�T
� 1

��
:
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