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Chapter 9
Design and Data Analysis  
in Drug Interaction Studies

David E. Nix and Keith Gallicano

9.1  �Study Rationale

Drug interaction studies should be considered for drugs that are likely to be admin-
istered concomitantly to large numbers of patients. The drugs may be indicated for 
the same disease process, and their use in combination is considered therapeutically 
rational. Alternatively, the drugs may have different indications, but the two disease 
processes occur frequently in the same population. Drugs involved in interactions 
are divided into precipitant drugs (drugs that cause a change in the pharmacokinet-
ics and/or pharmacodynamics of another drug) and object drugs (drugs affected by 
the precipitant drug). A drug can act as a precipitant drug and an object drug at the 
same time when two drugs affect each other during concomitant administration.

To study large numbers of potential interactions routinely for all drugs is not 
feasible or desirable. Consequently, screening methods are required to identify 
drugs that are likely to interact. A chemist who is knowledgeable about drug interac-
tions affecting gastrointestinal absorption may be able to identify potential interac-
tions involving chelation, physical binding, or other incompatibility. Metabolism of 
object drugs may be studied using in vitro cytochrome P450 (CYP) enzyme prepa-
rations to identify enzymes involved in the metabolism [1, 2]. Databases are avail-
able that list drugs that inhibit or induce various CYP subtypes. Once metabolism is 
determined to be a major elimination pathway and the responsible enzyme subtypes 
are known, these databases can be used to identify potential precipitant drugs [3]. 
Preliminary interaction studies of substrates with metabolic inhibitors and inducers 
can be performed using the same in  vitro enzyme preparations as those used to 
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determine metabolic pathways of substrates [2, 4]. Similar methods have been 
adapted to investigate drug interactions involving intestinal metabolism and drug 
transport [5–7].

Interactions involving protein binding displacement are not usually clinically 
significant. However, protein binding interactions should be examined for drugs that 
[1] exhibit high binding to plasma proteins (>90%), [2] have a narrow therapeutic 
index, [3] occupy most of the available plasma protein binding sites at clinically 
relevant concentrations, and [4] have a small volume of distribution (<10 L/70 kg). 
Drugs that are the most important candidates for drug interaction studies are those 
that are restrictively cleared by an elimination organ; a concern is also apparent for 
drugs that are nonrestrictively cleared, have a narrow therapeutic index and a small 
volume of distribution, and are administered intravenously. In the former case, a 
transient increase in unbound concentration could produce harmful adverse effects 
[8, 9]. Preliminary protein binding studies can be carried out in vitro, recognizing 
that metabolites may contribute to protein binding displacement interactions. 
Interactions involving renal clearance changes may be expected for drugs that are 
mainly eliminated by renal excretion. For these drugs, the presence of significant 
tubular secretion or reabsorption suggests possible interactions. Pharmacodynamic 
interactions should be suspected for drugs that have similar pharmacologic or toxi-
cologic effects.

9.2  �Study Design: General Issues

Current regulatory guidances provide some insight into designs for in vivo drug 
interaction studies [10, 11]. These guidances recommend three designs: (1) random-
ized crossover, (2) one-sequence crossover, or (3) parallel. A position paper by 
Pharmaceutical Research and Manufacturers of America (PhRMA) Drug 
Metabolism and Clinical Pharmacology Technical Working Groups has defined a 
minimal best practice for in vitro and in vivo pharmacokinetic drug-drug interaction 
studies targeted to drug development, with the goal of harmonizing approaches by 
regulatory agencies and industry sponsors [12]. The US Food and Drug 
Administration maintains a web page that covers many issues regarding drug-drug 
interactions in drug development from lists of prototype inhibitors and substrates to 
decision trees, labeling, and dose adjustment (https://www.fda.gov/Drugs/
DevelopmentApprovalProcess/DevelopmentResources/DrugInteractionsLabeling/
ucm080499.htm; Accessed 3/1/2017).

Drug interaction studies involve the measurement of pharmacokinetics or a spe-
cific pharmacodynamic effect in the presence and absence of an interacting drug. 
Such studies typically employ a within-subject design in which individuals receive 
both treatments in either fixed or random order. A fixed-order design (single 
sequence) denotes a longitudinal study in which the treatments are administered 
sequentially over two or more time periods. Longitudinal studies are often con-
ducted in patients who are receiving long-term therapy of the object drug or those 
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undergoing treatment with drugs possessing long elimination half-lives (>24  h). 
A  two-period, longitudinal study involves the administration of the object drug 
alone followed by measurement of the pharmacokinetics or effect parameter(s) in 
period 1. A washout period may or may not be necessary. Then, the object and sus-
pected precipitant drugs are concomitantly administered in period 2. Measurements 
of the pharmacokinetics or effect parameters are then repeated following adminis-
tration of the combination treatment. In the longitudinal design, potential period 
effects are confounded with the treatment effects. If a change in the clearance (Cl) 
of the object drug is observed, the change may have been caused by the precipitant 
drug or by some other intercurrent event. Perhaps the food intake differed between 
the two periods (treatment phases), or a portion of the subjects acquired a mild viral 
infection between the two periods. If females are included as subjects, the number 
of subjects in the luteal phase of the menstrual cycle may differ between the 
two periods.

The study must be designed with full knowledge of the pharmacokinetics of both 
drugs. If the study involves single doses of the object drug, then adequate washout 
of the first dose must be allowed before starting the second treatment phase. For the 
control treatment, measuring serum concentrations or effect for at least four to five 
half-lives is important. If reduced clearance and increased half-life are expected, the 
sampling time may need to be extended following concomitant treatment compared 
to the control period. If the study involves multiple-dose administration of the object 
drug, then the serum concentrations should reach steady state during both periods. 
Steady state may take longer during the interaction phase if the half-life is 
prolonged.

The major advantage of a two-period, longitudinal design is that the potential 
for carryover effect from prior administration of the precipitant drug is avoided. 
A switchback design in which the object drug is replicated at least once after the 
precipitant drug is discontinued is useful to determine the effects of starting and 
stopping a metabolic inhibitor or inducer on the baseline characteristics of the object 
drug. Such a design was used to establish the rebound to baseline pharmacokinetic 
parameters of steady-state zidovudine at 14 d after rifampin was discontinued in 
period 2 [13].

9.2.1  �Crossover Designs

A crossover study evaluates treatments administered in two or more planned 
sequences with subjects randomly allocated to the different sequences. The design 
is characterized by T, P, and S in which T is the number of treatments, P is the num-
ber of periods, and S is the number of sequences. All of these numbers must be ≥2 
[14]. Designs that have a single (fixed) sequence are sometimes referred to as 
“crossover-like,” but should be considered as a longitudinal study.

There are two main types of crossover designs: nonreplicated and replicated. 
Nonreplicated designs have the same number of treatments as periods, and the 
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number of possible sequences increases as the factorial of T (i.e., when T = 3, S = 6). 
Replicate designs have more periods than treatments, such that at least one treat-
ment is replicated within a subject. Optimum designs are those that are balanced 
with equal numbers in each sequence and balanced for carryover effects and vari-
ance for the given number of treatments. A design that has each treatment followed 
by a different treatment the same number of times is balanced for carryover. 
The presence of a carryover effect is important to assess in drug interaction studies, 
and enough subjects in each sequence are needed to allow testing of this effect. In a 
variance-balanced design, each treatment appears the same number of times in each 
period.

The simplest nonreplicated crossover design is the 2, 2, 2 design. Suppose treat-
ment A involves giving the object drug alone and treatment B involves giving the 
object drug with the precipitant drug. Subjects would receive the two treatments in 
one of two sequences, AB or BA, in which treatment A or B would be given during 
the first period and then switched to the other treatment during the second period. 
Carryover effects may be introduced for subjects receiving treatment B (sequence 
BA) in the first period if drug exposures of the object drug are increased by the 
precipitant drug. An adequate washout period must be planned between the two 
periods to prevent differential carryover in the two sequences. This may sometimes 
be difficult if the duration of an “adequate” washout period is not known a priori. 
Carryover and sequence effects, however, are confounded in the 2, 2, 2 design, and 
studies in which the two treatments are replicated must be conducted for optimal 
evaluation of carryover effects.

When nonreplicated studies involve more than two periods, the number of 
sequences should be carefully planned rather than testing all possible sequences. 
Usually a subset of sequences is chosen that defines a variance-balanced design. In 
a three-period, crossover pharmacokinetic study with treatments A, B, and C, six 
possible sequences ABC, ACB, BAC, BCA, CAB, and CBA must be included to 
maintain a carryover-balanced design. If carryover is a concern when the object and 
precipitant drugs are given together in treatments B and C, then a large sample size 
may be required to ensure an adequate number of subjects per sequence to test the 
carryover effect. A three-period crossover study may also be used to study potential 
bidirectional interactions. Here, treatments including drug A, drug B, and drugs A 
+  B are required. A four-period, crossover study would have 4 or 24 possible 
sequences. The goal is to select four sequences from a 4 × 4 Latin square in which 
each treatment is administered once during each of four periods, each subject 
receives all four treatments, and each treatment follows the other three treatments 
once (balanced for carryover). An example of a “Williams design” involves the four 
sequences (ABCD, BDAC, CADB, and DCBA). The total number of subjects is 
selected as a multiple of 4 and subjects are randomized in blocks of 4 to undergo 
treatments in the sequence assigned [15].

There is considerable interest in replicate crossover designs for bioequivalence 
studies in which the test and reference treatments are administered each on two 
separate occasions. This allows for assessment of intraindividual variability in sys-
temic exposure and estimation of carryover effects. The analysis of replicate designs 
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considers that some individuals may differ from the mean response and allows for 
the determination of “individual bioequivalence.” Optimal designs for carryover 
estimation of the two treatments are AA, BB, AB, and BA for two-period designs, 
ABB and BAA for three-period designs, and AABB, BBAA, ABBA, and BAAB for 
four-period designs [14, 16–18]. Switchback designs, either ABA and BAB or 
ABAB and BABA, are preferred to estimate the intraindividual variability [14]. 
Similar designs may be employed for drug interaction studies because they increase 
the confidence that a drug interaction detected is a true interaction.

Replicate measurements may also be obtained in more traditional study designs. 
As an example, the object drug may be administered as a multiple-dose regimen, 
and measurements can be made during more than 1 day or dosing interval before 
changeover to the next treatment. This was done in a randomized crossover study to 
investigate the interaction between cimetidine and theophylline [19]. Theophylline 
was administered at a subject-specific dose (concentration controlled) for 23 days. 
Subjects received treatment 1 (cimetidine or placebo) on days 5–11, washout on 
days 12–16, and treatment 2 (cimetidine or placebo) on days 17–23. The order of 
cimetidine and placebo treatments was randomly assigned. The pharmacokinetics 
of theophylline were assessed on the first, fourth, and seventh days of each treat-
ment period. In the analysis, the data from the fourth and seventh days were treated 
as replicate measurements of the effect at steady state. Because theophylline exhib-
its large interindividual variability in clearance, doses were adjusted in a run-in 
phase to provide similar mean steady-state concentrations before evaluating the 
interaction. This example also shows how concentration control can be incorporated 
into the design of a drug interaction study.

9.2.2  �Parallel Designs

A parallel design may be used for evaluating drug interactions. However, such 
designs are less desirable, because the drug variability is usually greater between 
individuals than within individuals. A simple parallel design study consists of two 
groups of subjects/patients, one group that is receiving the object drug and one that 
is receiving the object drug concomitantly with the suspected precipitant drug. 
Most studies of this type are performed in patient populations that are receiving the 
drug or drugs therapeutically. There may be problems with comparability of the 
two patient groups in terms of pharmacokinetics of the object drug regardless of the 
precipitant drug. The two groups may or may not be randomly selected. If random 
assignment is not used, additional issues of bias must be considered. When studies 
of this type are necessary, the use of population modeling may be used for evaluat-
ing the presence or absence of the interaction. An example of using population 
modeling to evaluate a drug interaction involved imipramine and alprazolam [20]. 
The parallel design may be advantageous for drugs with long elimination half-lives 
in studies where a long washout period is impractical for a crossover or longitudi-
nal design. When there are safety concerns, randomized studies may not be ethical. 

9  Design and Data Analysis in Drug Interaction Studies



290

If a population can be identified that requires one or both of the drugs of interest for 
therapeutic reasons, a convenience sample (sparse or rich sampling) can be used 
with population PK modeling to study their potential interaction.

A placebo-controlled, parallel-group study can be conducted when possible 
inherent group differences in a parallel design or time-dependent effects in a single-
sequence longitudinal design are a concern. Subjects in each group receive treat-
ment on more than one occasion, and treatment effects are adjusted for baseline 
values in the first period (placebo) of each treatment group. Alternatively, the mean 
treatment differences are estimated within each group, and then these differences 
are compared between treatment groups. A placebo-controlled, parallel-group 
design was used to show no clinically significant effect of indinavir on the pharma-
cokinetics of voriconazole [21] and to demonstrate that ritonavir inhibited the 
metabolism of rifabutin [22].

9.2.3  �Mechanistic Aspects

Drug interactions may be very complex. The mechanism of potential interaction is 
important to hypothesize from in  vitro studies, previous clinical and preclinical 
studies, and experience with other related drugs. Such knowledge is essential to 
planning a good drug interaction study. Most studies are designed to evaluate the 
effect of a precipitant drug on an object drug. The precipitant drug may cause some 
physical or physiologic effect that alters the pharmacokinetics or pharmacodynam-
ics of the object drug. Several questions need to be posed about the precipitant drug 
in relation to developing the study methods. What are the doses and administration 
schedules that are relevant to clinical practice? Is the interaction concentration 
dependent within the range of clinically achievable concentrations? Does the inter-
action take time to develop (e.g., P450 induction)? What is the primary goal of the 
study (e.g., to find the maximum potential interaction)? In some circumstances, one 
may be interested in whether the pharmacokinetics and/or pharmacodynamics of 
both drugs are affected by concomitant administration.

Multiple dosing of the precipitant drug is often desirable. The object drug may 
be administered as a single dose or in a multiple-dose regimen designed to achieve 
steady state. A single dose of the object drug may be appropriate when inhibition of 
elimination is suspected and safety concerns are substantial. In such cases, unpre-
dictable accumulation would be avoided. One exception occurs when an object drug 
undergoes extensive first-pass metabolism and the precipitant drug inhibits this 
metabolism. Much greater systemic bioavailability may result even with single-
dose administration.

Concerns about multiple-dose studies are exemplified by a study of voriconazole 
effects on cyclosporine pharmacokinetics. This study included renal transplant 
patients receiving treatment with cyclosporine that was continued throughout the 
study. Subjects received voriconazole or placebo for 7.5 days (period 1), underwent 
a washout period of at least 4  days, and then received the alternate treatment 
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(voriconazole or placebo) for 7.5 days. Although 14 subjects were entered, only 7 
completed the study and 7 were withdrawn during the voriconazole treatment. 
Voriconazole resulted in a mean 1.7-fold increase in cyclosporine exposure [23]. 
Although a multiple-dose regimen of the object drug may simulate clinical use and 
provide greater applicability, safety would favor a single-dose study in healthy 
subjects first. The addition of procedures to limit exposure to high concentrations 
during the interaction phase for a follow-up multiple-dose study needs to be consid-
ered. For example, the study could employ a dose reduction during the combination 
treatment. More extensive knowledge of the potential study outcomes, frequent and 
careful clinical monitoring, and perhaps real-time drug concentration monitoring 
may be necessary when the object drug is administered in a multiple-dose 
regimen.

9.2.4  �Study Population

Drug interaction studies are most commonly performed in healthy volunteers. 
Healthy subjects are easier to recruit, the investigators can better control concomi-
tant medications and activities, and study participation may be safer compared to 
patients with target illnesses. There is no compelling reason why performing a phar-
macokinetic interaction study in healthy volunteers is less desirable than perform-
ing the study in a target population likely to receive both drugs, unless disease in the 
target population influences the magnitude of interaction or safety considerations 
prevent the use of healthy volunteers. The elderly are often cited as a group more 
susceptible to drug interactions. This is true because elderly patients receive more 
drugs and interactions only occur when two or more drugs are given concurrently 
[24]. In addition, geriatric patients and patients with organ failure may eliminate 
drugs more slowly and achieve higher concentrations than healthy/young counter-
parts. Administering reduced doses in these special populations designed to achieve 
exposure that is similar to that observed in healthy volunteers may reduce potential 
differences in exposure.

Interaction studies that involve pharmacodynamic assessments may or may not 
be best performed in the target population, depending on the nature of the pharma-
codynamic effect. Suppose an object drug reduces wheezing and acute broncho-
spasm and increases forced expiry volume in 1 s (FEV-1) in patients with asthma. 
Administration of a precipitant drug in combination with the object drug leads to 
worsening of symptoms and lowering the FEV-1 in asthma patients. However, these 
effects are not seen in patients without asthma. Such an interaction would need to 
be studied in the target population.

One report of an interaction between a laxative polymer and digoxin found a 
pharmacokinetic interaction consistent with a 30% decrease in digoxin absorption. 
The concluding statement was “there was no consequence of this interaction on 
heart rate and atrial ventricular conduction.” The study was conducted in healthy 
volunteers, and digoxin administration was not associated with changes in atrial 
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ventricular conduction with or without the laxative administration. Although a small 
decrease in heart rate was noted following digoxin dosing, the laxative did not alter 
the observed change [25]. This study demonstrates the importance of using relevant 
pharmacodynamic parameters and a relevant study population. The pharmacody-
namic parameter should be a validated surrogate marker and be sensitive to changes 
in response. Had the study been conducted in patients with atrial fibrillation and 
used a therapeutic dose of digoxin, changes may have been apparent. Discussions 
on specific issues relating to pharmacodynamic drug interactions are beyond the 
scope of this chapter because the endpoint parameters depend on the pharmacology 
of the specific drug class and the characteristics of the parameter itself.

9.3  �Pharmacokinetic Interaction Studies

9.3.1  �Interactions Affecting Drug Absorption

Drug interactions may involve absorption or other aspects of drug delivery. This 
chapter does not address pharmaceutical or physicochemical interactions that occur 
in vitro or ex vivo such as incompatibility involving intravenous admixtures or mix-
ing within intravenous administration tubes. Drug interactions commonly occur 
with drugs that are administered orally. Most of these interactions involve the effect 
of a precipitant drug on gastric pH or physical interactions between the two drugs. 
If an acidic environment in the stomach is required for optimal dissolution, reduced 
absorption in the presence of drugs that increase gastric pH may occur. The interac-
tion between acid suppressants (e.g., cimetidine or omeprazole) and ketoconazole 
or itraconazole is a classic example of this type of interaction [26, 27]. Interaction 
studies should be performed for drugs that have greatly reduced solubility at neutral 
pH compared to pH < 3. One must be careful to provide sufficient doses of the acid 
suppressant to increase gastric pH to >6 during the absorption period [28]. 
Continuous monitoring of gastric pH is recommended to ensure that the target pH is 
attained.

Many drugs bind or complex with other drugs, thereby preventing gastrointesti-
nal absorption. Examples of this type of interaction include tetracycline and calcium 
carbonate, ciprofloxacin and aluminum antacids or iron products, and norfloxacin 
and sucralfate [29–31]. These interactions occur when both drugs are present in the 
stomach and upper gastrointestinal tract at the same time. Maximum interaction 
usually occurs when the precipitant drug is administered slightly before or at the 
same time as the object drug [30]. Although not well studied, differences in gastric 
pH, gastric emptying time, and transintestinal elimination of drug may influence the 
extent of these interactions.

In the infancy of pharmacokinetics, drug absorption after oral administration was 
regarded as a passive diffusion process affected by pH (portion unionized) and lipo-
philicity. We now know that the process is extremely complex and involves many 
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transporters located in the basolateral and apical (lumen) sides of the gastrointesti-
nal epithelium. There are numerous transporters on the apical membrane, some of 
which serve to facilitate absorption of drugs (e.g., peptide transporter 1 (pPEPT1) 
and organic cation transporters (OCT1/3)), and others serve to limit intestinal 
absorption (e.g., p-glycoprotein (pGP), multidrug resistance protein (MRP2)) [32]. 
Beta-lactam antibiotics are very hydrophilic drugs and would be expected to poorly 
diffuse across lipid membranes. However, some beta-lactams exhibit high oral bio-
availability through vectorial apical to basal transport utilizing PEPT1 on the apical 
side and MRP3 on the basolateral side [32]. In contrast, fluoroquinolone antibiotics 
may inhibit PEPT1; however, this interaction is based on in  vitro assessment of 
potential rather than clinical studies [33]. The best-known efflux transporter is prob-
ably pGP, which has a substrate specificity similar to CYP3A4. Substrate drugs are 
absorbed through the intestinal mucosa into the enterocytes and then transported 
back out into the intestinal lumen by pGP. There is an abundance of CYP3A4 pres-
ent to metabolize the same substrate, resulting in a cycle of entry, efflux, and metab-
olism, which substantially limits bioavailability of some drugs. Strong inhibitors of 
pGP such as itraconazole or HIV protease inhibitors inhibit both pGP and CYP3A4 
and result in very large increases in bioavailability of drugs like nadolol [34, 35]. In 
2010 an International Transporter Consortium was formed and identified seven 
transporters of particular importance including pGP, BCRP, organic anion-
transporting polypeptides (OATP1B1 and OATP1B3), organic cation transporter 
(OCT2), and organic anion transporters (OAT1 and OAT2). The list was updated to 
include multidrug and toxin extrusion proteins (MATE1 and MATE2K), multidrug 
resistance protein (MRP2, MRP3, and MRP4), and bile salt export pump (BSEP). 
Candidate probe substrates and inhibitors were proposed, although the substances 
often lack specificity for a given transporter [36].

The liver also operates with involvement of transporters. Drugs entering the 
portal circulation or in systemic circulation can be transported into hepatocytes by 
organic anion transport proteins (OATP1B1, OATP1B3, OATP2B1, OATP1A2, 
OAT1, OAT2) and sodium-taurocholate cotransporting polypeptide (NTCP). The 
drug can be extruded from the hepatocyte into blood by MRP3, MRP4, or MRP5. 
Finally, a drug can be transported into bile using several transporters including pGP, 
MDR3, MRP2, BCRP, and BSEP [34].

The most recent FDA guidance for drug interactions provides a decision tree for 
evaluating transporter drug interactions [10]. The guidance recommends that a 
cell-based assay be used to evaluate whether the drug is a substrate for pGP or 
BCRP, particularly if the drug is intended for oral administration. If the drug under-
goes hepatic or biliary secretion to a significant extent (Cl ≥25% of total clearance), 
it is important to investigate whether the drug is a substrate for OATP1B1 and/or 
OATP1B3 using an in vitro system. If any of the screening results show that the 
drug is a substrate for these transporters, selected in vivo drug interaction studies are 
recommended. A list of known inhibitors and inducers for common transporters is 
provided in the FDA guidance. There should also be screening to determine if the drug 
induces or inhibits selected transporters. Assessment of effects on pGP is recom-
mended, for example, if the drug inhibits or induces CYP3A4 in vitro [10].
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9.3.2  �Interactions Affecting Drug Distribution

Drug distribution may be affected by drug interactions. However, many studies con-
clude differences in volume of distribution that represent artifact rather than true 
differences. Changes in volume of distribution should be examined using intrave-
nous dosing whenever possible. When oral administration is used, apparent changes 
in volume of distribution may represent changes in bioavailability. Comparisons 
should be made using steady-state volume of distribution (Vss) only. Frequently Varea 
(also designated as Vz) is used for comparisons. However, this parameter is greatly 
affected by changes in the terminal elimination rate constant.

Steady-state volume of distribution may also be affected by experimental prob-
lems. Suppose a drug is well described using a three-compartment model when 
administered alone. The same drug is given after 10 d of rifampin treatment and the 
clearance is greatly enhanced. Drug concentrations are substantially lower follow-
ing rifampin treatment, and the profile is best described using a two-compartment 
model. Presumably, the third exponential phase would remain present, but the con-
centrations may be undetectable with the assay used. Vss is equal to mean residence 
time (AUMC/AUC) multiplied by systemic clearance (Cl) for an intravenous bolus 
dose, where AUMC is the area under the first moment of the plasma concentration-
time curve. Although AUC would be decreased and Cl increased as a result of the 
interaction, these parameters would be affected minimally by missing the third 
exponential phase. However, the third exponential phase contributes a large portion 
of the total AUMC for the control treatment. Excluding this phase following 
rifampin treatment will cause an apparent decrease in the Vss. Thus, problems fitting 
the control and interaction phases to the same model with equal reliability could 
result in apparent changes in Vss when no true change occurred. Similar problems 
would occur with non-compartmental analysis, but the problem would not be as 
apparent.

Examples of drug interactions affecting distribution include the interaction 
between ceftriaxone and drugs that increase free fatty acid concentrations (e.g., 
heparin). Free fatty acids displace ceftriaxone from protein binding. In this exam-
ple, there were profound physiologic changes due to cardiopulmonary bypass, 
administration of high-dose heparin and methylprednisolone, and intravenous flu-
ids. Along with this there were profound changes in the free ceftriaxone concentra-
tions and renal clearance [37]. On a positive note, the free (active) ceftriaxone 
concentrations would be highest during the operation and could boost efficacy as a 
prophylactic antibiotic; however, persistence with longer operations may be 
reduced. Such an interaction is generally not clinically significant because the 
increased free fraction (microbiologically active drug) results in no change in aver-
age steady-state unbound concentrations in plasma even though renal clearance is 
increased. In general, for drugs that are highly protein bound, protein displacement 
interactions may be clinically relevant when the object drug has a narrow therapeutic 
range and a small volume of distribution (<10 L/70 kg) [8, 9].
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A potentially significant situation involves parenterally administered drugs that 
exhibit a high extraction ratio. Here nearly all of the drug that passes through the 
organ is removed or metabolized including both bound and unbound drugs. 
Displacement from protein binding will have no effect on the total clearance of the 
drug. However, the increased free fraction of drug may result in greater pharmaco-
dynamic activity while the precipitant drug is present. For the interaction to be sig-
nificant, the object drug must have a narrow therapeutic index so that the increase in 
free drug concentration will have toxicologic significance. Overall, protein binding 
displacement interactions are rarely clinically significant.

9.3.3  �Interactions Affecting Renal Excretion

Changes in renal excretion of drugs can be subdivided into effects on filtration, 
secretion, and reabsorption. Glomerular filtration of drugs is limited by protein 
binding and only unbound drug is filtered. Drug interactions involving displacement 
of an object drug from serum protein will result in transiently higher unbound serum 
concentrations and lead to increased renal clearance for object drugs that have a low 
renal extraction ratio. The clinical significance of protein binding displacement is 
limited by the compensatory increase in renal clearance as lower total serum con-
centrations from increased clearance compensate for the increased free fraction.

Tubular secretion involves active transport of drugs from the serum to the tubular 
lumen mediated by a number of drug transporters. Separate transport systems are 
present for cationic and anionic compounds, but these transport systems have a very 
low degree of specificity. Various transport proteins are located on the basolateral 
side of the proximal tubular cells including OAT1/3, OAT2, OATP4C1, and OCT2, 
which are in the solute carrier family (SLC22A). These transporters mediate facili-
tated transport across an electrochemical gradient often exchanging for an ion (e.g., 
Na+ and H+) or another solute (e.g., dicarboxylate). The substrate is delivered from 
blood to the cytoplasm of proximal tubule cells [38]. OAT1/3 transport represents 
important pathways for secretion of many beta-lactam antibiotics, tetracycline, cip-
rofloxacin, acyclovir, adefovir, cidofovir, entecavir, stavudine, tenofovir disoproxil 
fumarate, and zidovudine. OCT2 is an important transporter for lamivudine and 
zalcitabine, although other anti-infective drugs are also substrates [39]. As with 
CYP450 enzymes, in vitro systems have been developed using probe drugs includ-
ing furosemide for OAT1/3 and metformin for OCT2. These cell-based systems can 
be used to screen for potential inhibitor drugs [40]. In another system, adefovir and 
benzylpenicillin were used as probes for OAT1 and OAT3. Probenecid inhibited the 
uptake of both adefovir and benzylpenicillin, whereas para-aminohippurate (PAH) 
selectively inhibited adefovir uptake. These in vitro results were predictive of the 
interaction observed in humans, although a 47% increase in benzylpenicillin renal 
clearance induced by PAH was not expected. Penicillins, cephalosporins, and car-
bapenems are transported in the kidney by OAT1 and to a greater extent by OAT3 
promoting the accumulation of the drugs in the cytoplasm of renal tubular cells. 
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Other transport proteins may be involved in extruding the drugs from the cell into 
the tubular lumen. A few members of these beta-lactam family have produced neph-
rotoxicity, and the possibility exists that this is related to transport and accumulation 
of too much drug in the proximal tubular cells. Antiviral drugs including adefovir, 
cidofovir, and tenofovir undergo transport by OAT3 and cause nephrotoxicity [41]. 
In the case of cidofovir, probenecid is used to reduce nephrotoxicity by inhibiting 
basolateral transport and intracellular accumulation in renal tubular cells [42].

Transporters are also integrated on the apical membrane of tubular cells and are 
involved in getting drug from the cytoplasm to the tubule lumen. Cation transport 
proteins include pGP, organic cation transporters (OCTN1/2), and MATE1/2. The 
organic anion transport proteins include MRP2/3, OAT4, and urate transporter 
(URAT1). OCTN, OAT4, and MATE1/2 are in the SLC family (SLC22A or 
SLC47A), whereas pGP and MRP are ATP-dependent active transporters [38]. 
Much less is known about the role of the apical efflux proteins in the context of drug 
interactions. Digoxin is a well-known substrate for pGP for which clarithromycin 
serves as an inhibitor. As pGP is found in many tissues, components of the interac-
tion are difficult to dissect. However, clarithromycin coadministration with intrave-
nously administered digoxin results in about 20% increased digoxin exposure 
(AUC) in part because of a 40% reduction in non-glomerular clearance [43]. From 
a toxicology perspective, accumulation of drug in the proximal tubule is a major 
determinate of kidney toxicity. Such accumulation is related to the balance of uptake 
across the basolateral membrane and trafficking across the apical membrane (extru-
sion and passive re-update). Minimizing update by inhibiting basolateral transport 
and being careful not to inhibit apical extrusion may be important to modulate neph-
rotoxicity risk.

Precipitant drugs may inhibit tubular secretion resulting in reduced renal clear-
ance. Drugs that are extensively eliminated in the urine and have significant tubular 
secretion (renal clearance of free drug greater than 150% of glomerular filtration) 
are good candidates for studying this interaction mechanism. The normal glomeru-
lar filtration rate is about 120 mL/min, and the renal blood flow is approximately 
1100 mL/min for a 70 kg adult. A drug can have a renal clearance approaching renal 
blood flow rate, as is observed with PAH, owing to its extensive tubular secretion. 
However, drugs that exhibit restricted to intermediate renal clearance are more sus-
ceptible to drug interactions involving inhibition of tubular secretion. The partition-
ing of a drug into red blood cells and the ability to diffuse out of red blood cells may 
also influence tubular secretion.

Probenecid may be administered with certain beta-lactam drugs to prolong their 
elimination rate. The beta-lactam agents most affected by this interaction have a 
high ratio of renal clearance to glomerular filtration rate and rely on the kidney as 
their major clearance organ. Before penicillin resistance was prevalent, a combina-
tion of probenecid and high-dose amoxicillin was used to provide single-dose treat-
ment for uncomplicated gonorrhea [44].

To assess drug interactions involving renal excretion, collection of both urine and 
plasma (or serum) is required. A measure of the glomerular filtration rate before or 
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during the study is helpful to explore the mechanism of interaction. Glomerular 
filtration rate (GFR) can be determined by radiolabeled 99mTc-diethylenetriamine 
pentaacetic acid clearance, 125I–iothalamate clearance, inulin clearance, or creati-
nine clearance (with concurrent cimetidine treatment) [45–47]. Measurement of 
creatinine clearance also serves as a rough measure of GFR. However, overestima-
tion of GFR is expected owing to a small component of tubular secretion. Although 
unusual, the tubular secretion of creatinine may be large. As cimetidine inhibits the 
tubular secretion of creatinine, concurrent treatment during urine collection can 
improve the estimate of GFR [47].

Competitive inhibition of tubular secretion is typically concentration dependent 
and is influenced by the concentration of the precipitant and object drugs. 
Concentration-dependent renal clearance of the object drug is established by col-
lecting urine in intervals less than or equal to one half-life duration. Blood samples 
collected at the beginning and end of each urine collection interval are a minimum 
requirement, but more blood samples taken during the collection interval will pro-
vide a better estimate of plasma AUC. The renal clearance is calculated for each 
interval and would be expected to increase as drug concentrations (plasma AUC) 
decline. A precipitant drug may have only minor effect on the renal clearance when 
concentrations of the object drug are high, because saturation may already be pres-
ent. However, a drug that potently inhibits tubular secretion should prevent the 
increase in renal clearance seen at low concentrations of the object drug. The pre-
cipitant drug must be present in sufficient concentrations throughout the observa-
tion period to observe inhibition. Thus, continuous infusion or frequent dosing of 
the precipitant drug may be required unless the half-life of the precipitant drug is 
long. An interaction study also may be planned using dosing regimens likely to be 
used in clinical practice. However, information about the mechanism of interaction 
may be lost. An assumption usually made in pharmacokinetics is that clearance of 
the object drug is stable during each assessment period. If there are large differences 
in peak and trough drug concentrations of the precipitant drug over the period in 
which the pharmacokinetics of the object drug is assessed, this assumption may be 
violated because the degree of inhibition depends on inhibitor concentration. 
Information about the mechanism of interaction may also be lost if urine is collected 
in only one interval to obtain the average renal clearance.

Tubular reabsorption is usually a passive process whereby drug present in the 
tubular lumen (high concentration) diffuses back into the capillary lumen and 
returns to circulation. The drug must be unionized to diffuse across the tubular 
membrane. Interactions occur from altered pH in the tubular lumen or from physical 
interaction between the precipitant and object drug within the tubular lumen. An 
independent measure of tubular secretion, filtration, and reabsorption is not possible 
in the clinical setting. Instead, only the overall renal clearance is measured, and the 
intrinsic clearance is compared to GFR to classify the elimination as net tubular 
reabsorption, filtration, or net tubular secretion.
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9.3.4  �Interactions Affecting Drug Metabolism

CYP enzymes metabolize many anti-infective drugs whose pharmacokinetics are 
affected by drugs that inhibit or induce these enzymes. Several anti-infective agents 
act as inhibitors (ritonavir, ciprofloxacin, etc.) or inducers (rifampin, rifabutin, etc.) 
of CYP enzymes. Goals for a metabolism interaction study are important to estab-
lish. The goal may be to determine if a clinically significant interaction is likely 
between two drugs or to determine more broadly if a drug serves as a precipitant 
drug involving a particular enzyme system. The precipitant drug should be admin-
istered in a clinically relevant, multiple-dose regimen with sufficient duration to 
achieve steady-state pharmacokinetic conditions. Longer durations of treatment 
may be required for time-dependent interactions. For example, the maximum induc-
tion with rifampin takes 10–13 days [48]. When no prior knowledge is available, 
multiple dosing for at least 1 week is usually sufficient. A longitudinal design in 
which the object drug is studied alone and then following treatment with the pre-
cipitant drug is preferred in the absence of prior knowledge about the interaction 
offset time. If the offset time is of interest, the object drug may be studied again one 
or more times after the precipitant drug is stopped.

More than 50% of drugs that undergo metabolism are metabolized primarily by 
CYP3A enzymes. These enzymes are induced by rifampin, rifabutin, phenytoin, 
carbamazepine, and barbiturates and are present in the gastrointestinal tract, liver, 
and other organs. CYP3A4 enzymes are responsible for first-pass metabolism of 
many drugs, and their inhibition may lead to pronounced increases in systemic bio-
availability of orally administered object drugs that undergo first-pass metabolism. 
Precipitant drugs may induce or inhibit CYP3A4. Candidate object drugs are those 
that rely on metabolism by CYP3A4 enzymes for a substantial portion of their 
clearance. Midazolam is an excellent marker of CYP3A4 activity because its elimi-
nation depends almost entirely on hydroxylation by CYP3A subfamily of enzymes 
to form 1-hydroxy midazolam [49, 50]. Drugs that affect CYP3A activity in the 
gastrointestinal tract or liver may affect the apparent clearance of oral midazolam. 
N-demethylation of erythromycin is also catabolized by CYP3A and this metabo-
lism occurs mostly in the liver. The intravenous administration of [[14]C-N-methyl]-
erythromycin and measurement of [14]CO2 in breath provide a convenient marker 
of CYP3A4 activity in the liver (not gastrointestinal tract) [51–53] even though 
potential limitations of the test have been identified [54]. Cortisol is metabolized to 
6β-hydroxycortisol by CYP3A4 isozymes. The measurement of urinary 
6β-hydroxycortisol/cortisol ratio remains fairly stable without circadian differ-
ences. Agents that affect CYP3A4 enzyme activity usually cause changes in the 
6β-hydroxycortisol/cortisol ratio [52, 53]. These markers are useful tools to identify 
induction or inhibition of CYP3A4, although changes in clearance may not corre-
late quantitatively among the different markers.

Other common metabolic enzyme pathways involve CYP1A2 and the polymor-
phic CYP2D6 and CYP2C19 isozymes. Probe drugs are caffeine and theophylline 
for CYP1A2 [55, 56], debrisoquin and dextromethorphan for CYP2D6 [57], and 
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omeprazole and mephenytoin for CYP2C19 activity [58]. For caffeine and theoph-
ylline, changes in systemic clearance are usually evaluated. The measurement of 
paraxanthine/caffeine ratio in saliva at 6 h after caffeine intake also correlates with 
CYP1A2 activity [59]. CYP2D6 activity can be assessed by measuring changes in 
the dextromethorphan/dextrorphan ratio in urine [57]. CYP2C19 activity can be 
evaluated from the urinary S-mephenytoin/R-mephenytoin ratio after administration 
of racemic mephenytoin [60].

Markers of CYP isozyme activity are useful to evaluate whether a potential pre-
cipitant drug affects metabolism. There is also a need to evaluate whether a drug 
serves as an object drug resulting in toxicity, loss of therapeutic activity, or reduced 
effectiveness. Agents that are known to inhibit CYP1A2 (cimetidine, enoxacin), 
CYP3A4 (itraconazole, ketoconazole), CYP2D6 (quinidine, cimetidine), and 
CYP2C19 (omeprazole, fluconazole) are well known [61–65]. However, not all of 
these drugs have specific effects on only one isozyme. Rifampin, rifabutin, carbam-
azepine, and phenytoin are inducers of CYP3A4 and other enzymes [62, 63]. Lists 
of enzyme inhibitors and enzyme substrates can be found in recent publications [62, 
64, 65].

If feasible, active or toxic metabolites in plasma and urine should be measured 
because the magnitude and direction of metabolite pharmacokinetic changes are 
often unpredictable. Multiple metabolic enzymes and pathways can confound pre-
dictions. The AUC of metabolite may be altered even if the metabolite is not a 
product of the affected pathway. Detectable changes in AUC of the parent drug may 
not be apparent if a minor metabolic pathway is affected or if compensatory changes 
in hepatic and renal clearance occur. Thus, there is a danger in concluding “no inter-
action” from data involving only the parent drug. Metabolic parameters such as the 
metabolic AUC ratio and the urinary recovery ratio of metabolite to parent drug can 
give useful information on mechanisms of interaction, particularly if the metabolite 
is eliminated exclusively by renal excretion.

9.3.4.1  �Impact of Pharmacogenomics

Metabolic interactions are sometimes complicated by the existence of polymorphic 
enzyme expression. A recent trend in metabolic interaction studies is to characterize 
subjects by genotype and/or phenotype into extensive, intermediate, or poor metab-
olizers. In several of the studies reviewed, subjects were recruited without consider-
ing genotype or phenotype, leading to a very low number of subjects in less common 
metabolic groups [66–74]. Although more difficult and more expensive, the design 
would be improved by recruiting subjects based on genotype or phenotype with a 
target minimum number of subjects in each category. Larger clinical trial units 
should consider developing a subject database that includes genotype results for 
enzymes such as CYP3A5, CYP2C19, CYP2C9, and CYP2D6. Subject recruitment 
could be planned using a predictor panel concept similar to that used in microbiol-
ogy to examine susceptibility against a panel of bacteria with categorized resistance 
mechanisms [66].
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The impact of metabolic polymorphisms may vary substantially as demonstrated 
in the following examples. The effect of ritonavir on voriconazole exposure was 
studied in 20 subjects, which included 8 homozygous extensive metabolizers (EMs), 
8 heterozygous EMs, and 4 poor metabolizers (PMs) based on CYP2C19 genotype. 
Total exposure (AUC0-∞) was increased 54% in homozygous EMs, 94% in hetero-
zygous EMs, and 907% in PMs. Voriconazole Cl/F varied about eightfold during the 
placebo phase and part of this variation was from metabolizer status. Adding ritona-
vir resulted in about 70-fold variation from the highest Cl/F in a homozygous EM 
subject at baseline to the lowest Cl/F in a PM subject receiving ritonavir [67]. 
Findings have been mixed with CYP2C19. Moclobemide resulted in a significant 
increase in omeprazole AUC, an effect that was limited to EMs [70]. However, in the 
case of tacrolimus with administration of either lansoprazole or rabeprazole, an 
interaction was noted only in CYP2C19 PMs who also had the CYP3A5*3/*3 geno-
type. CYP3A activity becomes more important in these subjects as CYP3A4 and 
CYP3A5 exhibit a similar substrate profile [71]. Clarithromycin inhibited CYP2C19-
mediated metabolism of omeprazole in EMs, IMs, and PMs to a similar extent. 
However, clinical implications become apparent after considering that coadminis-
tration of the two drugs in PMs resulted in 30-fold higher exposure (AUC) com-
pared to the AUC in the EM group receiving omeprazole alone [72]. In contrast, oral 
contraceptives were shown to enhance carisoprodol AUC by 60% overall; however, 
there was no difference with respect to CYP2C19 genotype (EMs versus IMs) [73].

CYP3A4 is not polymorphic in expression; however, a small portion of the popu-
lation expresses CYP3A5, which metabolizes essentially the same substrates as 
CYP3A4. Consequently, subjects expressing CYP3A5 tend to be EMs. Drugs that 
inhibit CYP3A4 may not have the same magnitude of effect on CYP3A5, which is 
typically less susceptible to inhibition [68]. Using grapefruit juice as an enzyme 
inhibitor of both CYP3A4 and CYP3A5, the urinary 6β-hydroxycortisol/cortisol 
ratio varied depending on CYP3A5 genotype. Likewise, genotype of MDR1 (pGP) 
was associated with urinary 6β-hydroxycortisol/cortisol ratio in a pattern that sug-
gested that both polymorphisms affect this cortisol endpoint [69].

Some interactions are extremely complex as noted with the mixed inhibitor 
inducer HIV protease inhibitor combination, tipranavir/ritonavir. The combination 
produced weak induction of CYP1A1, moderate induction of CYP2C19, potent 
induction of pGP, and potent inhibition of CYP2D6 and CYP3A after multiple dos-
ing [74].

Given the potential differences in the effects of metabolic interactions based on 
genotype, either measuring genotype or perhaps planning studies with genotype 
entry criteria should be considered.

9.3.5  �Interactions Affecting Other Elimination Pathways

Some drugs are eliminated by fecal excretion and are excreted in bile or by transin-
testinal elimination. Enterohepatic recycling occurs when drugs are eliminated in 
bile as conjugates. Deconjugation may occur in the small intestine, thereby allowing 
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for reabsorption of the parent drug. A precipitant drug that interferes with deconju-
gation will prevent enterohepatic recycling (reabsorption) and increase the apparent 
clearance. Potential examples of this interaction type involve antibacterial drugs and 
oral contraceptives [75]. Valproic acid (VPA) is a very lipophilic drug which under-
goes conjugation to an acylglucuronide metabolite. The VPA-glucuronide can either 
be excreted by the kidney or hydrolyzed back to the parent drug in the liver. The 
enzyme responsible for VPA-glucuronide hydrolysis is an acylpeptide hydrolase 
found in liver cytosol. Thus VPA-VPA-glucuronide bidirectional cycling results in 
longer persistence of VPA in the body. This interesting pharmacokinetic phenome-
non was explained after the interaction between VPA and meropenem was recog-
nized, leading to markedly increased VPA clearance. Subsequently, meropenem and 
other carbapenem antibiotics were shown to inhibit this acylpeptide hydrolase [76].

Precipitant drugs that physically trap or bind another drug within the gastrointes-
tinal lumen may also enhance the clearance of the object drug. Examples of this 
interaction include iron salts or aluminum hydroxide with doxycycline [77, 78].

9.4  �Pharmacostatistical Techniques

Advances have been made in the past decade to facilitate detection and evaluation 
of drug interactions. The intent of this section is to focus on the recommended 
approaches for presenting and analyzing pharmacostatistical drug interaction data. 
In discussions below, the terms “test” and “reference” treatments refer to the admin-
istration of the object and precipitant drugs in combination (test) and administration 
of the object drug alone.

9.4.1  �Statistical Analysis Approach

There are many approaches, both parametric and nonparametric, to analyze com-
parative pharmacokinetic data from drug interaction studies. The statistical strategy 
recommended by regulatory agencies in the United States [10] and Europe [11, 79], 
editors of clinical pharmacology journals [80], and others [81, 82] is to adapt the 
confidence interval approach used in average bioequivalence studies [14, 83]. A 
bioequivalence study is a type of comparative bioavailability study conducted to 
demonstrate that the shape and magnitude of blood or plasma concentration-time 
profiles produced by the drug formulations under study are sufficiently alike that 
therapeutic equivalence can be assumed. In drug interaction studies, the aim is to 
determine whether the interaction is clinically meaningful from differences in 
concentration-time profiles or other pharmacokinetic characteristics between test 
and reference treatments. Comparison between profiles is at a minimum based on 
maximal exposure (Cmax) and overall exposure (AUC) and presented as a mean ratio 
(MR: test/reference). The two one-sided t-test is based on the null hypotheses: H01, 
MR ≤ lower bound, and H02, MR ≥ upper bound. The lower and upper bounds need 
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to be specified in advance, and values of 0.8 and 1.25, respectively, are typically 
used for log-transformed pharmacokinetic parameters in bioequivalence and drug 
interaction studies. The alternate hypothesis is that the MR falls within the specified 
lower and upper bounds, Halt: lower bound < MR < upper bound.

In traditional analysis, the null hypothesis stipulates that parameters for the 
object drug are equivalent for the test and reference treatment. When a significant 
difference is found, the null hypothesis would be rejected and a difference would be 
concluded. A small, clinically unimportant difference may be statistically signifi-
cant at the 5% level of significance (α = 0.05). The lack of significance does not 
necessarily imply “no interaction.” In such cases, the statistical power, or probabil-
ity of detecting a specified difference, must be considered. The specified difference 
should be a change that would be considered clinically important given the available 
pharmacodynamic and toxicologic information. A large, clinically important differ-
ence between treatments may not be statistically significant if sample size is small 
and within- and/or between-individual pharmacokinetic variability is large. 
Therefore, classical statistical approaches that attempt to confirm an interaction by 
rejecting the null hypothesis of “no difference” are inappropriate because the con-
sumer risk is not controlled.

An equivalence approach is necessary to adequately address the risk to the con-
sumer. Because a drug-drug interaction consists of different drug treatments, one 
should test the null hypothesis of “nonequivalence” by demonstrating “equivalence” 
or “lack of pharmacokinetic interaction,” as first proposed by Steinijans et al. [84] 
In this manner the risk to the patient of a clinically relevant interaction can be 
defined within established limits. Generic drugs are approved on the basis of bio-
equivalence compared to a reference product. Risk to consumers is considered low 
for most drugs when substituting a generic drug that is considered bioequivalent. 
The same principle applies when a potential interacting drug is studied, and despite 
concomitant administration, the exposure to the object drug remains equivalent to 
the object drug given alone.

Two important assessment criteria must be defined before invoking the equiva-
lence approach: [1] the range of clinically acceptable variation in pharmacokinetic 
response of the affected drug and [2] the risk to the consumer of incorrectly con-
cluding a “lack of pharmacokinetic interaction.” The range of clinically acceptable 
variation defines the equivalence range (clinical no-effect boundary). The range can 
be based on population average dose-related and/or individual concentration-
response relationships derived from PK/PD models and other available information 
about the object drug that relates to the extent of difference in exposure caused by 
the interaction that is of no clinical consequence [10]. The consumer risk is the type 
I or α-error in statistics, which is usually set at 5%.

The equivalence method is based on two one-sided t-test procedure of rejecting 
the null hypothesis that the mean test/reference ratio is less than the lower equiva-
lence limit or greater than the upper equivalence limit. At the 5% level of consumer 
risk, this procedure is operationally identical to the method of declaring equiva-
lence (or lack of interaction) if the 90% confidence interval for the mean test/refer-
ence ratio is entirely within the specified equivalence range. More generally, the 
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100 × (1–2α)% confidence limits around the ratio (test/reference) of the means or 
medians of the test and reference treatments constrain the consumer risk to 100 × 
(α)% as well as indicate the precision by the width of the confidence interval. In 
bioequivalence studies the accepted equivalence range is ±20%, which corresponds 
to a lower limit of 80% and an upper limit of 120% for original data or 125% for 
log-transformed data. A range of ±20% seems reasonable to assess product quality, 
but for drug interactions these limits may be wider or narrower depending on the 
patient population and the therapeutic index and pharmacokinetic variability of the 
object drug. For example, a range of clinically acceptable variation of 30% for 
changes in zidovudine AUC was suggested [85], whereas a range variation of 50% 
for changes in indinavir AUC was proposed [86]. Equivalence limits of the form (θ, 
1/θ) have been proposed for data on both the original and logarithmic scales, where 
θ is the lower limit for the test/reference ratio [87]. The upper limit would be the 
reciprocal (e.g., limits of 0.8 and 1.25). No dose adjustment is required if the confi-
dence interval falls within the no-effect boundary. Also, there is no requirement that 
the boundary must be symmetrical around a mean ratio of 1.0 or 100% [88]. For 
example, the lower bound could be 80% to ensure no loss of efficacy, but the upper 
bound could be set at 150% for a drug with low risk of toxicity.

Statistical inferences are made on either absolute (test-reference) or relative (test/
reference) differences in the arithmetic means, geometric means (from logarithmic 
transformed data), harmonic means (from reciprocal transformed data), or medians 
of pharmacokinetic variables. Parametric analysis of variance (ANOVA) models 
appropriate for the study design are used to test differences in means (Cmax and 
AUC), and nonparametric methods such as the Wilcoxon rank sum test or Wilcoxon 
signed-rank test are used to test differences in medians (tmax). If the study design is 
unbalanced from an unequal number of subjects in each sequence (crossover) or 
from missing data, assessments are based on least-squares means. Because clini-
cians prefer to think in terms of relative rather than absolute changes, pharmacoki-
netic differences are usually expressed as a ratio (test/reference). Confidence limits 
around these mean ratios for within-subject comparisons in crossover studies and 
between-group comparisons in parallel studies are constructed from the residual 
mean-square error (MSE) term in ANOVA. The ANOVA provides exact confidence 
limits for relative differences of geometric means if the distribution of variables is 
truly lognormal. Only approximate limits for relative differences of arithmetic 
means are possible, because ANOVA ignores variability in the reference mean and 
treats the reference mean as a constant instead of as a variable when dividing by the 
reference mean to convert a test/reference difference to a test/reference ratio, unless 
Fieller’s theorem is applied [89]. Nonparametric approximate 90% confidence lim-
its can be calculated for two-period, two-sequence crossover studies [90]. One 
should be cautious in concluding “no interaction” when approximate confidence 
limits generated from parametric or nonparametric techniques are within but near 
the equivalence limits. Also, inferences on mean data may not reflect how certain 
individuals in the study population respond to the interaction. A particular stratum 
of individuals may show an apparent interaction even though the overall mean data 
indicate no pharmacokinetic interaction.
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9.4.2  �Logarithmic Transformation of Pharmacokinetic 
Variables

All pharmacokinetic variables, except those such as tmax that depend on discreet 
sampling times, are logarithmically transformed before ANOVA [14, 84, 91]. 
Harmonic means have been proposed for inferences on half-life [92]. Transformation 
converts a multiplicative model to an additive model, which is the basis of ANOVA 
[ln(test/reference) = ln(test) – ln(reference)]. Decisions on tmax are best handled by 
nonparametric analysis. Most pharmacokinetic data have positively skewed distri-
butions created by the truncation of these quantities at zero and have variances that 
depend on the mean. Transformation reduces the skewness and brings the distribu-
tion of data closer to normal. However, the main reason for transforming the data is 
to stabilize or make equal the within-subject (crossover study) or between-group 
(parallel study) variance and not to normalize the between-subject parameters [91]. 
Another advantage of transformation is that it is the best way to handle ratios for 
relative or proportional differences, and calculation of the associated confidence 
limits is straightforward.

For most studies the outcome will not change regardless of whether the original 
or log scale is used. There are two instances where conclusions can be opposite in a 
within-subject design [91]. If certain subjects with larger than average responses 
show larger than expected absolute differences, variability is increased on the origi-
nal scale, whereas larger than expected absolute differences for smaller than aver-
age responses are expanded on the log scale. If this occurs, for example, when fast 
and slow metabolizers are studied together, then the within-subject variability and 
the relative mean changes can be different on the two scales.

9.4.3  �Crossover Design and Analysis of Variance

The ANOVA for a crossover design includes the effects of sequence, subject within 
sequence, treatment, period, and, except for the 2, 2, 2 design, carryover. All effects 
except the sequence effect are tested by the MSE term. The sequence effect is tested 
against the subject-within-sequence effect. Any subgroup comparison of fixed 
effects (e.g., males and females) is tested with the subject mean-square term.

The sequence effect measures the difference between the groups of subjects 
defined by their sequence. In statistical parlance, a true sequence effect is known 
as the treatment-by-period interaction, which is a measure of the differential effect 
of the treatment (test-reference) in each of the periods. In the 2, 2, 2 design, the 
sequence effect is caused by three confounded sources: [1] a difference between 
subjects in the two sequences (i.e., group effects), [2] an unequal carryover of one 
treatment into the next period compared to the other treatment, or [3] a treatment-
by-period interaction. In this case a significant sequence effect (p < 0.1) requires 
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further explanation and evaluation of questions including: Was randomization 
appropriate? Was the washout period sufficient? Were trial conditions, analytical 
methodology, and clinical settings applied consistently? However, a true sequence 
effect (i.e., group effect) does not invalidate the determination of bioequivalence 
[93]. A sequence effect in the 2, 2, 2 design can be due to unequal carryover 
between treatments, in which case the analysis of period 1 data should be pre-
sented separately; carryover should be evaluated by checking the pre-drug plasma 
assay results.

The period effect measures the difference between study periods or alternatively 
the differential effect of the treatment in each of the sequences. In a 2, 2, 2 study, the 
period effect is completely confounded with treatment-by-sequence interaction. 
Any difference in treatment comparison (test-reference) between the two sequence 
groups cannot be distinguished from period effects. If there are carryover effects or 
if more than two periods are included, then the period effect and treatment-by-
sequence interaction are not interchangeable. The period effect can be caused by 
equal carryover in each sequence from period to period, bias in analytical data if 
samples in each period were analyzed in different batches, differences in the study 
environment or procedures, and changes with time in stage of disease. As with 
sequence effect, carryover can be ruled out by checking the pre-dose drug concen-
trations before period 2.

In a 2, 2, 2 study, the presence of a treatment effect (i.e., period-by-sequence 
interaction) implies that differences between periods are in opposite directions for 
the two sequence groups (if P2 – P1 in S1 is negative, then P2 – P1 in S2 may be 
positive). The estimate of treatment differences will not be biased if a period effect 
is present.

If the test treatment is determined not to be bioequivalent, then a treatment 
effect may be expected; however, treatment effects may also be observed when a 
bioequivalent determination is made for products with low intra-subject variability. 
A significant treatment effect may be entirely ignored when equivalence criteria 
are met.

The MSE term is a measure of the intra-subject variability and is usually con-
verted to a coefficient of variation (CVW) to estimate the consistency of the magni-
tude of interaction among the subjects [94]. The CVW is estimated as 100% × 
(eMSE – 1)½ for logarithmic transformed data and as 100% × (MSE)½/Y for original 
data, where Y is either the least-squares mean of the reference treatment or the com-
bined mean of the two least-squares treatment means being compared. The goal of 
any within-subjects design is too minimize the CVW. The interaction is considered 
highly variable for a particular pharmacokinetic parameter if the CVW is >30%. The 
CVW is a very informative parameter but is rarely reported in the literature. Values 
for a number of drugs orally administered in crossover bioequivalence studies have 
been tabulated by Steinijans et al. [95] The CVW is important to know because the 
width of the confidence interval around the difference of treatment means, the cal-
culation of post hoc power to detect these differences, and an estimation of sample 
sizes for planning future interaction studies require an estimate of CVw.
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There are a number of sources of variation in CVW: the true intra-subject 
pharmacokinetic variation exhibited by a single person, analytical variability 
(measurement errors), within-batch variation in manufacture of the drug formula-
tion, nonadherence to the medications, and the random subject-by-treatment 
interaction. This latter source is caused by random variability of treatments within 
subjects or within identifiable subgroups of the population studied. Each individ-
ual may behave differently to the test treatment, or subjects in subgroups may 
show similar variation within subgroups but different responses to the test treat-
ment among subgroups. An example could be smokers responding differently 
from nonsmokers to one of the treatments. On the log scale, the random subject-
by-treatment interaction is minimized if all subjects show the same relative change in 
the same direction.

9.4.4  �Sample Size and Post Hoc Power Calculations

The sample size of the study needs to be planned with consideration of the purpose 
of the study. If the purpose of the study is to evaluate a potential drug interaction that 
is suspected based on preliminary data, the sample size can be somewhat conserva-
tive. However, if the goal is to demonstrate the lack of interaction for an individual 
drug when a member of the same drug class exhibits the interaction (class labeling), 
then the sample size should be larger. Estimations of sample size for a within-
subject drug interaction study require a knowledge of CVw for the interaction. CVw 
values for drug interaction studies may be greater than those reported for drugs in 
bioequivalence studies [95] because not all subjects will respond to the precipitant 
drug to the same degree. Tables of sample sizes for 2, 2, 2 crossover designs to attain 
a power of 80% or 90% at the 5% nominal level for a given CVw and expected rela-
tive difference in treatment medians or means are published for the multiplicative 
(logarithmic) model with equivalence ranges of 0.7–1.43 [96], 0.8–0.25 [87, 97], 
and 0.9–1.11 [96]. Similar tables are published for the additive (original) model [98] 
and for parallel designs [87, 99]. The minor influence of the between-subject coef-
ficient of variability on sample size estimates for the 2, 2, 2 crossover design is 
demonstrated by Hauschke et al. [87]

Post hoc power calculations have limited utility but can be used for negative 
studies to estimate differences that could be detected with a certain power (usually 
80% at the 5% significance level) or to estimate the power of the study to detect a 
specified difference (usually 20% difference from reference at the 5% significance 
level). These calculations require an estimation of the standard error of the differ-
ence in mean or medians. General equations for point hypothesis testing for origi-
nal and logarithmic data using a central t-distribution are provided in references 
[89, 100]. General equations for interval hypothesis testing using a noncentral  
t-distribution for crossover and parallel designs are given in references [87, 89].
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9.5  �Pharmacokinetic Metrics and Characteristics

The major assumption in bioequivalence is that the Cl of the drug under investigation 
is constant over the course of the study and that AUC is a pure characteristic of 
extent of bioavailability (F). In drug interactions both clearance and bioavailability 
can change after oral administration. Therefore, changes in AUC can result from 
alterations in either parameter. Schall et al. [101] proposed the terminal elimination 
half-life (t½,z) and the ratio of AUC/t½,z as characteristics for Cl and F, respectively, 
in drug-drug interaction studies. Interpretation involves looking at the ratio of t½ 
(test/reference) and ratio of AUC/t½,z(test/reference ratio). Note that AUC0-∞ should 
be used for a single-dose case and AUC0-tau should be used for steady state. Assuming 
a constant volume of distribution, if the t½,z ratio is >1, then the interaction results 
from reduced Cl, and if the t½,z ratio is <1, the interaction results from increased Cl. 
If AUC/t½,z (test/reference ratio) is >1, then the interaction is at least in part due to 
increased bioavailability. Finally, if AUC/t½,z (test/reference ratio) is <1, then the 
interaction is at least in part due to decreased bioavailability. However, interactions 
may result from a mixture of altered Cl and altered bioavailability.

Because AUC is a composite characteristic of Cl and F, and peak drug levels 
(Cmax) reflect both rate and extent of absorption, these metrics can be used to indi-
cate drug exposure [102]. AUC is the ideal metric for total systemic drug exposure 
and Cmax is a measure of peak systemic exposure. The term drug exposure conveys 
more clinical relevance than the term “rate and extent of drug absorption” because 
drug safety and effectiveness are concerns in drug interaction studies.

9.6  �Presentation and Interpretation of Drug Interaction Data

There are generally three ways to present comparative pharmacokinetic data for 
changes in the test treatment relative to the reference treatment: [1] a test/reference 
ratio expressed as a percentage; [2] an x-fold change, where x is the test/reference 
ratio; or [3] a percentage change [(test/reference ratio – 1) × 100%]. For example, 
an AUC ratio of 200% indicates a twofold increase and a 100% increase in 
AUC. Often x-fold changes are confused with percentage change, and the reader 
needs to be aware of which method of calculation was used.

Current thinking favors expressing the results in terms of a test/reference geo-
metric mean ratio and the corresponding 90% confidence limits for AUC and Cmax 
parameters. The use of 95% confidence limits should not be confused with 90% 
confidence limits. The former bounds will be wider and may lead to different con-
clusions in equivalence testing. Reporting the 95% confidence limits is another 
way of reporting a test of significance at the 5% level of significance. For example, 
AUC of bosentan increased 2.1-fold (95% confidence interval 1.5–2.7) after con-
comitant administration with ketoconazole [103]. The 95% confidence interval 
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would be examined to determine if it includes the value 1.0, and if not, as in this 
case, a statistically significant interaction at the 5% level of significance (p < 0.05) 
would be concluded. Use of statistical testing for difference should not be used for 
the reasons cited in this chapter.

9.6.1  �No-Effect Boundary

The “no-effect boundary” or acceptable range needs to be established a priori. If a 
drug interaction is concluded, the clinical significance of the interaction and recom-
mendations on how to manage the interaction need to be formulated. The FDA 
guidance for drug interaction studies allows two approaches for developing a no-
effect boundary [10]. The first approach is to describe the range of the selected 
exposure parameters over a range of doses that are normally used. The sponsor 
should include information on dose and/or concentration-response studies or PK/PD 
models to support the recommendation. If the exposure parameters remain within 
this range in the presence of a potential precipitant drug, the sponsor could conclude 
that “no clinically significant interaction is present.” The second approach defaults 
to bioequivalence criteria where the 90% confidence interval for geometric mean 
exposure parameter ratio (test/reference) falls within 80–125% [10]. This latter 
approach is most commonly used.

The use of bioequivalence criteria should eliminate a substantial portion of stud-
ies that statistically conclude a drug interaction when only small clinically insignifi-
cant differences occur. As an example, digoxin steady-state AUC was 25.5 ng⋅h/ml 
after digoxin alone and 23.9 ng⋅h/ml after digoxin plus zaleplon (a hypnotic agent). 
From a test of significance (ANOVA, p = 0.018), a drug interaction would have been 
concluded. The geometric mean ratio (test/reference) was 93% with a 90% confi-
dence interval of 89–98%, and this would more appropriately lead to a “no-effect” 
conclusion [104]. Potential problems with the equivalence approach include too 
small of a sample size and high variability. If the sample size is too small, confi-
dence intervals tend to be wide, and this could result in a 90% confidence interval 
that falls outside of the “no-effect boundary” despite a mean ratio near 100%. Too 
large of a sample size with the bioequivalence approach does not cause adverse 
consequences other than excessive study costs and ethical issues of imparting risk 
to numbers of subjects greater than needed. For tests of difference, too small of a 
sample size will lead to low power and inability to detect an important drug interac-
tion, and too large of a study population may cause detection of small, clinically 
insignificant changes.

Not only does the no-effect boundary need to be established a priori, use of uncon-
ventional ranges needs to be justified. In a study evaluating the effect of montelukast 
on digoxin, several problems are apparent. The authors used a no-effect boundary of 
70–143% without appropriate justification. Digoxin exhibits a narrow therapeutic 
index and relatively low variability in exposure parameters in a healthy population. 
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The mean digoxin AUC0-∞ was 43.2 ng⋅h/ml for digoxin alone and 39.2 ng⋅h/ml for 
digoxin plus montelukast. Although the 90% confidence interval for AUC0-∞ was 
70–118%, the authors concluded that montelukast has no effect on the pharmacoki-
netics of digoxin [105]. The use of this expanded no-effect boundary for a drug with 
a narrow therapeutic index is concerning. Moreover, the 90% confidence interval is 
too wide to fit within the range of 80–125%. The study involved a small sample size 
(n = 10) and did not address power.

In another study, which evaluated the effects of proton pump inhibitors on 
theophylline, the no-effect boundary was expanded to 70–143% for steady-state 
Cmax, but not for steady-state AUC [106]. There is no pharmacokinetic basis to sus-
pect a change in rate of absorption of theophylline from acid suppression, and the 
reason for the expanded boundary was not addressed. Because the observed 90% 
confidence limit for steady-state Cmax fell within the range of 80–125%, conclusions 
remain appropriate. In some cases involving drugs (e.g., ethionamide) with moder-
ate to high variability in exposure parameters, it may be difficult to obtain 90% 
confidence intervals that fall within the usual no-effect boundaries, requiring the use 
of large sample sizes or expanded boundaries [107].

An example of a study that used an expanded no-effect boundary and provided 
justification involved interactions between didanosine, indinavir, ketoconazole, and 
ciprofloxacin [108]. A no-effect boundary of 75–133% was used. The authors cited 
a study where the AUC of indinavir was increased 29% with clarithromycin admin-
istration, and the interaction was concluded to be not clinically significant. For cip-
rofloxacin, the authors cited the package insert and a publication and considered 
that a 48% increase in ciprofloxacin AUC in elderly subjects did not result in a 
recommendation for reducing the dose. For ketoconazole, the authors cited a study 
that reported a 59% increase in ketoconazole AUC when administered with food 
compared to fasting and considered that the labeling did not contain a recommenda-
tion for administering ketoconazole with food [108]. In another study, in which 
ketoconazole significantly increased the exposure of desloratadine, the interaction 
was concluded to be not clinically relevant as no changes in ECG parameters were 
observed [109]. Although such observation does not totally rule out clinical signifi-
cance in special populations, the value of concomitant pharmacodynamic assess-
ment is apparent.

9.6.2  �Studies to Confirm Clinical Strategy

Another potential area of misinterpretation is when the doses and/or dosing inter-
vals of the drug under investigation are different in the test and reference arms of the 
study. This may occur if the purpose is to obtain equivalent drug exposures over a 
specified time period in the absence and presence of an interacting drug. The mag-
nitude of pharmacokinetic effect can appear smaller or larger if the control dose is 
larger or smaller. For example, 800 mg of indinavir every 8 h was estimated to give 
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about the same AUC over 24 h as 400 mg indinavir every 12 h in the presence of 
400 mg ritonavir every 12 h; from single-dose indinavir data, the magnitude of the 
interaction was actually about a fivefold increase in AUC if 400 mg of indinavir was 
used as the reference [110]. Depending on the purpose of the study, the analysis 
may compare the exposures between the two treatments; however, to avoid confu-
sion, analysis should still be done with Cl or dose normalized AUC to characterize 
the extent of the interaction.

9.7  �Summary

Since publication of the first edition of this chapter in 2001, issues still remain to be 
resolved concerning optimal design of drug interaction studies. Traditional issues, 
such as defining the research hypothesis (question of interest), determining the 
appropriate study population (healthy volunteers or patients), determining the study 
design (crossover, longitudinal or parallel, washout requirements, etc.), deciding 
between single-dose or steady-state, and deciding which pharmacokinetic and/or 
pharmacodynamic endpoints to evaluate, should depend on knowledge of the drugs 
involved, preliminary data on the potential interaction, and general knowledge of 
pharmacokinetics and drug interactions. Defining whether a drug interaction exists 
is now well accepted by regulatory agencies as an equivalence problem where end-
points are compared between the object drug given with and without the precipitant 
drug. The acceptable clinical no-effect boundary should be specified a priori, but 
allowing flexibility depending on the therapeutic index of the object drug and vari-
ability of the endpoints.
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