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Abstract. We consider user conditional privacy preservation in the con-
text of public key encryption. Unlike the full privacy preservation, our
conditional one ensures that the message sender’s as well as the intended
receiver’s privacy are well preserved while their legitimation can still be
verified; besides, the actual sender of an encrypted message can only be
identified by the intended receiver. Furthermore, considering the prac-
tical scenario where the communication channels between some senders
and receivers are controlled with a blacklist (BL), we address the issue
how a message sender proves the legitimation of the communication
channel with its intended communicator according to the BL. Previ-
ous works only partially solve the former problem and there exists no
solution addressing the two aforementioned problems simultaneously. In
this paper, we present an encryption scheme which keeps not only the
transmitted message confidential but also the user’s conditional privacy
preserved. Besides, given the BL, our scheme also empowers the message
sender the capability to give a proof of the legitimation of the commu-
nication channel with its communication partner without leaking their
identities. In other words, only message senders form unblocked com-
munication channels are able to produce such a proof. We provide the
security models for our scheme and prove its security under the random
oracle model.
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1 Introduction

Background. The security concerns of the public key encryption are mainly
on the secrecy of the encrypted data. Some well studied security models, such
as indistinguishably and non-malleability [8,13,20], are examples catering for
different security requirements of the encrypted data. However, since encryption
schemes are deployed in various hostile environments, the user privacy preser-
vation problem should also be considered seriously since the attackers may be
more interested in the exact parties participated in the communication.
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In fact, the user privacy preservation problems have been the subject of for-
mal studies in cryptographic literature, for example, the primitives ring signature
[21] and group signature [6] are popular tools protecting a message sender’s pri-
vacy while still keeping the user authenticated. In the area of public key encryp-
tion (PKE), since the sender privacy preservation is considered to be an inher-
ent property, literature related to user privacy preservation are mainly about
key-privacy [4], or anonymity, which are security notions for receiver privacy
preservation. In this paper, we are particularly interested in the user conditional
privacy preservation property in PKE, which is different from the conventional
one. The conditional privacy preservation notion keeps not only the privacy of
the message sender as well as its communicator well preserved but also their
legitimation publicly verifiable; besides, it also requires that, given a ciphertext,
its actual sender can only be discovered by its intended receiver.

Apart from that, we take one step further by considering a more complex
but practical scenario (e.g., in e-mail or other network communication systems),
where an authority (or gateway) is able to forbid communications between spe-
cific message senders and receivers by blocking their communication channels,
and those blocked channels are published as a blacklist by the authority. Under
such condition, the message sender should be empowered with the capability to
prove the legitimation of the communication channel between itself and its com-
municator; meanwhile, message senders from the blacklist should never be able
to forge such a proof. In addition, the proof should not leak any privacy-related
information of either the message sender or its communication partner.

There exists a primitive which solves our former problem partially. An exam-
ple is the ring signcryption [16] which keeps the transmitted message confiden-
tial and the legitimation of the message sender publicly verifiable, but it cannot
maintain the privacy preservation property of the message receiver. To the best
of our knowledge, there is no solution tackling the two aforementioned problem
at the same time properly.

Our Contribution. In this paper, we first present a group-based source-
destination verifiable encryption scheme with blacklist checking. Our solution uti-
lizes the zero-knowledge proof of membership and also zero-knowledge of inequal-
ity technique to handle the two previously mentioned problems, respectively.

Considering the security requirements of our scheme, we define four security
models, which capture the message confidentiality, the sender and receiver pri-
vacy preservation, and the soundness of the legitimation proof. We then give
security proofs under our predefined models with the help of the random oracle.

Related Work. Among all the existed primitives, the most promising one
related to our problems is the ring signcryption, which was first proposed by
Huang et al. [16]. As it inherits properties from both the ring signature [21]
and public key encryption, this primitive provides anonymity, authenticity of
the sender along with the message confidentiality. Following the work in [9], this
primitive also considers protecting the receiver’s privacy in the multi-recipient
setting. Although some ring signcryption schemes have been proven to be inse-
cure, this primitive remains to be a potential candidate when dealing with
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problems about maintaining message confidentiality and user privacy simultane-
ously. However, because of the inherent property of the ring-based construction,
this primitive always considers the complete anonymous of the message sender
rather than the user conditional privacy preservation.

The user conditional privacy preservation is a more practical and attractive
research problem comparing to the complete privacy preservation. Many existing
works have considered it. The work in [18] addresses the issue about anonymous
authentication of messages with traceability between the on-board-units (OBUs)
and roadside units (RSUs) in vehicular ad hoc networks (VANETs), this con-
ditional privacy preservation protocol relies on the authority to trace the origin
of the authenticated messages. Another similar authentication with conditional
privacy example can be found in [15], where it considers not only user conditional
privacy but forward user revocation in wireless networks. The work in [10] uses
pseudonym techniques to construct conditional privacy preservation methods
and to protect the privacy of users in the NFC electronic payment environment.

The receiver privacy preservation, or key-privacy, problem was first formal-
ized by Bellare et al. in [4] and later extended in [1], according to their paper,
the receiver’s privacy means that an eavesdropper, even in possession of a given
ciphertext and a list of public keys, can not tell which specific key is the one
used to generate the given ciphertext. This is the reason why they call this
property key-privacy or anonymity. The paper defines practical security mod-
els about the key-privacy. Although some classical encryption schemes, such as
the El Gamal scheme [12] and the Cramer-Shoup scheme [7], have already pro-
vided such key-privacy property, encryption schemes with careless construction,
such as the broadcast encryption [11], still cannot hold this requirement. In
[19], Mohassel discusses the key-privacy problem in hybrid encryption scenario,
it shows that the combination of an anonymous key encapsulation mechanism
(KEM) and an anonymous data encapsulation mechanism (DEM) cannot make
the resulted hybrid encryption still anonymous unless the KEM is also weakly
robust [2]. After considering the relation between the robustness and collision-
freeness [2] properties of the KEM, this paper finally gives non-keyed transfor-
mation to transfer a collision-free PKE into a robust PKE. Key-privacy require-
ment is always considered in multi-receiver settings where multiple intended
receivers are conventionally included in the generated ciphertext for the benefit
that they can be easily identified by the message receiver. The work [14,22] dis-
cuss key-privacy in multi-receiver encryption scheme and use extended receiver
sets including users who are not the intended receivers to hide the real receiver
set. The anonymous broadcast encryption in [3] is the first work considering
receiver’s privacy in broadcast encryption schemes, in that paper, a broadcast
encryption scheme is constructed achieving anonymity and IND-CCA security
against static adversaries from a key-private, IND-CCA secure PKE scheme,
however, the technique in [3] is only analyzed in Random Oracle Model. Later,
Libert et al. in [17] proposed an anonymous broadcast encryption scheme with
adaptive security in the Standard Model.
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Paper Organization. The rest of our paper is organized as follows: Sect. 2
presents some notations and preliminaries. In Sect. 3, we give the formal defi-
nition of our group-based source-destination verifiable encryption scheme with
blacklist checking and also define four security models in this section for the
purpose of proving the security of our scheme. Our concrete construction of the
scheme is presented in detail in Sect. 4. In Sect. 5, we prove the security of our
scheme under the previously defined models respectively. In Sect. 6, we give the
conclusion of our paper.

2 Notations and Preliminaries

Notations. We give notations which are used through the whole paper. Let 1k

be a binary string with length k while k is also called the security parameter.
Let {ri} denote a set while ri is one of its elements. When PK represents a set,
then |PK| denotes the number of elements in this set, however, if a is an integer,
then |a| denotes the length of the binary representation of that integer. Let G

be a multiplicative group of prime order q, then x
R←−− G means the element

x is randomly chosen from G, while X ∈ G
l denotes that X is a tuple with l

elements while each of them is chosen from G. We use ∧ to represent “AND”
logic and ∨ to represent “OR” logic.

Decisional Diffie–Hellman Assumption (DDH). Let G1 be a multiplicative
group of large prime order q with generator g. The DDH assumption for G1

holds if for any probabilistic polynomial time (PPT) adversary A, the following
probability is negligibly close to 1

2 .

Pr[a, b ← Zp;C0 = gab;C1 ← G1; d ← {0, 1} : A(ga, gb, Cd) = d]

Discrete Log Problem (DLP). The DLP in G1 is defined as follows: given
a generator g of G1, a random element C ∈ G1 as input, output a x ∈ Zp such
that gx = C. The DLP assumption holds in G1 if for any PPT adversary A, the
following probability is negligible.

Pr[C ← G1; gx = C : A(g, C) = x]

3 Definitions and Security Models

3.1 Definition of the GSVEBC

There are three parties, the message sender, verifier and receiver respectively,
involved in a group-based source-destination verifiable encryption scheme with
blacklist checking (GSVEBC). In this scheme, the authority can publicly publish
a set of sender receiver pairs as the blacklist denoted by BL, and each item of
the BL is a block rule to forbid the communication between the sender and
receiver specified in that item. The message sender creates and sends encrypted
messages called GSVEBC ciphertexts to the receiver. It is the verifier which
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verifies whether a given GSVEBC ciphertext comes from a given legitimated
sender set and goes to a given legitimated receiver set without knowing the exact
sender and receiver of that ciphertext. Besides, according to the blacklist BL, the
verifier can also check whether the communication channel between the sender
and receiver of a given GSVEBC ciphertext is blocked without learning any
privacy information about them. The intended receiver of a GSVEBC ciphertext
is the only party who recovers the original message as well the actual sender of
that ciphertext. We give a definition of our GSVEBC scheme as follows;

Definition 1 (GSVEBC). A group-based source-destination verifiable encryp-
tion scheme with blacklist checking (GSVEBC) scheme consists of the following
polynomial time algorithms.

– Setup(1k): Taking 1k as input, this algorithm outputs the public parameter pp.
For the ease of description, we assume the BL is included in pp, and each time
when BL is changed by the authority, the pp should be changed accordingly.

– KeyGen(pp): For each user, this algorithm, on input pp, outputs a public key
pair (pk, sk). In order to make the notation more clear, let (pks, sks) denote
a sender’s key pair and (pkr, skr) be a receiver’s key pair.

– Enc(pp,m, sks, pkr,PKS ,PKR): This PPT algorithm can be executed by every
message sender. Given a message m, the public parameter pp, two users’ pub-
lic key sets PKS ,PKR, the message sender’s private key sks and the receiver’s
public key pkr, this algorithm outputs a GSVEBC ciphertext C.

– Ver(pp,C): The verification algorithm is deterministic. Taking pp and a given
GSVEBC ciphertext C as inputs, that algorithm would first check whether the
ciphertext comes from a given legitimated sender set and is sent to a given
legitimated receiver set. Note that the given legitimated sender and receiver
set should be included in the ciphertext C. After that, this algorithm can also
check whether the communication between the sender and receiver of that
given ciphertext C is permitted according to the blacklist BL included in pp.
This algorithm returns a symbol of true if and only if all the above checks
are successfully complete, otherwise, it returns a symbol of false. For privacy
consideration, this algorithm is executed without the knowledge of the exact
sender and receiver of the ciphertext C.

– Dec(pp,C, skr): The decryption algorithm Dec is deterministic and executed
by the intended receiver. When a receiver gets C, he would first execute the
previous verification algorithm Ver, if Ver returns a symbol of false, he just
drops this message. Otherwise, the receiver executes Dec, which takes pp,C
and the receiver’s private key skR as inputs, and recovers the original message
m as well the actual sender of C.

Definition 2 (Security Model towards Message Confidentiality). Set-
ting the security parameter as k, then given our scheme GSVEBC = (Setup, Key-
Gen, Enc, Ver, Dec), a polynomial n(·), a PPT (polynomial probabilistic time)
adversary A and a simulator S, we consider the following game between a sim-
ulator S and an adversary A capturing the message confidentiality property of
our scheme:
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– Setup phase: At the setup phase, the Setup algorithm of the scheme, which
takes 1k as input, is first run by S to produce the system parameter pp. Given
a polynomial n(·), S runs KeyGen, with pp as input, n(k) times. After all
executions are properly finished, S gets a public key set PK, a private key set
SK, where |PK| = |SK| = n(k). The adversary A is given pp and PK.

– Corruption phase: In order to enable A to do encryption itself, A is permitted
to corrupt users with public keys from the set PK. Namely, A can get the
secret key of a user after submitting the corresponding public key to S as the
query message in this phase. Let UPK denote the collection of all uncorrupted
users.

– Decryption phase 1: A can also ask decryption queries adaptively to S. That
is, when A provides S a valid ciphertext, S needs to return the corresponding
plaintext of that ciphertext to A.

– Challenge phase: A chooses two messages m0,m1 from M, two public keys
pks, pkr from UPK as the sender and receiver’s public key respectively, two
subsets PKS ,PKR from UPK such that pks ∈ PKS , pkr ∈ PKR, |PKS | ≥
2, |PKR| ≥ 2, and then sends them to the simulator. Upon receiving those
information, S randomly chooses a bit b from {0, 1} and encrypts mb using
the encryption algorithm of our scheme, which takes mb, sks, pkr,PKS ,PKR

and pp as inputs. After that, the generated ciphertext is given to A as the
challenge ciphertext.

– Decryption phase 2: After receiving the challenge ciphertext, A can still query
the decryption oracle adaptively with the only restriction that the queried
ciphertext must be different from the challenge one.

– Guess phase: At the end of the game, A outputs the guess b
′
from {0, 1} about

b. If b
′
= b, then A succeeds in the game, otherwise A fails.

Remark: A is allowed to ask hash queries under the random oracle model.
According to the defined model, let AdvA

IND-CCA denote the probability that A
wins the above game over random guess, then AdvA

IND-CCA =
∣
∣Pr [b′ = b] − 1

2

∣
∣.

Definition 3 (Security Model towards Sender Privacy Preservation).
Setting the security parameter as k, then given our scheme GSVEBC = (Setup,
KeyGen, Enc, Ver, Dec), a polynomial n(·), a PPT (polynomial probabilistic time)
adversary A and a simulator S, let’s consider the following game, which captures
the sender privacy property, played by A and S:

– Setup phase: At the setup phase, the Setup algorithm of the scheme, which
takes 1k as input, is first run by S to produce the system public parameter pp.
Given a polynomial n(·), the simulator runs KeyGen, with pp as input, n(k)
times. After all executions are properly finished, S gets a public key set PK,
a private key set SK, where |PK| = |SK| = n(k). The adversary A is given
pp and PK.

– Corruption phase: In order to enable A to do encryption itself, A is permitted
to corrupt users with public keys from the set PK. Namely, A can get the
secret key of a user after submitting the corresponding public key to S as the
query message in this phase. Let UPK denote the collection of all uncorrupted
users.
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– Sender extraction phase 1: When A makes such kind of query, he submits a
ciphertext to S, then he gets the public key of the original encryptor of that
ciphertext from S when it is valid, otherwise, he gets nothing.

– Challenge phase: A chooses one message m from M, pkr from UPK as the
receiver’s public key and two subsets PKS ,PKR from UPK such that pkr ∈
PKR, |PKS | ≥ 2, |PKR| ≥ 2, then sends them to S. S randomly chooses a
public key pks from the chosen subset PKS, and encrypts m by taking pks,
sks, pkr,PKS ,PKR and pp as inputs. The corresponding ciphertext is given
to A as challenge ciphertext.

– Sender extraction phase 2: After receiving the challenge ciphertext, A can still
ask sender extraction queries with the only constraint that the queried cipher-
text must not be identical to the challenge one. The simulator behaves the
same as in the sender extraction phase 1 in this phase.

– Guess phase: At the end of the game, A outputs his guess pk′
s about the public

key of the actual sender of the challenge ciphertext from the chosen subset
PKS. If pk′

s = pks, then A succeeds in the game, otherwise A fails.

Remark: Under the random oracle model, A is allowed to ask hash queries.
According to the defined model, let AdvA

Sender-Anonymity denote the probability
that A wins the above game over random guess, then AdvA

Sender-Anonymity =
∣
∣
∣Pr [pk′

s = pks] − 1
|PKS |

∣
∣
∣, where |PKS | represents the size of the subset PKS .

Definition 4 (Security Model towards Receiver Privacy Preservation).
Setting the security parameter as k, then given our scheme GSVEBC = (Setup,
KeyGen, Enc, Ver, Dec), a polynomial n(·), a PPT (polynomial probabilistic time)
adversary A and a PPT simulator S, let’s consider the following game, which
captures the receiver privacy property, played by A and S:

– Setup phase: At the setup phase, the Setup algorithm of the scheme, which
takes 1k as input, is first run by S to produce the public parameter pp. Given
a polynomial n(·), the simulator runs KeyGen, with pp as input, n(k) times.
After all executions are properly finished, S gets a public key set PK, a private
key set SK, where |PK| = |SK| = n(k). The adversary A is given pp and PK.

– Corruption phase: In order to enable A to do encryption itself, A is permitted
to corrupt users with public keys from the set PK. Namely, A can get the
secret key of a user after submitting the corresponding public key to S as the
query message in this phase. Let UPK denote the collection of all uncorrupted
users.

– Receiver extraction phase 1: In this phase, when A submits a ciphertext to S,
S needs to send back the public key of the actual receiver of that ciphertext to
A as response when it is valid. Otherwise, A gets nothing.

– Challenge Phase: In the phase, A randomly chooses a message m from M,
pks from UPK as the sender’s public key, two public key pk0, pk1 and two
public key sets PKS, PKR from UPK such that pks ∈ PKS , pk0, pk1 ∈
PKR, |PKS | ≥ 2, |PKR| ≥ 2. A then sends those information to S. S ran-
domly chooses pkc ∈ {pk0, pk1} as the receiver’s public key and encrypts mes-
sage m using algorithm Enc, which takes m, sks, pks, pkc,PKS ,PKR and pp
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as inputs. S sends the generated ciphertext as response and challenge cipher-
text to A.

– Receiver extraction phase 2: After the challenge phase, A can still ask S to
extract the public key of the receiver of a valid ciphertext for him adaptively,
the only restriction is that A cannot use the challenge ciphertext as a queried
message in this phase.

– Guess phase: At the end of the game, A would make a guess c′ about the public
key pkc of the receiver of the challenge ciphertext from the subset PKR. If
c′ = c, then A succeeds in the game, otherwise A fails.

Remark: A is allowed to ask hash queries under the random oracle model.
According to the defined model, let AdvA

Receiver-Anonymity denote the probability
that A wins the above game over random guess, then AdvA

Receiver-Anonymity =
∣
∣Pr [c = c′] − 1

2

∣
∣.

Definition 5 (Security Model towards Soundness of Legitimation
Proof). Setting the security parameter as k, then given our scheme GSVEBC
= (Setup, KeyGen, Enc, Ver, Dec), a polynomial n(·), a PPT (polynomial prob-
abilistic time) adversary A and a PPT simulator S, let’s consider the following
game, which captures the user impersonation resistance property, played by A
and S:

– Setup phase: At the setup phase, the Setup algorithm of the scheme, which
takes 1k as input, is first run by S to produce the public parameter pp, here
the blacklist BL is also generated by S and included in pp. Given a polyno-
mial n(·), the simulator runs KeyGen, with pp as input, n(k) times. After all
executions are properly finished, S gets a public key set PK, a private key set
SK, where |PK| = |SK| = n(k). The adversary A is given pp and PK.

– Corruption phase: In order to enable A to do encryption itself, A is permitted
to corrupt users with public keys from the set PK. Namely, A can get the
secret key of a user after submitting the corresponding public key to S as the
query message in this phase. Let UPK denote the collection of all uncorrupted
users.

– Decryption phase: A can also ask decryption queries adaptively to S. That is,
when A provides S a valid ciphertext, S needs to return the corresponding
plaintext of that ciphertext to A.

– Forge phase: In this phase, A chooses a message m ∈ M, one sender-receiver
pair gSi , gRj from BL randomly as the message sender and intended receiver’s
public key respectively, two user sets PKS ,PKR ∈ UPK as its corresponding
message sender and receiver set. After that, A tries to produce a valid cipher-
text CT . A sends (m, gSi , gRj ,PKS ,PKR, CT ) to S. S outputs 1 if and only
if Dec(Rj , CT ) = (gSi ,m)

∧
Ver(pp,CT ) = 1. Otherwise, S outputs 0.

Remark: A is allowed to ask hash queries under the random oracle model.
According to the defined model, let AdvA

Soundness denote the probability that
A wins the above game, then AdvA

Soundness =
∣
∣ Pr[Dec(Rj , CT ) = (gSi ,m)

∧

Ver(pp,CT ) = 1]
∣
∣.
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4 Our Concrete Construction

For the ease of description, we first give a group-based source-destination ver-
ifiable encryption scheme without blacklist checking capability, then we extend
this scheme to the one with full functionalities.

4.1 A Simple Construction Without Blacklist Checking

Setting the security parameter as k, our scheme works as follows;

– Setup(1k): On input 1k, it produces a cyclic group G of large prime order q
with generator g, where G is a subgroup of Z

∗
p and q|p−1. This algorithm also

outputs a description of the message space M = {0, 1}q and a ciphertext space
C. G, q, g,M, C are considered as the system parameter pp and default inputs
to all the following algorithms. pp also includes three collision resistance hash
functions: H1 : {0, 1}q × G

3 → Zq,H2 : G → {0, 1}q,H3 : {0, 1}∗ → Zq.
– KeyGen(·): For one user, Ui for example, he randomly chooses xi ∈ Zq as

his private key and computes yi = gxi ∈ G as his corresponding public key.
Assuming the public key set PK = {. . . , yi, . . . } contains all users’ public key
and is also published publicly.

– Enc(m, sks, pkr,PKS ,PKR): When a sender, Ui, wants to send a message
to a receiver, Uj , for the purpose of illustrating our scheme more clear, let
Si, Ri denote the sender Ui and receiver Uj ’s secret key sks, skr respectively,
accordingly, the sender and receiver’s public key should be pks = gSi and
pkr = gRj . Given a message m ∈ M, the sender encrypts m as follows;

r1
R← Zq, C1 = gr1 , C2 = gSir1 , C3 = gRjr1 ,

r2 = H1(m, gSi , gRj , gSiRjr1),
C4 = gSir2 , C5 = gSigSiRjr2 , C6 = m ⊕ H2(gSiRj ·(r1+r2)).

After that, the sender chooses a subgroup PKS ⊂ PK, which includes the
sender’s public key gSi , and then proves its legitimation in that group. Here,
we utilize the zero-knowledge proof technique to deal with the group mem-
bership issue. That is, the sender needs to give a proof like:

pf(Si : logg gSi = logC1
C2 = loggr1 (gSi)r1 ∧ gSi ∈ PKS).

To do such a proof, the sender does as follows;
• For each public key gxl ∈ PKS except gSi , the sender chooses challenge

and response cl, zl randomly from Zq respectively, then it computes two
commitments

αl = gzl(gxl)cl , βl = (C1)zl(C2)cl .

• For the sender’s own pubic key gSi , it chooses wi ∈ Zq and sets the
commitments as

αi = gwi , βi = (C1)wi .
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Let {α} denote commitments set {. . . αl . . . αi . . . } and {β} commitments
set {. . . βl . . . βi . . . }, where |α| = |β| = |PKS |. The sender computes its
challenge and response as:

h = H3({α}, {β}, C1, C2, C3, C4, C5, C6),

ci = h −
∑

gxl∈PKS

cl, zi = wi − ciSi.

• The sender sets the challenges set as {c} = {. . . ci . . . cl . . . } the responses
set as {z} = {. . . zi . . . zl . . . }, and value this two sets {c}, {z} as the proof
value.

The sender needs still to prove to the verifier that the generated ciphertext is
sent to a legitimated receiver. To do this, the sender chooses a receiver subset
PKR ⊂ PK, which includes the receiver’s public key, and gives a proof like:

pf(r1 : logg C1 = loggRj C3 ∧ gRj ∈ PKR),

the sender generates the proof as follows;
• For each public key gxt ∈ PKR except the intended receiver’s public key

gRj , the sender chooses challenge and response ĉt, ẑt randomly from Zq

respectively, then it computes the commitments

α̂t = gẑt(C1)ĉt , β̂t = (gxt)ẑt(C3)ĉt .

• For the intended receiver’s pubic key gRj , it chooses ŵj ∈ Zq and sets the
commitments as

α̂j = gŵj , β̂j = (gRj )ŵj .

Let {̂α} denote commitments set {. . . α̂t . . . α̂j . . . } and
{̂β} {. . . β̂t . . . β̂j . . . } respectively, where |{̂α}| = |{̂β}| = |PKR|. The
sender computes its challenge and response as:

ĥ = H3({̂α}, {̂β}, C1, C2, C3, C4, C5, C6),

ĉj = ĥ −
∑

gxt∈PKR

ĉt, ẑj = ŵj − ĉjr1

• The sender sets the challenges set as {̂c} = {. . . ĉj . . . ĉt . . . } the responses
set as {̂z} = {. . . ẑj . . . ẑt . . . }, and value this two sets {̂c}, {̂z} as the proof
value.

After the two proofs are generated, the final ciphertext should be CT =
(C1, C2, C3, C4, C5, C6,PKS , {c}, {z},PKR, {̂c}, {̂z}).

– Ver(CT ): Every user can act as the verifier. Upon receiving a given cipher-
text like the above format CT = (C1, C2, C3, C4, C5, C6,PKS , {c}, {z},
PKR, {ĉ}, {ẑ}), a verifier does the following steps to verify the validity of
the ciphertext:
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• For the ciphertext components (C1, C2, C3, C4, C5, C6,PKS , {c}, {z}), the
verifier recomputes

α
′
l = gzl(gxl)cl , β

′
l = (C1)zl(C2)cl for each gxl ∈ PKS

and gets two sets {α
′} = {. . . α

′
l . . . }, {β

′} = {. . . β
′
l . . . }, then it checks

whether the equation

H3({α
′}, {β

′}, C1, C2, C3, C4, C5, C6) =
∑

cl∈{c}
cl

holds. If no, it returns a symbol of false and drops this ciphertext, other-
wise it continues to the next step.

• For the ciphertext components (C1, C2, C3, C4, C5, C6,PKR, {̂c}, {̂z}), the
verifier further computes

α̂′
t = gẑt(C1)ĉt , β̂′

t = (gxt)ẑt(C3)ĉt for each gxt ∈ PKR.

Then it gets two sets {̂α′} = {. . . α̂′
t . . . α̂′

j . . . }, {̂β′} = {. . . β̂′
t . . .

β̂′
j . . . }. The verifier finally checks whether the equation

H3( ̂{α′}, ̂{β′}, C1, C2, C3, C4, C5, C6) =
∑

ĉt∈̂{c}
ĉt

holds. If no, the verifier returns a symbol of false and drops this ciphertext,
otherwise it returns a symbol of true and then relays this ciphertext to
the receiver set.

– Dec(CT,Rx): This decryption algorithm are executed by all the possible
receivers of a given ciphertext. When given a copy of the ciphertext CT =
(C1, C2, C3, C4, C5, C6,PKS , {c}, {z},PKR, {̂c}, {̂z}), all possible receivers in
set PKR do as following:

• They would first execute the verification algorithm Ver of our scheme as
a subroutine. If Ver returns false, they drop CT and return a symbol of
failure, otherwise they continue to the next step.

• Each user Ux in PKR uses its secret key Rx to check whether equation
CRx

1 = C3 holds. If not, it drops CT and returns a symbol of failure,
otherwise, this user goes to the next step.

• For each of the users whose secret key satisfying the above equation, it
first gets the possible public key, which is denoted by gs′

, of the original
sender of the given CT by computing

gs′
=

C5

C4
Rx

,

then it recover the encrypted message, denoted by m′, as

m′ = C6 ⊕ H2((C2C4)Rx).
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After getting gs′
and m′, it would check whether the equation

C4 = gs′H1(m
′,gs′

,gRx ,C2
Rx )

holds, if yes, this user outputs gs′
as the public key of the actual message

sender and m′ as the original message. Otherwise, this user drops CT and
returns a symbol of failure.

4.2 Our Concrete Construction with Blacklist Checking

Basing on the former scheme, We give another construction to empower our
scheme with blacklist checking capability. Here, for simplicity, we assume the
blacklist BL is publicly produced by the system authority. It contains numbers
of block rule and each of which can be expressed as < pks, pkr >, where the
former is one specific sender’s and the other is one specific receiver’s public
key respectively, such block rule is used to disable the communication from one
message sender to one receiver. Our scheme assures that a verifier can check
whether a given ciphertext should be rejected according to the BL.

By applying the technique of zero-knowledge proof of inequality of two dis-
crete logarithms, which was proposed in [5], we find a way to extend our original
scheme to a scheme with blacklist checking, which only add a set of proof values
to the original one. Because those two schemes are pretty similar, we only give
explicit description of the most different part between them.

Our public key encryption scheme with source-destination verifiability and
block rules checking consists of the following polynomial time algorithms.

– Setup(1k): This algorithm is similar to the previous scheme except that the
public parameter pp should include the blacklist BL. Notice that pp is also
considered as default input to all the following algorithms.

– KeyGen( · ): This algorithm is also identical to the aforementioned one.
– Enc(m, sks, pkr,PKS ,PKR): Apart from the encryption process of the

encryption scheme of the previous scheme, here the sender also needs to gen-
erate a proof to convince the verifier that the generated ciphertext should not
be blocked according to the blacklist. Assuming there is a blacklist in pp like
follows;

< . , . >

< gS , gR >

< . , . >

Assuming there is one message sender with identity gSi , one ciphertext

CT = (C1, C2, C3, C4, C5, C6,PKS , {c}, {z},PKR, {ĉ}, {ẑ})

which is generated by that sender and sent to a receiver with identity gRj , for
each block rule, < gS , gR > for example, in the blacklist, the message sender
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needs to prove that CT does not come form a user with identity gS or goes to
a user with identity gR. That is, according to our scheme, the message sender
should produce a proof like

pf((Si ∨ r1) : logC1
C2 
= logg gS ∨ logg C1 
= loggR C3)

for this rule.
According to the technique given in [5], the message sender produces such
a proof pf for that ciphertext basing on the following different conditions
of CT ;

• When logC1
C2 = logg gS and logg C1 
= loggR C3, that is gSi = gS and

gRj 
= gR:
* For the case gSi = gS , the message sender needs to simulate a proof like

pf((γ = Si · δ, δ) : St0 = gγ/(gS)δ 
= 1 ∨ St1 = (gr1)γ/(gSir1)δ = 1),
where δ ∈R Zq.
That is, the message sender first chooses two statements St0 ∈
G and St1 = 1 ∈ G, a challenge CH ∈ Zq and two responses
e0, e1 ∈ Zq respectively, and sets the two commitments

COM0 = St0
CH(g)e0/(gS)e1 ,

COM1 = St1
CH(gr1)e0/(gSir1)e1

* For the case gRj 
= gR, the message sender gives a real proof like
pf((γ̂ = r1 · δ̂, δ̂) : Ŝt0 = (gR)γ̂/(gRjr1)̂δ 
= 1∨ Ŝt1 = (g)γ̂/(gr1)̂δ = 1),
where δ̂ ∈R Zq.
That is, the message sender first chooses two elements ŵ0, ŵ1 ∈ Zq

and computes the two commitments

ĈOM0 = (gR)ŵ0/(gRjr1)ŵ1 , ĈOM1 = (g)ŵ0/(gr1)ŵ1 .

The sender then computes a hash value

X = H3(COM0, COM1, ĈOM0, ĈOM1)

and sets the challenge of this proof as ĈH = X − CH, the two
responses should be

ê0 = ŵ0 − ĈH · γ̂, ê1 = ŵ1 − ĈH · δ̂

respectively.
* After all the required values are properly computed, let pf denote the

proof values for that block rule, then

pf = (St0, St1, CH, e0, e1, Ŝt0, Ŝt1, ĈH, ê0, ê1).

• If logC1
C2 
= logg gS and logg C1 = loggR C3, that is gSi 
= gS and

gRj = gR:
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* For the case gRj = gR, the message sender needs to simulate a proof like
pf(γ̂ = r1 · δ̂, δ̂) : Ŝt0 = (gR)γ̂/(gRjr1)̂δ 
= 1 ∨ Ŝt1 = (g)γ̂/(gr1)̂δ = 1),
where δ̂ ∈R Zq.

That is, the message sender chooses two statements Ŝt0 ∈
G and Ŝt1 = 1 ∈ G, a challenge ĈH ∈ Zq and two responses
ê0, ê1 ∈ Zq respectively, and sets the two commitments

ĈOM0 = Ŝt0
̂CH

(gR)ê0/(gRjr1)ê1 ,

ĈOM1 = Ŝt1
̂CH

(g)ê0/(gr1)ê1 .

* For the case gSi 
= gS , the message sender gives a real proof like pf((γ =
Si · δ, δ) : St0 = (g)γ/(gS)δ 
= 1 ∨ St1 = (gr1)γ/(gSir1)δ = 1), where
δ ∈R Zq.
That is, the message sender first chooses two elements w0, w1 ∈ Zq

and computes the two commitments

COM0 = (g)w0/(gS)w1 , COM1 = (gr1)w0/(gSir1)w1 .

The sender then computes a hash value

X = H3(COM0, COM1, ĈOM0, ĈOM1)

and sets the challenge of this proof as CH = X − ĈH, the two
responses should be

e0 = w0 − CH · γ, e1 = w1 − CH · δ

respectively.
* After all the required values are properly computed, let pf denote the

proof values for that block rule, then

pf = (St0, St1, CH, e0, e1, Ŝt0, Ŝt1, ĈH, ê0, ê1)

• If logC1
C2 
= logg gS and logg C1 
= loggR C3, that is gSi 
= gS and gRj 
=

gR:
* For the case gSi 
= gS , the message sender gives a real proof like pf((γ =

Si · δ, δ) : St0 = (g)γ/(gS)δ 
= 1 ∨ St1 = (gr1)γ/(gSir1)δ = 1), where
δ ∈R Zq.
That is, the message sender first chooses two elements w0, w1 ∈ Zq

and computes the two commitments

COM0 = (g)w0/(gS)w1 , COM1 = (gr1)w0/(gSir1)w1 .

The sender then chooses a challenge of this proof CH ∈ Zq, the two
responses should be

e0 = w0 − CH · γ, e1 = w1 − CH · δ

respectively.



200 Z. Yao et al.

* For the case gRj 
= gR, The message sender gives a real proof like
pf((γ̂ = r1 · δ̂, δ̂) : Ŝt0 = (gR)γ̂/(gRjr1)̂δ 
= 1∨ Ŝt1 = (g)γ̂/(gr1)̂δ = 1),
δ̂ ∈R Zq.
That is, the message sender first chooses two elements ŵ0, ŵ1 ∈ Zq

and computes the two commitments

ĈOM0 = (gR)ŵ0/(gRjr1)ŵ1 , ĈOM1 = (g)ŵ0/(gr1)ŵ1 .

The sender then computes a hash value

X = H3(COM0, COM1, ĈOM0, ĈOM1)

and sets the challenge of this proof as ĈH = X − CH, the two
responses should be

ê0 = ŵ0 − ĈH · γ̂, ê1 = ŵ1 − ĈH · δ̂

respectively.
* After all the required values are properly computed, let pf denote the

proof values for that block rule, then

pf = (St0, St1, CH, e0, e1, Ŝt0, Ŝt1, ĈH, ê0, ê1).

Assuming there are n rules in BL, the message sender needs to generate n
proofs accordingly. Let {pf } denote all those proofs, then the full ciphertext
CT should be (C1, C2, C3, C4, C5, C6,PKS , {c}, {z},PKR, {̂c}, {̂z}, {pf }).

– Ver(CT ): During the execution of this algorithm, a verifier would
first do the same as what in the verification algorithm of the previ-
ous scheme. Besides, to check the block rules in BL, for each proof
(St0, St1, CH, e0, e1, Ŝt0, Ŝt1, ĈH, ê0, ê1) in {pf } and its corresponding rule
< gS , gR >, the verifier computes

COM ′
0 = St0

CH(g)e0/(gS)e1 , COM ′
1 = St1

CH(gr1)e0/(gSir1)e1 ,

ĈOM
′
0 = Ŝt0

̂CH
(gR)ê0/(gRjr1)ê1 , ĈOM

′
1 = Ŝt1

̂CH
(g)ê0/(gr1)ê1)

and then checks whether the equation

CH + ĈH = H3(COM ′
0 + COM ′

1 + ĈOM
′
0 + ĈOM

′
1)

holds. If yes, the verifier turns to the next proof in the list {pf }, otherwise it
drops this ciphertext. The verifier would relay the ciphertext if all the proofs
in {pf } and rules in BL are successfully checked.

– Dec(CT,Rj): This algorithm shares no difference from that in the previous
scheme.
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5 Security Proofs

Theorem 1. Our scheme maintains message confidentiality under the previ-
ously defined message confidentiality model assuming the DDH problem is hard
in G when hash functions H1,H2,H3 are modeled as random oracles. Concretely,
if there is an adversary A which can break our scheme with non-negligible proba-
bility ε, supposing A makes at most qH1 , qH2 , qH3 queries to the H1,H2,H3 hash
oracles respectively, and qD queries to the decryption oracle, then we can con-
struct another algorithm B that solves the DDH problem in G with advantage at
least 1

n2 (1 − qD
2k

)ε, where k is the security parameter and n is a constant.

Theorem 2. Our proposed scheme holds sender privacy under the previously
defined model assuming the DDH problem is hard in G where hash functions
H1,H2,H3 are modeled as random oracles. Concretely, if there exists such an
adversary A which can break our scheme with non-negligible probability ε, sup-
posing A makes at most qH1 , qH2 , qH3 queries to the H1,H2,H3 hash oracles
respectively, and qse sender extraction queries, then we can construct another
algorithm that solves the DDH problem in G with probability at least 1

n (1− qse
2k

)ε.

Theorem 3. Our scheme holds receiver privacy under the predefined security
model assuming the DDH problem is hard in G when hash functions H1,H2,H3

are modeled as random oracles. That is, if there is an adversary A which can
break our scheme with non-negligible probability ε, assuming A asks qH1 , qH2 , qH3

queries to H1,H2,H3 respectively and qre receiver extraction queries during the
game, then we can construct another algorithm B which breaks the DDH problem
with probability at least 1

2 · ε − 1
2k−1 , where k is the security parameter.

Because of the page limitation, here we only give the theorem. People can find
the formal proof in the full version of this paper.

6 Conclusion

We considered the user conditional privacy preservation problem. With the
blacklist scenario, we explained how a message sender proves the legitimation of
the communication channel with its communication partner. To solve the afore-
mentioned two problems, we proposed a group-based source-destination verifi-
able encryption scheme with blacklist checking. In order to discuss the security
of our scheme, we further defined three security models to capture the mes-
sage confidentiality, sender privacy preservation and receiver privacy preserva-
tion accordingly, and then gave three formal proofs under the predefined models
with the help of the random oracle.
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