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Preface

It is our pleasure to welcome you to the proceedings of the 14th International Con-
ference on Distributed Computing and Internet Technology, ICDCIT-2018, held in
Bhubaneswar, India, during January 11–13, 2018. The conference was sponsored by
the Kalinga Institute of Industrial Technology (KIIT) University and hosted on their
campus. The ICDCIT conference series focuses on foundations and applications of
distributed computing and Internet technologies. Year-on-year the conference topics
have kept abreast with current advances in the subject. The conference aim is to enable
academics, researchers, including students, practitioners, and developers to present
their research findings and also to have an exchange of ideas on various relevant topics.
Since the inception of the ICDCIT series, the conference proceedings have been
published by Springer as Lecture Notes in Computer Science, and the 2018 volume is
number 10722 in the series.

The call for papers attracted 154 abstracts and finally 120 full submissions. The full
versions were reviewed by members of the Program Committee (PC) and other
reviewers. On average each paper received three reviews and some had more than that.
After receiving the reviews, the PC had an electronic discussion to finalize the
acceptance of the submissions. After a robust discussion that took into account tech-
nical merit, presentation style, and relevance to the conference, a total of 32 papers
(about 27%) were accepted. Of these, nine were accepted as full papers, 11 as short
papers, and 12 as poster papers. Five papers were withdrawn or failed to register.

We wish to thank all the authors for their contributions, and also thank all the 38 PC
members and 24 additional reviewers for their diligent reviews, which enabled us to
have a quality program. The past PC chairs Paddy Krishnan and P. Radhakrishna were
generous with their support in the reviews and transfer of learning to the new PC chairs.

The program included invited speakers who also contributed with their extended
invited papers. We are grateful to Prof. Lenore Zuck (UIC, USA), Prof. Andre Rossi
(University of Angers, France) and Prof. P. Srinivasa Kumar (IIT Madras, India). We
are very thankful to all the invited speakers for taking time out of their busy schedule
and for sharing their expertise.

We extend our special thanks to KIIT for their generous support and express our
gratitude to Dr. Achyuta Samanta (Founder of KIIT University) for his patronage and
to the vice-chancellor and administration of the university for providing us with the
infrastructure and logistical arrangements. We thankfully acknowledge the support
KIIT provides in hosting ICDCIT conferences since the inception of the series.

We are grateful to the Advisory Committee members for their guidance on all
matters pertaining to the conference. We also greatly appreciate the invaluable support
and tireless efforts of the organizing chair, finance chair, publicity chair, registration
chair, session management chair, the publications chair, and all members of various
committees who made a great contribution to the conference’s success. We would like
to thank Chittaranjan Pradhan in particular, for his help in communicating all matters



related to registration and submissions. Hrushikesha Mohanty and N. Raja deserve
special mention for their unwavering support, guidance, and timely advice and for
propping up the program chairs when in need. In particular, we thank N. Raja for the
able guidance from the Steering Committee for specific tricky issues. It is our pleasure
to acknowledge EasyChair for enabling efficient and smooth handling of all activities
starting from paper submissions to preparation of the proceedings.

We sincerely thank Alfred Hofmann and Anna Kramer from Springer for their
cooperation and constant support throughout the publication process of this LNCS
volume. We wish to specifically acknowledge the financial support offer received from
Springer. Finally, we thank all the participants, without whom there would have been
no conference. We hope you find the proceedings to be valuable for your professional
development.

Bhubaneswar Atul Negi
January 2018 Raj Bhatnagar

Laxmi Parida
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Properties and Exact Solution Approaches
for the Minimum Cost Dominating Tree Problem

André Rossi1(B), Alok Singh2, and Shyam Sundar3

1 LERIA, Université d’Angers, Angers, France
andre.rossi@univ-angers.fr

2 School of Computer and Information Sciences, University of Hyderabad,
Hyderabad, India

3 National Institute of Technology, Raipur, India

1 Introduction

Theproblemunder consideration is called theminimumcost dominating tree prob-
lem [6]. It arises in the context of wireless mobile communication, when build-
ing a virtual backbone is required. A virtual backbone is a set of vertices (mobile
devices) that will root the communication in the network. Let G = (V,E) be an
edge weighted, simple, connected and undirected graph that models the commu-
nication network, with n = |V | and m = |E|. The problem is to build a tree of
minimum cost such that each vertex is either covered by the tree, or is adjacent
to a vertex that is covered by the tree. The cost of edge e is denoted by we for all
e ∈ E, and it is assumed to be strictly positive. It represents the total energy cost
of establishing communication between the endpoints of the corresponding edge.

Figure 1 displays a graph G on n = 11 vertices and m = 13 edges. A minimum
cost dominating tree is also shown, its vertex set is in grey, and its edge set is in thick
lines. The total cost of this solution is 4. It can be observed that the dominating tree
made of the vertices 5, 6, 7 has only two edges, but its cost is 16, hence minimizing
the total cost is not equivalent to minimizing the number of edges.

Results on the minimum cost dominating tree problem approximability can
be found on [6]. Heuristic approaches are available in [7,9]. Exact approaches
are proposed in [1]. Before presenting two new integer linear programming-based
exact approaches in Sect. 3, and a Bender’s decomposition algorithm in Sect. 4,
the present paper proposes a theoretical study of the minimum cost dominating
tree problem in the next section.

2 General Properties on the Minimum Cost Dominating
Tree Problem

2.1 Theoretical Results

Definitions and notations
Let G = (V,E) be an undirected, simple, edge weighted graph. The open neigh-
borhood of v ∈ V is denoted by NG(v), it is the set of all vertices adjacent to v.
The closed neighborhood of v is defined by NG[v] = NG(v) ∪ {v}.
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 3–26, 2018.
https://doi.org/10.1007/978-3-319-72344-0_1
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Fig. 1. Example of a dominating tree

A dominating tree T = (VT , ET ) of G is defined by a set of vertices VT ⊂ V
and a set of edges ET ⊂ E such that

– Each vertex in V is either in VT , or is adjacent to at least one vertex in VT ,
– ET is a minimum spanning tree of the subgraph of G induced by VT .

We define the following notations, for all S ⊆ V

– δ(S) is the set of all the edges that have exactly one endpoint in S
– E(S) is the set of all the edges that have both their endpoints in S
– G[S] is the subgraph of G induced by S, i.e., G[S] = (S,E(S))
– NG[S] is the closed neighborhood of S, i.e., all the vertices that are in S or

are adjacent to a vertex in S. We have S ⊂ NG[S]
– NG(S) is the open neighborhood of S, i.e., all the vertices that are adjacent

to a vertex in S but are not in S. Consequently S ∩ NG(S) is empty, and
NG[S] = S ∪ NG(S).

Lemma 1. If � ∈ V is a leaf of G that is adjacent to v, then v ∈ VT for all
dominating tree T = (VT , ET ) of G.

Proof. If a dominating tree includes edge (�, v), then the property holds. If a dom-
inating tree does not include edge (�, v), then � must be adjacent to a vertex in VT .
Vertex v is the only one that satisfies this property, hence v has to be in VT .

As an illustration of Lemma 1, it can be observed in Fig. 1 that vertex 1
is a leaf connected to vertex 5. Consequently, vertex 5 has to be part of any
dominating tree.

Lemma 2. Let ei = (u1, u2) be an isthmus of G that partitions V in V1 and
V2 with u1 ∈ V1 and u2 ∈ V2, where both E(V1) and E(V1) are nonempty. The
following two implications hold:

– Edge ei is part of any dominating tree of G
– A minimum cost dominating tree of G can be found by the following three-step

procedure:
1. Find a minimum dominating tree on the graph induced by V1 ∪ {u2}
2. Find a minimum dominating tree on the graph induced by V2 ∪ {u1}
3. Add edge ei to the edges found in the previous steps
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Proof. Let ei be an isthmus that satisfies the conditions of the lemma. By
hypothesis, there exists v1 ∈ NG(u1)\{u2} such that NG[v1] ⊂ V1, and v2 ∈
NG(u2)\{u1} such that NG[v2] ⊂ V2. As ei is the only edge for connecting
NG[v1] and NG[v2], it has to be part of any dominating tree of G.

Second, we show that the three-step procedure of the lemma leads to a fea-
sible dominating tree of G. Since u2 is a leaf of G[V1 ∪ {u2}], u1 is part of the
dominating tree of G[V1 ∪ {u2}] by Lemma 1. Similarly, u2 is part of the dom-
inating tree of G[V2 ∪ {u1}]. As edge e1 is added to the two dominating trees,
the result is a feasible dominating tree of G.

Now, we show by contradiction that the cost of the dominating tree returned
by the three-step procedure of the lemma is minimum. We assume that there
exists a minimum cost dominating tree of G, denoted by T ′ = (V ′

T , E′
T ), whose

cost is strictly less than the cost of the tree returned by the three-step procedure.
Then, T ′[V ′

T ∩ (V1 ∪ {u2})] (or T ′[V ′
T ∩ (V2 ∪ {u1})]) must be a dominating tree

whose cost is strictly less than the cost of the minimum cost dominating tree of
G[V1 ∪ {u2}] (or of G[V2 ∪ {u1}]), which is a contradiction.

Lemma 2 can be used to decompose the problem of finding a minimum cost
dominating tree on a graph into a collection of independent minimum cost dom-
inating tree problems on isthmus-free subgraphs, as illustrated with the graph
G of Fig. 2. Edge (4, 5) is an isthmus of G, so V = {1, . . . , 8} can be partitioned
into V1 = {1, . . . , 4} and V2 = {5, . . . , 8}, so finding the minimum cost domi-
nating tree of G can be achieved by finding the minimum dominating tree of
G1 = G[V1 ∪ {5}] and of G2 = G[V2 ∪ {4}]. These graphs are shown in Fig. 3.

By Lemma 1, vertices 1 and 5 are leaves of G1, vertices 3 and 4 must be part
of any dominating tree of G1. It can also be deduced that vertex 5 is part of any
dominating tree of G2, and by enumeration, the optimal dominating tree of G2

is to select edge (5, 6). Then, the minimum cost dominating tree of G is made
of the three following edges (3, 4), (5, 6), and (4, 5), its cost is 1 + 4 + 2 = 7.

1

2

3

4 5

6

7

8

2

1

4

1

2

4

6

9

1

5

Fig. 2. Example of a dominating tree on a graph with an isthmus

Theorem 1. Let G = (V,E) be a simple, undirected graph. Finding a minimum
cost dominating tree of G is an NP-complete problem.
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Fig. 3. The minimum cost dominating tree of graphs G1 (left) and G2 (right)

Proof. Let G′ = (V ′, E′) the simple, undirected graph built from G as follows:

– For all v ∈ V , we create a new vertex uv ∈ Te, so V ′ = V ∪ Te, hence
|V ′| = 2|V |

– For all e = (v, w) ∈ E, we create two new edges in E′ both of them with a
zero cost: (uv, w) and (v, uw), so E′ = E′ ∪ E, hence |E′| = 3|E|
It can be observed that any Steiner tree of G′ (whose terminal nodes are

those in Te) is associated a dominating tree of G of identical cost, by removing
all the edges in δ(V ). The vertices in V that are part of the dominating tree
are the Steiner nodes. Conversely, any dominating of G with at least one edge is
associated a Steiner tree of G′ (whose terminal nodes are those in Te) of identical
cost, by adding n edges in δ(V ) as follows. For all v ∈ V , there exists at least one
vertex adjacent to v in the dominating tree. So one edge joining such a vertex
to uv is added for all v ∈ V , which results in a Steiner tree of G′ whose cost is
the same as the cost of the dominating tree of G since the n new edges have a
zero cost.

Hence, fining a minimum cost dominating tree of G with at least one edge is
equivalent to finding the minimum cost Steiner tree of G′, where the terminal
nodes are those in Te. As the Steiner tree problem is NP-complete [4], then so
is the minimum cost dominating tree problem.

This suggests that the minimum cost dominating tree problem can be solved
by using approximation algorithms for the Steiner tree problem. The authors
in [6] have exploited that idea. Computational results show that customized
approaches yield better results.

Lemma 3. There exists a zero-cost dominating tree if and only if there exists a
degree n − 1 vertex in V .

Proof. A zero-cost dominating tree is a single vertex dominating tree, with no
edge. If there exists a degree n − 1 vertex v ∈ V , then v is adjacent to all the
vertices in V \{v}, so VT = {v} and ET = ∅ is a zero-cost dominating tree of G.
Conversely, if there exists a zero-cost dominating tree on G, then there exists a
vertex v ∈ V that is adjacent to all the vertices in V \{v}, hence deg(v) = n − 1.

Lemma 4. Let G be a connected graph on at most three vertices. Any minimum
cost dominating tree of G has at most n − 3 edges.
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Proof. First, it should be observed that if n ≤ 2, G is either a single vertex graph
or a complete graph on two vertices (because G should be connected). In both
cases there exists a zero-cost dominating tree. Now we assume that n ≥ 3. Any
spanning tree of G has n − 1 edges and at least two leaves. If the edge incident
to each leaf of the spanning tree is removed, the result is a tree on at most n− 3
vertices, and each leaf of the original spanning tree is adjacent to at least one
vertex in that tree. Hence that tree is a dominating tree of G.

Lemma 5. Let G = (V,E) be a simple, undirected graph. Let S ⊂ V , with
S 
= V and S 
= ∅. The vertices that are incident to at least one edge in δ(S) are
denoted by Vδ(S).

If S 
⊂ Vδ(S) and V \S 
⊂ Vδ(S), then at least one edge in δ(S) is part of any
dominating tree of G.

Proof. Assume that S 
⊂ Vδ(S) and V \S 
⊂ Vδ(S). Then there exists v1 ∈ S\Vδ(S),
and at least one of its neighboring vertex must be in the dominating tree (this
vertex is in S). Identically, there exists v2 ∈ (V \S)\Vδ(S) and at least one of
its neighboring vertex must be in the dominating tree (this vertex is in V \S).
Hence, at least one edge in δ(S) must be part of the dominating tree for the
vertices in ET ∩ S and ET ∩ V \S to be connected.

For example in the graph of Fig. 1, let S = {1, 4, 5, 9}. This implies that
δ(S) = {(5, 6), (5, 10)}, hence Vδ(S) = {5, 6, 10}. Since S 
⊂ Vδ(S) and V \S 
⊂
Vδ(S), then we have that at least one of the edges of δ(S) has to be part of any
dominating tree of G.

An articulation point is a vertex a ∈ V such that removing that vertex from
G creates κ ≥ 2 connected components denoted by Sk for all k ∈ {1, . . . , κ}.

Theorem 2. If there exists an articulation point a ∈ V , then the problem of
finding a minimum dominating tree of G can be split up into κ independent
minimum dominating tree problems.

Proof. First it can be observed that a is part of any dominating tree of G, for
connectivity reasons. For all k ∈ {1, . . . , κ}, Sk is a connected component of
G[V \{a}]. Naturally, E(Sk) ∩ E(Sk′

) is empty for all k 
= k′ in {1, . . . , κ}.
For all k ∈ {1, . . . , κ}, problem Pk is to find a minimum cost dominating tree

on G[Sk ∪ {a} ∪ {a′}], where a′ is a new dummy vertex (a′ /∈ V ) connected to
a only with a new dummy edge having any strictly positive cost (a′ is a leaf).
Doing so implies that a is part of the minimum cost dominating tree in problem
P k for all k, whereas edge (a, a′) is never selected.

Then, performing the union of all the edges used in the solution of problem
P k for all k yields a feasible dominating tree of G. This solution can be proved
optimal by contradiction: the existence of a dominating tree of G having a strictly
lower cost that this one would imply that the solution to problem P k is not
optimal for some k ∈ {1, . . . , κ}, which is a contradiction.

A straightforward application of this theorem is to observe that any vertex
that is adjacent to a leaf is an articulation point of G (for example, vertices
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5 and 7 in the graph of Fig. 1). Hence, these vertices should be part of any
dominating tree, which is exactly what is stated in Lemma1. Theorem 2 is an
extension of Lemma 1, as it allows to prove that all the non-leaves in a line graph
must be part of any dominating tree. In the graph of Fig. 2, Theorem 2 allows
to show that vertices 3, 4 and 5 are also part of any dominating tree, since they
are articulation points.

Lemma 6. Let E1 ⊂ E be the set of all edges e such that e is a dominating tree
of G. No minimum cost dominating tree of G having at least two edges includes
an edge from E1.

Proof. This lemma can easily be proven as follows. Let us assume that E1 is
not empty, and let e ∈ E1 be a single-edge dominating tree. Since all edges have
a strictly positive cost, there does not exist any dominating tree having two or
more edges that contain e, since the corresponding cost would necessarily be
strictly larger than we.

2.2 Classes of Graphs for Which the Minimum Cost Dominating
Tree Problem Is Polynomial

Lemmas 7 and 9 show that the minimum cost dominating tree can be solved to
optimality in polynomial time if G is a tree, or a cycle graph. Lemmas 8 and
10 generalize Lemmas 7 and 9 to a more constrained dominating tree problem
version, for which a given subset of vertices has to be part of any dominating tree.
These extensions, as well as Lemma 11 on branch vertices, are useful for showing
that the minimum cost dominating tree problem can be solved to optimality in
polynomial time if G is a cactus, i.e., a connected graph in which any pair of
cycles has not more than one vertex in common in Theorem 3.

Lemma 7. Let G = (V,E) be a tree. The set of its leaves is denoted by L ⊂ V .
The minimum cost dominating tree of G, denoted by T = (VT , ET ) is defined by

– VT = V \L
– ET = (u, v) ∈ E, (u, v) ∈ VT × VT

Proof. Since G is a tree, any dominating tree of G is also a tree. By Lemma 5 any
edge joining two non-leaves of G must be part of any dominating tree. Hence,
the dominating tree resulting from the removal of all edges incident to a leaf in G
is the unique minimum cost dominating tree of G. Thus, building the minimum
cost dominating tree of G requires computing the degree of all vertices, and
removing all leaves. The complexity of this algorithm is O(n2) operations.

Lemma 8. Let G = (V,E) be a tree, and let V + ⊆ V be a given subset of V
such that all the vertices in V + have to be part of any dominating tree. In that case
the minimum cost dominating tree of G, denoted by T = (VT , ET ) is defined by
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– VT = (V \L) ∪ V +

– ET = (u, v) ∈ E, (u, v) ∈ VT × VT

Proof. Any non-leaf of G has to be part of the dominating tree, so if V + ∩ L is
empty, the dominating tree is the same as without the constraint on V +. If V +∩L
is non-empty, then these vertices (that are leaves of G) and their incident edge
must be added to the minimum cost-dominating tree. Consequently, building
the dominating tree of G requires computing the degree of all vertices, and
removing the leaves which are not in V +. The complexity of this algorithm is
O(n2) operations.

Lemma 9. Let G = (V,E) be a cycle graph, with E = {e0, e1, . . . , en−1} and
where ei and e(i+1) mod n are adjacent for all i ∈ {0, . . . , n − 1}.

Let j be the integer defined by

ej = argmax
i∈{0,...,n−1}

(
we(i−1) mod n

+ wei
+ we(i+1) mod n

)

The minimum cost dominating tree of G, denoted by T = (VT , ET ) is defined by

– VT = V \{u, v} where (u, v) = ej

– ET = E\{e(j−1) mod n, ej , e(j+1) mod n}

Proof. Since G is a cycle graph, any dominating tree of G is a path. Consequently,
the edges in E\ET also form a path. Thus, if the path formed by E\ET is made
of four edges or more, then there exists a vertex which is neither in VT , nor is
adjacent to any vertex in VT . Consequently, the minimum cost dominating tree
has n − 3 edges.

More precisely, there exist n dominating trees on G, obtained by removing
a triplet of ‘consecutive’ edges of the form {e(i−1) mod n, ei, e(i+1) mod n}. The
minimum cost dominating tree is the one resulting from the removal of the
costliest triplet of edges. This triplet can be found by enumeration, which requires
O(n) operations.

As an illustration of Lemma 9, consider the cycle graph on n = 5 vertices
shown in Fig. 4. Each edge appear with its name and its cost (e.g., edge (1, 2) is
referred to as e0, and its cost is 3).

Finding a minimum cost dominating tree on the cycle graph of Fig. 4 is
simply enumerating the following five feasible solutions. The first one considers
the dominating tree made of edges e0 and e1, whose cost is 10. The second one
is made of edges e1 and e2, with cost 8, and the last solution is made of edges
e4 and e0, with cost 6. In the present case, the last solution is the optimal one,
since its cost is minimum.

Lemma 10. Let G = (V,E) be a cycle graph, with E = {e0, e1, . . . , en−1} and
where ei and e(i+1) mod n are adjacent for all i ∈ {0, . . . , n − 1}. Let V + ⊂ V
be a given subset of V , such that all the vertices in V + have to be part of any
dominating tree. A dominating tree of G has either n − 1, n − 2 or n − 3 edges:
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Fig. 4. A cycle graph

with n edges, the dominating tree would have a cycle, and it cannot have n − 4
edges or less as shown in the proof of Lemma 9.

We show the four following properties:

– If T is a minimum cost dominating tree of G having n − 1 edges, then there
exists i ∈ {0, . . . , n − 1} such that ET = E\{ei} where ei ∈ E(V +).

Proof. Assume that T is a n−1 edges minimum cost dominating tree with ET =
E\{ei}, but where ei /∈ E(V +). Then ei has at least one endpoint in V \V +.
Suppose that ei = (u, v) with u ∈ V \V +. Then, there exists a unique edge
ei′ = (w, u) ∈ E that can be removed from T , leading to a feasible dominating
tree T ′ with u /∈ VT ′ , but whose cost is strictly less than the cost of T since all
edges have a strictly positive cost. This is a contradiction.

– If T is a minimum cost dominating tree of G having n − 3 edges, then there
exists i ∈ {0, . . . , n − 1} such that ET = E\{e(i−1) mod n, ei, e(i+1) mod n}
where ei ∈ (V \V +).

Proof. Assume that T is a n − 3 edges minimum cost dominating tree
such that there does not exist i ∈ {0, . . . , n − 1} such that ET =
E\{e(i−1) mod n, ei, e(i+1) mod n} with ei ∈ E(V \V +). Then, ei = (u, v) has at
least one endpoint in V + (say u). In that case, removing e(i−1) mod n, ei and
e(i+1) mod n from ET leads to isolate vertex u from the other vertices in VT ,
hence VT is not connected. This is a contradiction.

– If T is a minimum cost dominating tree of G having n − 2 edges, then ET =
E\{ei, e(i+1) mod n} where ei and e(i+1) mod n are adjacent to the same vertex
u ∈ V \V + and such that they both have one endpoint in V + (i.e., they both
belong to δ(V +)).

Proof. First, ei and e(i+1) mod n must be adjacent, otherwise E\{ei, e(i+1) mod n}
is not connected. These two edges cannot be incident to a vertex in u ∈ V +

because their removal would lead to isolate u from the rest of the cycle. Now,
assume that ei and e(i+1) mod n are adjacent to the same vertex u ∈ V \V +, but
that one of these edges is also incident to v ∈ V \V + (with v 
= u). Then there
exists a unique edge ei′ ∈ E incident to v and different from ei and e(i+1) mod n,
that can be removed from T , leading to a valid dominating tree whose cost is
strictly less than the cost of T . This is a contradiction.
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– The total number of candidate minimum cost dominating trees of G is at
most n.

Proof. Each edge in E(V +) is associated to a candidate minimum cost dom-
inating tree having n − 1 edges, and each edge in E(V \V +) is associated to
a candidate minimum cost dominating tree having n − 3 edges. Each couple
of adjacent edges in δ(V +) is associated to a candidate minimum cost domi-
nating tree having n − 2 edges. Note that two such couples of adjacent edges
cannot overlap as their common vertex is in V \V +: if they would overlap, one
edge in δ(V +) would have to be in E(V \V +). Consequently, there exist at most
|δ(V +)|

2 candidate minimum cost dominating trees having n − 2 edges. Since

|E(V +)|+|E(V \V +)|+|δ(V +)| = n, we have |E(V +)|+|E(V \V +)|+| δ(V +)
2 | ≤ n,

so the number of candidate minimum cost dominating trees is at most n (it is
equal to n only if V + = V or if V + = ∅). Consequently, the minimum cost dom-
inating tree of G can be computed in polynomial time as the maximum number
of candidate dominating trees to consider is at most n.

Note that Lemma 9 is a particular case of Lemma 10, where V + = ∅. In that
case, the minimum dominating tree has always n − 3 edges.

As an illustration of Lemma 10, we consider again the cycle graph of Fig. 4,
and assume that V + = {3}. Finding an optimal solution to the constrained
minimum dominating tree in that case is enumerating n = 5 feasible solutions,
based on an edge that should be absent from the solution, as follows. We consider
that edge e0 should be absent, and try to remove its left and right neighbors.
Both of them can be removed, hence the first solution found contains {e2, e3}
and has cost 9. The second solution is based on the fact that e1 should be absent,
but since vertex 3 should be in the solution, edge e2 cannot be removed, hence
the second solution is the same as before. The third and fourth solutions are
identical: {e0, e1} with cost 10, and the fifth on is {e1, e2} with cost 8. It is the
optimal one, as its cost is minimum (Fig. 4).

v

u1

u2u3

C3 C2

Fig. 5. Illustration for the proof of Lemma 11

Lemma 11. Let G = (V,E) be a connected, undirected graph such that any pair
of cycles has at most one vertex in common. All branch vertices of G are part of
any dominating tree, where a branch vertex is a vertex whose degree is at least
three.
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Proof. Let v ∈ V be a branch vertex of G such that v /∈ VT . Vertex v is adjacent
to at least three vertices u1, u2 and u3, so at least one of them must be part the
dominating tree, say u1. As u2 must be adjacent to a vertex in the dominating
tree, there must exists a path in T from u1 to a neighboring vertex of u2. Since
v /∈ VT , this implies that u1 and u2 are part of a cycle in G, denoted by C2. Note
that in this cycle, edges (u1, v) and (v, u2) are adjacent. However, u3 must also
be adjacent to a vertex in the dominating tree, so by the same argument, we
are led to the conclusion that u1 and u3 are also part of a cycle denoted by C3,
that is such that edges (u1, v) and (v, u3) are adjacent. There cannot be three
edges incident to the same vertex in a cycle, so C2 and C3 must be two distinct
cycles. But in that case, C2 and C3 have one edge in common, and so they have
two vertices in common (u1 and v) which is a contradiction.

Theorem 3. Let G = (V,E) be a cactus. A minimum cost dominating tree of
G can be computed in polynomial time.

Proof. Let EC ⊆ E be the set of all edges that are part of a cycle (EC is supposed
to be given), VC ⊆ V be the endpoints of the edges in EC , and VB be the set of
branch vertices of G. By Lemma 11, VB ⊆ VT . A minimum cost dominating tree
of G can be found as follows:

Step one: Any edge e ∈ E\EC that is not incident to a leaf of G is part of any
dominating tree of G. Indeed, if such an edge is not in ET , then the dominating
tree is not connected by Lemma 8.

Step two: The vertices that are part of every cycle in G are connected to
the dominating tree by solving the constrained dominating tree problem on each
cycle.

The result is a minimum dominating tree of G, because the edges added at
step one are mandatory for connectivity reasons, and because the edges added
at step two allow for connecting the vertices in VC to the rest of the tree at
minimum cost by Lemma 10.

Finally, finding all branch vertices in G requires O(n2) operations for com-
puting the degree of all vertices, step one requires O(n2) operations for checking
the degree of both the endpoints of each edge in E\EC , and step two consists
in solving the constrained dominating tree problem on at most �n

2 � cycles, each
of them requiring at most n operations. Consequently, the computational com-
plexity of this algorithm is O(n2).

As an example, we consider the cactus of Fig. 6, left. Its branch vertices
(namely vertices 2, 7 and 10) are shown in gray, as by Lemma11, they are all part
of any dominating tree for connectivity reasons. We now consider the cycles one
by one, and solve the constrained minimum cost dominating tree on them, the
constraints being induced by the branch vertices. The first cycle is (1, 2, 7, 11, 6),
where V + = {2, 7}. The optimal solution is to select edges {(1, 2), (2, 7)}. The
second cycle is (7, 8, 4, 8, 10, 15, 14, 13), with V + = {7, 10}. The optimal solution
is to select edges {(7, 13), (7, 8), (4, 8), (4, 5), (5, 10)}. Finally, the optimal solution
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of the minimum cost dominating tree of that cactus is shown in Fig. 6, right, and
its cost is 22.
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Fig. 6. A cactus graph (left) and a minimum cost dominating tree on it (right)

3 Two ILP-Based Exact Approaches for the Minimum
Cost Dominating Tree Problem

3.1 A Flow-Formulation for the Minimum Cost Dominating Tree
Problem

In this section, a flow-formulation is proposed for the minimum cost dominating
tree problem. A dummy vertex 0 is also added to the graph, it corresponds to the
source of the flow that should reach each vertex. The total flow is equal to the
number of vertices in the minimum cost dominating tree, and each such vertex
is assumed to consume exactly one unit of flow, for enforcing that each vertex
is adjacent to a vertex in the dominating tree. There are five sets of decision
variables:

– xe is a binary variable that is set to one if and only if edge e ∈ E is part of
the minimum cost dominating tree

– yv is a binary variable that is set to one if and only if vertex v ∈ V is part of
the dominating tree

– The continuous decision variables fuv and fvu represent the flow in the edge
(u, v) ∈ E, from u to v, and from v to u, respectively

– The continuous decision variables f0v are the amount of flow sent from the
dummy vertex 0 to the vertices v ∈ NG[1], with the restriction that vertex 0
sends flow to a single vertex

– The binary variables zv are used for that purpose: zv is set to one if ans only
if vertex u ∈ NG(1) receives all the flow from vertex 0.



14 A. Rossi et al.

The corresponding ILP formulation is as follows:

Minimize
∑

e∈E

wexe

∑

u∈NG[v]

yu ≥ 1 ∀v ∈ V

∑

e∈E

xe =
∑

v∈V

yv − 1

xe ≤ yu ∀e = (u, v) ∈ E
xe ≤ yv ∀e = (u, v) ∈ E∑

u∈NG(v)

fuv + f0v = yv +
∑

u∈NG(v)

fvu ∀v ∈ NG(1)

∑

u∈NG(v)

fuv = yv +
∑

u∈NG(v)

fvu ∀v ∈ V \NG(1)

fuv + fvu ≤ (n − 3)xe ∀e = (u, v) ∈ E∑

u∈NG[1]

f0u =
∑

u∈V

yu

f0u ≤ (n − 2)zv ∀v ∈ NG[1]∑

u∈NG[1]

zu = 1

fuv ≥ 0 ∀(u, v) ∈ E
xe ∈ {0, 1} ∀e ∈ E
yv ∈ {0, 1} ∀v ∈ V
zv ∈ {0, 1} ∀v ∈ NG[1]

The first constraint enforces that a dominating set is built. The second con-
straint is a necessary condition for the solution to be a tree. The third and fourth
ones ensure that an edge cannot be selected if one of its endpoint is not part
of the dominating tree. The fifth and sixth ones are the classical flow balancing
constraint, that ensure that each vertex of the dominating tree (except 0) con-
sumes exactly one unit of flow. The seventh constraint enforces that an edge is
selected if the flow in that edge is strictly positive. The eighth constraint states
that the total amount of flow sent by the dummy source vertex is equal to the
number of vertices in the minimum cost dominating tree. The ninth and tenth
constraints enforce that the dummy vertex sends all its flow to a unique vertex
in NG[1].

As an illustration, Fig. 7 shows the value of the fuv and f0v variables on
the optimal solution of the example given in Fig. 1 (dashed edges indicate that
there is no flow in the corresponding edge). Furthermore, this model is likely to
have a poor linear programming relaxation in general because of numerous big
M constraints, like the ones that link xe and zv to fuv and f0v variables. For
example, the optimal objective value of the example given in Fig. 1 is 4, whereas
the linear programming objective value is only 2.5. Finally, this model has quite
a large number of integer variables, which makes it not very efficient in practice.
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Fig. 7. Illustration of the flow variables on the optimal solution

3.2 A Cutting Plane Algorithm for the Minimum Cost Dominating
Tree Problem

We assume that G has no vertex with degree n − 1 (i.e., there does not exists a
single vertex dominating tree, by Lemma 3). Let E∗ ⊂ E be the set of all edges
that are such that for all e ∈ E∗, any vertex in V is adjacent to at least one
endpoint of e. Then, we is an upper bound on the cost of the minimum cost
dominating tree of G. Moreover, no minimum cost dominating tree with at least
two edges can include e, as such a dominating tree would have a cost strictly
greater that we, since edge costs are all strictly positive.

Lemma 12. If G = (V,E) has no vertex with degree n − 1, but has a minimum
cost edge e = (u, v) ∈ E such that NG(u) ∪ NG(v) = V , then T = (VT , ET ) with
VT = {u, v} and ET = {e} is a minimum cost dominating tree of G.

Proof. Since there does not exist any vertex with degree n − 1, then there is no
zero-cost dominating tree, hence ET has at least one edge. If all the vertices are
adjacent to at least one endpoint of a minimum cost edge, then this edge is a
minimum cost dominating tree.

Algorithm 1 shows an overview of the proposed solution process for finding
the minimum cost dominating tree of a simple, connected, strictly positive edge-
weighted graph G = (V,E). We first search for a single vertex dominating tree,
if no such vertex exists we turn to the enumeration of all single edge dominating
trees. If no such dominating tree exists, or if the optimality of the minimum cost
single edge dominating tree cannot be proven, then we address the problem of
finding a minimum cost dominating tree with at least two edges. An integer linear
programming formulation [8] is provided for this problem in the next subsection.

It can be observed that the search for a single vertex dominating tree and
the enumeration of all single edge dominating trees requires O(mn2) operations:
in the worst case, we have to compute m times the union of NG(u) and NG(v)
that can have up to n − 2 elements each.
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input : G = (V,E)
output: VT , ET

// Initialization

UB ← +∞;
deg(v) ← 0 ∀v ∈ V ;
NG(v) ← ∅ ∀v ∈ V ;
for e = 1 to m do

// u and v are the endpoints of e
deg(u) ← deg(u) + 1;
deg(v) ← deg(v) + 1;
NG(u) ← NG(u) ∪ {v};
NG(v) ← NG(v) ∪ {u};

end
// Searching for a single vertex dominating tree

v ← 1;
while v ≤ n do

if deg(v) = n − 1 then
VT ← {v};
ET ← ∅;
return VT , ET ;

end
v ← v + 1 ;

end
// Searching for a single edge dominating tree

E∗ ← ∅;
for e = 1 to m do

// u and v are the endpoints of e
if |NG(u) ∪ NG(v)| = n then

E∗ ← E∗ ∪ {e};
end

end
UB ← min

e∈E∗ we;

if UB = min
e∈E

we then

VT ← {u, v};
ET ← {e};
return VT , ET ;

end
// Searching for a minimum cost dominating tree with at least two

edges

Solve the ILP ;
ET ← {e ∈ E|xe = 1};
VT ← {v ∈ V |there exists e ∈ E with xe = 1, such that v is incident to e};
return VT , ET ;

Algorithm 1. Overview of the solution process
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3.3 Second ILP Formulation to the Dominating Tree Problem
with at Least Two Edges

For all edge e ∈ E, the Boolean variable xe is set to one if and only if edge e ∈ ET .
No variable is needed for determining the vertices in VT , as these vertices can
be determined from xe as shown in Algorithm 1.

By definition, any vertex v is either in VT or is adjacent to a vertex in VT ,
which implies that any dominating tree has at least one edge incident to NG(v).
This requirement can be stated as

∑

e∈E(NG(v))∪δ(NG(v))

xe ≥ 1 ∀v ∈ V (1)

If NG(v) is not adjacent to all the vertices in V , then there exists u ∈ V such
that NG(u) ∩ NG(v) is empty. Consequently, any dominating tree should have
at least one edge in δ(NG(v)) for connecting NG(v) and NG(u). As δ(NG(v)) ⊂
E(NG(v)) ∪ δ(NG(v)), Eq. (1) can then be strengthened to

∑

e∈δ(NG(v))

xe ≥ 1 ∀v ∈ V (2)

In the sequel, the edge set Dv is defined by Dv = E(NG(v)) ∪ δ(NG(v)) if
NG(v) is adjacent to all the vertices in V , and by Dv = δ(NG(v)) otherwise.
Thus, Eqs. (1) and (2) can be generalized to

∑

e∈Dv

xe ≥ 1 ∀v ∈ V (3)

Definition. Let Ω be the set of all S ⊂ V that satisfy the following conditions:

– ∃v ∈ S such that NG[v] ⊂ S
– E(V \S) is non empty

Lemma 13. Let ET be any collection of edges in E with |ET | ≥ 2, and let VT

be the endpoints of these edges. We assume that ET is such that every vertex in
V is either in VT or is adjacent to VT .

ET is connected or is a collection of dominating sets of edges of G if and
only if

xe1 ≤
∑

e∈δ(S)

xe ∀S ∈ Ω∀e1 ∈ E(V \S) (4)

Proof. We use contraposition for proving both implications.
First, we show that if ET is not connected and is not a collection of disjoint

dominating sets of edges of G, then there exists S ∈ Ω and e1 ∈ E(V \S) such
that xe1 >

∑

e∈δ(S)

xe.
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If ET is not connected and is not a collection of disjoint dominating sets of
edges of G, then G[VT ] (the subgraph of G induced by VT ) can be partitioned into
κ ≥ 2 connected components denoted by V 1

T , . . . , V κ
T . Notice that δ(V g

T ) ∩ ET is
empty for all g ∈ {1, . . . , κ}, otherwise V g

T would not be a connected component
of G[VT ]. Then, ET can also be partitioned as follows ET =

⋃κ
g=1 Eg

T , where
Eg

T ⊂ E(V g
T ). By hypothesis, there exists i ∈ {1, . . . , κ} such that Ei

T is not a
dominating set of edges of G. This implies that if S = V \V i

T , then there exists
v ∈ S such that NG[v] ⊂ S. Moreover, V \S = V i

T is non-empty and so is E(V \S)
because it contains Ei

T . Consequently, S ∈ Ω, for any edge e1 ∈ Ei
T ⊂ E(V \S)

we have xe1 = 1, and
∑

e∈δ(S)

xe = 0 as δ(S) = δ(V i
T ), and δ(V i

T ) ∩ ET is empty.

Second, we show that if there exists S ∈ Ω and e1 ∈ E(V \S) such that
xe1 >

∑

e∈δ(S)

xe, then ET is not connected, and is not a collection of disjoint

dominating sets of edges of G.
If there exists S ∈ Ω and e1 ∈ E(V \S) such that xe1 >

∑

e∈δ(S)

xe, then the

inequality implies that e1 ∈ ET , and that no edge e ∈ δ(S) is in ET . In addition,
since S ∈ Ω, there exists v ∈ S such that NG[v] ⊂ S, and no edge in δ(S) is
incident to v. This proves that the edges in ET ∩ E(V \S) are not a dominating
set of edges of G, as none of these edges is incident to NG[v]. Consequently, ET

is not a collection of disjoint dominating sets of edges of G. Since there is at
least one edge of ET (say e2) in (δ(NG(v)) ∪ E(NG(v)))\δ(S), there is no path
for joining the endpoints of e1 to the endpoints of e2, so ET is not connected.

The fact that ET may be a collection of disjoint dominating sets of edges may
sound like an inconvenient. However, if such a case arises, it can be immediately
discarded, as any dominating tree in that set has a cost which is strictly less
than the cost of ET .

The problem of finding a minimum cost dominating tree, which is referred
to as ILPDT can be stated as follows

(ILPDT ) :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Minimize
∑

e∈E

wexe

∑

e∈Dv

xe ≥ 1 ∀v ∈ V

∑

f∈Ie

xf ≥ xe ∀e ∈ E

xe1 ≤
∑

e∈δ(S)

xe ∀S ∈ Ω,∀e1 ∈ E(V \S)

xe ∈ {0, 1} ∀e ∈ E

The objective function is to find a dominating tree of minimum cost. The
first constraint enforces that any vertex is adjacent to at least one endpoint of
the dominating tree. The second one states that if edge e is part of the solution,
then, at least one other edge incident to it should also be selected, since we search
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for solutions having at least two edges. In this constraint, Ie is the set of all the
edges that have one endpoint in common with edge e. The second constraint
ensures that ET (i.e., the set of edges e ∈ E such that xe = 1) is connected, or
is a collection of disjoint dominating sets of edges as shown in Lemma 13. The
last set of constraints enforces integrality requirements.

Since the number of constraints (4) grows exponentially with the problem
size, they cannot be enumerated. Hence a cutting-plane algorithm is used to
address the problem of finding a minimum cost dominating tree having at least
two edges.

First, we address a master problem MP defined by

(MP ) :

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Minimize
∑

e∈E

wexe

∑

e∈Dv

xe ≥ 1 ∀v ∈ V

∑

f∈Ie

xf ≥ xe ∀e ∈ E

xe ∈ {0, 1} ∀e ∈ E

It can be seen that MP is a relaxation of ILPDT , where the constraints (4)
have been dropped. As a result, MP is easier to solve (it has a linear number of
constraints), but its solution may not be connected.

Valid inequalities are added to MP in an attempt to reduce the number of
iterations of the cutting-plane algorithm. For all u and v in V such that u and
v are distant of three or more edges, we add an inequality that states that there
should be a chain from at least one vertex in NG[u] to at least one vertex of
NG[v]. This is done by computing the minimum cut between NG[u] and NG[v]
in G, in terms of number of edges. In the graph of Fig. 1, the vertices 1 and 8 are
at distance 4, hence such a valid inequality can be computed. The minimum cut
is made of the edges (5, 6) and (5, 10), so the valid inequality is x5,6 + x5,10 ≥ 1.

However, these valid inequalities do not prevent the optimal solution of MP
to be disconnected in general. When this happens, we have to select at least
one constraint in (4), to be added to MP . Then, MP is re-solved, and the
current iteration completes. The process stops when the optimal solution of MP
is connected.

For the sake of efficiency, Ω can be partitioned into two disjoint sets Ω1 and
Ω2, where Ω1 is the set of all S ⊂ Ω such that there is no NG[u] ⊂ V \S, whereas
Ω2 is the set of all S ⊂ Ω such that there exists NG[u] ⊂ V \S. More formally

– Ω1 = {S ∈ Ω| 
 ∃u ∈ V \S,NG[u] ⊂ V \S}
– Ω2 = {S ∈ Ω|∃u ∈ V \S,NG[u] ⊂ V \S}
Lemma 14. For all S ∈ Ω2, inequality (4) can be written as

1 ≤
∑

e∈δ(S)

xe ∀S ∈ Ω2 (5)
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In the case where the solution of ILPDT is not connected, VT can be parti-
tioned into η ≥ 2 connected components C1, . . . , Cη. If there exists v ∈ Ck such
that (NG[v] ∪ Ck) ∈ Ω2, a cut having the form of Eq. (5) can be generated. By
definition of Ω2, there exists u /∈ S such that NG[u] ∩ S is empty. Then, solving
the minimum cut problem on G (in terms of number of edges), where the source
is v and the sink is u, while enforcing that all the vertices in NG[v] belong to
the first partition of V and NG[v] belong to the second partition, we avoid dense
cuts, that are well known to be less efficient [3].

4 Benders Formulation

It is recalled that we search for a solution having at least 2 edges (so the dominat-
ing tree has at least 3 vertices), because we have a preprocess that enumerate all
no-edge solutions and all one-edge solutions. The starting point of the Benders
decomposition is the first ILP model:

Minimize
∑

e∈E

wexe

∑

e∈E

xe =
∑

v∈V

yv − 1
∑

e∈E(S)

xe ≤ |S| − 1 ∀S ⊆ V

∑

e∈δ({v})
xe ≤ dvyv ∀v ∈ V

xe = 0 ∀e ∈ E1
∑

u∈NG(v)

yu ≥ 1 ∀v ∈ V

∑

v∈V

yv ≥ 3

yv = 1 ∀v ∈ V ∗

yv ∈ {0, 1} ∀v ∈ V
xe ∈ {0, 1} ∀e ∈ E

The objective function is to minimize the cost of the dominating tree, the
first constraint states that the solution is a tree on the dominating vertices, then
are the packing inequalities (or cycle breaking inequalities). An edge cannot be
selected in the solution if one of its endpoints is not a dominating vertex, and
single edge dominating trees are excluded from the search. The neighborhood of
any vertex must contain at least one dominating vertex, those vertices that are
adjacent to a leaf (if there exist some) must be part of the dominating tree. All
variables are Boolean.



Properties and Exact Solution Approaches 21

The master problem is then

Minimize q(y)∑

u∈NG(v)

yu ≥ 1 ∀v ∈ V

∑

v∈V

yv ≥ 3

yv = 1 ∀v ∈ V ∗

yv ∈ {0, 1} ∀v ∈ V

where q(y) is the subproblem objective value. The subproblem is to compute
the minimum spanning tree on the vertex set VT = {v ∈ V : yv = 1}. The
subproblem is then

Minimize q(y) =
∑

e∈E(VT )

wexe

∑

e∈E(VT )

xe ≥
∑

v∈V

yv − 1

∑

e∈E(S)

−xe ≥ −|S| + 1 ∀S ⊆ VT

xe = 0 ∀e ∈ E1

xe ≥ 0 ∀e ∈ E(VT )

Whose dual is

Maximize q(y) =

(
∑

v∈V

yv − 1

)

π1 −
∑

S⊆VT

(|S| − 1) πS

π1 −
⎛

⎝
∑

S⊆VT :e∈E(S)

πS

⎞

⎠ ≤ we ∀e ∈ E(VT )\E1

π1 −
⎛

⎝
∑

S⊆VT :e∈E(S)

πS

⎞

⎠ − μe ≤ we ∀e ∈ E1

π1 ≥ 0
πS ≥ 0 ∀S ⊆ VT

μe ≥ 0 ∀e ∈ E1

The minimum spanning tree problem is such that its linear programming
relaxation can be considered. Moreover, using the Dual Greedy Algorithm (based
on Kruskal algorithm) [2], dual variables π1, πS for all S ⊂ VT and μe for all
e ∈ E1 can be computed without actually solving the LP formulation of the
subproblem that would require the enumeration of packing inequalities.



22 A. Rossi et al.

The feasible set of the dual of the subproblem can be described using extreme
rays and extreme points. Let I and J be the number of extreme points and

extreme rays of the feasible set, respectively. Then, vector
[

πj
1

πj
S

]
is an extreme

ray for all j ∈ {1, . . . , J}, and
[

πi
1

πi
S

]
is an extreme point for all i ∈ {1, . . . , I}.

Minimize q
(

∑

v∈V

yv − 1

)

πj
1 −

⎛

⎝
∑

S⊆VT

|S| − 1

⎞

⎠ πj
S ≤ 0 ∀j ∈ {1, . . . , J}

(
∑

v∈V

yv − 1

)

πi
1 −

⎛

⎝
∑

S⊆VT

|S| − 1

⎞

⎠ πi
S ≤ q ∀i ∈ {1, . . . , I}

q ∈ R

Hence, the minimum dominating tree problem can be formulated as

Minimize q
(

∑

v∈V

yv − 1

)

πj
1 −

⎛

⎝
∑

S⊆VT

|S| − 1

⎞

⎠ πj
S ≤ 0 ∀j ∈ {1, . . . , J}

(
∑

v∈V

yv − 1

)

πi
1 −

⎛

⎝
∑

S⊆VT

|S| − 1

⎞

⎠ πi
S ≤ q ∀i ∈ {1, . . . , I}

∑

u∈NG(v)

yu ≥ 1 ∀v ∈ V

∑

v∈V

yv ≥ 3

yv = 1 ∀v ∈ V ∗

yv ∈ {0, 1} ∀v ∈ V
q ∈ R

Since the number of extreme rays and extreme points may be huge (as the
number of columns in column generation), we might generate them by solving
the dual of the subproblem using Kruskal algorithm. We would then have an
easy subproblem, and a hard master problem, which is the opposite of what
happens with column generation.

4.1 Strategy for Solving the Subproblem

The strategy is to solve the primal of the subproblem (having xe as decision vari-
ables) using the Dual Greedy Algorithm of Kruskal. Doing so allows to compute
dual variables π1 and πS for all S ⊆ V .

The (primal) subproblem is infeasible when the set of dominating vertices is
not connected (it is always dominant however). In that case, we should be able
to build an extreme ray for the dual subproblem, that should be unbounded.
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4.2 Dealing with Primal Subproblem Infeasibility

We want to generate “feasibility cuts” in the master problem whenever the
dominating set it just returned is not connected. In order to enforce these cuts,
we show the following lemmas.

Preliminary note: Let S ⊂ V , a non-dominated set of G. This means that
there exists a vertex in v ∈ V whose distance to S is at least two edges. Equiv-
alently, if S is not a dominated set, then NG(NG[S]) is non-empty. And equiva-
lently, V \NG[S] is non-empty.

Theorem 4. Let G = (V,E) be a connected, undirected edge weighted graph.
The vertex set VT = {v ∈ V : yv = 1} is a connected dominating tree of G if and
only if

∑

v∈FS

yv ≥ 1 ∀S ⊂ V : S 
= ∅ ∧ NG(NG[S]) 
= ∅ (6)

where FS = NG(S)∩NG(V \NG[S]) is the set of vertices adjacent to S, and also
adjacent to at least one vertex whose distance to S is two. In other words, FS is
a minimum cardinality separator set of S with respect to V \NG[S].

Remark. The dominance requirements are enforced by the sets S having car-
dinality one.

Proof. We first show by contraposition that if VT is a dominating tree of G,
then (6) holds. Suppose that there exists a non-empty and non-dominating set
S ⊂ V such that

∑

v∈FS

yv = 0. For the dominating requirements to be satisfied

for the vertices in S, there must exist u1 ∈ NG[S]\FS such that yu1 = 1. For
the dominating requirements to be satisfied for the vertices in NG(NG[S]), there
must exist u2 ∈ V \NG[S] such that yu2 = 1. However, since all the vertices
v ∈ FS are such that yv = 0, there is no path from u1 to u2 as such a path
would have to pass through at least one vertex in FS . Consequently, VT is not a
connected dominated set.

Second, we show by contraposition that if (6) holds, then VT is a domi-
nating tree. If VT is not a dominating set, then there exists v ∈ V such that∑

u∈NG(v)

yu = 0. Hence, the constraint of (6) associated with S = {v} is violated.

If VT is a dominated set, but is not connected, then it has at least two
connected components. If one of these connected components is a dominating set,
then VT can be reduced to that sole connected component, leading to a solution
at lower cost since arcs have a nonnegative cost. If none of these connected
components is a dominating set, then let S be any of them. It satisfies

∑

v∈FS

yv =

0, hence the constraint in (6) associated with S is violated.
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5 Computational Results

The proposed three exact approaches to address the minimum cost dominat-
ing tree problem are compared on a subset of instance coming from [7]. These
instances are called ins-R-N-D where R is in the set {100, 125, 150}, N is the
number of vertices in the set {50, 100}, and D is an instance identifier in {1, 2, 3}.
These instances have been generated randomly: the vertices lie in a 500 by 500
square, and two vertices are connected whenever their distance is less than or
equal to R. The cost of an edge is the Euclidean distance between its endpoints.

The proposed algorithms have been implemented in C and compiled using
gcc 4.8.4 under a Ubuntu system, using the -O3 option. All linear and integer
programs are solved using IBM CPLEX 12.7, called through the C API. The
computer used to run the experiments has an Intel Core i7 processor at 3.4 GHz
and 16 GBytes RAM. CPLEX is set to use at most two cores of the processor.

As a preliminary test, the three proposed approaches are compared on three
instances having 50 vertices, but different densities. The results are given in
Table 1. The first two columns show the instance name and density in percent.
The third one is the optimal objective value returned by the three algorithm.
The fourth, fifth and sixth columns provide the CPU time in seconds of the
flow-formulation (see Sect. 3.1), the cutting plane algorithm (see Sect. 3.2) and
the Benders decomposition approach (see Sect. 4).

Table 1. Computational times and solution values for the three algorithms

Instance Density Opt. val. Flow-model Cutting plane Benders

ins-100-050-1 10.0 1204.41 39.86 1.91 362.64

ins-125-050-1 15.8 802.95 127.04 2.14 554.65

ins-150-050-1 22.5 647.75 2638.45 1.78 1194.01

It can be seen that the cutting-plane approach is by far the most efficient
one. The flow-based formulation is hampered by its large number of variables
and constraints, the situation becoming worse when density increases. It has
been observed that this algorithm often finds the optimal solution, but proving
optimality can take a lot of time and effort, because of the poor linear program-
ming bound. The modest performances of the Benders decomposition algorithm
is probably due to the fact that in the partition used to separate the complicat-
ing variables, the yv variables do not make a direct contribution to the objective
function, which causes the approach to generate a very large number of cuts to
converge.

The best of the three proposed approaches, i.e., the cutting plane algorithm,
is compared to the results of [1], in Table 2. The instances can be found in the first
column of Table 2. The second column is the graph density in percent, the third
column is the objective value reached by the cutting plane algorithm with the
corresponding CPU time (in seconds). The last column shows the improvement
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Table 2. Computational times and solution values for the cutting plane algorithm,
compared with [1]

Instance Density Opt. val. CPU time (s) Improvement

ins-100-050-1 10.0 1204.41 1.91 51.4%

ins-100-050-2 9.6 1340.44 1.46 98.9%

ins-100-050-3 10.3 1316.39 1.48 99.4%

ins-100-100-1 10.8 1217.47 3897.85 84.5%

ins-125-050-1 15.8 802.95 2.14 60.4%

ins-125-050-2 15.7 1055.10 8.74 93.6%

ins-125-050-3 15.3 877.77 2.40 89.8%

ins-125-100-1 16.1 943.01 4434.32 −307.6%

ins-150-050-1 22.5 647.75 1.78 24.6%

ins-150-050-2 21.4 863.69 7.57 −3.4%

ins-150-050-3 22.0 743.94 2.46 13.4%

ins-150-100-1 21.0 876.69 6021.43 −188.7%

of the CPU time compared to [1]. A negative number indicates that the cutting
plane algorithm is slower.

Table 2 shows the the proposed approach can be significantly faster for small
instances, and when density is low. The reason why it does not perform well for
dense and large instance may be due to the nature of the cuts that are produced.
Indeed, for the largest instances, the solutions of the master problem tend to
have a large number of connected components (up to 11). This suggests that
instead of computing minimum cuts between a pair of connected component,
minimum multi-cuts would be more appropriate, as these inequality are tighter
than the ones that can be produced based on a pair of connected component. But
since finding minimum multi-cut is generally difficult, heuristics may be used for
this purpose [5]. In addition, the cutting-plane algorithm may be upgraded to a
branch-and-cut algorithm, which would probably be more efficient.

6 Conclusion

The minimum cost dominating tree problem is now a well-studied problem.
Approximability results, heuristics and exact algorithms have become available
during the last decade. The main contribution of this paper is to study the struc-
tural properties of the problem, and to identify the numerous cases for which a
polynomial algorithm can be used. These properties can also lead to new pro-
posal for exact and hybrid algorithms. Indeed, enhancing a cutting plane app-
roach would require separating multi-cuts, which may be achieved by a heuristic.
Since connectivity is the major challenge of the cutting plane algorithm, another
idea would be to pre-compute a pool of valid inequalities for avoiding some dis-
connected solution to appear.
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Abstract. Semantic Web technology has established a framework for
creating a “web of data” where the nodes correspond to resources of
interest in a domain and the edges correspond to logical statements that
link these resources using binary relations of interest in the domain. The
framework provides a standardized way of describing a domain of interest
so that the description is machine-processable. This enables applications
to share data and knowledge about entities in an unambiguous manner.
Also, as all resources are represented using IRIs, a massive distributed
network of datasets gets created. Applications can dynamically discover
these datasets, access most recent data, interpret it using the associated
meta-data (ontologies) and integrate them into their operations. While
the Linked Open Data (LOD) initiative, based on the Semantic Web
standards, has resulted in a huge web corpus of domain datasets, it is
well-known that the majority of the statements in a dataset are of the
type that link specific individuals to specific individuals (e.g. Paris is
the capital of France) and there is major need to augment the datasets
with statements that link higher-level entities (e.g. A statement about
Countries and Cities such as “Every country has a city as its capital”).
Adding statements of this kind is part of the task of enrichment of the
LOD datasets called “ontology enrichment”. In this paper, we review
various recent research efforts that address this task. We investigate dif-
ferent types of ontology enrichments that are possible and summarize the
research efforts in each category. We observe that while the initial rapid
growth of LOD was contributed by techniques that converted structured
data into the LOD space, the ontology enrichment is more involved and
requires several techniques from natural language processing, machine
learning and also methods that cleverly make use of the existing ontol-
ogy statements to obtain new statements.

Keywords: Linked data · Knowledge enrichment · LOD enrichment
T-Box enrichment · Schema enrichment

1 Introduction

The Semantic Web (aka Web of data or Web 3.0) enables data from one source
to be linked to any other source and to be “understood” by machines so that
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 27–49, 2018.
https://doi.org/10.1007/978-3-319-72344-0_2
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they can perform increasingly sophisticated tasks without human supervision.
Semantic Web is often perceived as complementary to the World Wide Web,
while it is actually an extension to the World Wide Web. It provides a framework
to add new data and metadata to augment the existing web of documents. The
Semantic Web technologies bring forth a new “web of data” paving the way for
software agents to integrate data from diverse sources in a meaningful manner.
RDF (Resource Description Framework) is the technology used to represent the
nodes and edges of this new web of data. Linked Data is the particular realization
of the web of data and it has now become a major constituent of the Semantic
Web [1].

Linked Data refers to a recommended best practice for exposing, sharing,
and connecting pieces of data, information, and knowledge on the Semantic
Web using URIs and RDF. The LOD community project1 works with the main
objective of publishing open datasets as RDF triples and establishing RDF links
between entities from different datasets. LOD complements the World Wide Web
with a data space of entities connected to one another with labelled edges, which
represent the relations among entity pairs (or entities and literal values).

With over 1014 interlinked datasets2 across diverse domains such as life sci-
ence, geography, politics, etc., the Linked Data initiative now supports a variety
of applications ranging from semantic search to open domain question answering.
For example, the Google’s Knowledge Graph which is powered (partly) by the
Freebase linked dataset is now being used by Google to enhance its search results
with semantic-search information gathered from a wide variety of sources3. While
many prominent organizations have started realising and exploiting the potential
of linked datasets, these linked datasets are far from being complete [54]. More
domains need to be covered, and more entities, concepts and links between them
are required to be represented as RDF to enable improved and more intelligent
usage of Linked Data. Sophisticated question answering systems like Watson
which have linked datasets as part of their knowledge sources make use of the
enriched linked datasets to answer more number and also a wider range of ques-
tions. The Linked Data community has realised the importance of enriching the
linked datasets and hence the number of efforts towards enriching linked datasets
in LOD have increased immensely in the past few years. A comprehensive study
of the works done on Linked Data enrichment so far will help the community to
understand the impact of LOD enrichment and its future scope.

1.1 Preliminaries

In this sub-section, we describe the important terms involved in the context of
Semantic Web.

A resource is a real-world object we want to describe, and it is represented
using an URI. A class (aka concept or type) is a group of resources, which is
1 http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/

LinkingOpenData.
2 http://lod-cloud.net/state/state 2014/.
3 http://neilpatel.com/blog/the-beginners-guide-to-the-googles-knowledge-graph/.

http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://lod-cloud.net/state/state_2014/
http://neilpatel.com/blog/the-beginners-guide-to-the-googles-knowledge-graph/
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also a resource by itself. A property (aka role or relation or binary predicate) is
a relation between resources, and is also a resource by itself. A statement (aka
an RDF triple) is composed of three parts - (subject, predicate, object) where
the subject is a resource, predicate is a property and object is a resource or a
literal. A literal is a constant value such as a string or a date. Given below is an
example of an RDF triple:

(<http://dbpedia.org/resource/Barack Obama>,
<http://dbpedia.org/ontology/birthPlace>,
<http://dbpedia.org/resource/Honolulu>).

A statement can be represented as a directed edge of a graph or as a triple or
in XML (Fig. 1, Listings 1.1 and 1.2 respectively4).

http : //www.example.org/ joe/contact.rdf#joesmith

http : //xmlns.com/foaf/0.1/Person http : //www.example.org/ ∼ joe/

mailto : joe.smith@example.org

Joe

Smith

rdf : type http : //xmlns.com/foaf/0.1/homepage

http : //xmlns.com/foaf/0.1/mbox

http : //xmlns.com/foaf/0.1/givenname

http : //xmlns.com/foaf/0.1/family name

Fig. 1. RDF graph representation

@prefix : <http ://www.example.org/~joe/contact.rdf#> .
@prefix foaf : <http ://www.xmlns.com/foaf /0.1> .
@prefix rdf : <http ://www.w3.org /1999/02/22 -rdf -syntax -ns#> .

:joesmith a foaf:Person .
foaf:givenname"Joe";
foaf:last_name"Smith";
foaf:homepage <http ://www.example.org/~joe/>;
foaf:mbox <mailto:joe.smith@example.org > .

Listing 1.1. Triple Representation

4 http://www.obitko.com/tutorials/ontologies-semantic-web/rdf-graph-and-syntax.
html.

http://www.obitko.com/tutorials/ontologies-semantic-web/rdf-graph-and-syntax.html
http://www.obitko.com/tutorials/ontologies-semantic-web/rdf-graph-and-syntax.html
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<rdf:RDF
xmlns:rdf="http ://www.w3.org /1999/02/22 -rdf -syntax -ns#"
xmlns:foaf="http ://www.xmlns.com/foaf /0.1"
xmlns="http ://www.example.org/~joe/contact.rdf#">

<foaf:Person rdf:about=
"http ://www.example.org/~joe/contact.rdf#joesmith">

<foaf:mbox rdf:resource =" mailto:joe.smith@example.org"/>
<foaf:homepage rdf:resource ="http ://www.example.org/~joe/"/>
<foaf:family_name >Smith </foaf:family_name >
<foaf:givenname >Joe </foaf:givenname >

</foaf:Person >
</rdf:RDF >

Listing 1.2. RDF/XML Representation

There are two types of properties. An object property is a property between
two resources while a datatype property is a property between a resource and a
literal. The domain of a property is an assertion about the type of the resources
that occur as subject of the property. Similarly, the range of a property is an
assertion about the type of the resources that occur as object of the property.
Domain (range) statements are also sometimes considered as domain (range)
restrictions as they impose certain restrictions on the individuals that can be in
the subject (object) position of a statement. For example, regarding the object
property birthPlace mentioned above, one can state that its domain is a concept
called Person and its range is Place. This allows us to infer that Barack Obama
is of type Person and Honolulu is of type Place.

An ontology is an explicit and formal representation of knowledge about a
domain. It consists of classes, properties, axioms relating the classes and proper-
ties, and individuals of the domain. Statements in an ontology are divided into
T-Box and A-Box. The T-Box is the terminological component of the ontol-
ogy. It consists of class descriptions, properties and axioms involving them. The
A-Box forms the assertion component of the ontology. Statements about the
individuals (instances) fall into the A-Box.

Class expressions are used to give a detailed description about a class. There
are two different types of class expressions:

• Atomic concept - denoted by a concept name Eg.: Person.
• Compound concept - denoted as a class expression involving one or more of

the following operators (where A and B are class expressions, R is a property
or role):
1. Union of classes - A � B

For example, the expression Father � Mother can be used to describe
the class Parent.

2. Intersection of classes - A � B
For example, the expression Male � Parent can be used to denote the
class Father.

3. Complement of a class - ¬A
For example, the expression ¬Male can be used to describe the class of
individuals who are not in the Male class.
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4. Existential restriction - ∃R.A
This expression denotes the class of all individuals that are related to
some individual of type A through a relation R. For example, the expres-
sion ∃hasChild.Female can be used to describe the class of individuals
who have daughters.

5. Universal restriction - ∀R.A
This expression denotes the set of all those individuals whose all R-
successors belong to the class A (if (x,R,y) is a triple, y is called an
R-successor of x). For example, the expression ∀hasChild.Female can
be used to describe the class of individuals who have only daughters as
children.

6. Cardinality restriction - ≤ nR.A
This expression denotes the set of all individuals that have at most n
R-successors. Similarly, ≥ nR.A can be used to place a lower bound on
the R-successors. For example, the expression ≥ 2hasChild.Female can
be used to describe the class of individuals who have at least 2 daughters.

Different Description Logics are formed from subsets of these operators, more
details of which can be found in [3]. The above mentioned description logic (DL)
notation is used occasionally in the paper to give class descriptions.

Important ontology frameworks and languages are listed below:

• RDF - Resource Description Framework - defines constructs which are the
building blocks of the Semantic Web such as classes and properties. E.g.:
rdf:type

• RDFS - Resource Description Framework Schema - defines properties and
classes of RDF resources. E.g.: rdfs:subClassOf

• OWL - Web Ontology Language - defines richer ontology constructs. E.g.:
owl:disjointWith, owl:sameAs

• SPARQL - SPARQL Protocol and RDF Query Language - a query language
similar to SQL in syntax. It is used to query the triples in linked datasets.

1.2 Prominent Linked Data Projects

DBpedia: DBpedia [32] is one of the most popular linked datasets and has been
developed based on a crowd-sourced community effort. DBpedia is composed of
the structured information extracted from Wikipedia articles and is represented in
triple format. Currently, DBpedia is available in 125 languages. The English ver-
sion of the DBpedia Knowledge Base (KB) currently describes 6.6 million enti-
ties, out of which, 5.5 million are described in a consistent ontology5 including

5 http://wiki.dbpedia.org/downloads-2016-10#dbpedia-ontology.

http://wiki.dbpedia.org/downloads-2016-10#dbpedia-ontology
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1.5 million persons, 840 K places, 496 K works, 286 K organizations, 306 K species,
58 K plants and 6 K diseases6.

YAGO: YAGO is a huge linked dataset constructed through automatic extrac-
tion from sources such as Wikipedia and WordNet. The current version of YAGO,
namely, YAGO3 [34] has around 10 million entities (of types persons, organiza-
tions, cities, etc.) and contains more than 120 million facts about these entities7.

LinkedMDB: LinkedMDB is the first open Semantic Web dataset for movies.
It contains links to other datasets such as DBpedia, Geonames, etc. and to
websites such as IMDb. A few important classes of LinkedMDB include films,
actors, movie characters, directors, producers, editors, writers, music composers,
soundtracks, and movie ratings8.

1.3 Categories of LOD Enrichment

This section categorizes and describes the different ways in which the linked
datasets in LOD can be enriched. We can classify LOD enrichment works broadly
into two types: T-Box enrichment and A-Box enrichment. T-Box enrichment
includes the following: discovering property axioms, discovering class axioms, dis-
covering new properties, and discovering new classes. A-Box enrichment involves
the following: discovering owl:sameAs links9, discovering instances of a class (type
assertions), discovering instances of existing relations, detecting erroneous type
assertions, detecting erroneous relations, detecting erroneous literal values, and
detecting erroneous owl:sameAs links.

The focus of this survey is to provide a comprehensive overview of the works
proposed for T-Box enrichment. A recent study on knowledge graph10 refinement
approaches [41] can be referred to for works on A-Box enrichment. It should be
noted that a knowledge graph mainly consists of individual members (of classes)
and relations among them [41] - i.e. a knowledge graph focusses on its A-Box
while its T-Box plays a minimal role. However, in the context of Linked Data,
the goal is to add more semantics to the dataset which is possible only when we
enrich the T-Box (schema) of the linked dataset. As this paper is written from the
perspective of LOD enrichment rather than Knowledge Graph enrichment, we
mainly focus on T-Box enrichment techniques. However, if there are Knowledge
6 http://wiki.dbpedia.org/datasets/dbpedia-version-2016-10.
7 https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/

research/yago-naga/yago/.
8 http://www.linkedmdb.org/.
9 owl:sameAs is a built-in OWL property which links an individual to another indi-

vidual denoting that the two resources represent the same real-world entity.
10 The term Knowledge Graph was coined by Google in 2012, referring to their use of

semantic knowledge in Web Search. The term is recently being used in a broader
sense: any graph-based representation of some knowledge could be considered a
knowledge graph.

http://wiki.dbpedia.org/datasets/dbpedia-version-2016-10
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
https://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/
http://www.linkedmdb.org/
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Graph enrichment techniques which also focus on T-Box enrichment, we include
them in this survey. Papers which discuss ontology building (from the ground-
up) are not dealt with in this survey as they are not enrichment works i.e. in
such papers, a partially built ontology does not exist.

The rest of the paper is organized as follows: Sect. 2 gives an account of the
techniques proposed in the literature for discovering property axioms. A brief
summary of approaches proposed in the literature for discovering class axioms is
given in Sect. 3. Sections 4 and 5 describe the systems proposed for discovering
new properties and new classes respectively. Conclusions drawn from the survey
are given in Sect. 6.

2 Discovering Property Axioms

Properties in Linked Data provide semantic associations between instances in
Linked Data and thus are indispensable in representing information in the seman-
tic web. Property Axioms give additional information about predicates and the
various Property Axioms that can be used are listed in Table 1. Additional details
on the semantics of these axioms can be found in [3]. Most linked datasets in
the LOD are deficient in Property Axioms. Thus, a considerable effort has been
directed towards enriching schemas associated with datasets in LOD by discov-
ering Property Axioms. We categorize these methods to discover axioms as : (1)
Instance based and (2) Schema based methods. The instance based methods rely
upon triples in the linked dataset while the schema based methods utilize the
schema information like Domain or Range restrictions, type statements to enrich
the linked datasets with axioms. We discuss these methods in detail below:

Table 1. Semantics of Property Axioms: ri, rj are properties in a linked dataset KB
and x, y, z are distinct instances in the KB. Here, ri(x, y) denotes a triple < xri y >
in the KB.

Axiom Semantics

Subsumption (ri, rj) ri(x, y) ∈ KB =⇒ rj(x, y) ∈ KB

Equivalence (ri, rj) ri(x, y) ∈ KB =⇒ rj(x, y) ∈ KB ∧ rj(x, y) ∈ KB =⇒ ri(x, y) ∈ KB

Symmetry (ri) ri(x, y) ∈ KB =⇒ ri(y, x) ∈ KB

Inverse (ri, rj) ri(x, y) ∈ KB =⇒ rj(y, x) ∈ KB ∧ rj(x, y) ∈ KB =⇒ ri(y, x) ∈ KB

Asymmetry (ri) ri(x, y) ∈ KB =⇒ ri(y, x) �∈ KB

Transitivity (ri) ri(x, y) ∈ KB ∧ ri(y, z) ∈ KB =⇒ ri(x, z) ∈ KB

Disjoint (ri, rj) ri(x, y) ∈ KB =⇒ rj(x, y) �∈ KB

Functionality (ri) ri(x, y) ∈ KB ∧ ri(x, z) ∈ KB =⇒ y = z

Inverse
functionality (ri)

ri(x, y) ∈ KB ∧ ri(z, y) ∈ KB =⇒ x = z
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2.1 Instance Based Methods

Methods under this category leverage the large number of triples present in the
linked datasets and use statistical techniques like classification, clustering and
association rule mining to discover axioms. Fleischhacker et al. [19] proposed
a method to discover all the property axioms shown in Table 1. The method
involved the use of an off-the-shelf association rule miner [9] to mine association
rules. The inputs to this rule miner were transaction tables which are created
from the linked datasets. Each row in the transaction tables represents a pair
of instances in the linked data and all the predicates that hold between them.
The rules mined by the rule miner are checked against a set of predefined pat-
terns. Rules matching these predefined patterns are selected to be converted to
property axioms. Most other works in the literature concentrate on discovering
subsumption and equivalence axioms.

Galárraga et al. [22] proposed Association Mining under Incomplete Evidence
(AMIE) for mining closed Horn rules under incomplete evidence. The rules gen-
erated by AMIE are of the form shown in Eq. (1). Here r is a predicate in the
linked dataset and Bi is a triple of the form <?x pi ?y > and x, y are placeholder
variables for instances in the linked dataset. As such

−→
B is called the Body of

a rule and r(x, y) is called the head of the rule. A rule produced by AMIE is
closed, i.e. every variable is in the rule occurs in multiples of two and always in
pairs.

−→
B ⇒ r(x, y)

−→
B = B1 ∧ B2 ∧ .... ∧ Bn

(1)

The Horn rules in Eq. (1) represent the correlations between properties in the
dataset. To ensure efficient computation of the Horn rules, Galárraga et al. pro-
posed several logical constraints in the form of refinement operators. Galárraga
et al. [22] also proposed the notion of PCA (Partial Completeness Assumption)
which makes concessions in selecting negative assertions for a rule. A negative
assertion for the Horn rule shown in Eq. (1) is a subject object pair (x, y) such
that it is a valid instantiation of the Body of the rule but is an invalid instanti-
ation of the Head of the rule. PCA states that for a rule shown in Eq. (1), given
a predicate r and its subject x, if we know one corresponding object y then we
may assume that we know all objects y- that is the objects associated with x in
the data are the only ones that x can get associated with.

In [21], the Horn rules generated by AMIE are interpreted as subsumption
or equivalence axioms. The interpretation of rules is based on a set of patterns
called ROSA (Rule for Ontology Schema Alignment) rules, shown in Fig. 2. Each
rule that fits the patterns shown in Fig. 2 is also associated with a PCA confi-
dence score. The same technique can also be used to align equivalent predicates
across heterogeneous datasets. This involves first aligning the instances in the two
datasets using the owl:sameAs links between instances in the two datasets prior
to mining the rules. Once we have all the rules generated by AMIE, all it takes
to identify equivalent predicates across datasets is to compare the rules against
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r(x, y) ⇒ r′(x, y) (Property Subsumption)
r(x, y) ⇐⇒ r′(x, y) (Property Equivalence)

Fig. 2. ROSA rules for Property Subsumption and Equivalence

the ROSA rule for Property Equivalence. A owl:sameAs link between two entities
in Linked Data signifies that they are synonymous. For instance, the instances
yago:Barack Obama and dbr11:Barack Obama are resources to identify the same
person and hence will be linked by a owl:sameAs link. For datasets where the
owl:sameAs links are not mentioned, Galárraga et al. in [20] introduce a tech-
nique to canonicalize the instances and predicates across heterogeneous linked
datasets. They do this by first clustering synonymous instances using a tech-
nique called Token Blocking [40]. Under such a technique synonymous instances
in the two datasets like President Obama and Barack Obama will be placed in
the same cluster implying that they refer to the same entity. Post this cluster-
ing, we obtain a normalized dataset where instances have been aligned. Using
these aligned instances, we can now align equivalent predicates across the two
datasets. To obtain equivalent predicates a similar procedure involving use of
AMIE and ROSA rules can be employed. Each of the equivalent predicate pairs
discovered in the above methods can be added to the ontology as Equivalent
Property Axioms. The same holds true for the Subsumption Property Axioms.

On similar lines, in our recent work [25], we discover latent Inverse and Sym-
metric axioms in linked datasets. In this work we outline the challenges involved
in discovering latent property axioms by an instance based method and then
propose measures to overcome these challenges. One such challenge is the pres-
ence of synonymous predicates in the Linked Data and a higher preference to
use one of them. For instance, we have dbo:infuenced and dbo:influencedBy as
predicates in DBpedia, these predicates convey similar meaning but are inverse
of each other. However, dbo:influencedBy is more frequently used among the two
to make an assertion. This points to a preference of one predicate over the other
which makes the discovery of inverse axioms a challenging task. To this end,
we introduced predicate-preference factor (ppf ) to account for the difference in
frequency of use of synonymous (but inverse) predicates. Also, to remedy the
lack of reliable and useful domain and range information in linked datasets, we
introduced a novel semantic-similarity measure which uses the rdf:type informa-
tion of instances in the subject and object of a predicate to suggest the reliable
axioms. Through experiments we show that the proposed method discovers twice
as many axioms, at improved accuracy.

The triples in a linked dataset can also be visualized as a graph with the
instances in the subject/object of a triple as nodes and the predicates as edges.
Based on this view of linked dataset as a graph, many works apply graph mining
techniques to extract meaningful semantic associations between the nodes or edges
in the graph. However, most of these approaches consider just the instance-level

11 http://dbpedia.org/resource.

http://dbpedia.org/resource
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information (i.e. triples) to suggest rdf:type statements [8,27], to summarize graph
entities [47] or query re-writing [55].

2.2 Schema Based Methods

Methods in this section use the schema-level knowledge in addition to using the
instance-level information. Axioms discovered by instance based methods do not
use the schema information associated with the linked datasets. Work by Barati
et al. [5] describe how the lack of schema could negatively impact the induc-
tion of axioms. To this end, they propose SWARM (Semantic Web Association
Rule Mining), which generalizes Association Rule mining for the semantic web
setting. SWARM adds semantics to the association rules by using schema-level
knowledge such as rdf:type and rdfs:subClassOf statements. Augmenting the asso-
ciation rules with semantics allows us to interpret them as Behavioral Patterns.
For instance, consider a rule mined by SWARM as shown below:

{Person} : (livesIn,Delhi) ⇒ (Speaks,Hindi)

The rule above means that the dataset contains many instances to support
the pattern that a Person who is a resident of Delhi, speaks Hindi and SWARM
uses such rules to identify behavioral patterns from the linked datasets.

Ontology Matching and Alignment techniques [43] involve finding correspon-
dences among the properties either in the same ontology or across different
ontologies. Recent advances in this field have given emphasis on the use of
large linked datasets to align ontologies or match equivalent properties across
ontologies based on the evidence in the linked datasets. For instance, Suchanek
et al. propose PARIS [45], which automates the matching of instances, classes
and properties across ontologies. PARIS presents a probabilistic approach to
estimate the degree of overlap between the instances of two properties in the
datasets under consideration. It processes the instances in the linked dataset as
well as the ontologies associated with them to align equivalent predicates across
datasets. To work with heterogeneous datasets, Suchanek et al. begin by finding
equivalent instances across these datasets. They propose a probabilistic model
to find equivalent instance pairs. For example, two instances x ≡ x′ holds if
there is a common predicate r such that triples r(x, y) and r(x′, y′) exist in the
datasets, y ≡ y′ and r is inverse-functional. Here x, y belong to one dataset while
x′, y′ belong to another dataset. Observe that to align equivalent instances using
the above method, a common predicate r must exist in the two datasets. In
addition to finding equivalent instances, PARIS also attempts to discover equiv-
alent predicates (r, r′) across the two datasets and does so by using the instances
aligned in the method mentioned above. To discover equivalent predicate pairs
it checks for the existence of subsumption relation between them, i.e. r ≡ r′ if
r � r′ and r′ � r. Here, r ≡ r′ implies that r, r′ are equivalent predicates and
r′ � r implies that r′ is a sub-property of r. PARIS determines the probability
that r′ is sub-property of r i.e. Pr(r′ � r) as the ratio of number of instance-
pairs x, y in r′ that are also in r. Note that with the discovery of new equivalent
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predicate pairs, we can update the probability of equivalence of two instances
in the dataset which in turn updates the probability of equivalence of predicate
pairs. Thus, the two steps of finding equivalent instances and equivalent pred-
icates are iterated repeatedly until convergence, i.e. when the probabilities do
not change any more. It is found experimentally that the convergence is reached
after a few iterations. Details about how the probability values were calculated
are explained in [45].

On similar lines, Koutraki et al. [28] propose SORAL (Supervised Ontol-
ogy Relation Alignment), a supervised approach to learn the subsumption and
equivalence property axioms. They propose the use of several ILP (Inductive
Logic Programming) and frequency based features to model a binary classifier
to determine if a pair of predicates form an equivalence or subsumption axiom.
Some of these features are discussed below:

1. ILP based features: This set of features include the confidence measure
calculated normally and confidence calculated under the partial completeness
assumption [22]. PCA works best when predicates are functional or quasi-
functional (The authors in [22] quantize the functionality of a predicate as a
value between 0, 1 where a value of 1 implies the predicate is functional and
0 otherwise. Quasi-functional predicates are those which have a functionality
values close to 1). To overcome this drawback, Koutaki et al. introduce PIA
(Partial Incompleteness Assumption) which can be considered as a weighted
PCA for less functional predicates.

2. Frequency based features: These features consider statistics of entities in
the dataset like cardinality of relations, type distributions of predicates etc.
The features under this category include the functionality of predicates, Jac-
card Similarity between the type distributions of 2 predicates. These features
also include joint probabilities of confidence score calculated normally and
under PCA.

It is worth noting that the training data used in the learning algorithm was
created by the authors. Thus, being a supervised technique to align predicates, it
is dependent on existence of a training resource. Koutraki et al. [28] also suggest a
method to alleviate the challenges of handling large linked datasets by using some
sampling techniques. They present experimental results for sample size 100, 500
and 1000. Through experiments Koutraki et al. show that a supervised method to
learn subsumption and equivalence axioms based on degree of overlap of instance
between two relations is effective in matching properties across ontologies.

However, a major drawback of techniques described above is assuming the
existence of common instances between ontologies. While it is a reasonable
assumption to make, the methods that depend on common instances fail when
the ontologies being aligned share very few or no common instances. To overcome
the lack of common instances in an ontology, Wijiya et al. [52] propose PIDGIN,
a system that supplements the lack of common overlapping instances between
ontologies with the information present in large natural language corpus. They
use the corpus to ground the relations and instances in the ontology to verbs
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and instances in the corpus respectively. This makes up for the lack of common
instances between ontologies being matched.

Domain and Range Restrictions. Often overlooked albeit important part of
ontologies are the Domain and Range restrictions related to properties. These
restrictions ensure that the instances in the subject or object of a property are
of the correct class-type. For instance dbo:manager has class dbo:SportsTeam
as Domain and class dbo:Person as Range, which means that the instances in
the subject of dbo:manager should belong to the class dbo:SportsTeam. However,
Tonon et al. [48] show that in most linked datasets, the domain and range restric-
tions are violated. Thus, we can enrich the corresponding ontology by updating
the domain and range restrictions based on the evidence in the linked datasets.
For example, consider the property dbo:manager above. Even though the DBpe-
dia ontology mentions dbo:SportsTeam, the instances in the linked data suggests
that the domain should be dbo:SportsSeason.

Work by Tonon et al. [48] explores determining the domain and range of prop-
erties based on the instances in the linked dataset. They propose LeXt and ReXt
to suggest the instance based domain and range of properties. The LeXt performs
a depth-first search on the class-type hierarchy for each instance in the subject of a
property to statistically determine the most specific class of instances occurring as
the domain of the properties. Similarly ReXt determines the instance-based range
of a predicate. Töpper et al. [49] also propose a frequency based method to suggest
the domain and range of properties in linked dataset based on the class-types of the
instances in the subject and object of a property.

3 Discovering Concept Axioms

In ontologies, Concept Axioms play an important role in expressing the rela-
tionships that hold between the different Concepts. The semantics of Concept
axioms are shown in Table 2 where we see that compared to property axioms,
class axioms are less diverse.

Töpper et al. [49] motivated the need for disjoint axioms as a means to find
inconsistencies in a linked dataset. They propose to find similarity between two
concepts in the ontology, thus, those concept pairs that have similarity scores below
a fixed threshold are considered disjoint. To this end, they represent a concept (C)
in the vector space. The length of the vector is equal to the number of properties

Table 2. Semantics of Concept Axioms: Ci, Cj are concepts in a linked dataset KB
and x, y, z are distinct instances in the KB. Here, Ci(x) denotes that x is of class-type
Ci in the KB.

Axiom Semantics

Subsumption (Ci, Cj) Ci(x) ∈ KB =⇒ Cj(x) ∈ KB

Equivalence (Ci, Cj) Ci(x) ∈ KB =⇒ Cj(x) ∈ KB ∧ Cj(x) ∈ KB =⇒ Ci(x) ∈ KB

Disjoint (Ci, Cj) Ci(x) ∈ KB =⇒ Cj(x) �∈ KB
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in the dataset. The weight of each property is modeled after tf, idf in Informa-
tion Retrieval where the tf part denotes frequency of occurrence of the property
with class C in the dataset and the idf part denotes the general relevance of the
property in the dataset. Additionally, Fleischhacker et al. [18] propose a method to
inductively learn disjointness axioms. They discuss multiple strategies like learn-
ing correlation between two concepts based on the count of common instantiations
between them. Thus, concepts that have very low or negative correlation are con-
sidered to be disjoint with each other. Another technique they suggest is similar to
[19] where the difference lies in the representation of rows (discussed in Sect. 2.1).
In this case, a row in the transaction table represents the set of concepts that an
instance belongs to.

Similar to property axioms, a large portion of the work in literature discusses
the discovery of concept subsumption axioms. The set of all subsumption axioms
in an ontology aid in creating the class hierarchy or the taxonomy while equiv-
alence axioms are mostly used to align two different ontologies. Volker et al.
[51] propose a framework which is a precursor to [19], explained in Sect. 2.1. As
explained in the discussion about the disjointness axioms above, the difference
between [19,51] is in the representation of transaction tables and in the patterns
that are matched to interpret association rules as axioms. Li et al. [33] suggest an
improvement over [51] by proposing a method to mine axioms more efficiently. It
involves dividing the linked dataset into several blocks (based on disjoint prop-
erties) to facilitate the application of mining axioms in parallel. Also note that
the methods [21,45] mentioned in Sect. 2 can also be used to find equivalent and
subsumption class axioms.

In addition to the axioms shown in Table 2, [33,51] also discover class expres-
sions like Ci � ∃r.Cj or ∃r.Cj � Ci. Here Ci, Cj are concepts and r is a property
in an ontology. The class expression above can be considered as a specialized
form of subsumption axioms where the latter expression suggests that when-
ever we have a triple < x r y > in KB and Cj(y), then we have Ci(x). Such
class expression are useful in describing class definitions. For instance for the
expression Ci � ∃r.Cj , if r is authorOf, Cj is Journal Article and Ci is Doc-
toral Advisor then, it means that every Doctoral Advisor besides other things
has authored a Journal Article.

The DL-Learner framework [12] encompasses various algorithms for inductive
learning of concept axioms and class expressions. The procedure followed by
the framework to detect axioms is as follows [11]: Frequent axiom patterns in
various ontologies are discovered and converted into corresponding SPARQL
query patterns. The query patterns are then applied to other datasets to enrich
them with new axioms. For example, in the experiments conducted by [11],
patterns have been mined from more than one thousand ontologies and then
applied on the DBpedia dataset. A few patterns which were obtained among the
top 15 patterns are given below:

A SubClassOf p some (q some B), or equivalently A � ∃p.(∃q.B) in DL
A equivalentTo B and p some C, or equivalently A ≡ B � ∃p.C
A SubClassOf p value A, or equivalently A � ∃p.{A}



40 S. Subhashree et al.

A few axioms which were obtained by applying the above patterns on DBpedia
are:

Song equivalentTo MusicalWork and (artist some Agent) and (writer
some Artist), or equivalently Song ≡ MusicalWork � (∃artist.Agent) �
(∃writer.Artist)
Conifer SubClassOf order value Pinales, or equivalently Conifer �
∃order.{Pinales}

The algorithms proposed under the DL-Learner framework for learning of class
expressions are described in Sect. 5.

3.1 Discussion

It is worth noting that most of the methods we discussed in this and in the
previous section focus on the discovery of subsumption and equivalence axioms,
be it property or concept axioms. These axioms, while crucial to formation of a
class/property hierarchy, limit the diversity of the axioms in the ontology. We
believe that expanding the scope of these methods to discover additional axioms
namely, Functionality, Inverse functionality, Inverse, Transitivity will enhance
the understanding of the underlying domain and also help in keeping the dataset
consistent with the world-knowledge. Thus, the discovery of axioms that add
value to the ontology is one of the promising areas of research. Additionally,
with the use of PCA (and PIA), several works described in the Sections above
compensate for the incomplete nature of data in the semantic web. While this is
a step in the correct direction, a technique that is not restricted by the function-
ality of the predicates (like PCA) will surely provide a more versatile method
to overcome the incompleteness in semantic web and thus is a potential future
extension.

4 Discovering New Properties

Most of the linked datasets are deficient in the number of object properties they
have. For example, the linked dataset YAGO has 488,469 classes [34]. Among
such a huge number of classes, surprisingly there are only 32 object properties12

and hence looking for more object properties to connect these classes becomes
a necessary step towards enriching linked datasets. Details of the methods pro-
posed in literature to add new object properties are given below:

Several works have been proposed to discover new object properties in the
context of enriching the NELL (Never Ending Language Learner) Knowledge
Base. NELL [37] is a part of the “Read the Web” project13 which is an initiative
12 http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/

research/yago-naga/yago/statistics/ - totally there are 60 object properties, but
28 of them connect the domain class to the class http://dbpedia.org/class/yago/
YagoLiteral.

13 http://rtw.ml.cmu.edu/rtw/.

http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/statistics/
http://www.mpi-inf.mpg.de/departments/databases-and-information-systems/research/yago-naga/yago/statistics/
http://dbpedia.org/class/yago/YagoLiteral
http://dbpedia.org/class/yago/YagoLiteral
http://rtw.ml.cmu.edu/rtw/
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to create a machine that learns to read the entire web. NELL has been run-
ning continuously since January 2010 and it performs two main tasks - extract
facts from web pages, and improve its learning techniques to extract more accu-
rate facts in future. NELL has a few helper systems which aid it in extending its
T-Box so that more instances of the newly discovered relations and concepts can
be fetched by NELL from the web. Mohamed et al. proposed OntExt (Ontology
Extension system) [38] which discovers new relations given two categories from
the NELL ontology (classes are called as categories in the NELL KB). OntExt
does this by extracting text patterns from the web corpus and clustering them
based on co-occurrence values. For example, if the phrases “Ganges flows through
Allahabad” and “Ganges in the heart of Allahabad” occur in the web corpus with
a very high frequency then this is taken as an indicator that the patterns, “flows
through” and “in the heart of” are similar to each other. When such an evi-
dence is shown by many number of subject-object pairs, OntExt gives a very
high similarity score between the two patterns. In general, OntExt works in the
following manner: given a pair of categories and a set of sentences-each contain-
ing a pair of instances known to belong to the given categories, OntExt collects
the words in between the instances from each sentence and calls these words
a “context-pattern”. Then it builds a co-occurrence matrix (context-pattern X
context-pattern) which is based on the frequencies of occurrence of the context-
patterns with the same subject-object instance pairs. For example, in the above
case of finding relations between Rivers and Cities, if the pair “Ganges” and
“Allahabad” occurs with the context-pattern “flows through” with a frequency
f1 and the pair occurs with the pattern “in the heart of” with a frequency f2,
then the matrix entry corresponding to these two context-patterns will be given
a value of (f1 + f2). In case there is another subject-object pair (for example-
Thames, London) occurring with both these context-patterns with frequencies
f3 and f4 respectively, then the matrix cell value becomes (f1 + f2 + f3 + f4).
K-means clustering is applied on the normalized matrix to group the related
context-patterns together. The centroid of each cluster is proposed as a new
relation. OntExt also generates the instances (subject-object pairs) of these new
relations based on how often each subject-object pair co-occurs with a new rela-
tion in the web corpus. OntExt was followed by newOntExt [6,7] whose primary
goal was to overcome certain challenges faced by OntExt and to make the ontol-
ogy extension process scalable and feasible so that it can be effectively utilised
on the NELL Knowledge Base. The authors incorporated the following changes
in newOntExt: Instead of considering all the words in between the two input
instances as a pattern, newOntExt used ReVerb [17] for extracting the patterns
in order to reduce the number of noisy patterns obtained. In order to reduce the
computational cost, a more elegant file structure was used for searching through
the sentences. Instead of considering every pair of categories as input to this
system, reduced category groups of interest were formed to pick the input cat-
egory pairs (for example, the categories related to the domain of sports: sports
league, sport, athlete and sports team). Later, Cergani et al. [13] identified the
following issues in the clustering phase of newOntExt: An entity pair cannot be
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connected by multiple relations and even the most obvious outliers (noisy rela-
tions) cannot be removed by their clustering phase. Also, the number of clusters
had to be specified before-hand. Hence they have proposed a minor improve-
ment to overcome these issues by replacing the clustering phase of newOntExt
with matrix factorization techniques such as Non-negative Matrix Factorization
(NMF) and Boolean Matrix Factorization (BMF). The authors of [44] made the
following observations w.r.t. the working of newOntExt: The number of incor-
rect relations produced by newOntExt is high mostly because the new relations
are not filtered based on any contextual check. Even semantically dissimilar but
meaningful relations are placed in the same cluster and hence important rela-
tions get dropped by newOntExt. Also, the relations produced are not grounded
to the knowledge base (by grounding, we mean mapping of discovered relations
to existing LOD object properties). In [44], the authors propose a system called
DART (Detecting Arbitrary Relations for enriching T-Boxes of Linked Data) to
enrich linked datasets with new object properties between two given classes by
means of contextual similarity detection and paraphrase detection tools. DART
performs grounding of relations and is also shown to be better than newOntExt
in terms of both precision and recall.

Nimishakavi et al. [39] have explored the idea of using tensor factorization
models for inducing new relations and their schemas from OpenIE triples into
an ontology. By a relation schema, they mean the type signature of the relation.
For example, the type signature for the relation cityLocatedInCountry is cityLo-
catedInCountry(City, Country). The OpenIE triples are represented as a tensor.
An element xijk of the tensor refers to triple formed by ith noun phrase, jth

noun phrase and kth verb phrase. The possible hypernyms of the noun phrases
are collected from the text corpus using Hearst patterns [23] (for example, “a
<hypernym> such as a <noun phrase>”) and stored in a matrix. Another matrix
is used to store the similarity between the verb phrases (relations). The intu-
ition behind using this similarity matrix is that if two relations are found to be
similar in meaning, then their type signatures should also be same/similar. By
similarity, the authors mean the cosine similarity of the Word2Vec vectors of
the verbs [36]. Coupled factorization of the tensor and the two input matrices
is performed to obtain a core tensor which contains the relation schemas such
as suffer from(patient, disease), have undergo(patient, treatment) etc. and
a matrix containing the assignment of the noun phrases to the classes.

SOFIE, the system proposed in [46], has been primarily designed for adding
more instances of existing relations i.e. for A-Box enrichment. However, the
authors have conducted experiments and demonstrated its application for adding
a new property and its instances. The authors introduce seed instances manually
for a new property and thus adopt the same system to add more instances of the
new property. SOFIE works in the following manner: First, facts are collected
in two ways - ontological facts collected from the dataset under consideration
(includes the manual seed instances for the relation) and textual facts collected
from the corpus. These existing facts are given a truth value of 1. Hypotheses
for new facts are formed using the known facts. Truth value of these hypotheses



Review of Approaches for Linked Data Ontology Enrichment 43

are said to be unknown. In order to determine which hypotheses should be
accepted as true facts, a set of manually written logical rules are employed. Now
the problem is recast as finding the hypotheses that are likely to be true, such
that maximal number of rules are satisfied. This can be seen as a maximum
satisfiability problem (MAX SAT problem) with all facts, hypotheses and rules
rewritten as logical clauses in a uniform manner. A lower set of weights are
assigned to clauses which can be violated and a very large weight is assigned
for those clauses which are derived from existing facts. A new approximation
algorithm (as MAX SAT problem is NP-Hard) called the Functional Max Sat
(FMS) algorithm has been implemented to solve this Weighted Max Sat problem.
It should be noted that SOFIE is different from the other systems described in
this Section in the following aspect: SOFIE needs to know what property should
be added to the linked dataset, while the other systems do not take this input.

5 Discovering New Classes

There are quite a few works in the literature which focus on learning class expres-
sions to enrich ontologies. Petrucci et al. [42] solve the problem of class expression
learning from natural language text with a learn-by-examples approach. They
formulate the problem as a machine transduction task. In this case, a sequence
of words in natural language has to be converted into a sequence of logical sym-
bols - a formula. The system operates in two parallel phases, namely, sentence
transduction and sentence tagging. The sentence transduction phase identifies
the logical structure of the formula corresponding to the natural language input
given. The output of this phase is a formula template. The sentence tagging
phase tags each word of the input sentence into one of the following types: a
concept, a role, a number, or a generic word. Then these tagged words are fit
into the formula template to generate the final class expression. For example, let
(2) be given as input to both the phases.

A bee is an insect that has 6 legs and produces honey. (2)

Sentence transduction phase outputs the template (3) while the sentence tag-
ging phase tags the sentence and outputs (4).

C0 � C1 � (= N0R0.C2) � (∃R1.C3) (3)

A [bee]C0 is an [insect]C1 that [has]R0 [6]N0 [legs]C2 and [produces]R1 [honey]C3

(4)
The outputs of both the phases are combined to produce the class expression
given in (5).

Bee � Insect � (= 6have.Leg) � (∃produce.Honey) (5)

Both the phases employ Recurrent Neural Networks (RNNs) to accomplish their
goals. The training data for sentence transduction phase would ideally consist
of huge number of pairs of natural language sentences and their corresponding
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DL axioms. Since such a dataset was not available, the authors have created
such a training dataset. The authors have first verbalized a set of OWL class
definitions using Attempto Controlled English (ACE) [26] to get definitions such
as the one given in Eq. (2). Then natural language variations of the verbalization
were added manually and finally a generalized grammar was built to generate
huge number of such training instances.

The authors of [2] handle the problem of class expression learning through
syntactic transformation of English sentences to OWL axioms. Syntactic trans-
formation is implemented through various rules of transformation of the parse
tree of a sentence. The paper proposes a new controlled natural language called
TEDEI (TExtual DEscription Identifier) to define the scope of the input sen-
tences that can be handled by their system. They employ an existing controlled
natural language, namely ACE, as an intermediate language and in this way,
address some of the limitations of ACE in the context of ontology authoring.
They also investigate the impact of two types of ambiguity in natural language
sentences, namely lexical ambiguity and semantic ambiguity. Instead of produc-
ing one axiom from a given sentence, their system generates all possible axioms
that can be generated from the sentence, which are then presented to the user.

As mentioned in Sect. 3, the DL-Learner framework [12] encompasses a set
of algorithms for learning class expressions by means of refinement operators i.e.
a refinement operator is used to traverse an ordered search space in order to
determine the correct concept definition. Informally, a refinement operator can
be defined as follows: a downward refinement operator is one which gives rise to
a set of more specific concepts and an upward refinement operator returns a set
of more general concepts for the given input concept. The general goal of these
algorithms is to devise refinement operators that have the following properties
[31] while still being able to efficiently traverse through the search space in search
of good candidate class expressions:

Let ρ be a downward refinement operator.

Finite: ρ is finite iff ρ(C) is finite for any concept C.
Non-redundant: ρ is redundant iff there exists a refinement chain from a
concept C to a concept D, which does not go through some concept E and a
refinement chain from C to a concept approximately equal to D, which does
go through E.
Proper: ρ is proper iff for all concepts C and D, D ∈ ρ(C) implies C �≡ D.
Complete: ρ is complete iff for all concepts C and D with C � D we can
reach a concept E with E ≡ C from D by ρ
Ideal: ρ is ideal iff ρ is finite, complete, and proper.

However, no refinement operator is ideal and hence the algorithms in the frame-
work work towards handling the missing properties. The major refinement-
operator based algorithms are OCEL, CELOE, ELTL and ISLE [12]. OCEL
(OWL Class Expression Learner) was the first algorithm defined specifically
for the Description Logic ALC. It was designed to cope with redundancy and
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lack of finiteness property of the refinement operator. CELOE (Class Expres-
sion Learning for Ontology Engineering) [29] which is an evolved form of OCEL
contains changes specific for learning shorter class expressions as long concept
expressions are difficult to maintain and understand in the context of ontology
creation. ELTL (EL Tree Learner) [30] is an algorithm for class expression learn-
ing specifically designed to suit the OWL EL profile. ISLE (Inductive Statistical
Learning of Expressions) [10] which is an extension of the ELTL, also took tex-
tual evidence from external corpus into account. Information from the corpus
has been used to modify the search heuristic and has been proven to give more
accurate expressions on manual evaluation.

Another set of algorithms proposed within the DL-Learner framework for
class expression learning which are not based on refinement operators are PAR-
CEL and Fuzzy-DLL. PARCEL (Parallel Class Expression Learning) [50] is suit-
able for situations which are better solved by parallelization. PARCEL computes
partial definitions of a learning problem, which are then aggregated to give com-
plete solutions. Fuzzy-DLL [24] was proposed to handle class expression learning
in vague and imprecise domains.

While the above described systems learn class expressions, the system pro-
posed in [39] (see Sect. 4) finds and adds new classes (atomic class names) to the
ontology in the process of finding new properties. The coupled tensor factoriza-
tion process results in a core tensor and a matrix. The core tensor consists of
the relation schemas generated and the matrix contains noun phrases assigned
to new classes.

5.1 Discussion

The task of inducing new properties and classes from within the linked dataset
itself is very difficult to accomplish and hence it becomes imperative to make use
of external sources. In this context, data generated through web-scale informa-
tion extraction systems [17] (which include OpenIE systems such as TextRunner
[4], WOE [53], ReVerb [17], SRLIE [14], OLLIE [35] and systems such as NELL,
ClausIE [15]) serve as a good starting point for enriching Linked Data. Map-
ping triples from the former kind of systems (let us call them web triples) to
Linked Data’s RDF triples can be beneficial in two ways: Linked Data can give
more structure and accuracy to the web triples and Linked Data can be enriched
(both A-box as well as T-Box) through the web triples. We have seen this trend
in [7,38] and also in [39] where the web triples form one of the main inputs for the
proposed system. Another set of works following this direction are [16,56]. [56]
proposes a framework to give RDF representation to NELL triples. [16] gives
RDF representation to NELL KB by linking it to DBpedia and also enriches
DBpedia in the process. However, these works are confined mostly to the NELL
KB while the opportunities of exploiting the outcomes of the other web-scale IE
projects remain largely unexplored.



46 S. Subhashree et al.

6 Conclusion

In order to realize the full potential of Linked Data in various applications,
it is important to enrich LOD with as many appropriate ontological axioms
and assertions as possible. This paper acquaints the readers with the recent
advancements in the field of T-Box enrichment of LOD datasets. Techniques for
discovery of property and class axioms are mostly based on the RDF triples from
within the linked datasets itself while discovery of new properties and classes rely
on external sources of data such as OpenIE triples. These enrichment techniques
move the datasets towards completeness, all the while making sure that the
datasets remain consistent and the manual effort for verifying the correctness of
the newly added properties, classes and axioms is reduced. However, as discussed
in Sects. 3.1 and 5.1, there are many directions to be explored that might enable
further enrichment of LOD.
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Abstract. Formally verifying that a compiler, especially an optimizing
one, maintains the semantics of its input has been a challenging problem.
This paper surveys several of the main efforts in the area and describes
recent efforts that target the LLVM compiler infrastructure while taking
a novel viewpoint on the problem.

1 Introduction

Formal verification attempts to formally verify a formal system against its for-
mal specifications. It is well known that formal verification is most effective at
high levels of abstraction. The verified high-level models, however, have to be
transformed into executable code. Hence, A “good” verification effort should
include all phases of the translation.

Today’s compilers are often optimizing and perform many modifications to
their input. Consequently, it is virtually impossible to create a mapping between
the high level system and the code they produce. Yet, it is often the case, as in
mission critical code, that it is vital that every step is formally proven.

Active research into the formal verification of optimizing compilers has been
going on almost since the introduction of high-level languages and compilation.
Generally speaking, a compiler receives a high level code, translates it into some
intermediate language (which we call IR for Intermediate Representation), and
performs a sequence of IR into IR modifications, say IR1 to IRn. The final IR,
IRn, is then translated into a low level code, often machine language. Here we
focus on verification of the IR sequence, namely, formally establishing that IRn

satisfies the specifications described by IR1. We thus ignore efforts to show that
IR1 implements the high level code, and that the machine code implements IRn.
These, while extremely important, are of a different nature since they deal with
two different languages.

We survey the main efforts of accomplishing such a proof. Roughly speaking,
there are two directions that have been pursued. One can view the compiler as a
translator from one IRi into the next. The first approach is to directly verify the
translator itself, that is, to formally verify that for every input of the compiler, its
output preserves the semantics of the input. While this seems daunting (and it is),
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many modern compilers are modular, so rather than verifying a formidable mono-
lithic code base, one can verify each module separately, making the task more man-
ageable. Of course, if any of the modules is modified, it should be re-verified.

The second approach was first proposed in [24] in the context of equivalence
of LISP code and its translation into an assembly language, and then in [21] in
the context of translating Signal code into ADA. The approach suggests that
rather than verifying the “translator” (the compiler itself), one verifies that the
code produced by each run—“translation”—implements the input code. That is,
each run of the compiler is verified separately. In the notation above, for every
i = 2, . . . , n, one shows that IRi implements IRi−1. This approach was termed
Translation Validation (TV). At first glance this seems to be impossible, after
all, equivalence of even “just” context-free languages is undecidable. At a second
glance this seems to be inefficient, that the overhead incurred will not be worth
the freedom of not having to verify the whole compiler. Both these points turn
out to be easily addressed. For the first, one should note that the transformations
of the code performed by a compiler are simple and one needs only to establish
some trivial properties, such as “if x = 4 then after x := x + 3 is performed,
x = 7.” For the second, it turned out the overhead is minimal and well justifies
the effort.

The TV approach has a couple of other advantages. Not only does it allevi-
ate the need to verify a frequently modified moving-target compiler, it also can
accommodate compilers that are closed-source as those whose code is propri-
etary. Moreover, it generates verification conditions (VCs) that can be indepen-
dently checked by numerous theorem provers. This, in turn, allows for certifica-
tion of the compiled code.

After the survey we describe our current efforts in applying TV to LLVM.
LLVM is a relatively new compiler platform that is being adopted by many
operating systems. It is open source, and, unlike many other compilers, each of
its “passes” (the code that moves from IRi into IRi+1) is independent from the
other. This allows to simplify TV and to apply scant knowledge and understand-
ing of the code to create VCs.

As stated above, the transformations that a compiler performs are rather
simple. This is partially due to the known “rule” that the analysis the compiler
performs has to be extremely efficient, at most linear (the GCC wiki page, e.g.,
has as rule 1: “Do not add algorithms with quadratic or worse behavior, ever1.”)
However, if one cares more about runtime than about compile-time, then this
no longer holds. After all, one may be willing to wait hours or days to optimize
a program that is to run frequently (for example, a Domain Name Server). For
such, we experimented with using external, possibly slow, more precise static
analyzers. Our results are that we can push optimizations even further and get
better runtime results when combining TV with such external tools.

1 https://gcc.gnu.org/wiki/Speedup areas.
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2 A Survey

Compilers are rather buggy, and, consequently, so are optimizing compilers. The
work in [26] describes a randomized test-case generator that produces C pro-
grams to trigger deep compiler bugs, and, as expected, many (325) bugs were
found in numerous (11) compilers. Proteus [12] uses [26] to perform randomized
link-time optimization testing and uncovered 37 bugs in GCC and LLVM. More
than 75% produce mis-compiled code. Those bugs were all reported and fixed.

One approach to verification of optimizing compilers is to verify the “trans-
lator” itself, that is, the compiler. This can be done by generating a machine-
checkable manual proof. We describe several examples of this approach, some
targeted at LLVM. The other approach is TV, and we describe some of the
efforts in this direction.

2.1 Compiler Verification

Perhaps the earliest work in compiler verification dates to 1967, when John
McCarthy and James Painter proved the correctness of a compiler that translates
arithmetic expressions into machine language [17]. Another early work (starting
late 1980s) is described in [11], where the entire chain from high level code
to machine code was verified using the theorem prover ACL2. Based on [5],
optimizing compilers have become a target for research several decades later, in
2000, and the earlier work employed TV.

Cobalt [14]: Cobalt is a domain-specific language for implementing optimiza-
tions as guarded rewrite rules, with its generator of proof obligations that is
based on temporal logic to reason about data flow analysis (this type of rea-
soning was proposed in [25].) The idea behind Cobalt is to create verification of
simple transformations that can be later used as building blocks when attempt-
ing to establish more complex ones.

Consider, for example, the transformation used for constant propagation.
Roughly speaking, when a variable, say x, is a constant, then constant prop-
agation is an optimization that replaces every reference to x by that constant.
This allows to save the number of allocated registers and detect unreachable
code. This transformation can be expressed by the temporal expression whose
meaning is explained below:

Stmt(x := C); ¬MayDef (x) Until (y := expr ⇒ y := expr [x ← C])

Generally, in an assignment of the type y := expr(x1, . . . , xn) the variable on the
left-hand-side (y) is defined, and the variables on the righ-hand-side (x1, . . . , xn)
are used. The expression above, which is written in a Cobalt-like syntax, states
that if x is defined as the constant C, and x is not re-defined until it is used in an
expression that defines y as an expr which depends on x, then in the definition
of y, every reference to x can be safely replaced by the constant C.
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1 x := 3 ;
2 y := 5 ;
3 z := x + 4 ;

Before

1 x := 3 ;
2 y := 5 ;
3 z := 7 ;

After

Fig. 1. Code before and after constant propagation

Consider the example in Fig. 1 where x is defined in statement 1, is not
re-defined in statement 2, and is used in statement 3.

Using the expression above, at statement 3 we have:

{stmt1 :(x := 3)}; ¬MayDef (x)) Until (y := x + 4 ⇒ y := 7)

which justifies the correctness of the transformation in the figure.

CompCert [15]: CompCert is a verified compiler developed by Xavier Leroy
and his colleagues. The goal of CompCert is to formally verify an optimizaing
compiler whose input is in Clight (a subset of C) and whose output is PowerPC
assembly code. Each optimization is verified by Coq [1]. In the terminology
above, the code that translates each IRi+1 into IRi is verified.

Most optimizations in CompCert are verified by defining a simulation rela-
tion, match state, between the (symbolic) states of the code before and after
the optimization. The online repository of CompCert2 provides with numerous
examples of verified optimizations, including that of constant propagation.

LLVM3 (Low-Level Virtual Machine) is a relatively new open-source com-
piler infrastructure that is widely used. There has been considerable effort in
verifying its optimizations. Similarly to GCC, LLVM’s IR language uses Single
Static Assignment (SSA) [2]. Unlike GCC, the static analysis of LLVM is not
“centralized” but rather each optimization is in charge of performing the static
analysis it needs. We now review several projects whose goal is to verify LLVM
optimizations.

Vellvm [28]: Vellvm (verified LLVM) is a framework that is specific to LLVM’s
IR. It includes a formal semantics for the IR language, and a framework to reason
about IR to IR transformation, all in Coq. Vellvm covers a wide spectrum of
LLVM’s IR, including heap operations and procedure calls. Vellvm was used in
[29] to verify a variant of the mem2reg LLVM transformation that translate into
the initial SSA and performs some register allocation. (It is interesting to note
that Vellvm failed to cover the original mem2reg. We’ll return to this point when
discussing witnesses.)

Project Vellvm verifies LLVM optimizations in a method that is similar to
CompCert. It handles optimizations in a way the is reminiscent of Cobalt: Each
2 https://github.com/AbsInt/CompCert.
3 https://llvm.org/.
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optimization is divided into several micro-steps, that include, for example, a
single instruction removal. Using program refinement, each the micro step is
proved to be well-formed and to preserve the semantics of the source program.
One then composes the proofs of the micro steps in order to obtain a proof
for the correctness of the full transformation. (The next section contains formal
definitions of refinement relation and compositionality.) Using a clever pipelining
mechanism, Vellvm allows to re-cycle proofs, yet, these still to be manually
generated in Coq.

Alive [16]: Alive is a domain-specific language that is suitable for writing pro-
gram optimizations. Alive automatically verifies the transformation. Based on
prior work ([26]), the authors of Alive found that the LLVM pass that combines
instruction, InstCombine, has numerous bugs (this is a rather tricky pass that
has many sub-cases and corner cases.) This InstCombine passed into Alive, and
the tool detected numerous bugs, which were then shown to be true bugs in Inst-
Combine (as opposed to modeling mistakes.) Alive creates VCs which is sends
to Z3 SMT solver4.

Figure 2 shows an example of an InstCombine optimization in the Alive syn-
tax. The first two lines is the source code, and the last line its optimized target
code. There, 32-bit integer x is shifted left, then right, 29 positions. The target
replaces the two shifts by a logical and with the decimal constant 7.

%1 = s h l i 32 %x , 29
%2 = l s h r i 32 %1, 29

=⇒
%2 = and i32 %x , 7

Fig. 2. An InstrCombine transformation written in Alive

Figure 3 shows the resulting query to Z3, which attempts to find an assign-
ment for x such that when shifted left, then right, 29 positions is not equal to its
bitwise and with the decimal 7. If Z3 cannot find such an x it reports failure, else
it returns some x that is a counterexample to the correctness of the optimization.

( d e c l a r e−c o n s t X ( B i tVec 32 ) )
( a s s e r t ( no t (=

( b v l s h r ( bv sh l X 29) 29)
( bvand X 7)

) ) )

Fig. 3. Z3 query generated by Alive for the example optimization

4 https://github.com/Z3Prover/z3/wiki.
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2.2 Translation Validation

Recall that a compiler receives a source program written in some high-level
language, translates it into an Intermediate Representation (IR), and then
applies a series of optimizations to the program – starting with classical
architecture-independent global optimizations, and then architecture-dependent
ones such as instruction scheduling. Typically, these optimizations are performed
in several passes where each pass applies a certain type of optimization.

In order to prove that one code translates the other, we introduce of formal
model for a system defined by a code so to give a common semantics to both.
Here we follow the terminology in [31] and use the formalism of Transition
Systems (TS’s). The notion of a target code T being a correct implementation
of a source code S is then defined in terms of refinement, stating that every
computation of T corresponds to some computation of S with matching values
of the corresponding variables.

The intermediate code is a three-address code, most often (in modern compil-
ers) given in SSA . It is described by a flow graph, which is a graph representation
of the three-address code. Each node in the flow graph represents a basic block,
that is, a sequence of statements that is executed in its entirety and contains no
branches. The edges of the graph represent the flow of control.

Transition Systems: In order to present the formal semantics of source and
intermediate code we introduce transition systems, TS’s, a variant of the tran-
sition systems of [21]. A Transition System S = 〈V,Ω,Θ, ρ〉 is a state machine
consisting of:

– V a set of state variables,
– Ω ⊆ V a set of observable variables,
– Θ an initial condition characterizing the initial states of the system, and
– ρ a transition relation, relating a state to its possible successors.

The variables are typed, and a state of a TS is a type-consistent interpretation
of the variables. For a state s and a variable x ∈ V , we denote by s[x] the value
that s assigns to x. The transition relation refers to both unprimed and primed
versions of the variables, where the primed versions refer to the values of the
variables in the successor states, while unprimed versions of variables refer to
their value in the pre-transition state. Thus, e.g., the transition relation may
include “y′ = y + 1” to denote that the value of the variable y in the successor
state is greater by one than its value in the old (pre-transition) state.

The observable variables are the variables we care about. When comparing
two systems, we will require that the observable variables in the two systems
match. We require that all variables whose values are printed by the program be
identified as an observable variables. If desired, we can also include among the
observables the history of external procedure calls for a selected set of procedures.

A computation of a TS is a maximal finite or infinite sequence of states
σ : s0, s1, . . . starting with a state that satisfies the initial condition such that
every two consecutive states are related by the transition relation.
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A transition system is deterministic when the observable part of the ini-
tial condition uniquely determines the rest of the computation. We restrict our
attention to deterministic transition systems and the programs that generate
such systems. Thus, to simplify the presentation, we do not consider here pro-
grams whose behavior may depend on additional inputs that the program reads
throughout the computation. It is straightforward to extend the theory and
methods to such intermediate input-driven programs.

Let P
S

= 〈V
S
,Ω

S
,Θ

S
, ρ

S
〉 and P

T
= 〈V

T
,Ω

T
,Θ

T
, ρ

T
〉 be two TS’s, to which

we refer as the source and target TS’s, respectively. Such two systems are called
comparable if there exists a one-to-one correspondence between the observables
of P

S
and those of P

T
. To simplify the notation, we denote by X ∈ Ω

S
and

x ∈ Ω
T

the corresponding observables in the two systems. A source state s is
defined to be compatible with the target state t, if s and t agree on their observ-
able parts. That is, s[X] = t[x] for every x ∈ Ω

T
. We say that P

T
is a correct

translation (refinement) of P
S

if they are comparable and, for every σ
T

: t0, t1, . . .
a computation of P

T
and every σ

S
: s0, s1, . . . a computation of P

S
such that s0

is compatible with t0, then σ
T

is terminating (finite) iff σ
S

is and, in the case
of termination, their final states are compatible. Note that here the notion of
compatible states implies agreeing on values of all observable variables.

The definition above seems to imply that observable variables should only
match at the end of a computation. In fact, we want the output (assuming same
input) and at times procedure calls to also match whether or not computations
are terminating. We can therefore define a “stopping point” to be the prefix
of any computation that ends with either a true termination, an output (write
call), or even possibly a procedure call (for the latter, see discussion below). For
all such, we consider the true termination or output (or even procedure call) as
output-ing the values of all observables, and require that the target is compatible
with the source upon those output point.

As for procedure calls, we have some latitude. If a procedure all in tar-
get appears in source, then all observable (which include the parameters) must
match. However, at time (e.g., when inlining a procedure) the target may not
include a procedure call. In such cases, one has to choose the observables and
create artificial “termination points” so to be able to check the equality between
values of observables. While this may seem tricky to do, in practice it is not,
since one usually cares about the final values of variables rather than intermedi-
ate ones. To see this, consider, for example, a case of an observable variable X
that stores some counter whose final value is N2 for some input N computed by
a loop that adds successive 2 · i + 1 to X, i = 0, . . . , N . If X is output-ed after
every iteration, then the only target that matches the source has to do same,
and is therefore similar to the source (but for replacing 2 · i + 1 by adding 2
to the last incremented value.) If we only care about the final value of X, then
there are many optimizations that may occur, and the only thing that matters is
the last value of X. So, while X is observable, we only care about its value once
set to (presumably) N2, rather that about all its intermediate values before the
final one is defined.
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TVI [20]: Translation Validation Infrastructure (TVI) is the first project that
implements translation validation for optimizing compilers. TVI is provided with
a simulation relation of the form (PC

S
, pc

T
, α), where PC

S
is a source location

(basic block), pc
T

is a target location, and α is a conjunctions of equalities that
describe relations between variables in V

T
and V

S
.

Going back to the example of Fig. 1, we may view all the statements as if in
the same basic block, say B1. There is a single exit from the block, assume it is
to B2. There, the data mapping α may include

(
B1, B1,

∧

v∈{x,y,z}
v = V

)

(where the lower case variables are target ones and upper case are source ones)
as well as

(
B2, B2,

∧

v∈{x,y,z}
v = V ∧ x = 3 ∧ y = 5 ∧ z = 7

)

TVI checks that if the simulation relation holds at the beginning of some simple
path, it holds at its end.

TVI was implemented on GCC and was successful in validating numerous
programs. It was the first true implementation of TV to a real-life optimiz-
ing compiler. It has two apparent weaknesses: For one, the simulation relations
are manually generated. For another, the lack of invariants (which we’ll see in
TVOC) restricts TVI’s power to optimizations that are completely order pre-
serving. In particular, it cannot handle any code motion, including LICM.

TVOC [30]: TVOC, Translation Validation of Optimizing Compilers is a project
that originated in NYU in the early 2000’s and headed by Benjamin Goldberg,
Amir Pnueli, Lenore Zuck, and later Clark Barrett joined the team and facili-
tated a direct connection from the VCs (Verification Conditions) produced by
the tool to the theorem prover CVC [3]. Yi Fang was the chief architect of
the project, and many other students contributed (including, Ying Hu, Ittai
Balaban, and Ganna Zaks).

TVOC’s history followed open-source compilers that were eventually closed-
sourced, the last in the chain was Intel ORC. The philosophy of TVOC (well
justified by the history of eventual closed-sourcing of initially open-source com-
pilers) was that the tool doesn’t have access to the compiler. This allowed to
initially depend on information from the compiler (static analysis, information
about optimizations performed) and eventually removing this dependence.

The main part of TVOC is that of global optimizations that are, more or
less, structure preserving. Roughly speaking, these are optimizations that do not
drastically change the ordering of statements. It does allow, for example, for a
statement to move in the code (as in LICM), but so that its execution is moved
back, or forth, more than a constant number of steps that is independent of the
values of variables. The latter occurs when, for example, loops are interchanged
or reversed.
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Let P
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〉 and P

T
= 〈V

T
,Ω

T
,Θ

T
, ρ
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〉 be comparable TS’s,

where P
S

is the source and P
T

is the target. In order to establish that P
T

is a correct translation of P
S

for the cases that the structure of P
T

does not
radically differ from the structure of P

S
, a proof rule, Validate is applied

[31]. The proof rule Validate is inspired by the computational induction app-
roach ([7]), originally introduced for proving properties of a single program, Rule
Validate provides a proof methodology by which one can prove that one pro-
gram refines another. This is achieved by establishing a control mapping from
target to source locations, a data abstraction mapping from source to target vari-
ables, and proving that these abstractions are maintained along basic execution
paths of the target program.

The proof rule assumes each TS has a cut-point set CP. This is a set of blocks
that includes the initial and terminal block, as well as at least one block from
each of the cycles in the programs’ control flow graph. A simple path is a path
connecting two cut-points, and containing no other cut-point as an intermediate
node. We assume that there is at most one simple path between every two cut-
points. For each simple path leading from Bi to Bj, ρij describes the transition
relation between blocks Bi and Bj. Typically, such a transition relation contains
the condition which enables this path to be traversed, and the data transforma-
tion effected by the path. Note that when the path from Bi to Bj passes through
blocks that are not in the cut-point set, ρij is a compressed transition relation
that can be computed by the composition of the intermediate transition relation
on the path from Bi to Bj.

The main proof rule of TVOC (which can be found in [31] with a soundness
proof) calls for:

1. Control abstraction κ that maps target’s control points to source ones, such
that the initial and terminal blocks of target map into corresponding ones of
source;

2. An invariant over target variables for each basic block of target;
3. A data abstraction α which is a conjunction of (1) statement stating that

source location is at the κ-corresponding location of the target, (2) guarded
expressions of the form p → V = e where p is a condition, V is an source
variable, and e is an expression over target variables. It is required that for
every initial target block Bi, Θ

T
∧Θ

S
→ α ∧ϕi, that is, that the conjunction

of the initial conditions of the source and target implies α as well as the
invariant at Bi, and, similarly, that for every observable variable V ∈ Ω

S

whose target counterpart is v and every terminal target block B, α implies
that V = v;

4. For each pair of target basic blocks Bi and Bj such that there is a simple target
path from Bi into Bj (that has no other cutpoint on but for its endpoints),
construct a verification condition Cij that asserts if the assertion ϕi and
the data abstraction α hold before the transition, and the transition takes
place, then after the transition there exist new source variables that reflect
the corresponding transition in the source, and the data abstraction and the
assertion ϕj hold in the new state. Hence, ϕi is used as a hypothesis at
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the antecedent of the implication Cij . In return, the validator also has to
establish that ϕj holds after the transition. Thus, as part of the verification
effort, TVOC confirms that the proposed assertions are indeed inductive and
hold whenever the corresponding block is visited.

Following the generation of the verification conditions whose validity implies
that the target T is a correct translation of the source program S, it only remains
to check that these implications are indeed valid.

Using the example of Fig. 1, using B1 and B2 as before. The control abstrac-
tion then maps, for each i = 1, 2, the target Bi into the source Bi. There are
no invariants at the entry to B1, that is, ϕ1 = true. (There will be, however, an
invariant ϕ2, namely (x = 3) ∧ (y = 5) ∧ (z = 7).) If we follow the TVOC
literature and denote source variables by upper cases and target ones by lower
cases, we obtain the data mapping

α : (PC = κ(pc) ∧ (pc = 2 → (X = x ∧ Y = y ∧ Z = z))

where PC (resp. pc) is the source (resp. target) program counter. The verification
condition for the path from B1 to B2 is

C12 : (pc = PC = 1 ∧ pc′ = PC′ = 2 ∧ x′ = 3 ∧ y′ = 5 ∧ z′ = 7 ∧
X ′ = 3 ∧ Y ′ = 5 ∧ Z ′ = X ′ + 3)

→ (PC′ = κ(pc′) ∧ X ′ = x′ ∧ Y ′ = y′ ∧ Z ′ = z′)

which is trivially true.
The approach makes sense only if this validation (as well as the preceding

steps of the conditions’ generation) can be done in a fully automatic manner with
no user intervention. Indeed, as shown in [6], by performing its own static analy-
sis, TVOC can often compute all that is needed (control mapping, invariants,
data mapping, and verification conditions). At times there are several candidates
for κ and α. Then the tool uses some heuristics to choose one, and it if fails, it
may try others.

TVOC has a separate part to validate loop optimizations such as loop inter-
change, loop reversal, and tiling. Initially they were constructed using a file
(*.l) that seemed to have been kept for ORC debugging purposes. Later, the
dependence on this file was replaced by heuristics that guessed which loop opti-
mizations were applied [9], using only the fact that (in ORC) loop optimizations
followed global optimizations.

One should note the invariants of TVOC that gave it an additional power then
previous methods. These invariants allowed TVOC to deal with what referred
to above as “minor reordering” such as LICM. In fact, these invariants play a
major role in the LLVM project which is the topic of the next section. In essence,
they allow to carry information in between basic blocks. The more precise the
invariants are, the more precise the static analysis is, which, in turn, allow for
more aggressive optimizations.

TVOC, and tools similar to it that were developed at the time, did not deal
with either pointer analysis (in particular, aliasing) or inter-procedural optimiza-
tions (such as tail recursion, inter-procedural constant propagation, or inlining).
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Later [22], a framework for dealing with a certain type of inter-procedural opti-
mization was developed by the creators of TVOC. Yet, the implementation [27]
was not performed on the ORC (that, ironically, was no longer open source at
the time) bur rather on LLVM.

3 TV for LLVM: Witnessing

As before, a program is described by a transition system S = 〈V,Ω,Θ, ρ〉. We
assume that the CFG has a unique B basic block with no incoming edges such
that Θ → B, and a unique E basic block that has no outdoing edges. (Note that
even while a code may have several termination nodes, one can connect them all
to a single a E basic block so we lose no generality in assuming that there is a
single E basic block.) All other basic blocks are intermediate. We assume that a
program has no direct transition from B to E.

As in TVOC, one associates, with each basic block, a generalized transition
relation, describing the effect of executing the block. Here it is assumed that the
transition relation of a program is complete; that is, for every non-final state s,
there is a state s′ such that ρ(s, s′) holds. We also assume that the transition
relation is location-deterministic, in that there is a at most one transition between
any two locations. Formally, [(ρ(s, s′) ∧ ρ(s, s′′) ∧ s′[pc] = s′′[pc]) ⇒ s′ = s′′]
(where pc is the location variable). This allows non-determinism in the sense of
Dijkstra’s if -fi and do-od constructs where multiple guards may be true at a
state, since the successor states have different locations.

The notion of correct implementation (“program T (target) implements pro-
gram S (source)”) is just like before, only expressed directly as a simulation rela-
tion. More formally, fix a program S = 〈V

S
,Ω

S
,Θ

S
, ρ

S
〉 and T = 〈V

T
Ω

T
,Θ

T
, ρ

T
〉

and a relation 
 between T ’s and S’s states. A T -state t matches an S-state s if
t 
 s. The definitions of path matching and system matching follow. As before,
we require non-terminating computations of T to be matched to non-terminating
computations of S so rules out pathological “implementations” where T does not
terminate on any input.

One nice feature of the implementation notion is that it is compositional,
that is, If T implements S and U implements T , then U implements S. This
allows to seamlessly compose a sequence of transformation.

In practice, just like in TVOC, the matching relation is often a conjunction
of equalities of the form vS = E(VT ) where vS is a source variable and E(VT )
is an expression of the target variables. When T is derived from S by a set of
global optimizations, it often suffices to define 
 only for program counters that
are at the beginning of a basic block and to reason only on simple paths (that
include no cycles.) This is often insufficient for dealing with other transforma-
tions (for example, inter-procedural optimizations or loop optimizations) and
other methods have to be used.

We refer to a “good” 
—one that allows to prove an implementation
relation—as a witness. We outfit LLVM so thateach optimization pass with a
source S and a target T , the pass produces its own witness to the correctness
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(implementation relation) of the optimization. Based on the compositionality
property, if each pass has a witness, then so does that whole compilation.

3.1 Examples of Witnesses

Consider our example of constant propagation as described in Fig. 1, with B1
and B2 being the basic blocks as for the TVOC example. There, the transitions
relations for source and programs are the same: pc = 1 ∧ pc′ = 2 ∧ x′ =
3 ∧ y′ = 5 ∧ z′ = 7 and the witness is the trivial x = X ∧ y = Y ∧ z = Z
(where we follow the convention that upper case denote source variables and
lower case denote target variables.)

A slightly less trivial example is for the program described in Fig. 4. We show
each program with its CFG denoting its B and E blocks.

B3 : z := y + 10B2 : y := y + 1

B4 : z := y + 10

3 ∗ z < y 3 ∗ z ≥ y

E

B

E

B

B4 : z := 112

B1 : x := 10
y := 100
z := 50

B1 : x := 10
y := x ∗ x
z := 2 ∗ x + 30

B3 : y := 102

false true

B

B1 : x := 10
y := 100
z := 50
y := 102
z := 112

E

B1 : x := 10
y := 102
z := 112

B

E

(a) (b)

(c) (d)

Fig. 4. A sequence of transformation

The first, (a), is the source program. The second (b) is the result of constant
propagation and elimination of the resulting dead branch: since z = 50 and
y = 100, (150 =)3 · z > y(= 100), and the condition on the left branch evaluates
to false while the condition on the right branch evaluates to true, hence the left
branch is never taken and can be eliminated (unreachable code followed by dead
code elimination). Since basic blocks are only constrained by being single-entry
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single-exit, the basic blocks B1, B3, and B4 can now be merged into a single basic
block (block merge), as shown in (c). Finally, the first assignments to y and z
are never used, which renders them dead and they can be removed (dead store
elimination.)

Each sub-step ((a) to (b), (b) to (c), and (c) to (d)) can be assigned a witness
for each target location (basic block) in the obvious way. When composed we get
a witness for the (a) to (d) transformation. E.g., at location E the witness is:

pc = PC = E ∧ X = x ∧ Y = y ∧ Z = z ∧ x = 10 ∧ y = 102 ∧ z = 112

3.2 Witnesses vs. TVOC

The original goal of TV is to determine the equivalence of S and T . The method-
ology of doing that, which relies on heuristics, has become sufficiently complex so
to merit its own verification. In fact, all known implementations of the method-
ology require much ingenuity and skill. The witness approach requires instru-
menting each optimization pass. This instrumentation is rather simple. Ideally,
it would be obtained from the designer (c is extraneous) of the optimization. In
some cases it is possible to craft the instrumentation without deep understanding
of the optimization. This instrumentation is in the form of small “footprints,”
from which a witness can be constructed fully automatically. All the global opti-
mizations as well as the “simplify-CFG” ones were successfully performed by
Master’s level students with little experience in compilers. A notable example
(not performed by a student) is the instrumentation of mem2reg. This opti-
mization pass performs both translation to SSA and some register allocation.
A validation of a variant of this transformation took over 18 man months, 15K
Coq-lines ([4]), while using the witness theory, the creation of a witness for the
original transformation took three man month (most of which spent on under-
standing the code) and about 300-500 LOC in OCaml and C++ [18]. It is well
beyond the capabilities of TVOC.

Of course, TVOC and similar tools avoid instrumenting the compiler. Judging
from the history at the time, when compilers were rarely left open source, this was
probably the right approach in the early 2000s. Currently, however, compilers
are often open source, and instrumenting it so to ease validation is no more a
faux pas.

3.3 Implementation

The witness checking infrastructure for LLVM consists of two parts: witness
generation and refinement checking. Once an optimization pass is instrumented
(hopefully by its author, but usually by graduate students), a witness can be
generated for the optimization. The current implementation assumes that both
source and target codes are deterministic, that is, every state has a unique suc-
cessor. Suppose a source S (some IRi) and a target T (IRi+1) with a witness
relation 
. With the determinism assumption, the verification condition implied
by 
 is:

t 
 s ∧ ρ
T
(t, t′) ∧ ρ

S
(s, s′) =⇒ t′ 
 s′



Formal Verification of Optimizing Compilers 63

There are several tools that verify LLVM code against high-level specifica-
tions (see, e.g., [10,23]), as far as we know there are not tools that can check an
LLVM IR program refines another.

We chain two existing tools to accomplish this check: Smack and Boogie.
Smack [23] is ongoing project whose goal is to verify LLVM IR, and part of
it is a translation into Boogie. Boogie [13] is verification language using Z3
at the backend. We input the source and target code into Smack, and obtain
Boogie programs. These Boogie program, together with the witness relation

, are then composed with proper variable renaming to guarantee mutually
exclusive memory space. The composition is such that executions of matching
simple paths of source and target are interleaved. Boogie then generates and
checks the verification condition implied by the witness.

4 Conclusion

There is a growing awareness, both in industry and academia, of the crucial role
of formally proving the correctness of safety-critical portions of systems. Most
verification methods deal with the high-level specification of the system. How-
ever, if one is to prove that the high-level specification is correctly implemented
at the lower level, one needs to verify the compiler which performs the trans-
lations. Verifying the correctness of modern optimizing compilers is challenging
due to the complexity and reconfigurability of the target architectures and the
sophisticated analysis and optimization algorithms used in the compilers.

The paper surveys some of the work of the recent two decades in verifying
optimizing compilers. The first direction is to verify the compiler (translator).
The most successful effort in this direction is CompCert that combines the devel-
opment of the compiler with its verification.

Most compilers, however, are a given and not developed from scratch. For-
mally verifying a full-fledged optimizing compiler, as one would verify any other
large program, is often infeasible, due to its size and evolution over time. Trans-
lation validation offers an alternative to the verification of translators in general
and of compilers in particular. According to the translation validation approach,
rather than verifying the compiler itself, one constructs a validating tool which,
after every run of the compiler, formally confirms that the target code produced
is a correct translation of the source program. In addition to providing a proof
that the target code of the compiler implements the source code, the translation
validation approach also offers means to certify that the code produced is true
to its source. All TV methodologies output VCs, these can be verified by inde-
pendent theorem provers (or, as is often the case, SMT solvers), which allows
an additional degree of confidence. As an anecdote, SNECMA (currently Safran
Aircraft Engines) used to employ hundreds of highly skilled people whose sole
job was to manually check that optimized code correctly translated the source
code. With TV there is no need for such manual verification.

The paper surveys some of the past work in translation validation and
describes a current effort in providing with translation validation to LLVM. While
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we focused only on the global optimizations fragment of this effort, it was also
applied to loop optimization [19]. We are currently applying a novel technique,
that combines TV with re-writing rules, to validate inter-procedural optimiza-
tions. Yet another part of the witness theory that this paper omits for space rea-
sons is that of witness propagation. This is pretty similar to the invariants of
TVOC, only that the propagation mechanism allows to carry, from one transfor-
mation to another, any information that is known, as well as to constantly update
this information as optimizations passes are executed. The idea of propagation can
be used in numerous ways. To date, we augmented LLVM with external program
analysis tools (whose runtime is far from linear!) and propagated the resulting
witnesses as to accomplish more efficient runtime checks such as ones for buffer
and integer overflows. The results are very promising. In fact, they allow for what
used to be “unscalable” runtime check to be highly scalable [8].

It should be noted that all methodologies described here, in spite of pre-
sumably attempting to decide an undecidable problem, accomplish their task in
practice and incur a very small overhead.
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Abstract. Reliance on smart cards for our daily lives makes their secu-
rity essential. Credit card fraud has been a major hassle for electronic
commerce over the past few years. A worldwide standard for payment
has been introduced by Europay, Mastercard, and Visa (EMV) with
the objective of limiting the card payment frauds. The EMV standard
has two main pillars, card authentication (chip) - counters skimming and
counterfeiting frauds, and cardholder verification (PIN) - counters stolen
or lost cards fraud. Today EMV (aka Chip-and-PIN) is the leading sys-
tem for the card payments worldwide with more than 4.8 billion cards.
Although EMV cards are widely adopted around the world, it is still
amenable to attacks as our analysis reveals.

In this paper, we present an approach for analyzing the security of
the EMV protocol using a novel information security model called the
Readers-Writers Flow Model (RWFM) that explicitly captures the inten-
tions of the protocol designer. An assessment of security of the EMV pro-
tocol by the approach automatically reveals several attacks on the EMV
protocol presented in the literature, and provides implementation guide-
lines for realizing a secure EMV protocol w.r.t different threat models.
It is experimentally illustrated that most of these attacks are overcome
by using a RWFM wrapper in a prototype implementation following the
guidelines. Efficacy of the approach is demonstrated by successfully pre-
venting the software simulation of the “No-PIN” attack.

Keywords: EMV Chip-and-PIN cards · Secure information-flow
Payment protocols

1 Introduction

For quite some time, we had been using the magnetic stripe card. Whenever the
magnetic stripe cards is swiped in the terminal, it captures all the data contained
in the card for processing. However, by inserting simple hardware between the
card and the terminal, one can easily clone the magnetic stripe card by copying
its data. Thus, magnetic stripe cards are unsafe. To overcome these problems,
c© Springer International Publishing AG 2018
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cards containing microprocessors capable of performing simple computations
have been introduced.

EMV1 or chip-and-PIN is a standard for communication between chip sup-
ported cards and terminals. EMV contact cards have been introduced to reduce
the damages due to exponential growth in skimming attacks on the magnetic
stripe cards. Chip cards use fixed commands to communicate with the terminal.
In EMV, chip prevents the attacker from card counterfeiting, and PIN prevents
him from using lost or stolen cards. EMV card contains a chip as well as a
magnetic stripe for backward compatibility.

EMV chip cards are considered more secure than the magnetic stripe cards.
However, the chip cards are proven to be vulnerable to some attacks, such as
transaction can be performed without the knowledge of the PIN [14], cloning
the card with pre-play attack [5], the relay attack [8] etc. Further, in the EMV
protocol, most of the data exchanged between the card and the terminal is in
plaintext, which enables an attacker to easily collect data for performing online-
usage attacks, or cloning magnetic stripe cards. Recently in October 2015, an
organised hacker group from France realized the no-PIN attack with almost
invisible hardware [13].

Several researchers have formally analyzed the EMV protocol [1,5,8,14,20,
21] and demonstrated that it is prone to attacks. Some of these researchers have
also suggested modifications to the protocol for overcoming the specific attacks
they have identified. Our goal has been to assess the possibility of protecting the
chip card based transactions without deviating from the protocol structure very
much. Towards this end, we labelled (using RWFM model [15,17]) the initial
data involved in the transaction, and used the RWFM model for automatically
deriving the labels of the messages being exchanged between the various parties
in the transaction.

This labelled protocol clearly identifies the owner, permissible readers and
influencers of information, thus, enabling us to analyze its security w.r.t differ-
ent threat models by tracking the confidentiality, integrity as well as subject
authorities. For example, the label of the PDOL data sent by card to the termi-
nal is (C, {C,B, T}, {C,B, T}), clearly suggesting that the card has created it,
and only the card, bank and the terminal can read it. Our analysis immediately
identifies that exchanging data in plain text (this is the case as per the EMV pro-
tocol) ensures security only in the case where the terminal is trusted to be free of
malware (software and/or hardware like skimmers). From another perspective,
the terminal also needs to authenticate the card involved in the transaction.
Thus, our approach presents a practical model which provides implementations
tuned to different threat models. Further, the labelled transaction thus derived
also adheres to several principles for good protocol design like the principle of
full information [22] and canonical intensional specification [19].

1 The EMV standard is designed by Europay, MasterCard, and Visa.
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Main contributions of the paper include:

– a novel general approach to analyze the security of the EMV protocol,
– implementation of EMV protocol through our approach that prevents the

“No-PIN” attack, and
– general recommendations to be followed for realizing secure EMV transactions

w.r.t different threat models, since the EMV protocol is here to stay. Note
that our approach is general and applies to other protocols also equally well.

The rest of the paper is organized as follows: Sect. 2 presents an overview of
the EMV and the RWFM model. In Sects. 3 and 4, we present our approach,
its advantages and an implementation. Section 5 discusses the comparison of our
approach with some relevant literature, and Sect. 6 provides concluding remarks.

2 Background

In this section, we present an overview of the EMV transaction2 and the infor-
mation security model Readers-Writers Flow Model (RWFM).

2.1 Flow of EMV Transaction

Each successful transaction of EMV contact card has four phases: initialization,
card authentication, cardholder verification and transaction authorization.

Initialization phase. The goal of this phase is that the right application is
selected and that all mandatory information is exchanged from card to terminal
to determine how to proceed with the further steps.

The protocol starts by selecting the payment applications supported by cards
such as credit or debit or ATM. The card provides the supported payment appli-
cations to the terminal and optionally provides Processing Options Data Object
list (PDOL), that specifies the data which card wants from the terminal for
subsequent phases.

The card then also provides its Application Interchange Profile (AIP) and the
Application File Locator (AFL) [21]. AIP indicates the card supported features
for card authentication and cardholder verification. AFL is a list of files which
are used for currently selected application.

Card Authentication Methods (CAM). The goal of this phase is that
the card authenticates its genuineness and which bank issued the card to the
terminal. EMV has three different card authentication methods: Static Data
Authentication (SDA), Dynamic Data Authentication (DDA), and Combined
Data Authentication (CDA). CDA always has the highest priority, followed DDA
and finally SDA. The method that is supported by both the terminal and the
card with the highest priority is selected. In this phase, only the card is authen-
ticated to the terminal but the terminal is not authenticated to the card.

2 http://www.emvco.com.

http://www.emvco.com
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Cardholder Verification Methods (CVM). The goal of this phase is to
verify the identity of the cardholder, so that stolen or lost cards cannot be easily
used. The terminal chooses which CVM to use based on the CVM rules provided
by the card. Cardholder verification methods supported by EMV are:

1. Online PIN: bank checks the PIN.
2. Offline plaintext PIN: chip card checks the PIN transmitted in clear.
3. Offline encrypted PIN: chip card checks the PIN sent in encrypted form.
4. Handwritten signature.
5. None.

Transaction Authorization. For a transaction, the card generates one or two
cryptograms, one in the case of an offline transaction and two in the case of an
online transaction.

1. In an offline transaction the card provides a proof (Transaction Certificate
(TC)) to the terminal that a transaction took place, which the terminal sends
to the issuer later.

2. In an online transaction the card first provides an Authorisation Request
Cryptogram (ARQC) which the terminal forwards to the issuer for approval.
If the card receives approval, the card then provides a Transaction Certificate
(TC) as a proof that the transaction has been completed.

Complete details on the EMV standard and its transaction flow can be found
in [9–12].

2.2 Readers-Writers Flow Model (RWFM)

The Readers-Writers Flow Model (RWFM) proposed in [15,16] is a novel model
for information flow control. RWFM is obtained by recasting the Denning’s label
model [7], and has a label structure that: (i) explicitly captures the readers
and writers of information, (ii) makes the semantics of labels explicit, and (iii)
immediately provides an intuition for its position in the lattice flow policy.

Recasting Procedure. Given a Denning’s lattice model DFM =
(S,O, SC,⊕,�) with flow policy λ : S ∪ O → SC, we recast the labels in
terms of the readers and writers to obtain an equivalent flow policy defined by
DFM1 = (S,O, SC1,⊕1,�1) and λ1 : S ∪ O → SC1, where: (i) SC1 = 2S × 2S ,
(ii) ⊕1 = (∩,∪), (iii) �1= (⊇,⊆), and (iv) λ1(e) = ({s ∈ S | λ(e) � λ(s)}, {s ∈ S
| λ(s) � λ(e)}), where e is a subject or object.

RWFM is obtained by generalizing the above recasting procedure, and is
defined as follows:

Definition 1 (Readers-Writers Flow Model (RWFM)). Readers-writers
flow model is defined as the eight tuple (S,O, SC,�,⊕,⊗,
,⊥), where

S and O are the set of subjects and objects in the system,
SC = S × 2S × 2S is the set of labels,
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�= (−,⊇,⊆) is the permissible flows ordering,
⊕ = (−,∩,∪) and ⊗ = (−,∪,∩) are the join and meet operators respectively,
and

 = (−, ∅, S) and ⊥ = (−, S, ∅) are respectively the maximum and minimum
elements in the lattice.

The first component of a security label in RWFM is to be interpreted as the
owner of information, the second component as the set of readers, and the third
component as the set of influencers. Note that RWFM is fully defined in terms
of S, the set of subjects in the information system.

Note that the first component in the label is introduced only to facilitate
limited discretionary flows (downgrades), and has no impact on the permissible
information flows, or joins and meets. Therefore, we have abused notation in the
above definition for simplicity, by uniformly blanking out the first component of
the label.

Note that in RWFM information flows upwards in the lattice as read-
ers decrease and writers increase.

Property of the recasting procedure: RWFM is a complete model, w.r.t
Denning’s lattice model, for studying information flows in a system.

The recasting procedure presented at the beginning of this section actually
constructs such an equivalent RWFM policy for a given Denning’s policy.

RWFM Semantics of Secure Information Flow. RWFM provides a state
transition semantics of secure information flow, which presents significant advan-
tages and preserves useful invariants that aid in establishing that the system is
secure or not misusing information. In the following, we present the RWFM
semantics.

Let S denote the set of all the subjects in the system. RWFM follows a
floating-label approach for subjects, with labels (s, S, {s}) and (s, {s}, S) denot-
ing the “default label” - the label below which a subject cannot write, and
“clearance” - the label above which a subject cannot read, for a subject s
respectively. Object labels are fixed and are provided by the desired policy at
the time of their creation.

Definition 2 (State of Information System). State of an information sys-
tem is defined as the set of current subjects and objects in the system together
with their current labels.

Next, we describe the permissible state transitions of an information system,
considering the primitive operations that cause information flows. The operations
that are of interest are: (i) subject reads an object, (ii) subject writes an object,
(iii) subject downgrades an object, and (iv) subject creates a new object. We
believe that these operations are complete for studying information flows in
a system. Note that we consider the set of subjects as fixed, and hence no
operations for creation of new subjects.

For each of the above operations, we describe the conditions under which it
is safe (causes only permissible information flows) and hence can be permitted.
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Note that when a subject s requests a new session, system assigns (s, S, {s}) as
its label.

READ Rule Subject s with label (s1, R1,W1) requests read access to an object
o with label (s2, R2,W2).

If (s ∈ R2) then
change the label of s to (s1, R1 ∩ R2,W1 ∪ W2)
ALLOW

Else
DENY

WRITE Rule Subject s with label (s1, R1,W1) requests write access to an object
o with label (s2, R2,W2).

If (s ∈ W2 ∧ R1 ⊇ R2 ∧ W1 ⊆ W2) then
ALLOW

Else
DENY

DOWNGRADE Rule Subject s with label (s1, R1,W1) requests to downgrade
an object o from its current label (s2, R2,W2) to (s3, R3,W3).

If (s ∈ R2 ∧ s1 = s2 = s3 ∧ R1 = R2 ∧ W1 = W2 = W3 ∧ R2 ⊆ R3 ∧
(W1 = {s1} ∨ (R3 − R2 ⊆ W2))) then

ALLOW
Else

DENY

Intuitively, downgrading is allowed only by the owner at the same label as
the information being downgraded, and (i) unrestricted addition of readers if he
is the only influencer of information, or (ii) additional readers restricted to the
set of stakeholders that contributed to the computation.

CREATE Rule Subject s labelled (s1, R1,W1) requests to create an object o.
Create a new object o, label it as (s1, R1,W1) and add it to the set of objects O.

Given an initial set of objects on a lattice, the above transition system accu-
rately computes the labels for the newly created information at various stages
of the transaction/workflow.

The transition system above satisfies the following invariants that are
handy to establish flow security:

1. subject and object labels float upwards only,
2. for a subject s, A(s) = s, s ∈ R(s), and s ∈ W (s),
3. the set of writers of information is always accurately maintained (exactly the

set of subjects that influenced the information content), this plays a vital role
in forensics and audit,

4. label of newly created objects precisely reflects the circumstances under which
they are created, and

5. downgrade rule is within the boundaries of the flows permissible under a given
transaction.
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3 RWFM Dynamic Labelling for EMV Transactions

In this section, we describe the EMV protocol for a specific choice of parameters,
label the initial data in the protocol, derive the complete labelled protocol using
the initial labels, and discuss the security properties implied by the labels.

3.1 EMV Protocol

We describe the EMV protocol where static data authentication (SDA), offline
plaintext PIN verification, and online transaction authorization are the chosen
methods. Note that, in SDA the terminal authenticates the card using the data
received in the initialization phase. Therefore, in the protocol given below, there
will not be any messages in the card authentication phase.

Initialization
M1 T → C : Select application
M2 C → T : PDOL
M3 T → C : Get Processing Options
M4 C → T : AIP, AFL
Cardholder verification
M5 T → U : Get PIN
M6 U → T : Enters PIN
M7 T → C : PIN verify
M8 C → T : PIN correct
Transaction authorization
M9 T → C : Nt

M10 C → T : ARQC=(ATC,IAD,MAC(Nt,ATC,IAD))
M11 T → B : Nt, ARQC
M12 B → T : ARC, ARPC
M13 T → C : ARC, ARPC
M14 C → T : TC=(ATC,IAD,MAC(ARC,Nt,ATC,IAD))
M15 T → B : TC

For simplicity, we assume that all the records needed by the terminal are
included in M4 itself. In particular, the CVM list is a part of M4.

3.2 Labelled EMV Protocol

Generally, in any protocol, when a step of the form “X → Y : M” is specified,
it intends to capture the following:

– Initial data and their intended usage i.e., which principals can access/modify
which data.

– Principal X constructed the message M from his current knowledge, for the
purpose of sharing it with Y .

– It is intended that M can be read by Y only.
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– If a component of M appears in a subsequent step in the protocol, it is
intended that it is also readable by the receiver in the step.

– When Y receives the message, he must be able to authenticate that the mes-
sage is indeed constructed and sent by the intended party (X), and is in the
form specified by the protocol.

– Y should not use the message M or its components, in the current session or
in any other session, in ways other than those specified by the protocol.

Based on the discussion above, intentions for the EMV protocol can be
derived systematically. For example, M4 is to be interpreted as saying: when
the card sends processing options to the terminal, it is for the use of the termi-
nal only and it is to be used in this session only. The terminal is not supposed
to retain these details and use them later.

Now, we derive labels for EMV protocol described in the previous section, to
capture the protocol designers’ intentions automatically from the initial set of
subjects and objects together with their respective labels. In the EMV protocol,
there are 4 subjects, namely, the bank (B), user (U), card (C) and the terminal
(T). Initial objects in the EMV protocol are: PDOL, AIP, AFL, PIN, ATC, IAD,
and the shared key (SK) between the card and the bank.

Initial state of the system
PDOL(B,{B,C},{B}), AIP(B,{B,C},{B}), AFL(B,{B,C},{B}), PIN(C,{B,C},{B,C,U}),
ATC(C,{C},{C,U}), IAD(C,{C},{C}), SK(B,{B,C},{B}), C(C,{B,C,T,U},{C}),
B(B,{B,C,T,U},{B}), T(T,{B,C,T,U},{T}), U(U,{B,C,T,U},{U}).

PDOL, AIP, AFL, and SK are created by the bank and stored on the card at
the time of its’ issue. Therefore, they have the label (B, {B,C}, {B}) indicating
that they have been created by the bank, readable only by the bank and the
card, and influenced only by the bank. PIN is readable only by the bank and
the card, and has been influenced by bank, card and the user. Note that this is
so because when a user changes his PIN, he influences the PIN, also because the
bank has to authenticate the user before a PIN change, it would have influenced,
and finally the card stores the PIN in an encrypted form, so it also influences
the PIN. Similarly, the labels for the other initial objects can be understood.

In addition to the EMV protocol described above, we consider a message M0

at the very beginning, where the user inserts the card into the terminal. Labelled
EMV protocol is depicted in Fig. 1.

Information-flow diagrams (IFD) provide a visual representation of the state
transitions in the labelled protocol, and serve as simple yet fully formal models
of the labelled protocol. IFD for a portion of the EMV transaction where the
terminal gets the PIN verified by the card is depicted in Fig. 2.

In Fig. 2, we have only represented those subjects and objects in the initial
state that are of relevance to the portion of the transaction for which the IFD is
provided. Changes to the state after each transition are highlighted in bold. In
the last state, T is highlighted in the readers set of M8 to depict that the object
has been successfully downgraded.

The labelled EMV protocol and the IFD derived above explicitly specify the
security requirements of each of the messages exchanged in the protocol.
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Fig. 1. Labelled EMV protocol

Security Properties Implied by the Labelling. Consider the message M4 in
which the card provides its preferences to the terminal. Label of M4 specifies the
following security requirements: (i) authenticity: it is generated by the card, (ii)
confidentiality: it can only be read by the bank, and the card, and (iii) integrity:
it has been influenced only by the stakeholders of the computation. However,
note that the terminal should also be able to read this message for the proper
working of the protocol. Therefore the card downgrades the message and adds
T as a reader - this is allowed in RWFM because T has influenced the message.

Similar interpretations also hold for the other messages of the protocol like
cardholder verification (M8) and transaction authorization (M10). A security
assessment of the EMV protocol based on the security properties specified by
the labels reveals several potential security issues in it.
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Fig. 2. Information-flow diagram for a portion of the EMV protocol

Security Interpretation/Assessment of EMV Protocol based on the
Labelling

– [Cloning] In the EMV protocol most of the messages are exchanged in plain
text - no constraint on readers. Therefore, any subject in the system can read
these messages, not only the intended recipient. This leads to the possibility
of cloning the card if an attacker captures the necessary information. This
attack has been demonstrated in [2].

– [Replay/Modifications] Since the messages exchanged are in plaintext, the
recipient has no guarantee that the message has been generated and sent
by the intended sender. This leads to the possibility of an attacker either
modifying certain contents of a message or replaying an old message that he
had captured. Replay attack has been demonstrated in [6]. CVM downgrade
attack [2] where the terminal is forced to choose offline PIN verification,
the Chip-and-PIN is broken attack [14] where the PIN correct command is
sent by the attacker, and the relay attack [8] where the attacker is relaying
messages from a fake terminal are examples of attacks realized by modifying
the transmitted message. The Chip-and-skim attack [5] in which an attacker
captures a transaction certificate (TC) for a pre-selected random number and
uses it for authorizing another transaction involves both replaying the TC,
and modifying the random number in the message.

This information in combination with the threat model and trust specifica-
tions aids in identifying suitable mechanisms for realizing the desired security.
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Implementation Guidelines

– If the terminal cannot be fully trusted (could be infected with malware and/or
contains skimmers), then the labels immediately suggest that messages need
to be encrypted for preserving security.

– When the messages are decrypted by the terminal for processing, temporary
data stored on its RAM also needs to be protected from unwanted access
and modifications. This can be easily ensured by implementing an RWFM
monitor because the intermediate data gets labelled automatically.

– The decision of whether (and how) to respond to a message received is very
much dependant on the current state of the receiver. Labels provide a coarse-
grained notion of state, which becomes important in deciding further actions.

Thus, our approach provides a general unified technique to specify, ana-
lyze/assess, and derive implementations tuned to different threat models assuring
truly end-to-end security for the EMV protocol.

4 Implementation of EMV via RWFM and Assessment
of Its’ Security

To validate our approach, we have implemented a RWFM wrapper on the soft-
ware implementation3 of EMV terminal. In this section, we discuss the software
simulation of the Chip-and-PIN is broken attack [14], and its prevention.

4.1 Simulation of the “Chip-and-PIN Is Definitely Broken” Attack

Murdoch et al. [14] have shown that it is possible to use a stolen or lost
smart card without the knowledge of its PIN (https://www.youtube.com/watch?
v=Wh7W8Dn2PsA). The attack assumes that the card is configured with offline
PIN verification method as its highest priority. Subsequently, most issuers have
changed the default to online PIN verification. However, a man-in-the-middle can
still force the terminal to choose offline PIN verification by modifying the CVM
list sent by the card as it is in plaintext. This attack has also been practically
demonstrated by Barisani et al. [2].

Since the main objective of this paper is to demonstrate how our approach
prevents attacks on the EMV protocol by labelling it, we have worked with a
software simulation instead of on the actual hardware. We illustrate this with a
simulation of the Chip-and-PIN is definitely broken attack [2] which combines
the Chip-and-PIN is broken attack [14] with CVM downgrade attack [2].

Experimental Setup. The following main hardware and software components
are needed to perform this attack:

– Hardware: Chip card, Smart card reader, and Laptop/PC.
– Software: Terminal, and man-in-the-middle (MitM).

3 https://sites.uclouvain.be/EMV-CAP/resources/Data/EMVCAP-1.4.tar.gz.

https://www.youtube.com/watch?v=Wh7W8Dn2PsA
https://www.youtube.com/watch?v=Wh7W8Dn2PsA
https://sites.uclouvain.be/EMV-CAP/resources/Data/EMVCAP-1.4.tar.gz
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For the terminal, we have used the software implementation by Jean-
Pierre Szikora and Philippe Teuwen (available from https://sites.uclouvain.be/
EMV-CAP/), and we have implemented our own program for MitM. In line with
the practical considerations, our experimental setup is such that all the commu-
nication between the card and the terminal goes via the MitM. The MitM just
acts as a proxy for all the messages exchanged other than CVM list and PIN
verify.

Experiment steps

1. Insert the chip card into the smart card reader and connect it to the PC
through a USB port.

2. [CMV downgrading] When the card sends the CVM list to the terminal, the
MitM changes the CVM list and forces the terminal to perform offline PIN
verification.

3. [PIN spoofing] When the terminal sends the PIN verify command to the card,
MitM suppresses it and replies with the PIN correct command.

Since these attacks are widely discussed in the literature, and on various
forums on the web, we do not provide much more details and refer the interested
reader to [2,14].

4.2 Experimental Evaluation of Our Approach

To realize the labelled protocol derived in Sect. 3.2, we have implemented the
following:

– a library for RWFM functionality including managing and manipulating
labels, and providing access decisions,

– a program for simulating the actions of the card - this is needed because we
do not have control over the actual card for labelling it, and

– modified terminal and MitM programs integrated with the appropriate
RWFM function calls.

In this setup, RWFM library monitors the actions of all the stakeholders in
the system and permits data accesses only as per the labels. Initially, RWFM
library is loaded with the list of initial objects and their labels. Subsequently, as
each operation is performed, RWFM library automatically labels the subjects
and the messages being exchanged.

When we retried the simulation of the Chip-and-PIN is definitely broken
attack on the labelled protocol, it provides several layers of defence. For exploring
all the possible defences provided by our approach, the implementation only
displays error messages whenever an unauthorized access is about to happen,
but does not prevent it.

1. The CVM list (M4) sent from the card to the terminal is labelled
(C, {B,C, T}, {B,C, T, U}). When the MitM tries to read this message,
RWFM library logs an error because MitM is not a valid reader of the message
as per its label.

https://sites.uclouvain.be/EMV-CAP/
https://sites.uclouvain.be/EMV-CAP/
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2. MitM modifies the CVM list for sending to the terminal, which will be labelled
(M, {B,C, T}, {B,C,M, T, U}). When the terminal receives this message,
RWFM library identifies that the message is created by MitM (M) and is
also influenced by it, and since this is not the expected label for this mes-
sage, RWFM logs an error message. Notice that in this step we actually have
two defences - one based on the owner and the other based on the set of
influencers.

3. PIN verify command (M7) sent from the terminal to the card is labelled
(T, {B,C, T}, {B,C, T, U}). When the MitM tries to read this message,
RWFM library logs an error because MitM is not a valid reader of the message
as per its label.

4. MitM sends PIN correct command to the terminal, which will be labelled
(M, {B,C, T}, {B,C,M, T, U}). When the terminal receives this message,
RWFM library identifies that the message is created by MitM (M) and is
also influenced by it, and since this is not the expected label for this message,
RWFM logs an error message. In this step we actually have two defences -
one based on the owner and the other based on the set of influencers.

Having demonstrated how our approach prevents the Chip-and-PIN is def-
initely broken attack, we now discuss how it overcomes several other attacks
discovered in the literature.

1. Skimming attacks [2] and the Chip-and-skim attack [5] are prevented for the
same reasons as discussed in the above example.

2. PoS RAM scraper attacks [18] are prevented because RWFM also labels the
temporary data in the RAM and provides access controls to it.

3. Relay attacks [8] can be prevented by forcing the stakeholders to interact only
with others that are RWFM enabled (can be verified by a simple certificate -
provides a root of trust).

4. Replay attacks are prevented to an extent by RWFM because the messages
captured can only be replayed in another session between the same parties.

The above discussion is summarized in the table below:

Attack RWFMa Suggestion given in the literature

Chip-and-PIN is broken [14] �
CVM Downgrade [2] �
Replay [6] Nonce

Skimming [2] �
Chip-and-skim [5] � Random number generator algorithm

PoS RAM Scraper [18] �
Relay [8] � Distance bounding

aIn the table above, by RWFM we mean an apt implementation of RWFM labels
that realizes the security implied by the labels.
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We have demonstrated that our approach based on the dynamic labelling
using RWFM provides a uniform solution to many of the attacks discovered on
the EMV protocol. Further, the labelled protocol also keeps track of the transac-
tion history (coarse-grained), thus conforming to well-established principles for
secure protocol design such as:

– The principle of full information [22]: in every outgoing message, participants
must include all of the information they have gathered so far in the exchange,

– Canonical intensional specification [19]: no participant can believe a protocol
run has completed unless a correct series of messages has occurred up to and
including the last message the given participant communicates.

5 Related Work

Literature on the EMV protocol has three types of research: (i) attacks on EMV,
(ii) analysis of the EMV protocol (high-level), and (iii) analysis of the crypto-
graphic primitives of EMV protocol. We present a brief overview of only the first
two types of research since they are directly connected to the paper.

No-PIN attack [14]: A man in the middle device which intercepts and modifies
the communications between the card and the terminal, tricks the terminal into
believing that PIN verification succeeded. The card believes that the terminal
has either skipped cardholder verification or used a signature instead.

Chip and Skim [5]: The attacker records an ARQC for a transaction with
nonce N, and presents it to a terminal that actually generated the nonce N1.
The terminal sends the ARQC along with N1 (plain text) to the bank. The
attacker changes N1 to N and the transaction succeeds.

CVM downgrade attack [2]: CVM list is sent by the smart card to the termi-
nal which chooses the highest priority method that is supported by both of them.
But the CVM list is sent in plaintext, thereby allowing an attacker to modify
it to force the terminal to choose offline PIN verification method. Further, most
of the data exchanged between the smart card and the terminal is in plaintext
including the card number, expiry date, cardholder name etc. This data is enough
to perform online attacks. It has been established that after the introduction of
EMV, attackers moved towards the card not present transactions.

Some of the other attacks presented in literature include [6,8,18].
A formal analysis of the EMV protocol is presented in [20,21]. The authors

modelled the EMV protocol in F#, and presented its analysis using ProVerif [4]
and FS2PV [3]. The formalisation covers all the major options of the EMV pro-
tocol suite. The following are the verification results using their formal model:
(i) the private asymmetric keys and the shared symmetric keys remain confiden-
tial, (ii) if the terminal successfully performs a card authentication, it should
be the highest card authentication method supported by both the card and the
terminal, (iii) in the case of DDA, if a terminal completes an authentication, the
corresponding card is in fact involved, (iv) in the case of SDA, a terminal may
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complete an authentication without the corresponding card being involved, (v)
if the customer is authenticated using his PIN, the terminal and card need not
agree on whether the PIN was accepted, (vi) using SDA or DDA, if a transaction
is successfully completed by the terminal, the corresponding card need not agree
on having the transaction completed successfully, and (vii) using DDA, the card
and terminal should agree on the result of the transaction.

Our observations on the related work are summarized as follows:
Realistically speaking, very few protocols, get formally verified w.r.t their

specifications. Even assuming that the protocol is verified, it is essentially a
verification of the model and not that of the actual protocol. In the context
of financial protocols such as EMV, the added disadvantage is that the threat
models and attackers evolve rapidly. Thus, it is imperative to derive an analysis
technique parameterized on threat models relative to the designers’ intentions.
We can say that our approach realizes the following characteristics that would
benefit a security analysis of the EMV protocol:

– [Attacks] The attacks are usually discovered accidentally; or possibly during
the testing phase by extensive trial and error with deep intuitions for a pos-
sible issue (that arises in similar cases). Thus, it is desirable to provide an
analysis based on the protocol designers’ intentions that can be effectively
used under different resource constraints or underlying threat models. Our
analysis using the RWFM does exactly this by generating the underlying
IFD that highlights the constraints that need to be observed for a secure
realization. In a sense, our analysis is incremental, and allows different imple-
mentations under different threat models.

– [Formal Modelling and Analysis] The IFD generated by our approach is quite
small compared to the analysis reported in [20,21] – that consists of five pages
of F# model. Furthermore, how one integrates the security requirements with
F# model is not clear. Our approach essentially provides a complete transi-
tion system clearly highlighting the capabilities of the subjects and objects
and hence, any formal model can be used to check for the properties in the
transition system.

6 Conclusions

In this paper, we have analyzed the EMV protocol from a security perspective,
keeping in view the intentions of the designer. Our analysis not only brings to
light the attacks that have been found in the literature, but also demonstrates
that while implementing the protocol if one keeps track of the functional require-
ments of read and write by the stakeholders, it brings out the constraints that
should be satisfied for realization in a given threat model. Thus, if the architec-
ture of implementation does not satisfy these constraints then the implementa-
tion will not guarantee the expected security. Further, it was also demonstrated
how the design can be realized using the RWFM security model to avoid “No-
PIN” attack. In summary, the work brings to light the need of analysis techniques
that keep track of the constraints for satisfying the functionality of the protocol,
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and the constraints that needs to be satisfied for realizing security policy. Such
an explicit bookkeeping aids in possible realizations for different threat models
and architectures. In particular, our approach leads to a general implementation
that works even if the regular card was replaced by another payment mechanism
such as a mobile or e-wallet. We further demonstrated how the RWFM security
model leads to analysis techniques that satisfy these criteria. Further, work on
linking the system with automatic tools for establishing higher level properties
is in progress.
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Abstract. Internet of Things (IoT) is a game changer for the con-
nected society. Safe and reliable operation of IoT connected devices is of
paramount importance and thus, security and privacy is a foundational
enabler for IoT. In this paper, we arrive at a synthesis methodology for
the IoT and demonstrate how information flow among the connected
devices using a three tier architecture enables us to assess the required
security and privacy of the IoT based on the given security and privacy
capabilities of the components. Our methodology uses a recent informa-
tion security model called RWFM (Readers-Writers Flow Model) and
shows how flexible approaches of synthesis of IoT through frameworks
like Django can be integrated to realize the security/privacy requirements
of the IoT. We demonstrate how the methodology concretely enables us
to derive the constraints to be satisfied by the underlying components
and enabled communications. A case study of a healthcare IoT imple-
mentation is discussed to illustrate the advantages of the methodology.

Keywords: Secure IoT · Information-flow control · Privacy

1 Introduction

Internet of things (IoT) is transforming the world of remote access, with the
tremendous control it provides. The potential to access and control anything
from anywhere has attracted researchers and investors alike. IoT can be imple-
mented not just to reduce human labour but to provide some life saving solutions.
For example, IoT for healthcare can alert a doctor if a diabetic patient goes into
severe hypoglycemia, or diabetic shock, enabling the doctor to provide treatment
without any delay, as negligible time is spent on conveying the critical status of
the patient. Technology has always made human life easier, but seldom comes
a concept so colossal that possesses the potential to impact the daily human
life, but this revolutionizing technology has also raised eyebrows in the security
community.

Since IoT is essentially a synthesis of components to realize a desired goal,
it is important that we understand the causal relationship of the components
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 86–104, 2018.
https://doi.org/10.1007/978-3-319-72344-0_5
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with respect to one another. Thus, there is a need to assess the security of each
individual component and realize the desired structure of their composition to
preserve the security and privacy of IoT. Some of the important security chal-
lenges in IoT that can be addressed by a correct structure of composition are:
scalability, device authentication, wireless security, access controls, data confi-
dentiality, integrity, and privacy [10]. In this paper, our endeavour is to develop
a unified model for a secure IoT that addresses most of the fundamental security
requirements mentioned above.

In this paper, we propose an approach to synthesize a secure IoT from the
given set of components and their intended interactions. Our approach to the
security of IoT is based on tracking information flows in the system, and enforc-
ing that these are valid with respect to the intended security of the system. In
particular, we use the Readers-Writers Flow Model [13,15] (RWFM) to dynami-
cally label the transactions of the IoT, and derive the constraints to be satisfied
by the various components and their interactions to preserve the desired security
and privacy requirements. Further, we demonstrate how flexible approaches to
synthesis of secure IoT can be achieved through frameworks like Django for real-
izing the security/privacy requirements. We also demonstrate a prototype imple-
mentation of the approach, considering a healthcare IoT system as an example.

The rest of the paper is organised as follows: Sect. 2 provides a background
on IoT and the security model RWFM. Sections 3, 4 and 5 explain the pro-
posed architecture, the security analysis of illustrative examples, and a prototype
implementation of the architecture. Section 6 provides comparison of our app-
roach with some prominent approaches in the literature, and Sect. 7 concludes
the paper.

2 Background

In this section, we present an overview of the Internet of Things and the Readers-
Writers Flow Model.

2.1 Internet of Things (IoT)

Internet-of-Things (IoT) is generally a system of devices with firmware or soft-
ware and network connectivity. Essentially the “things”, can be anything that
can be connected to internet - it can be a toaster to a pacemaker. The internet
connectivity enables the ability to control the devices remotely.

The essence of the IoT lies within its architectural capability to provide
remote access to all kinds of devices. These devices can be anything that can
be assigned an IP, with networking functionality. If the entity itself does not
have a networking capability, then it can be achieved by means of a plug-and-
play device, RFID tags, bio-chips, etc. Thus, IoT is a network of devices with
sensing, computing, and networking capabilities.

Experts estimate [8] that the IoT will consist of almost 50 billion objects by
2020. However, for IoT to achieve its full impact many issues need to be resolved
like: scalability, unique identification address, security, privacy etc.
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IoT has invaded the society in a variety of ways some of which are:Environment
[7], Energy [26], Human life [1,22], Manufacturing [2,4], and Healthcare [19].

Some of the notable implementations that have turned out to be commercially
successful are: smart grid [6], wearable devices [11], smart thermostats like Nest
[21], smart meters, and smart light1. While IoT has become ubiquitous in a wel-
coming way, one worrying question is: “what will happen to the privacy of our
data”?

2.2 Readers-Writers Flow Model (RWFM)

In this section, we provide a brief overview of the Readers-Writers Flow Model
(RWFM) [13,14] which is a novel model for information flow control. RWFM
is obtained by recasting the Denning’s label model, and has a label structure
that: (i) explicitly captures the readers and writers of information, (ii) makes
the semantics of labels explicit, and (iii) immediately provides an intuition for
its position in the lattice flow policy.

Recasting Procedure. Given a Denning’s lattice model DFM =
(S,O, SC,⊕,�) with flow policy λ : S ∪ O → SC, we recast the labels in
terms of the readers and writers to obtain an equivalent flow policy defined by
DFM1 = (S,O, SC1,⊕1,�1) and λ1 : S ∪ O → SC1, where:

(i) SC1 = 2S × 2S ,
(ii) ⊕1 = (∩,∪),
(iii) �1= (⊇,⊆), and
(iv) λ1(e) = ({s ∈ S | λ(e) � λ(s)}, {s ∈ S | λ(s) � λ(e)}), where e is a subject

or object.

In the new label system, we use R(e) and W (e) to denote the first (Readers)
and second (Writers) components of the label assigned to an entity e respectively.

Next, we illustrate the recasting of Denning’s policy with the help of an
example.

Example 1. Consider the two-point lattice {l1, l2}, with l1 < l2. Let s1 and s2
be the only subjects in the system i.e., S = {s1, s2}. Similarly, let O = {o1, o2}.
Consider the policy λ1: λ1(s1) = λ1(o1) = l1 and λ1(s2) = λ1(o2) = l2.
s1 ∈ R(o1) because λ1(o1) � λ1(s1) reduces to l1 � l1 which is true. s2 ∈ R(o1)
because λ1(o1) � λ1(s2) reduces to l1 � l2 which is also true. Therefore
R(o1) = {s1, s2}. Similarly, we can derive the following labels on objects:
R(o2) = {s2}, W (o1) = {s1} and W (o2) = {s1, s2}. The labels for subjects are
as below: R(s1) = {s1, s2}, R(s2) = {s2}, W (s1) = {s1} and W (s2) = {s1, s2}.

The original and the inferred policies are depicted in Fig. 1. �

1 http://www2.meethue.com/en-in/.

http://www2.meethue.com/en-in/
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Fig. 1. Denning’s policy and corresponding readers-writers policy inferred in Example 1

RWFM is obtained by generalizing the recasting procedure as follows:

Definition 1 (Readers-Writers Flow Model (RWFM)). Readers-writers
flow model is defined as the eight tuple (S,O, SC,�,⊕,⊗,
,⊥), where
S and O are the set of subjects and objects in the system,
SC = S × 2S × 2S is the set of labels,
�= (−,⊇,⊆) is the permissible flows ordering,
⊕ = (−,∩,∪) and ⊗ = (−,∪,∩) are the join and meet operators respectively,
and

 = (−, ∅, S) and ⊥ = (−, S, ∅) are respectively the maximum and minimum
elements in the lattice.

The first component of a security label in RWFM is to be interpreted as the
owner of information, the second component as the set of readers, and the third
component as the set of influencers. Note that RWFM is fully defined in terms
of S, the set of subjects in the system.

Note that the first component in the label is introduced only to facilitate
additional flows (downgrades), and has no impact on the permissible informa-
tion flows, or joins and meets. Therefore, we have abused notation in the above
definition by uniformly blanking out the first component of the label.

Note That in RWFM Information Flows Upwards in the Lattice as
Readers Decrease and Writers Increase

Theorem 1 (Completeness). RWFM is a complete model, w.r.to Denning’s
lattice model, for studying information flows in an information system.

The recasting procedure presented at the beginning of this section actually
constructs such an equivalent RWFM policy for a given Denning’s policy.
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RWFM Semantics of Secure Information Flow. RWFM provides a state
transition semantics of secure information flow, which presents significant advan-
tages and preserves useful invariants that aid in establishing that the system is
secure or not misusing information. In the following, we present the RWFM
semantics.

Let S denote the set of all the subjects in the system. RWFM follows a
floating-label approach for subjects, with labels (s, S, {s}) and (s, {s}, S) denot-
ing the “default label” - the label below which a subject cannot write, and
“clearance” - the label above which a subject cannot read, for a subject s
respectively. Object labels are fixed and are initially provided by the desired
policy.

Definition 2 (State of Information System). State of an information sys-
tem is defined as the set of current subjects and objects in the system together
with their current labels.

Next, we describe the permissible state transitions of an information system,
considering the primitive operations that cause information flows. The operations
that are of interest are: (i) subject reads an object, (ii) subject writes an object,
(iii) subject downgrades an object, and (iv) subject creates a new object. We
believe that these operations are complete for studying information flows in
a system. Note that we consider the set of subjects as fixed, and hence no
operations for creation of new subjects.

For each of the above operations, we describe the conditions under which it
is safe (causes only permissible information flows) and hence can be permitted.
Note that when a subject s requests a new session, its label is set to (s, S, {s}).
READ Rule Subject s with label (s1, R1,W1) requests read access to an object
o with label (s2, R2,W2).
If (s ∈ R2) then

change the label of s to (s1, R1 ∩ R2,W1 ∪ W2)
ALLOW

Else
DENY

WRITE Rule Subject s with label (s1, R1,W1) requests write access to an object
o with label (s2, R2,W2).
If (s ∈ W2 ∧ R1 ⊇ R2 ∧ W1 ⊆ W2) then

ALLOW
Else

DENY
DOWNGRADE Rule Subject s with label (s1, R1,W1) requests to downgrade
an object o from its current label (s2, R2,W2) to (s3, R3,W3).
If (s ∈ R2 ∧ s1 = s2 = s3 ∧ R1 = R2 ∧ W1 = W2 = W3 ∧ R2 ⊆ R3 ∧
(W1 = {s1} ∨ (R3 − R2 ⊆ W2))) then

ALLOW
Else

DENY
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Intuitively, downgrading is allowed only by the owner at the same label as
the information being downgraded, and (i) unrestricted addition of readers if he
is the only influencer of information, or (ii) additional readers restricted to the
set of stakeholders contributed to the computation.

CREATE Rule. Subject s labelled (s1, R1,W1) requests to create an object o.
Create a new object o, label it as (s1, R1,W1) and add it to the set of objects O.

Given an initial set of objects on a lattice, the above transition system accu-
rately computes the labels for the newly created information at various stages
of the transaction.

The transition system above satisfies the following invariants that are
handy to establish flow security:

1. subject labels float upwards only,
2. for a subject s, A(s) = s, s ∈ R(s), and s ∈ W (s),
3. the set of writers of information is always accurately maintained (exactly the

set of subjects that influenced the information content), this plays a vital role
in forensics and audit,

4. label of newly created objects precisely reflects the circumstances under which
it is created, and

5. downgrade rule is within the boundaries of the flows permissible under a given
transaction.

3 Securing IoT via RWFM

In this section, we describe our approach to securing IoT through RWFM.

3.1 System Architecture

Some of the main steps in realizing an IoT are:
1. Identify the various components like sensors, monitors, actuators, etc., that

carry out the basic functionalities.
2. Realize the computing goal by composing various components by networking

them – possibly hierarchically if needed. This can be refined to clearly define
the interaction among the various components.

3. The interaction among the components clearly defines the reading/writing
capability of the components and thus can be used to control the flow of
information in the system. These explicit interactions define clearly the func-
tionality of the system and also enables us to assess the confidentiality of
the underlying interactions and computations. For instance, in a healthcare
monitoring system, it is extremely important to be sure of the source of infor-
mation before prescribing a medical procedure.

In summary, for a smart IoT system, realizing its functionality as well as
security (confidentiality/privacy) issues of interactions are very interrelated. In
the following we propose a three tier architecture and a method of specifying
the IoT transitions.
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Three-Tier Architecture. The “things” of the IoT are quite often sensors
running on low energy and possessing low computational power. A control and
desired functionality can not be achieved if it requires high computation cost.
A strong cryptographic suite can not be employed on the sensor due to the same
shortcoming. In order to tackle this problem, our architecture uses a gateway
that can act as a communicating agent between the sensors in a Private Area
Network (PAN) and the computational entity. The gateway thus has control
over sensor data, can employ lightweight computing suite, detect impersonated
sensors etc. The middleware on the computing entity may be used to employ
any computation on the data so collected from sensors.

Fig. 2. System architecture for secure IoT

We propose a three tier architecture depicted in Fig. 2:

1. the first tier comprises of sensor devices in a private area network,
2. the second tier consisting of middleware - gateway and base station,
3. the third-tier has the user interface from which the user senses and controls

the smart system as desired,
4. provides the needed secure communication between gateway and devices,
5. gateway consolidates the sensor data and sends it to the base station.

Note that the base station with higher computing power can be used to
implement the computation on the data and also provides a gateway for users
to access the data based upon the requirements of the application.

The crux of the approach to realize security lies in

1. Tracking the flow of information in the system and analysing any deviation
from the intended usage.

2. Tracking the readers and writers for each of the object flowing between entities
or principals.
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3. Given the initial labels of the “things”, all the labels will be generated for
all the interactions in the IoT automatically by RWFM. In other words, we
would have a complete labelled protocol diagram of the IoT (becomes clear
in the sequel).

With above labelled protocol diagram of the IoT, the appropriate authen-
tication, access control, encryption of the messages can be designed to achieve
the required confidentiality, privacy and integrity. Informally, using interactions
from point i to point j, we can assess:

– what data becomes available to which principal. From the flow of information,
we can clearly assess the confidentiality or privacy of the data involved in the
interaction.

– requirements of the system for adaptation to different architectures of
“things” and also different threat models; for instance, given some assump-
tions about the perceived threat, it is possible that communication can be in
plain text. However, if the same data is subjected to attacks by man-in-the
middle, we would need to secure appropriate interactions through different
mechanisms.

Our approach given above is summarized below.

3.2 Methodology

The broad steps are described below:

1. The embedded gateway and the base station are enriched with RWFM that
controls the access and the flow of information in the system.

2. The device identifier or RFID tag of a sensor is used to identify the
device/sensor; the initial specification (label) defines who its owner, read-
ers and writers are in the system. Thus, the initial lattice of information is
formulated.

3. The embedded gateway receives data from a sensor/device, authenticates
through (2), and automatically labels it using RWFM model and then sends
it to the base station.

4. The access of the data at various points by the stakeholders (users, sensors,
devices and middleman) is dictated by the labels of the data being accessed.

These aspects will become clear in the case studies given below.

4 Case Studies on Security of IoT

In this section, we describe two examples - healthcare and Philips Hue - and
illustrate how our approach given above becomes an enabler for security of IoT.
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4.1 Healthcare

Healthcare is one of the major IoT implementation areas, which is already in
making with all the wearable devices and sensors that can be used to monitor
patients extensively, enabling doctors to diagnose the disease more accurately.
The system architecture explained in Sect. 3 can be modeled for a Healthcare
scenario.

The patient - doctor mapping is specified by an administrator such as a
supervisor, which determines which doctor is supposed to monitor which patient
and thereby allowed to access that patient’s sensor data. Let us consider an
example scenario of a hospital comprising of three wards in a hospital namely -
Cardiology, Neurology, and Diabetes unit. Three patients suffering from critical
illness are being monitored in the respective wards by respective specialists. Sen-
sors for ECG (ElectroCardioGram), EEG (ElectroEncephaloGram), and CGM
(Continuous Glucose Monitoring) are monitoring the patients P1, P2, and P3.
Adaption of our architecture for the example is depicted in Fig. 3.

The continuous monitoring by sensors sends the sensor data to the gateway,
this sensor data is then stored in database residing at base station. A statistical
computation may be performed so as to help the doctor for a better diagnosis. The
doctor accesses the sensor data as well as the statistical computation result of a
patient assigned to him through a computer or a handheld device by accessing the
base station interface through internet. He can then create a report stating the
diagnosis and prescribed tests and medicines. This report can then be accessed by
a registered user - doctors or patients depending upon the access control. Note that
this further allows us to trigger automated events - like notifying the doctor - based
on the thresholds set for the sensor data readings.

The security requirements for the healthcare model described above are:

– Confidentiality and privacy: only an authorized doctor assigned to treat a
patient should be able to access the sensor data of the patient. Neither the
other patients nor the other doctors be provided any access to a patient’s
data, as any information leak about the patient’s health could have an adverse
impact on his social life.

– Integrity: the suggested treatment plan for a patient must be prepared by
the assigned doctor only, and only under the influence of the patient’s sensor
readings.

Security Analysis of Healthcare Example. Consider a health care system
having two doctors - “sk”, “test1”, and three patients - “p1”, “p2”, “p3” are the
users in the system. Further, let us assume that patient p1 is being monitored by
the doctor sk, p2 is being monitored by test1, and p3 is being monitored by both
sk and test1. Each patient has a sensor device attached that monitors his health
status. Assume that the sensor devices “sd1”, “sd2” and “sd3” are the sensors
attached to patients “p1”, “p2”, and “p3” respectively. We abuse notation by
denoting the data of sensor device sd also by sd. There are three objects sd1, sd2



Secure Synthesis of IoT via Readers-Writers Flow Model 95

Fig. 3. Architecture for healthcare IoT

Fig. 4. IFD for example scenario 1

and sd3 in the system each representing the database of the respective sensor’s
data. From the given assignment of doctors to patients, we derive the following
labels for these objects: (i) sd1 is labelled (p1, {p1,sk}, {p1}), (ii) sd2 is labelled
(p2, {p2,test1}, {p2}), and (iii) sd3 is labelled (p3, {p3,sk,test1}, {p3}).

The above labels intuitively capture the following security requirements, for
i = 1 to 3:

– sdi is owned by patient pi.
– sdi is accessible only to patient pi and the doctors assigned to treat him.
– sdi has been influenced by pi only.

The initial label of the subjects is as follows: (i) sk is labelled (sk, {sk, test1,
p1,p2,p3}, {sk}), (ii) test1 is labelled (test1, {sk,test1,p1,p2,p3}, {test1}), and
(iii) for i = 1 to 3, patient pi is labelled (pi, {sk,test1,p1,p2,p3}, {pi}).
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Fig. 5. IFD for example scenario 2

We now analyze the security provided by our approach by considering some
practical usage scenarios for this example.

– Scenario 1: doctors sk and test1 try to read the report r3 generated by sk
for patient p3.

– Scenario 2: doctors sk and test1 try to read the report r4 generated by sk
after accessing patients p1 and p3’s sensor data.

IFDs for the above described scenarios is presented below.
IFD for Scenario 1 is depicted in Fig. 4. Note that in this scenario all the access
requests are granted because they do not violate the policy. In particular, note
that, the report r3 generated by sk can be accessed by test1 because he is also
assigned to treat patient p3. Further note that, sk has not used any information in
preparing r3 that test1 cannot access. The label of r3 clearly indicates its integrity
as it has been created by sk, and has been influenced only by sk and p3.
IFD for Scenario 2 is depicted in Fig. 5. Note that in this scenario, report r4
is generated by sk after accessing the sensor data of both p1 and p3 i.e. sd1 and
sd3. Only sk is eligible to access r4. None of the patients are allowed to access
r4 because it may have information about other patients as well, thus protecting
their privacy. Test is not allowed to access r4 because it may have information
about p1 which he is not supposed to access.

The example scenarios discussed in this section clearly demonstrate that our
model enforces the required security and privacy requirements, by controlling
the flow of information in IoT.
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4.2 Philips Hue

Philips Hue2, are the smart light bulbs manufactured by Philips, and can be
instructed to change the light color, intensity, and also to respond to certain
triggers for e.g., a different light is emitted to notify an email. The Philips hue
system has the following four components described in detail below: light, bridge,
app, and portal.

The lights are LED light bulbs, which produce the output of the system - the
light. The ZigBee mesh network used to connect the light bulbs use ZigBee Light
Link protocol to carry the commands. The mesh network provides robustness
and resilience to single point of failure.

Bridge is a small gateway device that manages the light bulbs network and
the communication of app or the portal with the light bulbs. Since the light
bulbs are connected with mesh network, even if a light is not within the network
range of the bridge, it can receive the packets sent by the bridge through other
light bulbs.

The app is a user interface that lets the user control the light - set a specific
color, triggers to change the colors, alarms, notifications for emails, tweets etc.
In order to control the light bulbs through the app, the device with the app must
be on the same wireless network as that of bridge.

The portal is a web interface provided by Philips, so that the lights can
be controlled remotely. The Philips portal requires the user to be on the same
wireless network as the bridge when registering for the first time, so that it can
discover the bridge and map the user to the bridge. The Portal is what makes
the Philips Hue, an Internet of Things.

Adaption of our architecture for this example is depicted in Fig. 6.
For the Philips Hue system to work securely, the authenticity of the com-

mands play a vital role. In the following sub-section, we shall demonstrate how
our approach ensures the required security properties.

Security Analysis of Philips Hue Example. Consider a Philips Hue system
with the following assumptions: (i) star topology for lights with bridge as the
hub, (ii) light bulbs are objects whose value (state) is directly changed by the
bridge. The RWFM module resides in the portal and the bridge.

Consider the instance where the system has three light bulbs denoted by L1,
L2 and L3. In terms of the information flow, there are three subjects - user (u),
portal (p), and bridge (b), and three objects - L1, L2, L3 - the light bulbs. Labels
of the light bulbs are same and equal to (u, {b}, {b, p, u}).

Consider the following usage scenario, where the user tries to remotely com-
mand the lights:

1. User logs into the system and creates a request ‘Rq1’ to know the status of
light ‘L1’ and sends this request to the portal.

2. The portal processes the request ‘Rq1’ and sends a request ‘Rq2’ to the bridge.

2 http://www2.meethue.com/en-in/, http://www.developers.meethue.com/.

http://www2.meethue.com/en-in/
http://www.developers.meethue.com/
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Fig. 6. Architecture for Philips Hue IoT

3. The bridge processes the request ‘Rq2’ and responds ‘Rs1’ to the portal with
the status of the light bulb ‘L1’.

4. The portal receives the response sent by the bridge, and sends the response
‘Rs2’ to the user.

5. The user then reads the response ‘Rs2’ and knows the status of the Light
‘L1’. He wants to change the color of the light. So, he sends a request ‘Rq3’
for the same to the portal.

6. The portal reads the request ‘Rq3’ and sends the request ‘Rq4’ to the bridge.
7. The bridge reads the request ‘Rq4’ and changes the color of light ‘L1’.

Labels of the various objects and subjects in the above scenario are depicted
in Fig. 7. In the figure, the following convention are follows:

– numbers on the arrow denote the ordering of events,
– dashed arrows represent downgrading,
– arrows from subject to object denote object creation/modification, while

arrows from object to subject denote reading
– subjects appear at multiple points on the lattice because as they gain infor-

mation their label raises, and
– label of the object and subject is depicted in the left-hand column.

From Fig. 7 it is easy to deduce that the request to change the color of
the light bulb has been influenced by the user and the portal, and is readable
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Fig. 7. IFD for the example scenario of Philips Hue

only by the bridge and the portal. If the user was trying to control the light
from the same wireless network as the bridge, then the request would have been
influenced by the user alone. Thus using our approach it becomes easy to deduce
the authenticity of the request.

5 Implementation and Evaluation

In this section, we briefly discuss the implementation of our prototype secure
IoT system.

5.1 Implementation Architecture

We have implemented a prototype of the system architecture presented in Sect. 5.
In our prototype system, the base station has been developed as a Django3 based
web server. The functionality of the illustrative example presented in Sect. 4 has
been implemented as a web application. For managing the security aspects, we
have developed a python package for RWFM using MongoDB4 - a non relational
database to store the labels of objects, while the subject labels are stored in
the Django session itself. The RWFM package implements the read, write and
create rules discussed in Sect. 5. The registered users are managed with a third
party app - “django registration redux”. Registration redux provides a simple to
use UI with a powerful user authentication and easy user management. Redux
provides email support for registration confirmation. Once the registration is
done, the registered user can be considered as subjects in the system and the
data from sensors as the objects.

3 https://www.djangoproject.com.
4 https://www.mongodb.com.

https://www.djangoproject.com
https://www.mongodb.com
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Modules. We have used python modules to create different functions which
will manage labels, check for access, and perform various set operations. These
modules will be invoked whenever there is a change in state of the information
system.

Label Manager. The label manager class has functions that perform basic
operation of label assignment, retrieval, updation and deletion. Initial labels are
stored along with objects in database as per the policy specification.

The saveLabel function saves the given label as the label of the object,
the object instance of the class is used to invoke the function. Similarly the
getLabel function takes the object id and returns the corresponding label. The
updateLabel function takes the instance, object primary key, and a label as
inputs, and replaces the existing label with the given label.

RWFM Operations. The RWFM class has functions that perform operations
such as check for read or write, change labels, etc. The functions here, implement
the access policies and returns the information state of system with respect to
subject and object labels. The checkRead method call checks if a given sub-
ject can read the given object, and returns a Boolean value True or False and
changed label of subject after a successful read. So, we save the subject label
after receiving the return value.

Similarly the checkWrite function returns whether a given subject can write
to an existing object. The LUB function returns the least upper bound of two given
labels. Function createObject simply creates object with a unique objectid used
as primary key in relations, and adds the invoking subject’s label as the label of
the new object in the database.

Using our prototype implementation, we have successfully verified the exam-
ple scenario 2 discussed in Sect. 4. This is a clear demonstration that our proto-
type implementation is working as expected in theory and is able to control not
only direct but also indirect (through derived objects) misuses of information.

6 Related Work

Singh et al. [24] propose the use of IFC by using security tags to achieve confiden-
tiality, integrity, node identification etc. in IoT. The approach specifies the use
of security and integrity tags following classic information flow control model
of Bell and LaPadula [3], and Biba [12] of “no read up, no write down” for
secrecy and “no read down, no write up” for integrity. The approach further
proposes the integration of security tags with digital certificates. With the secu-
rity and integrity tags, the Certification Authority issued certificates can be
used to achieve confidentiality, integrity, anonymization etc. As RWFM provides
a nice integration of MAC and DAC, our approach overcomes the difficencies of
the above suggestions.

Rghioui et al. [19] suggest the use of symmetric or asymmetric key cryptog-
raphy. Symmetric key cryptography seems to be a better choice because of it’s
low power consumption. Generation of symmetric key and its usage as a session
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key - performing node identification by encrypting the identity of the node and
getting verified by gateway is also suggested. Although, cryptography provides
basic security features, it cannot capture the information flows, and in particular
fails at automatically assigning a policy to the derived data.

Margarida et al. [25] propose the use of REMOA - a healthcare oriented
tele-monitoring system with Shibboleth - an authentication middleware. They
suggest using the gateway to implement a proxy agent that can provide a func-
tionality to block, permit or filter data. Thus, the said paper achieves authenti-
cation and access control with the use of a middleware and transparent proxy.
In contrast, in our approach, we use the reference monitor in the base station to
achieve the authentication and access control.

Pang et al. [16] provide a detailed discussion on the ecosystem analysis for
IoT, by making use of existing infrastructure. Authentication relies on a trusted
public third party organisation. The security models of existing channels and
service providers are proposed to strengthen the security. The said paper uses
trusted authentication, repository based credential management, and SE-based
cryptography. The secure element (SE) is used by the system to achieve com-
putationally infeasible to break cryptography. In comparison with our work, we
embrace the use of existing resources and infrastructure. We propose to integrate
the runtime monitor with the appropriate entities in the system so that security
can be realized through IFC. We also use a light cryptographic suite, depending
upon the system and implementation specification for IoT as our model is not
implementation specific any Private Area Network security suite will work.

The basic security requirement of authenticity, privacy, and access control
are the most discussed security issues for IoT. Roman et al. [20] consider the
security risks in distributed IoT. The said paper suggests use of Role-Based
Access Control (RBAC) [9] policies that use attribute certificates, and further
states the need of an infrastructure that allows validating such certificates in a
cross-domain environment.

Bohli et al. [5] discuss the SMARTIE Project5 that makes use of DCapBAC
[18] - an authorization scheme that takes access control decisions before the
actual service is accessed, it makes use of signed authorization tokens, encryp-
tion and digital signature for authentication, and lightweight secure CoAP6 [23]
for wireless security. Radomirovic [17] discusses the issues related to device fin-
gerprinting and profiling and how existing countermeasures like filtering and
scanning techniques such as firewalls and malware scanners can be used to over-
come the same. Most of these basic security concerns can be tackled by RWFM.

7 Conclusions

In this paper we have described an architecture for synthesising IoT from the
underlying set of devices that are connected and their communications. Our app-
roach provides a unified way to realize an IoT with the required security/privacy
5 http://www.smartie-project.eu/.
6 http://coap.technology/.

http://www.smartie-project.eu/
http://coap.technology/
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in a flexible way and adaptable to different threat models. The methodology
enables us to derive the constraints to be satisfied by the components and the
communications of the connected devices for complying with the required secu-
rity and privacy of the IoT. The methodology has been implemented using the
Django framework without diluting the flexibility of the Django framework.
Our case studies demonstrate the advantages of the RWFM model in assur-
ing the security and privacy of the IoT. Where there is less consensus is how
best to implement security in IoT at the device, network, and system levels. As
highlighted in [10], while network firewalls and protocols can manage the high-
level traffic coursing through the Internet, protecting deeply embedded endpoint
devices that usually have a very specific, defined mission with limited resources
available to accomplish it is quite a challenge. Our methodology of adapting the
RWFM model in a flexible framework like Django shows that RWFM model
is a very viable flexible security model for the IoT framework that takes into
account explicit and implicit flows among the various components of the IoT.
Furthermore, as highlighted in [10], the security of the IoT also depends on the
underlying OS for which RWFM provides a sound information flow model.

Acknowledgement. The work was done as part of Information Security Research
and Development Centre (ISRDC) at IIT Bombay, funded by MEITY, Government of
India.
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Abstract. App-based utility service on mobile phone has found enor-
mous success in modern digital society. While App-based services on
mobile platform make life easy, security and privacy concern of App
installed on mobile phone poses a potential threat to user of mobile
phone. Users typically do not pay much attention at the time of App
installation before accepting the privacy terms display on his/her mobile
phone. In this paper, we present a security monitor, a user level tool to
detect the events of sensitive data access by mobile Apps and alert user
for any suspicious data access. The security monitor does not require the
Android root permission to run on mobile platform, instead, it relies on
adding hooks to the application package at the bytecode level. The exper-
imental results show that the proposed security monitor can effectively
detect private or sensitive data access of Apps with almost no overhead
on power consumption of mobile phone and App performance.

Keywords: Security monitor · Security vulnerability · Android Apps
Privacy

1 Introduction

Modern information and communication technology makes mobile phone
resource rich, equipped with smart sensing technology and usable for varying
applications such as banking, shopping, utility services, video conferencing and so
on. Furthermore, along with the utility applications, android application market
is also swamped by the phishing and privacy intrusive applications. This makes
the mobile phone users a potential target for cyber criminals, as user’s mobile
phone stores user’s personals information such as financial data, medical data
and behavioral data (phone logs, browsing history, etc.). Many Android Apps
ask for permissions, access to resources from user’s device and thereby, collect
data for marketing and advertising purposes. There has been 50% increase in the
number of unique malwares, with the addition of new malware techniques such
as SilverPush [1]. Along with the mobile device information like IMEI (Inter-
national Mobile Equipment Identity), Operating System version, location, and
identity of the user, SilverPush listens to the audio from the microphone for
near-ultrasonic sounds placed in TV, radio and Web advertisements in order to
learn types of ads user watches or listens to.
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 105–111, 2018.
https://doi.org/10.1007/978-3-319-72344-0_6



106 V. Maral et al.

Android uses permission based model to regulate access to privileged data
and resources. Applications ask for the permissions in order to access any of those
and user typically tends to skip through the list. Even if the user accepts privacy
terms and allows resource access, he/she is very unlikely to get any information
about how the resource is being used once the access is granted. However, flagging
on application as suspicious, based on the privacy terms accepted by user, can not
be reliable and complete approach. From user’s point of view, whether accessing
any particular information is reasonable, in terms of privacy, depends on the
context in which information is relied upon. For example, a social networking
application to provide a facility to a user to share the places he visits, location
information of the user is likely to be needed, but when user is just viewing the
posts, it is very unlikely to be needed. Therefore ‘when’ the sensitive data is
accessed, is important from the end users perspective.

In this paper, we present a security monitor, a user level tool, which helps in
detecting sensitive data access events within Android applications. The proposed
security monitor does not require the Android root permission to run on mobile
platform, instead, it relies on adding hooks to the application package at the
bytecode level. Our approach consists of (i) a reporting code patch is added to
the application binary to track the data access, and (ii) an alert message to
make user aware of the event in a non-intrusive fashion. We have experimented
the proposed security monitor and found it effective for detecting sensitive data
access of Apps without adding any overhead on Apps’ performance.

The remainder of the paper is organized as follows. Section 2 provides some
background and the work related to the security analysis of Android applica-
tions. Section 3 presents the proposed security monitor. Section 4 provides the
experimental results of the proposed work. We conclude the paper in Sect. 5.

2 Background and Related Work

2.1 Android Security Internals

Android mainly relies on permission mechanism for its security enforcement.
If an application wants to use a sensitive data resource, the developer needs
mentioning of it in the application’s manifest file (AndroidManifest.xml). The
protected system resources are accessed through the APIs. Each of these sensitive
APIs is assigned with a permission label, which is a unique security label. The
manifest file which is part of the android package is parsed by the Android OS
during the installation and the list of permissions is presented to the user.

Android’s software architecture consists of four layers: Linux Kernel, Native
Userspace, Application framework and Applications. Linux Kernel with several
custom changes is at the heart of the Android. Native Userspace and Applica-
tion Framework layers are together referred as Android Middleware. Hardware
Abstraction Layer provides the implementation to the API’s used by the upper
layer to interact with hardware layer. Applications are executed by Android OS
with the help of an Android Runtime, which is the Android’s register based
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virtual machine that runs dex format and supports Dalvik’s bytecode specifi-
cations. Some of the components and services of Android such as media frame-
work, SQLite are built with native code and forms the Native Libraries section
of Android. Android framework refers to the Java API, which is used to access
the feature set provided by entire software stack.

2.2 Related Work

In 2012, Google revealed the service, named Bouncer, that they have deployed,
which automatically scans the Apps submitted in Google play market for mali-
cious behavior. Oberheide [2] proved with experiments that the dynamic runtime
analysis is performed on the submitted applications by the Bouncer for a specific
time in an emulated Android environment and the App is flagged if it performs
activities of attacking nature such as scan the system for passwords, execute
frequent system calls etc. An investigation carried out by Oulehla [3] also indi-
cated that the security tests performed by Bouncer are focused on inspection of
AndroidManifest.xml and dynamic runtime analysis and can be easily bypassed.
This indicates that Bouncer’s main intention was not to detect privacy intrusive
applications but to detect malicious applications.

Static Analysis. Leonid et al. [4] proposed a method in which static analysis
is performed on decompiled applications and the detection results are used to
generate a report in a user-readable and comprehensible form. Siyuan et al. [6]
extended the static analysis to make use of inter-procedure analysis by building
the call flow graph. Chen et al. [7] suggested converting Dalvik bytecode to
Java bytecode before building a call flow graph. Suleiman et al. [8] used Baysian
classification for its low computational overhead and its ability to model both
an trained and under training system with relative ease. Sahs and Khan [9]
used a single class SVM model that is trained from benign samples alone. Zhao
et al. [10] built SVM based classifier using both benign and malicious application
dataset for signature based malware detection.

Dynamic Analysis. Enck et al. [11] modified the DVM interpreter of Android
for variable level tracking. Roshandel et al. [12] modified the ContentObserver
class of Androd OS to monitor the data, which is accessed through content URI
such as contacts, bookmarks, media, etc. Jia et al. [13] suggested modifying the
native layer for intercepting Binder IPC calls to monitor application’s privacy
data access behavior. Berthome et al. [14] proposed to repackage the applica-
tion injecting a small patch of code which will work as an audit reporter. Quan
et al. [5] combined the static and dynamic analysis approach to propose a hybrid
model. First, potential risk applications are identified using the permission com-
bination matrix. Dynamic monitoring module then tracks the runtime calls to
sensitive APIs of those applications which are found suspicious by the permission
analysis.
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Location Privacy. Montjoye et al. [15] showed that up to 95% of the users can
be identified from just four randomly chosen location points in a location data
of 1.5 million people. Fu et al. [16] suggested a heuristic approach to detect a
location access by Android application, based on a consideration that the return
value of getLastKnownLocation() will change only if location update has been
received by any application has. Fawaz et al. [17] proposed LP-Doctor, which
allows users to mitigate profiling threat when Apps sporadically access users
location data while maintaining the required App’s functionality. The difficulty
with using LP-Doctor is that it is not really a user level tool. It requires the
developer permission to use dumpsys tool, where the permission can only be
granted through Android development tools.

Network Monitoring. Intercepting a network traffic to analyze what data
is being sent over the network is another major approach used to identify the
leakage. Arora et al. [18] suggested analysing network traffic for the malware
detection, where malicious traffic is distinguished from the legitimate one with
the help of the decision tree classifier. Song and Hengartner [19] proposed Pri-
vacyGuard for intercepting the network traffic of android applications, which
makes use of VPNService API provided by Android. PrivacyGuard uses string
matching to detect leakage, so it works only if the data is being sent in the plain
text format.

3 Proposed Security Monitor

The working principle of the proposed Security Monitor is divided into two
phases. In the first phase (Active phase), whenever a new application is installed,
Monitor takes application package, decompiles it, adds a reporting section into
the bytecode and repackages the application. The second phase (Listening phase)
comprises of informing the user about the sensitive data access when the intro-
duced patch generates a notification.

Android broadcasts android.intent.action.PACKAGE ADDED intent
(Intent [20] is an object that provides runtime binding in response to an event,
which contains the name of the action or event happened and related data)
whenever a new application is installed. Security Monitor listens to these intents
and start functioning. First, the apk of an installed application is copied with the
help of a PackageManager. Once the apk is retrieved, it is decompiled with the
help of Apktool. Then, Dex bytecode contained in the apk is converted into the
readable Smali code in the decompilation step. After decompilation, Reporter
class is added to the application (in Smali format), which contains a report
method, which generates an intent with location access action with extra data
containing the name of the application and time of access. This method is used
to raise notification at runtime. In order to get the context, initContext method
is placed in the launcher activity which saves the instance of the application
context.
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Algorithm 1. Repackaging process of Security Monitor
1: Decompile apk
2: Determine Launcher activity from Manifest file
3: Add Reporter class to the package
4: Add call to initContext() method of reporter class in Launcher activity to save

ApplicationContext
5: for Every Smali file in the package do
6: Scan Smali file to detect sensitive data access
7: Add call to report() method of reporter class wherever sensitive data is accessed

8: Compile into apk
9: Sign apk

10: Install newly created apk

Sensitive user data targeting operations are detected by scanning the Smali
code. Available location co-ordinates can then be retrieved with the Location-
Manager by passing it as an argument to the method getLastKnownLocation.
If application wishes to receive continuous location updates, it can do so by
calling method requestLocationUpdates. Smali parser of the Monitor searches
for such calls in the smali files obtained from decompilation. When such call is
found, it adds a call to report method of a Reporter at that place. Modified
Smali code base is then assembled and the resultant apk is digitally signed with
our own certificate. In run time, whenever location is accessed, report method
is called which eventually generates an Intent. Algorithm1 reflects the Moni-
tor’s functioning logic. For the second phase of operation, Monitor listens to
the Intents generated by the Reporter and logs the access attempts. A Toast
message is generated to inform the user about the application that has accessed
location.

4 Results and Analysis

We have experimented Security Monitor on Lenovo A6000 device, running
Android 5.1, having 2 GB RAM, 1.2 GHz quad core CPU and 2300 mAh bat-
tery. We have tested 25 Google Play market Apps, which request the location
access permission claiming to facilitate user with various location functionali-
ties. Our proposed methodology is succeeded in repackaging all the applications
except the ‘mcdeliveryonline’ App and the security monitor was able to receive
access notifications. In the case of ‘mcdeliveryonline’ App, the injection failed
because the monitor could not locate the entry method. We executed the injected
Apps for 24 h. The observations shown in Fig. 1 indicate that Apps can access
the location in background as long as 1.5 h and can access as many times as 432.
The battery consumption is about 2% for apk of size 5–10 MB, which indicates
that CPU is not heavily loaded due to Monitor’s operation. To evaluate the
overhead introduced in the operation of the repackaged Apps due to the injec-
tion, we determined the delay incurred by noting timestamp before and after
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Fig. 1. Duration for tracking location

the call to report function. The observed values indicate that injection incurs
an unnoticeable delay of 2 to 5 ms.

5 Conclusion

We proposed a user level tool to detect Apps’ sensitive data access and alert
user for any suspicious data access. To audit the private data access events by
android applications, we used repackaging approach. The Security Monitor does
not require the Android root permission to run on mobile platform, instead, it
relies on adding hooks to the application package at the bytecode level. With
experimental results on 26 applications, the proposed Security Monitor is able
to detect sensitive data access of 88% applications with almost no overhead on
power consumption and App performance.
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Abstract. Data Mining is a field of research dealing with the automatic
discovery of knowledge within databases. Recent advances in data mining
has increased the disclosure risks that one may encounter when releasing
data to outside parties. Privacy preserving data mining (PPDM) deals
with protecting the privacy of individual data or sensitive knowledge
without sacrificing the utility of the data. Privacy Preserving Utility
Mining (PPUM) is an extension of PPDM where the quantity as well
as the utility are taken care of. Perturbation is a technique which mod-
ifies the contents of database with constraints and satisfies the privacy
policies of the data holder. A Fast Perturbation using Frequency Count
(FPUFC) algorithm is proposed to hide all sensitive high utility itemsets.
The performance of proposed algorithm were compared with that of the
existing algorithm, Fast Perturbation using Tree and Table Structures
(FPUTT). FPUFC shows better performance by taking lesser execution
time compared to FPUTT.

Keywords: Data mining · Utility mining · Perturbation · PPDM
PPUM

1 Introduction

Data mining is the process of uncovering hidden valuable knowledge by analyzing
large amounts of data. Techniques such as machine learning, artificial intelligence
etc. are applied for mining of data stored in databases or data warehouse [1].
Frequent pattern mining is a data mining process to identify relevant patterns or
itemsets in a database. Relevant patterns are most frequently occurring itemsets
in a database. Most renowned algorithms in this context are Apriori, FP-growth
and ECLAT algorithm etc. [5]. However, the practical usefulness of the frequent
itemset mining is limited by the significance of the discovered itemsets [3].

The High-Utility Itemset Mining (HUIM) is a utility mining method which
produces itemsets having a high profit in transaction databases. It is more practi-
cal than frequent itemset mining in real-life situations. A key problem in the area
of HUIM is that of confidentiality and privacy preservation. When the results of
HUIM are to be made public, privacy threats may arise. To address these issues,
Privacy Preserving Data Mining techniques have been proposed which comprises
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 112–120, 2018.
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of perturbing a database to sanitize it by modifying contents of database. Pri-
vacy preserving utility mining (PPUM) is an extension of privacy preserving
data mining (PPDM). PPUM deals with hiding Sensitive High Utility Itemsets
(SHUI).

In this work, we focuses on how to develop a model which can solve issues
in PPUM. The SHUIs according to company privacy policy needs to be hidden.
This is achieved by modifying the utility value of the sensitive high utility item-
sets and making them as non–high utility itemsets. This modification is made
by a method, which performs database modification with only fewer number of
database scans compared to previous algorithms [8]. The resulting database will
not contain sensitive high utility itemsets, and can be used for publishing data
which ensures privacy preservation.

2 Related Works

Data mining is a process used by organizations to transform raw data into useful
information. Agrawal et al. [13] proposed Apriori algorithm for frequent itemset
mining. It uses a bottom up approach, where frequent subsets are extended one
item at a time (a step known as candidate generation), and groups of candidates
are tested against the data. The FP-Growth Algorithm, proposed by Han, is
an efficient and scalable method for mining the entire set of frequent patterns
by pattern fragment growth, using an extended prefix-tree structure for storing
compressed and crucial information about frequent patterns named frequent-
pattern tree (FP-tree). FP-growth has less execution time compared to Apriori
algorithm.

For some applications, it is required that private or confidential information
in a database is hidden before the data is publicly published or shared with
collaborators. Privacy-Preserving Data Mining (PPDM) has been used for this
purpose with the goal to hide sensitive itemsets with minimal side effects [2].
The measurements of these side effects namely, hiding failure, missing cost
and artificial cost are commonly used as criteria to evaluate the effectiveness
and efficiency of PPDM algorithms.

The term, hiding failure denoted as α shows the set of sensitive itemsets
that the data sanitization process failed to hide. Ideally, the set α should be
empty when the PPDM procedure finishes its execution. The missing cost is
denoted as β is the set of non-sensitive frequent itemsets appearing in the original
database that cannot be seen in the sanitized database. The artificial cost in
PPDM is denoted γ represents the set of frequent itemsets appearing in the
sanitized database that are infrequent in the original database. The objective of
PPDM algorithms is to diminish the side effects as minimal as possible.

The unit profits and quantities of items purchased are not taken into con-
sideration together in frequent itemset mining. But, the utility mining finds all
itemsets whose utility values are equal to or greater than a user specified thresh-
old in a transaction database. The main challenge of utility mining is in limiting
the size of the candidate sets and simplifying the computation for calculating
utility [4].
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The first proposal in utility mining was from Yao et al., a unified framework
for incorporating several utility-based measures and defining the unified utility
function [11]. Liu Y et al. proposed a two-phase algorithm to effectively mine
high utility itemsets (HUIs) [12]. It utilizes the transaction-weighted downward
closure property to speed up the mining procedure of HUIs. Lin C W et al. used
a tree-based structure to find out HUIs [8]. Liu et al. developed the HUI-Miner
algorithm to directly mine HUIs without candidate generation [10]. The data
structures used to mine HUIs includes an utility-list structure and an enumera-
tion tree. Tseng et al. proposed UP–Growth algorithm which utilizes a tree data
structure named UP–Tree for discovering HUIs [7]. The structure of tree used
in this algorithm is nearly similar to that used in FP–Growth algorithm, but
utility is also included in this.

High Utility Itemset Mining (HUIM) has various real-life applications.
Privacy-Preserving Utility Mining (PPUM) which makes use of HUIM, has also
become a critical issue in recent years. PPUM manages privacy concerns by
combining PPDM and utility pattern mining methods. Mainly two approaches
are used, namely input privacy and output privacy. Input privacy changes the
contents of database before conducting mining operations (perturbation, k-
anonymity etc.). In the case of output privacy, contents of database are not
changed, but rather data is made accessible to only intended people (Secure
multi–party computation).

Yeh et al. first designed the Hiding High Utility Itemsets First (HHUIF)
and Maximum Sensitive Itemsets Conflict First (MSICF) algorithms to hide
sensitive high utility itemsets [2]. The HHUIF algorithm takes each sensitive
itemset and identifies the item having maximal utility by scanning database and
by projecting database with respect to a sensitive itemset. Then the item is
either deleted or its quantity is decreased in transactions. Lin et al. [9] devel-
oped a genetic algorithm based method for finding sensitive high-utility itemsets
(SHUIs) which modifies database by adding appropriate dummy transactions to
decrease the support of sensitive high utility itemsets. Yun and Kim [6] pro-
posed Fast Perturbation using Tree and Table Structures (FPUTT) algorithm
for perturbation. It constructs a FPUTT-tree similar to FP-growth tree to aid
for faster perturbation, and gives modified database by only 3 database scans.
FPUTT perturbs the database by finding item for modification, from the con-
structed tree. The tree stores only sensitive itemsets and aids to find items faster
compared to previous methods. The modification done on items in tree are either
decreasing or delete operations. These modified data in tree along with details
in IIT table is combined to update the database and thus produce a perturbed
database.

Privacy preserving utility mining algorithms mainly use perturbation tech-
niques for modifying databases, to produce a sanitized database. But the mod-
ifications done on input database leads to side effects such as hiding failure,
misses cost and artificial cost. Also, the time required for perturbation needs to
be reduced, by decreasing costly database scans. A better solution for privacy
preserving utility mining with lesser execution time as well as reduced side effects
is needed.
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3 Fast Perturbation Using Frequency Count (FPUFC)
Algorithm

Figure 1 shows overall architectural view of the proposed method. The input is
transaction database where each row contains transaction Id, item and count.
The external utility information is also given as input which indicates the utility
value of each item in database. Utility threshold is used as a utility cut off
measure. All itemsets having utility value above this threshold are considered
high utility itemsets and these items will appear in the results when utility
mining is performed.

Fig. 1. Design of the process

The privacy policy is determined by the data owner, is also given as input.
Privacy policy contains all the sensitive itemsets to be hidden before data is
made public.

The main goal of the Fast Perturbation using Frequency Count (FPUFC)
algorithm is to decrease the utility value of each sensitive itemset SI, by modify-
ing the quantity values of each item present in it. For each sensitive itemset in SI,
FPUFC has to identify the item having highest utility in the transactional data-
base and to decrease its count with least information loss. The process repeats
until the utility values of all sensitive itemsets are below the minimum utility
threshold. The overall process of the algorithm is given in Algorithm 1.

Input provided to algorithm are the original database DB, the minimum
utility threshold δ, sensitive itemsets SI list and the internal utility associated
with each item present in database. The output produced is perturbed database,
PDB which satisfies privacy policy. In FPUFC, the data structures, PDB and
SIT are initialized with null values. SIT is the sensitive itemset table that stores
the TIDs corresponding to each of the sensitive itemset. Then, the count of each
item present in the sensitive itemsets are calculated (line 2-4) and these items
are sorted on the basis of frequency count and stored as sorted s items (line
5). Input database consisting of transactions scanned for sensitive itemset and
added to SIT. Each entry of SIT consists of TID, item and count.
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Algorithm 1. Fast Perturbation using Frequency Count FPUFC
Input : The original database: DB, The minimum utility threshold: δ
Sensitive itemset: SI, Internal utility u associated with each item
Output : The perturbed database PDB

1: procedure –FPUFC
2: for each itemset in SI do
3: find count of each item
4: end for
5: Sort item based on frequency count S, sorted s items
6: for each transaction Ti in DB do
7: for each sensitive itemset, sr ε SI do
8: if (sr is included in Ti) then
9: SIT ← SIT ∪ {TID, (item, count) pair of sr}

10: end if
11: end for
12: end for
13: for each item I in sorted s items do
14: Find itemset, sr from SI that contains I
15: utility diff = Utilty V Difference(sr, δ)
16: while (utility diff > 0) do
17: Find each (item,count) from SIT indexed by TID, ∀ item ε sr
18: c utility ← utility of (item,count)
19: if utility diff > c utility then
20: update count = 0
21: update utility diff = utility diff - c utility
22: else count = count − utility diff

externalutility(item)

23: update utility diff = 0
24: Calculate Utilty Value Difference
25: end if
26: end while
27: end for
28: end procedure

Algorithm 2. Utility V Difference(sr, δ)
1: for tid, tuple in SIT do
2: for i, count in tuple do
3: total = total + (count * utility[i])
4: end for
5: end for
6: return utility diff = total - δ;

For each item i in sorted s item, an itemset (sr) containing i as a part of it is
retrieved from the SI list. The function utility value difference in Algorithm 2 is
invoked to calculate the utility value difference of sensitive itemset (sr) with that
of utility threshold. If the utility diff value is positive, SIT table is searched to



Privacy Preserving Utility Mining 117

find all transactions that includes this sensitive itemset (sr). The (item, count)
pair having maximum utility in these transactions is selected and its utility,
c utility is calculated (line 18). The modification in the quantity of item selected
is decided based on the utility diff and c utility values. If utility diff for sensitive
itemset (sr) is greater than the c utility of item selected, then the count of the
item gets updated to zero. These changes are effected to SIT and the transaction
database. On the other hand, if utility difference of sensitive itemset (sr) is not
greater than the utility value of (item, count) selected, the count is updated by
making use of external utility value of item (line 22). This process is repeated
for all items in sorted s items. The updated database is known as perturbed
database (PDB).

4 Experimental Evaluation

To measure the effectiveness of the Fast Perturbation Using Frequency Count
(FPUFC) algorithm, it is compared with the state-of-the-art algorithm Fast Per-
turbation Using Tree Structure and Tables (FPUTT). A Complexity Analysis
has been conducted on the basis of total execution time required by each of the
algorithm to perturb a given database. The parameters used in the analysis are
as follows. Let Ns be the number of sensitive itemsets, RN(Sp) be the repetition
number required for perturbing a sensitive itemset, Sp. Assume DBscan rep-
resent the number of item accesses during one database scan, C(K,SI) is the
constant time cost for updating the utility information of SI in kth scanning
operation, SITscan is the number of item accesses in SIT for finding required
item, NSI is the number of all different items included in a set of sensitive item-
sets and TREEscan is the number of node accesses during one FPUTT-tree
traversal.

Based on the analysis of algorithms, the time required for FPUTT can be
computed as

T (FPUTT ) → 3 ∗ DBscan +
Ns∑

p=1

RNSp∑

k=1

TREEscan + C(K,Sp) (1)

Similarly, the time required for FPUFC can be computed as

T (FPUFC) → 2 ∗ DBscan +
NSI∑

r=1

NS∑

k=1

SITscan + C(K,Sr) (2)

Initially algorithms perform database scan to read whole input. Then both
algorithms find out the transactions containing sensitive itemset present. In case
of FPUTT, it constructs FPUTT-tree containing sensitive itemsets by 2 data-
base scans along with sensitive itemset table and insensitive itemset table. Then
modification is done on tree structure and update the original database. In case
of FPUFC, it calculates the count of sensitive itemsets present in sensitive item-
sets and sort in decreasing order. Then a dictionary based on sensitive itemset
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is made and item for modification is found out making use of this structure.
Updations are done on database itself.

The time complexity of the total time-cost formulas can be denoted as follows.

FPUTT = O(DBscan + Ns ∗ Pn ∗ TREEscan) (3)

FPUFC = O(DBscan + Ns ∗ Rn ∗ SITscan) (4)

The reason why FPUFC outperforms FPUTT is that the time to construct
FPUTT tree and associated structures is higher than the time to construct the
dictionary and list structures used in FPUFC. Also after values are modified in
FPUTT-tree, all those values in nodes of tree need to be combined with those
in II table to update database. But in FPUFC, there is no such process.

A Runtime analysis is also conducted on the basis of total execution time
necessary to perturb a given database. Both algorithms were implemented
in Python programming language. The experimental results are tabulated in
Table 1. As the number of transactions increases, time for perturbation increases
for both algorithms. But, the rate of increase is less for FPUFC when compared
to FPUTT.

Table 1. Comparison of time for perturbation

No. of transactions Time in seconds

FPUTT FPUFC

8 0.1610 0.0039

16 0.3040 0.0060

32 0.5789 0.1600

64 1.2349 0.0239

100 1.8340 0.1089

200 3.6819 0.4430

250 4.6119 0.9980

500 9.4299 3.7820

1000 18.2160 15.5220

Another important consideration is that of side effects while perturbation.
Hiding failure, missing cost and artificial cost are three well defined parameters
for the performance evaluation of privacy preserving utility mining algorithms.
Hiding failure shows the set of sensitive items that the sanitization process failed
to hide. Both of the algorithms are very much effective in hiding the privacy
policy by bringing down the utility value of sensitive itemsets below the threshold
value. In the proposed FPUFC algorithm, hiding failure is 0. Also the only kind
of modification made to database is reducing the count of items and hence no
new rules are being generated. Thus artificial cost of both algorithms are also
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0. Artificial cost represents the set of high utility itemsets appearing in the
sanitized database that are non-high utility itemsets in the original database.
But by decreasing the count of items in the FPUFC algorithm, missing cost can
occur and full elimination of misses cost is not possible in this scenario.

5 Conclusion

In this paper, a fast algorithm for privacy preservation, Fast Perturbation Using
Frequency Count (FPUFC) is proposed. It uses sorted list of sensitive items, sep-
arate structures for itemset tables, and novel perturbation method to sanitize
the transaction database. Efficiency was demonstrated by comparing FPUFC
with state-of-art Fast Perturbation Using Tree Structure and Tables (FPUTT)
algorithm under various criteria. It turns out that the runtime by FPUFC out-
performs FPUTT and it provides a simple and elegant solution for perturbing a
database to protect privacy requirements by satisfying privacy policy of the data
holder. FPUFC makes use of table and multi-list structure for fast perturbation.
The contributions of this work can be applied to other areas like anonymization,
data stream mining, and so on.
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Abstract. The DNSSEC (Domain Name System Security Extensions)
protocol was basically designed to protect the DNS (Domain Name
System) system. In order to perform the intended tsk, the DNSSEC pro-
tocol primarily uses a technique called chain of trust. During chain of
trust construction, the DNSSEC protocol actually ensures the identity/
credentials of each node that come across with its parent node. Finally,
when it reaches to the point of trust anchor (i.e. root), it stops the process.

The problem that we addressed in this paper is - effective utilization
of chain of trust results to improve performance of the DNSSEC proto-
col. We proposed temporal BDI (Belief Desire Intention) based approach
to enhance the performance of DNSSEC.

Keywords: DNS · DNSSEC · BDI · Chain-of-trust

1 Introduction

The DNSSEC protocol was designed to protect DNS [3] from various attacks
[2], and the major technique used to accomplish this task is chain of trust. The
DNSSEC protocol [1] tries to build a chain of trust from the domain under
consideration to the point of trust, also called trust anchor (in our case it is
root node). The actual task carried during the construction of chain of trust is
verification of the credentials of child nodes with its respective parent node. If we
observe chain of trust construction process closely, it is very clear that additional
requests/queries are generated to ensure the authentication and integrity of the
received response. Obviously this will take additional time to construct chain of
trust.

If we can effectively utilize the previous results that were obtained while
constructing the chain of trust, probably upto some extent we can save the time
as well as avoid the generation of additional requests to construct chain of trust,
which intern reduce the Internet traffic. Therefore, the effective utilization of
results obtained from previous queries would definitely improve the performance
of the DNSSEC protocol.

c© Springer International Publishing AG 2018
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The rest of the paper is organized as follows: In Sect. 2, we have discussed
analysis of DNSSEC within BDI system. In Sect. 3, we have illustrated our idea
with an example. In Sect. 4, we have discussed conclusion.

2 Analysis of DNSSEC Using Temporal BDI

The basic idea to find solution for a given problem and/or analyzing a given
security protocol by making use of BDI model [4,5] is, first we have to com-
prehend the given problem/protocol and then develop belief-base, action-base
corresponding to it. Once we get the belief-base, action-base then we can apply
appropriate algorithms to achieve our goal.

The following steps are applied to analyze DNS and DNSSEC within BDI.

1. The IP address for a given domain name is checked in belief-base, if it is
found, then use the IP address and exit the process. Otherwise continue with
step 2.

2. The DNS query resolution process is used to find the IP address for a given
domain name. If the IP address is detected successfully, then continue, oth-
erwise stop the process and exit.

3. If belief-base contain belief-axiom for a given IP address then believe IP
address. Otherwise continue with step 4.

4. If the chain of trust construction is successful, then add the belief-axiom
correspond to the given IP address and also add belief-axioms corresponding
to all the all servers that come across in chain of trust construction into
belief-base. Otherwise simply reject the IP address.

The fourth step in the above procedure is crucial in our analysis because it
improves the overall performance of the system by avoiding the reconstruction
of the chain of trust for the domains to which it has already constructed.

3 An Illustrative Example

Problem definition: Let us assume that there is a system called D under com
domain which wants to find an IP address of scis under uohyd domain and also
construct the chain of trust between the server from which it has received an IP
address of scis to the root node, before believing and using the IP address of
scis.

Solution
The problem said above can be visualized as shown in Fig. 1. For a given problem
we can construct the following belief-base and action-base to proceed further
(Tables 1 and 2).
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Fig. 1. DNSSEC within BDI

Table 1. Belief-
base of DNSSEC.

1. believe(root)

Table 2. Action-base of DNSSEC.

1. send DNS request(sent message, src address, dst address)
2. receive DNS request(received message, dst address, src address)
3. send DNS response(sent message, src address, dst address)
4. receive DNS response(received message, dst address, src address)
5. send DS request(sent message, src address, dst address)
6. receive DS request(received message, dst address, src address)
7. send DS response(sent message, src address, dst address)
8. receive DS response(received message, dst address, src address)

In order to keep the solution simple, the detailed formats of queries and
responses that the actual DNS and DNSSEC systems use, are not used here.
The client and server algorithms are designed in such a way that they resolve
the given DNS query and construct chain of trust efficiently. The part-A of
client and part-A of server algorithms will resolve DNS query, whereas part-B of
client and part-B of server will verify authentication and integrity of the received
data. The plan generated to resolve DNS-query is as shown in Table 3. The plan
generated to authenticate received data is shown in Table 4. The plan in Table 3
is represented as [1, 2, 3, 4, 5, 6] in Fig. 1. The plan in Table 4 is represented as
[A, B, C, D] in Fig. 1. As the plan shown Table 4 gets executed, the belief-base
get updated as shown in Table 5. As we can easily observe in Table 5, the four
axioms believe(in), believe(ernet), believe(ac) and believe(uohyd) get appended
into belief-base after successful construction of chain of trust. We can keep them
in the belief-base for a specified time period. If we get a DNS request within
a short time, for any system which is under in domain or ac domain or ernet
domain or uohyd domain, then we need not repeat the whole process of chain
of trust construction to believe the response. Avoiding of unnecessary chain of
trust constructions will definitely improve the performance of DNSSEC protocol.
This will also reduce response time and Internet traffic.
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Algorithm 1. DNSSEC enabled DNS-Client with BDI
Require: belief base, action base, and FQDN (Fully Qualified Domain Name)
Ensure: IP address, chain of trust

************** part-A *********************
1: if is IP address exist(FQDN, belief base) then
2: return IP address
3: end if
4: sent message ← FQDN
5: src address ← sender
6: dst address ← parent()
7: send DNS request(sent message, src address, dst address)
8: receive DNS response(received message, dst address, src address)
9: if is received referral(received message) then

10: dst address ← retrieve referral(received message)
11: goto step 7
12: else
13: IP address ← retrieve IP address(received message)
14: end if

************** part-B *********************
15: if is source exist(dst address, belief base) then
16: update belief base(IP address)
17: Accept and return IP address
18: else
19: sent message ← dst address
20: dst address ← parent(dst address)
21: send DS request(sent message, src address, dst address)
22: receive DS response(received message, dst address, src address)
23: if received message = yes & dst address �= root address then
24: append to list(believed source list, dst address)
25: goto step 19
26: else
27: if received message = yes & dst address = root address then
28: chain of trust construction successful
29: update belief base(IP address)
30: update belief base(believed source list)
31: Accept and return IP address
32: else
33: chain of trust construction failed
34: Reject received IP address
35: clear source believed list(believed source list)
36: end if
37: end if
38: end if
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Algorithm 2. DNSSEC enabled DNS-Server with BDI
Require: domain name, belief base, action base
Ensure: IP address, referral, child registration

************** part-A *********************
1: receive DNS response(received message, dst address, src address)
2: if is in child list(received message) then
3: sent message ← retrieve IP address(received message)
4: else
5: sent message ← retrieve referral(received message)
6: end if
7: send DNS response(sent message, src address, dst address)

************** part-B *********************
8: receive DS request(received message, dst address, src address)
9: if is child registered(received message) then

10: sent message ← yes
11: else
12: sent message ← no
13: end if
14: send DS response(sent message, src address, dst address)

Table 3. Plan generated by BDI to
resolve DNS query

1. send DNS request(scis, D, com)
2. receive DNS request(scis, D, com)
3. send DNS response(root, com, D)
4. receive DNS response(root, com, D)
5. send DNS request(scis, D, root)
6. receive DNS response(scis, D, root)
7. send DNS response(in, root, D)
8. receive DNS response(in, root, D)
9. send DNS request(scis, D, in)
10. receive DNS request(scis, D, in)
11. send DNS response(ac, in, D)
12. receive DNS response(ac, in, D)
13. send DNS request(scis, D, ac)
14. receive DNS request(scis, D, ac)
15. send DNS response(ernet, ac, D)
16. receive DNS response(ernet, ac, D)
17. send DNS request(scis, D, ernet)
18. receive DNS request(scis, D, ernet)
19. send DNS response(uohyd, ernet, D)
20. receive DNS response(uohyd, ernet, D)
21. send DNS request(scis, D, uohyd)
22. receive DNS request(scis, D, uohyd)
23. send DNS response(IPadd, uohyd, D)
24. receive DNS response(IPadd, uohyd, D)

Table 4. Plan generated by BDI to
construct chain of trust

1. send DS request(uohyd, D, ernet)
2. receive DS request(uohyd, D, ernet)
3. send DS response(yes, ernet, D)
4. receive DS response(yes, ernet, D)
5. send DS request(ernet, D, ac)
6. receive DS request(ernet, D, ac)
7. send DS response(yes, ac, D)
8. receive DS response(yes, ac, D)
9. send DS request(ac, D, in)
10. receive DS request(ac, D, in)
11. send DS response(yes, in, D)
12. receive DS response(yes, in, D)
13. send DS request(in, D, root)
14. receive DS request(in, D, root)
15. send DS response(yes, root, D)
16. receive DS response(yes, root, D)
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Table 5. Belief-base after execution of chain of trust plan

1. believe(root)
2. parent(com, root)
3. parent(in, root)
4. parent(ac, in)
5. parent(ernet, ac)
6. parent(uohyd, ernet)
7. IP address(scis, ”xx.xx.xx.xx”)
8. believe(in)
9. believe(ac)
10. believe (ernet)
11. believe(uohyd)
12. believe IP address(scis, ”xx.xx.xx.xx”)

4 Conclusion and Future Work

In this paper we have discussed incorporation of DNSSEC protocol into BDI
system to improve the performance. To analyze DNSSEC with BDI, first, we
have developed belief-base, action-base. Then we have designed algorithms to
accomplish name-address resolution and chain of trust construction tasks. The
algorithms were designed in such a way that they take the strategic advantage
from the results obtained from previous protocol runs, so that the overall per-
formance of the system is improved. In future work we would like to compare
the results of our work with others work in terms of performance enhancement
in DNSSEC protocol.
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Abstract. Near Field Communication is the technology that will remain
widespread in continual with the growth of smart phone influx [1, 10, 12, 15].
Moreover, people use smart phone’s to imperforate their mobile banking
activities which in turn results in fraudulent activities. The fast growing use of
electronic payments has increased the demand for emphatic, decisive and real
time based method for fraud detection and prevention. To prevent fraudulent
transaction a layered approach for NFC-enabled mobile payment system is
proposed. The layered approach for fraud analytic will provide a solution based
on transaction risk-modeling, business rule-based, and cross-field referencing.

Keywords: Near Field Communication � Mobile payment � Fraud analytics

1 Introduction

Mobile payment is the means of exchanging financial value between two parties using
mobile devices. The amalgamation of the mobile device with the Near Field Com-
munication technology makes payment process possible. NFC-enabled mobile pay-
ment is an emanate industry [7]; mobile payments have leading-edge. In the fast
emerging modern technologies and global communications, increase in fraud has
foisted huge loss to the financial businesses [14]. Therefore, it is an essential affair to
identify fraud. Near Field Communication is the technology that will remain wide-
spread in continual with the growth of smart phone influx [10, 12, 15]. Nevertheless,
how secure is the mobile payment system still, there will be fraud attacks hence fraud
detection measures have to be enforced. Moreover, fraud prevention measures should
be associated with fraud detection.

The fast growing use of electronic payments has increased the demand for emphatic,
decisive and real time based method for fraud detection and prevention [13, 14]. A NFC
mobile phone can communicate with the backend server with secure financial trans-
action service. In fraud detection location information [4] is vital to detect and prevent
frauds. However, it is substantial to fathom that fraudsters have no scope and they can
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attack the mobile payment system from any angle. Alluding the consumer transaction
history and the spending pattern will curtail the risk of fraudulent transaction [3].

1.1 Our Contribution

The intention is to impart a layered approach for an NFC payment system that identifies
fraudulent transactions. The layered approach to fraud analytic provides mastery in
each layer. Each layer provides utility to the next higher layer. In this article, following
research question has been addressed:

What are the facial characteristics to abate transaction fraud in mobile payment
system?

There is a need to identify and position the solution plan for fraud in mobile
payment system. The primary countenance to abate transaction fraud in our proposal is:

Real-time transaction monitoring - Monitoring payment transaction across the
mobile banking channel, processing payment transaction in real-time. The post-facto
monitoring comprehends real time transaction monitoring and step-up alert if any
suspicious transaction identified.

Consumer behavioral patterns - The consumer behavior analysis is performed to
identify normal and abnormal patterns. The authentication of a transaction using mobile
device is based on the consumer behavior pattern.

Multifactor authentication - The countermeasure of the mobile payment process to
fraud analytic is multifactor authentication. In fraud prevention, it is required to inte-
grate the prevention system with two factor authentication system.

The remainder of this paper is organized as follows: Sect. 2 is the Motivation and
Related Work description. Then the proposed system is described in Sect. 3 which
comprises Layered Approach for NFC-enabled mobile payment system and finally
conclusion is concluded in Sect. 4.

2 Motivation and Related Work

The layered approach scheme is proposed to abate transaction fraud in NFC-enabled
mobile payment system. Nonetheless, with a NFC-enabled mobile payment fraud
analytic ecosystem, it provides an opportunity to identify fraudulent pattern and
endorse prevention actions. As a result of growing ramification in mobile payment
solutions and increase in fraudulent patterns, using only rule-based method for iden-
tifying fraud is not competent [8]. Therefore, a solution required which constitutes
fraud analytic system with has real-time transaction monitoring, consumer behavior
patterns and multifactor authentication for processing payment transactions. Also, there
is necessary to entrust the consumers performing mobile payments by proving the
consumer rest on their behavior. However, ensuing behavioral patterns enables you to
imbibe who the real consumer is in the mobile payment process [12].

The behavior and impingement of feature selection techniques for fraud detection in
web payment systems was evaluated [2], the work limited to fraudulent behavior in
web transaction scenario. Moreover, using multifactor authentication in NFC-enabled
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mobile payments is a padding security bestowed in the payment system [11]. Fraud
detection and prevention technique which works in backend avails data mining tech-
niques adamantine to secure the facts. The online banking fraud detection framework
comprise contrast pattern mining, cost-sensitive neural network and decision forest all
these models are combined to generate risk score of an online transaction [5]. The
numbers of fraudulent transactions should be less bringing together to number of
genuine transactions [6].

3 Description of the Proposed System

In this section the layered approach for NFC-enabled mobile payment system; fraud
detection and prevention is bestowed in Sect. 3.1 in detail.

3.1 Layered Approach for NFC-Enabled Mobile Payment System

To attenuate financial losses in mobile payment system institutions ought to take
layered approach to fraud analytic.

Layer 1 - Access authorization - It encompasses user authentication and device
authentication. Layer 1 necessitates access authorization for the consumer. To assist the
progress of user authentication a personal identification number (PIN), user ID and
password is required. To facilitate device authentication, consumer device is registered
using IMEI and device ID [9].

Layer 2 - Input data attributes - Layer 2 includes the attributes for data analysis,
which is used to build a consumer behavior profile, that determines normal or abnormal
pattern. The attributes for data analysis are velocity, geolocation, IP address, device
fingerprint and transaction details which is real-time and dynamic acquisition of con-
sumer information.

Layer 3 - Consumer behavior analytic - Layer 3 presents an image of consumer
behavior profile. Based on layer 2 data analysis it identifies normal or abnormal pattern.
The consumer behavior profile is a prosperous knowledge and a base for making
real-time decisions. The behavior profile acquires real-time data from the mobile device
application while performing payment process.

Layer 4 - Fraud analytic engine - Layer 4 provides solution to the payment
transaction request which is transaction risk-modeling, business rule-based, cross-field
referencing, transaction monitoring and transaction scoring. Layer 4 does thorough

Access Input data Consumer behavior       Fraud analytic Decision action
Authorization attributes analytic engine

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

Fig. 1. Layered approach for NFC-enabled mobile payment system
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transaction monitoring and cross-field referencing to expose sophisticated fraud faster.
Originally the transactions that look impeccable may appear fraudulent when attributes
are correlated using cross-field referencing. The business rules are defined to percolate
fraudulent pattern and suspicious behavior and transaction scoring is done based on the
cross-field referencing. Fraud analytic presents an exquisite opportunity to identify
fraudulent pattern and endorse prevention actions.

Layer 5 - Decision action - Layer 5 gives the output of the transaction execution.
The decision action can be legitimate or fraudulent or suspicious. When the decision is
suspicious it enforces second factor authentication like SMS, Email or OTP send to the
mobile combined with a transaction pin.

The growth in the modern technology, complexity in fraud management requires a
booming approach with mastery in the layers of fraud detection and prevention. Start of
an event in NFC-enabled mobile payment system is the user and device authentication
which facilitates the user and the device for payment process (Fig. 1). Ensuing user and
device authorization the input data attributes are captured for data analysis in real-time
and further processes it to build consumer behavior profile. The consumer behavior
profile determines the user performing payment process in real-time is a normal or
abnormal user. Forthwith the fraud analytic engine impels solution for the payment
request from the consumer. The fraud analytic engine identifies fraudulent pattern
based on business rules, cross-field referencing, real-time transaction monitoring and
transaction scoring thereby recommending fraud prevention actions. Transaction
scoring method would determine whether the transaction payment request is from a
legitimate user, or fraudulent user. Conclusively the decision action gives the output of
the payment transaction execution.

4 Conclusion

The fortuity in mobile payment industry along with growth in smart phones commutes
the finance industry towards mobility. The primary countenance to abate transaction
fraud in the proposed system is addressed. The proposed and the ongoing work target
the user and device authentication, performs fraud analytic thereby maneuvering secure
mobile payment. Whither and howbeit the transaction is initiated, the real time trans-
action monitoring identifies the fraudulent or suspicious payments. However, the
multifactor authentication in fraud analytic lead to better accuracy in mobile payment
system. It is critical to identify the fraudulent transaction more precisely than the
legitimate transactions.

Acknowledgments. The authors thank our colleagues from K L University who provided
knowledge and encouragement that eminently assisted the research carried by us.
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Abstract. Real-time safety-critical systems are getting more complex
by integrating multiple applications with different criticality levels on
a single platform. The increasing complexity in the design of mixed-
criticality real-time systems has motivated researchers to move from
uniprocessor to multiprocessor platforms. In this paper, we focus on
the time-triggered scheduling of both independent and dependent mixed-
criticality jobs on an identical multiprocessor platform. We show that our
algorithm is more efficient than the Mixed criticality Priority Improve-
ment (MCPI) algorithm, the only existing such algorithm for a multi-
processor platform.

1 Introduction

A mixed-criticality real-time system (MCRTS) [1,2] has two or more distinct
levels of criticality, such as, safety-critical, mission-critical, non-critical, etc. For
example in the domain of unmanned aerial vehicles (UAV’s) [2,3] the func-
tionalities are classified into two levels of criticality, viz., mission-critical (e.g.,
capturing and transmitting images) and flight-critical (e.g., safe operation of the
UAV). The flight-critical functionality, due to its safety critical nature, is subject
to certification by a certification authority (CA). The CAs are very conservative,
using tools and techniques that estimate more pessimistic worst-case execution
times (WCET) than that of the system designers. On the other hand, the CAs
are not concerned with the mission-critical functionalities. The system designers
are interested in both flight-critical and mission-critical functionalities but their
tools are less conservative in estimating the WCETs.

The challenge in scheduling such mixed critical systems is to find a single
scheduling policy so that the requirements of both the system designers and
the CAs are met. This means that in a scenario where all the jobs complete
their executions by their LO-criticality WCETs, they must all be scheduled
correctly. On the other hand, in a scenario where the execution time of any one
HI-criticality job exceeds its LO-criticality WCET, then all the HI-criticality
jobs need to meet their deadlines assuming their HI-criticality WCET to satisfy
the CAs.

In this paper, we describe an approach to find a preemptive, global, time-
triggered schedule of mixed-criticality, non-recurrent task systems on identical
c© Springer International Publishing AG 2018
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multiprocessor platforms that can satisfy the assumption of both the CAs and
SDs. We show that the worst-case time complexity of our proposed algorithm
is better than the existing algorithm in [4], the only existing time-triggered
algorithm for such systems.

2 System Model

A mixed-criticality system consists of n jobs {j1, j2, . . . , jn}, each with a crit-
icality level. Here we focus on dual-criticality jobs, i.e., LO-criticality and
HI-criticality. A job ji is characterized by a 5-tuple of parameters: ji =
(ai, di, χi, Ci(LO), Ci(HI)), where

– ai ∈ N denotes the arrival time, ai ≥ 0.
– di ∈ N

+ denotes the absolute deadline, di ≥ ai.
– χi ∈ {LO,HI} denotes the criticality level.
– Ci(LO) ∈ N

+ denotes the LO-criticality worst-case execution time.
– Ci(HI) ∈ N

+ denotes the HI-criticality worst-case execution time.

We assume that the system is preemptive and Ci(LO) ≤ Ci(HI) for 1 ≤ i ≤ n.
Note that in this paper, we consider arbitrary arrival times of jobs. An instance
of mixed-criticality job set can be defined as a finite collection of mixed-criticality
jobs, i.e., I = {j1, j2, . . . , jn}. Generally, a job in the instance I is available for
execution at time ai and should finish its execution before di. The job ji must
execute for ci amount of time which is the actual execution time between ai

and di, but this can be known only at the time of execution. The collection of
actual execution times (ci) of the jobs in an instance I at run time is called
a scenario. Scenarios in our model can be of two types, i.e., LO-criticality
scenarios and HI-criticality scenarios. When each job ji in instance I executes
ci units of time and signals completion before its Ci(LO) execution time, it is
called a LO-criticality scenario. If any job ji in instance I executes ci units of
time and doesn’t signal its completion after it completes the Ci(LO) execution
time, then this is called a HI-criticality scenario. Now we define a schedulability
condition for a mixed-criticality instance I.

Definition 1. A scheduling strategy is feasible or correct if and only if the
following conditions are true:

1. If all the jobs finish their Ci(LO) units of execution time on or before their
deadlines.

2. If any job doesn’t declare its completion after executing its Ci(LO) units of
execution time, then all the HI-criticality jobs must finish their Ci(HI) units
of execution time on or before their deadlines.

Here we focus on the time-triggered schedule [5] of MC instances on a
multiprocessor system with identical processors. We will construct two tables
SHI and SLO for each processor for a given instance I for use at run time. The
length of the tables is the length of the interval [minji∈I{ai},maxji∈I{di}]. The
rules to use the tables SHI and SLO at run time, (i.e., the scheduler) are as
follows:
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– The criticality level indicator Γ is initialized to LO.
– While (Γ = LO), at each time instant t the job available at time t in the

table SLO for processor Pi will execute on Pi.
– If a job executes for more than its LO-criticality WCET without signaling

completion in any processor Pi, then Γ is changed to HI.
– While (Γ = HI), at each time instant t the job available at time t in the

table SHI for processor Pi will execute on Pi.

3 Related Work

Most research on mixed-criticality systems focuses on the uniprocessor case (see
for example, [2,6]). The increasing functionalities in mixed-criticality systems
motivate researchers to turn to multiprocessor systems (see [4,7–10]). Among
the above cited work only [5,6] focus on a time-triggered scheduling algorithm
for uniprocessor systems and [4] introduces a time-triggered scheduling algo-
rithm for multiprocessor systems. To the best of our knowledge, there has not
been any other work studying time-triggered mixed-criticality scheduling for
multiprocessor systems.

Socci et al. [4] proposed the Mixed criticality Priority Improvement (MCPI)
algorithm to schedule jobs with precedence constraints. In this algorithm, they
construct a priority order of jobs from the support algorithm (i.e., a multi-
processor algorithm for non-critical jobs) which is used to find a table for the
LO-scenario and the support algorithm is used to schedule the HI-criticality jobs
in HI-scenarios. They showed the worst-case time complexity of the algorithm
to be O(n2 + mn3log(n)), where n is the number of jobs in the instance I and
m is the number of processors.

4 The Proposed Algorithm

In this section, we propose an algorithm for mixed-criticality jobs on multiproces-
sor systems which not only schedules the same set of instances as the existing
algorithm [4] but also has a better worst-case time complexity.

The time-triggered scheduling approach to mixed-criticality jobs [4] con-
structs two scheduling tables SLO and SHI to schedule a dual-criticality instance.
Since we consider mixed-criticality jobs for a multiprocessor system, we need two
separate scheduling tables for each processor. The schedule constructed by our
algorithm is a global one, i.e., a job can be preempted in one processor and
resume its execution in another processor. Here we assume that the system is
a closely coupled synchronous homogeneous multiprocessor system with shared
last level cache and the job context switch time is negligible. We also assume
that the cache miss penalty is negligible.
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Algorithm 1. LoCBP (LO-criticality based Priority)
Notation:
I = {j1, j2, ..., jn}, where ji =< ai, di, χi, Ci(LO), Ci(HI) >.
Input : I
Output : Priority Order (Ψ) of Instance I
Assume the earliest arrival time is 0.

1: Compute the LO-scenario deadline (di
Δ) of each job ji as di

Δ = di − (Ci(HI)−Ci(LO));
2: while I is not empty do
3: Assign a LO-criticality latest deadlinea job ji as the lowest priority job if ji can finish

its execution in the interval [ai, di
Δ] after all other jobs finish their execution in

LO-scenario under the global EDF scheme;
4: If any LO-criticality job cannot be given a lowest priority then a HI-criticality latest

deadlinea job ji is assigned as the lowest priority job if ji can finish its execution
in the interval [ai, di

Δ] after all other jobs finish their execution in LO-scenario
under the global EDF scheme;

5: if No job is assigned a lowest priority then
6: Declare FAIL and EXIT;
7: else
8: Add job ji to the priority order Ψ ;
9: Remove job ji from the instance and continue;
10: end if
11: end while
12: Construct table SLO for each processor using the priority order;
13: if anyHI scenarioFailure(SLO, I, Ψ) then
14: return FAIL and EXIT;
15: end if
16: The same order as SLO is followed to allocate the jobs in SHI;
17: After a HI-criticality job ji is allocated its Ci(LO) execution time in SHI, Ci(HI)−Ci(LO)

units of execution time of job ji is allocated after the rightmost segment of job ji in
SLO without disturbing the priority order Ψ and overwriting LO-criticality jobs in the
process, if any;

aThe original deadline and not the LO-scenario one.

Algorithm 1 determines a priority order, which is used to construct the
scheduling tables for all the processors, in steps 1 to 11. First, our algorithm
finds the LO-scenario deadline (di

Δ) of each job. For the LO-criticality jobs
di

Δ = di, but for HI-criticality ones di
Δ ≤ di. Then the algorithm starts to

assign the lowest priority jobs from the instance I. It always selects the latest
deadline job to be assigned as the lowest priority job, but LO-criticality jobs are
considered before the HI-criticality jobs. A job ji can be assigned the lowest pri-
ority if and only if all other jobs jk finish their executions when run according to
the global EDF algorithm and there remains sufficient time for ji to complete its
Ci(LO) units of execution time before di

Δ. After job ji is assigned the lowest pri-
ority, it is removed from the instance, and the remaining jobs are considered for
priority assignment. If at any step a job cannot be assigned a priority, the algo-
rithm declares failure. In step 10, the algorithm constructs table SLO. In steps
11 to 13, it checks for any possible HI-criticality scenario failure. The subroutine
anyHI scenarioFailure(SLO, I, Ψ) checks if at least one job runs at its Ci(HI)
execution time, then all HI-criticality jobs must complete their HI-criticality
execution before their deadline. If it doesn’t find a HI-criticality scenario failure
from the subroutine anyHI scenarioFailure(SLO, I, Ψ), then the priority order
constructed by Algorithm 1 can successfully schedule the instance I. Algorithm 1
constructs table SLO for each processor. Then Table SHI is constructed for each
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processor by allocating the remaining Ci(HI) − Ci(LO) units of execution time
of each HI-criticality job after its Ci(LO) units of execution time in SHI using
the same priority order and also a HI-criticality job is given higher priority over
LO-criticality jobs. This means a HI-criticality job can overwrite a LO-criticality
job in the process of allocating its Ci(HI) − Ci(LO) units of execution time.

We illustrate the operation of this algorithm by an example.

Example 1. Consider the mixed-criticality instance given in Table 1 to be
scheduled on a multiprocessor system having two identical processors P0 and P1.

Table 1. The instance for Example 1

Job Arrival time Deadline Criticality Ci(LO) Ci(HI)

j1 1 5 LO 3 3

j2 0 8 LO 4 4

j3 0 7 HI 3 5

j4 0 4 HI 2 2

Now we construct a priority order using our algorithm. The LO-scenario
deadlines dΔ

i of jobs j1, j2, j3, j4 are 5, 8, 5, 4 respectively. Now we start assigning
priorities to each job.

– The job j2 is the latest LO-criticality deadline job. If j2 is assigned the lowest
priority, then j3 and j4 can run simultaneously in P0 and P1 over [0, 3] and
[0, 2] respectively. Then j1 will run over [2, 5] in P1. So j2 can execute its 4
units of execution time in P0 over [3, 7] to finish by its deadline. Now we can
assign job j2 the lowest priority. We remove job j2 and consider {j1, j3, j4}
to find the next lowest priority job.

– If j1 is assigned the lowest priority, then j3 and j4 can run simultaneously on
P0 and P1 over [0, 3] and [0, 2] respectively. Then j1 will run over [2, 5] in P1.
So j1 can execute its 3 units of execution time in P1 over [2, 5] to finish by its
deadline. Now we can assign job j1 the lowest priority. Next, we remove the
job j1 and consider {j3, j4} to assign the next lowest priority.

– Since there are two jobs and two processors, any job can be given lower
priority among the two. But our algorithm assigns the latest deadline job as
the lowest priority job. So job j3 is given the lowest priority.

Finally, the priority order of the jobs in instance I is j4 � j3 � j1 � j2. Now
Algorithm 1 constructs the table SLO for each processor using the above priority
order. The table SLO for each processor is given in Fig. 1.

Then the anyHI scenarioFailure(SLO, I, Ψ) subroutine checks for all pos-
sible HI-criticality scenarios. We can check that all HI-criticality scenarios are
schedulable using the priority order {j4, j3, j1, j2} of I. Finally, table SHI is con-
structed for each processor by allocating the remaining Ci(HI) − Ci(LO) units
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SLO

P1

P0

j3 j2

j4 j1
0 2 3 5 7 8

Fig. 1. Table SLO for processor P0

and P1

SHI

P1

P0

j3

j4 j1
0 2 5 8

Fig. 2. Table SHI for processor P0

and P1

of execution time of each HI-criticality job after its Ci(LO) units of execution
time in SHI using the same priority order, where a HI-criticality job is given
higher priority over LO-criticality jobs. The table SHI for each processor is given
in Fig. 2. ��

4.1 Correctness Proof

For correctness, we have to show that if our algorithm finds a priority order for
instance I and the anyHI scenarioFailure(SLO, I) subroutine doesn’t fail, then
the scheduling tables SLO and SHI will give a correct scheduling strategy. We
start with the proof of some properties of the schedule.

Lemma 1. If Algorithm 1 doesn’t declare failure and finds a priority order, then
each job ji receives Ci(LO) units of execution time in SLO and each HI-criticality
job jk receives Ck(HI) units of execution time in SHI.

Proof. First, we show that any job ji receives Ci(LO) units of execution time
in SLO. This follows directly from the algorithm as each job ji must finish its
Ci(LO) units of execution time before di

Δ ≤ di to be assigned the lowest priority
job.

Next we show that any HI-criticality job jk receives Ck(HI) units of exe-
cution time in SHI. We construct the table SHI according to the same priority
order. Since anyHI scenarioFailure(SLO, I, Ψ) subroutine doesn’t find any HI-
criticality scenario failure, so all the HI-criticality jobs have received their Ci(HI)
units of execution time.

Lemma 2. At any time t, if a job ji is present in SHI but not in SLO, then the
job ji has finished its execution in SLO.

Proof. We use the same order of jobs in SLO to construct SHI. Whenever a job ji

has executed for time ci ≤ Ci(LO) at time t, then it is present in both the tables
SLO and SHI. We know the HI-criticality jobs are allocated their Ci(HI)−Ci(LO)
units of execution time after the allocation of Ci(LO) units of execution time in
both SHI and SLO. In SHI, the HI-criticality jobs are higher priority job than
LO-criticality jobs. When a job ji is present in SHI and not in SLO at time t, it
means this has already completed its execution in SLO. ��
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Lemma 3. At any time t, when a mode change occurs, each HI-criticality job
still has Ci(HI) − ci units of execution time in SHI after time t to complete its
execution, where ci is the execution time already completed by job ji before time
t in SLO.

Proof. Let a mode change occur at time t. This means that the following state-
ments hold: (i) all the HI-criticality jobs other than the current job, or none
of them has completed their Ci(LO) units of execution time at time t, (ii) the
current HI-criticality job is the first one to complete its Ci(LO) units of execu-
tion time without signaling its completion. We know that all the HI-criticality
jobs are allocated their Ci(HI) − Ci(LO) units of execution time in SHI after
the completion of their Ci(LO) units of execution time in both SLO and SHI. If
a job ji has already executed its Ci(LO) units of execution time in SLO, then
it requires Ci(HI) − Ci(LO) units of time to be completed in SHI. When job ji

initiates the mode change, this is the first job which doesn’t signal its completion
after completing its Ci(LO) units of execution time. Before time t, the sched-
uler uses the table SLO to schedule the jobs, while subsequently the scheduler
uses table SHI due to the mode change. If a job ji has already executed its ci

units of execution time in SLO, then it requires Ci(HI) − ci units of time to be
completed its execution in SHI. We know that the tables SHI and SLO have the
same order and according to Lemmas 1 and 2, each job will get sufficient time to
complete its Ci(HI) units of execution time. Hence, each HI-criticality job will
get Ci(HI) − ci units of time in SHI to complete its execution after the mode
change at time t. ��
Theorem 1. If the scheduler dispatches the jobs according to SLO and SHI,
then it will be a correct scheduling strategy.

Proof. For the LO-criticality scenarios, all the jobs can be correctly scheduled
by the table SLO as proved in Lemma 1. Now, we need to prove that in a HI-
criticality scenario, all the HI-criticality jobs can be correctly scheduled by the
table SHI. In Lemma 1, we have already proved that all the HI-criticality jobs
get sufficient units of time to complete their execution in SHI. In Lemma 3, we
have proved that when the mode change occurs at time t, all the HI-criticality
jobs can be scheduled without missing their deadline. So from Lemmas 1 and 3,
it is clear that if the scheduler uses tables SLO and SHI to dispatch the jobs then
it will be a correct scheduling strategy. ��

4.2 Comparison with MCPI Algorithm

Theorem 2. An instance I is schedulable by the MCPI algorithm [4] if and
only if it is schedulable by our algorithm.

Proof. (⇒) The MCPI algorithm generates a priority order for an instance I
which is used to find table SLO. When a mode change occurs, it uses a support
algorithm to schedule the HI-criticality jobs of instance I. We need to show that if
MCPI generates a priority order for an instance I, then our algorithm will always
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find a priority order for instance I and the anyHI scenarioFailure(SLO, I, Ψ)
subroutine will not fail.

Suppose the MCPI algorithm finds a priority order for an instance I. Now
the least priority job of the priority order (according to the MCPI algorithm)
can be either a LO-criticality or HI-criticality job. First, we consider the case
where a job is of LO-criticality. Let ji be the lowest priority job and its criticality
be low. So at the time of construction of the table SLO, every higher priority job
jk finishes its Ck(LO) units of execution time and there remains sufficient time
for the lowest priority job ji to finish its Ci(LO) units of execution time in the
interval [ai, di]. So this condition is the same as our proposed algorithm.

Let job ji be the lowest priority job and its criticality be high. Since MCPI
successfully finds the priority order, it must have checked all the scenarios and
didn’t find any failure. Now after every higher priority job jk finishes its Ck(LO)
units of execution time, there remains sufficient time for the lowest priority job ji

to finish its Ci(LO) units of execution time in the interval [ai, d
Δ
i ]. Unlike the LO-

criticality job, the HI-criticality jobs need to finish their LO-criticality execution
on or before dΔ

i . So this condition is the same as our proposed algorithm.
Then ji is removed from the instance and the next priority can be assigned

from the remaining jobs. We can argue in the same way for the remaining jobs.
From the above argument, it is proved that our proposed algorithm finds the
same priority order for instance I as the MCPI algorithm. Since the priority order
is the same and the MCPI algorithm doesn’t find any HI-scenario or LO-scenario
failure, the anyHI scenarioFailure(SLO, I, Ψ) subroutine in our algorithm will
not fail as well. Thus, for a MCPI schedulable instance, our algorithm can also
construct priority tables SLO and SHI.

(⇐) Our algorithm generates a priority order for an instance I which is used
to find the table SLO. When a mode change occurs, our algorithm uses the table
SHI to schedule the HI-criticality jobs which is constructed from the job ordering
in SLO. We need to show that if our algorithm generates a priority order for an
instance I, then the MCPI algorithm will always find a priority order and the
anyHIScenarioFailure(PT, T ) subroutine will not fail.

Suppose our algorithm finds a priority order for an instance I. The least
priority job assigned by our algorithm can be either a HI-criticality or a LO-
criticality job. First, we consider the case where the lowest priority job is LO-
criticality. Let ji be the lowest priority job and its criticality be LO which means
the job ji finishes its execution between its arrival time and deadline after all
other jobs finish their execution. So according to the priority table (SPT ) of
MCPI, job ji can be given the lowest priority among the LO-criticality jobs.
Since the job can meet its deadline after all other jobs finish their execution, the
PullUp() subroutine [4] will pull up the HI-criticality jobs upward in the priority
tree. So according to the MCPI algorithm the job ji is the lowest priority job
among the HI-criticality jobs as well. This shows that the job ji is the lowest
priority job according to the MCPI algorithm.

Now assume ji is the lowest priority job and its criticality is HI which means
the job ji can finish its execution between its arrival time and deadline after all



Time-Triggered Scheduling for Multiprocessor Mixed-Criticality Systems 143

other jobs finish their execution. Since our algorithm prefers LO-criticality jobs
to assign the lowest priority over HI-criticality jobs, there are no LO-criticality
jobs available which can be assigned the lower priority. As in the previous case,
job ji is the lowest priority job in the SPT priority table of the MCPI algorithm.
Since no LO-criticality job can finish its execution after the execution of job ji,
the PullUp() subroutine will not be able to pull up the HI-criticality job upward
in the priority tree. So job ji is the lowest priority job according to the MCPI
algorithm.

So both the algorithms generate the same priority order for instance I.
Since our algorithm doesn’t find any HI-scenario failure in the anyHI scenario
Failure(SLO, I, Ψ) subroutine, the MCPI algorithm also doesn’t find any HI-
scenario failure in its anyHIscenarioFailure() subroutine. ��
Theorem 3. The computational complexity of LoBCP on page 4 is O(mn2),
where n is the number of jobs in an instance I and m is the number of processors.

Proof. Line 1 requires O(n) time. Lines 3–4 take O(n) time and each line is
simulated on m processors resulting in O(mn) time. Since the outer for loop in
line 2 runs n times, the overall complexity is O(mn2) time. ��

This is in contrast to MCPI [4], the only existing time-triggered scheduling
algorithm for mixed-criticality systems on multiprocessors, whose complexity is
O(n2 + mn3log(n)), where n is the number of jobs in instance I and m is the
number of processors.

5 Extension for Dependent Jobs

In previous sections, we have discussed instances with independent jobs. Now,
we discuss the case of the dual-criticality instances with dependent jobs. In
this section, we modify the algorithm given in Sect. 4 to find the scheduling
tables such that if the scheduler discussed in Sect. 2 dispatches the jobs according
to these scheduling tables then it will be a correct online scheduling strategy
without disturbing the dependencies between them. There exists an algorithm [4]
which can schedule the jobs of an instance I with dependencies with worst-case
time complexity O(En2 + mn3log(n)), where n is the number of jobs, E the
number of edges in the DAG and m the number of processors. We claim that our
algorithm has a better worst-case time complexity than the existing algorithm.

5.1 Model

We use the same model as discussed in Sect. 2. Additionally, an instance of a
mixed-criticality system containing dependent jobs can be defined as a directed
acyclic graph (DAG). An instance I is represented in the form of I(V,E), where
V represents the set of jobs, i.e., {j1, j2, . . . , jn} and E represents the edges
which depict dependencies between jobs. We assume that a HI-criticality job can
depend on a LO-criticality job only if the HI-criticality job depends upon another
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HI-criticality job. This means, there are some instances where an outward edge
from a LO-criticality job jl becomes an inward edge to a HI-criticality job jh1

with another inward edge from a HI-criticality job jh to job jh1.

Definition 2. A dual-criticality MC instance I with job dependencies is said to
be time-triggered schedulable on a multiprocessor system if it is possible to
construct the two scheduling tables SLO and SHI for each processor of instance I
without violating the dependencies, such that the run-time algorithm described
in Sect. 2 schedules I correctly.

5.2 The Algorithm

Here we propose an algorithm which can construct two scheduling tables SLO

and SHI for a dual-criticality instance with dependent jobs. A DAG of mixed-
criticality jobs is MC-schedulable if there exists a correct online scheduling policy
for it. Our algorithm finds a LO-criticality priority order for the jobs of instance
I which is used to construct the table SLO. Then the same job allocation order of
SLO is used to construct the table SHI, where HI-criticality jobs have greater pri-
ority than LO-criticality jobs, and the HI-criticality jobs are allocated their CiHI
units of execution time in SHI without violating the dependency constraints. The
priority between two jobs ji and jk is denoted by ji�jk, where ji is higher priority
than jk. This priority ordering must satisfy two properties:

– If a node ji is assigned higher priority than node jk (i.e., ji � jk), then there
should not be a path in the DAG from node jk to node ji.

– If the DAG is scheduled according to this priority ordering then each job ji

of the DAG must finish its Ci(LO) units of execution time before dΔ
i .

Now we present the algorithm DP LoCBP which finds a priority order for mixed-
criticality dependent jobs.

Algorithm 2 finds a priority order which is used to construct the scheduling
tables for all the processors in steps 1 to 11. First, our algorithm finds the LO-
scenario deadline (di

Δ) of each job. For the LO-criticality jobs di
Δ = di, but

di
Δ ≤ di for the HI-criticality jobs. Then the algorithm starts to assign the

lowest priority jobs from the instance I. It always selects the latest deadline job
which doesn’t have an outward edge as the lowest priority job, but LO-criticality
jobs are considered before the HI-criticality jobs. A job ji can be assigned the
lowest priority if and only if all other jobs jk finish their execution and there
remains sufficient time for ji to complete its Ci(LO) units of execution time
before di

Δ. After a job ji is assigned the lowest priority, it is removed from
the instance and added to the priority order Ψ . Then the remaining jobs are
considered for priority assignment. If at any step a job cannot be assigned a
priority, the algorithm declares failure. In step 12, the algorithm constructs the
table SLO. In steps 13 to 15, it checks for any possible HI-criticality scenario
failure. If it doesn’t find a HI-criticality scenario failure, then the priority order
constructed by Algorithm 2 can successfully schedule the instance I. Then the
table SHI is constructed for each processor by allocating Ci(HI) units of execution
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Algorithm 2. DP LoCBP
Notation:
I = {j1, j2, ..., jn}, where ji =< ai, di, χi, Ci(LO), Ci(HI) >.
Input : I
Output : Tables SLO and SHI
Assume earliest arrival time is 0.

1: Compute the LO-scenario deadline (di
Δ) of each job ji as di

Δ = di − (Ci(HI)−Ci(LO));
2: while I is not empty do
3: Assign a LO-criticality latest deadline job ji which doesn’t have an outward edge as

the lowest priority job if ji can finish its execution in the interval [ai, di
Δ] after

all other jobs finish their execution in LO-scenario under the global EDF scheme;
4: If any LO-criticality job with no outward edge cannot be given the lowest priority

then a HI-criticality latest deadline job ji which doesn’t have an outward edge
is assigned as the lowest priority job if ji can finish its execution in the interval
[ai, di

Δ] after all other jobs finishes their execution in LO-scenario under the global
EDF scheme;

5: if No job is assigned a lowest priority then
6: Declare FAIL and EXIT;
7: else
8: Add the job ji to the priority order Ψ .
9: Remove job ji from the instance and continue;
10: end if
11: end while
12: Construct table SLO for each processor Pi using the priority order Ψ ;
13: if anyHI scenarioFailure(SLO, I, Ψ) then
14: return FAIL and EXIT;
15: else
16: Construct table SHI for each processor Pi using the same order of allocated jobs in

SLO.
17: The same order as SLO is followed to allocate the jobs in SHI;
18: After a HI-criticality job ji is allocated its Ci(LO) execution time in SHI, Ci(HI) −

Ci(LO) units of execution time of job ji is allocated after the rightmost segment of
job ji in SLO without violating the dependency constraints and without disturbing
the priority order Ψ ;

19: end if

time of each HI-criticality job using the same order of allocated jobs as SLO

where a HI-criticality job is given higher priority over LO-criticality jobs. In SHI

each HI-criticality job is allocated its Ci(LO) units of execution time without
violating the dependency constraints. Once the Ci(LO) units of execution time
are allocated for HI-criticality jobs in SHI, the remaining Ci(HI)−Ci(LO) units of
execution time are allocated immediately without disturbing the priority order Ψ
and without violating the dependency constraints. At each instant, the allocation
is done without violating the dependency constraints.

We illustrate the operation of this algorithm by an example.

Example 2. Consider the mixed-criticality instance given in Fig. 3 which is
going to be scheduled on a multiprocessor system having two homogeneous
processors, i.e., P0 and P1. The corresponding DAG is given in Fig. 4.

Now we construct a priority order using our proposed algorithm. The LO-
criticality scenario dΔ

i of the jobs j1, j2, j3, j4.j5 are 3, 3, 3, 2, 4 respectively. Next
we start assigning priorities to each job.

– We start with a node having no outward edges from it. The only such node
is job j5. So Algorithm 2 assigns job j5 the lowest priority. If j5 is assigned
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Job Arrival time Deadline Criticality Ci(LO) Ci(HI)

j1 0 3 LO 1 1

j2 0 3 LO 1 1

j3 0 3 LO 1 1

j4 0 4 HI 1 3

j5 1 6 HI 1 3

Fig. 3. Instance for Example 2

j1 j2 j3 j4

j5

Fig. 4. A DAG showing job dependency among the jobs given in Fig. 3

the lowest priority, then j1 and j2 can run simultaneously in P0 and P1 over
[0, 1] and [0, 1] respectively. Then j3 and j4 can run over [1, 2] in P0 and P1

respectively. Then j5 can easily execute its 1 unit of execution on either P0 or
P1 over [2, 3] to finish by its LO-scenario deadline (dΔ

i ). Now we can assign
job j5 the lowest priority job.

We remove job j5 and consider {j1, j2, j3, j4} to find the next lowest priority job.

– Since the LO-criticality jobs are given the lowest priority by the proposed
algorithm, it is easy to verify that the successive lowest priority jobs will be
j1, j2 and j3 respectively. Finally, j4 is the highest priority job.

So the final priority order of jobs in instance I is j4 � j3 � j2 � j1 � j5. The table
SLO for each processor is given in Fig. 5.

Now the anyHI scenarioFailure(SLO, I, Ψ) subroutine checks for all possible
HI-criticality scenarios. We can check that all HI-criticality scenarios are schedu-
lable using the priority order j4 �j3 �j2 �j1 �j5 of the instance I. Finally, the table
SHI is constructed for each processor by allocating Ci(HI) units of execution time
of each HI-criticality job using the same order of allocated jobs in SLO where a
HI-criticality job is given higher priority over a LO-criticality job. On processor
P0, the job order of SHI remains the same as in SLO. Job j4 is a HI-criticality job
and doesn’t depend on any other job, so it is allocated its Ci(LO) units of execu-
tion time over [0, 1] and the remaining Ci(HI) − Ci(LO) units of execution time
are allocated in the interval [1, 3]. Job j5 is allocated in the interval [2, 3] in table
SLO of P0. But j5 is allocated in the interval [3, 6] due to dependency constraints
which doesn’t affect the scheduling after a mode change. On processor P1, job j3
and j2 (LO-criticality) which don’t depend on any other jobs, are allocated their
one unit of execution time in the intervals [0, 1] and [1, 2] respectively. The table
SHI for each processor is given in Fig. 6. ��



Time-Triggered Scheduling for Multiprocessor Mixed-Criticality Systems 147

SLO

P1

P0

j3 j2

j4 j1 j5

0 1 2 3 6

Fig. 5. Table SLO for processor P0 and
P1

SHI

P1

P0

j3 j2

j4 j5

0 1 2 3 6

Fig. 6. Table SHI for processor P0 and
P1

5.3 Comparison with MCPI Algorithm

Theorem 4. An instance I is schedulable by the MCPI algorithm [4] if and
only if it is schedulable by our algorithm.

Proof. ⇒ We need to show that if MCPI generates a priority order for an instance
I, then our algorithm will always find a priority order for instance I and the
anyHI scenarioFailure(SLO, I, Ψ) subroutine will not fail.

Suppose the MCPI algorithm finds a priority order for instance I. Now the
lowest priority job of the priority order (according to the MCPI algorithm) can
be either a LO-criticality or HI-criticality job. First, we prove the case where a
job is LO-criticality and then HI-criticality. Let ji be the lowest priority job and
its criticality be LO which means no other job depends on ji. So at the time
of construction of table SLO, every higher priority job jk finishes its Ck(LO)
units of execution time without violating the dependency constraints and there
remains sufficient time for the lowest priority job ji to finish its Ci(LO) units
of execution time in the interval [ai, (dΔ

i )]. So this condition is the same as our
proposed algorithm.

Let job ji be the lowest priority, and its criticality be HI which means no
other job depends on ji. Since MCPI successfully finds the priority order, it must
have checked all the scenarios and doesn’t find any failure in the HI-scenario
situations. After every higher priority job jk finishes its Ck(LO) units of exe-
cution time, there remains sufficient time for the lowest priority job ji to finish
its Ci(LO) units of execution time in the interval [ai, d

Δ
i ] without violating the

dependency constraints. The HI-criticality jobs need to finish their LO-criticality
execution on or before dΔ

i in LO-scenario, so that they have sufficient time to
finish their remaining Ci(HI)−Ci(LO) units of execution time before their dead-
line di. This condition doesn’t violate the dependency constraints as it is the job
which doesn’t have an outward edge from it. So this condition is the same as
our proposed algorithm.

Then ji is removed from the instance I and the next priority can be assigned
from the remaining jobs. We can argue in the same way for the remaining jobs.
From the above argument, it is proved that our proposed algorithm finds the
same priority order, for instance I as the MCPI algorithm. Since the priority
order is the same and MCPI doesn’t find any HI-scenario or LO-scenario failure,
anyHI scenarioFailure(SLO, I, Ψ) subroutine in our algorithm will not fail as
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well. Thus, for a MCPI schedulable instance, our algorithm can also construct
priority tables SLO and SHI.

(⇐) Our algorithm generates a priority order for instance I which is used
to find the table SLO. When a mode change occurs, our algorithm uses the
table SHI which is constructed from the job ordering in SLO to schedule the
HI-criticality jobs. We need to show that if our algorithm generates a priority
order for instance I, then the MCPI algorithm will always find a priority order
and the anyHIScenarioFailure(PT, T ) subroutine will not fail.

Suppose our algorithm finds a priority order, for instance I. The lowest prior-
ity job assigned by our algorithm can be either a HI-criticality or a LO-criticality
job. First, we consider the case where a job is LO-criticality. Let ji be the low-
est priority job, and its criticality be LO which means the job ji can finish
its execution between its arrival time and deadline after all other job finishes
their execution without violating the dependency constraints. So according to
the priority table (SPT ) of MCPI, job ji can be given the lowest priority among
the LO-criticality jobs. Since the job can meet its deadline after all other jobs
finished their execution, the PullUp() subroutine will pull up the HI-criticality
jobs upward in the priority tree. So according to the MCPI algorithm, the job ji

is the lowest priority job among the HI-criticality jobs as well. This shows that
the job ji is the lowest priority job according to the MCPI algorithm.

Let ji be the lowest priority job, and its criticality be HI which means the job
ji can finish its execution between its arrival time and deadline after all other
job finishes their execution without violating the dependency constraints. Since
our algorithm prefers LO-criticality jobs to assign the lowest priority over HI-
criticality jobs, there are no LO-criticality jobs available which can be assigned
lower priority than job ji. Our algorithm chooses the job with no outward edges
which means no job depends on the lowest priority job. So due to the dependency
constraints, all the LO-criticality jobs finish before job ji. Since no LO-criticality
job can finish its execution after the execution of job ji, the PullUp() subroutine
will not be able to pull up the HI-criticality jobs upward in the priority tree. So
job ji is the lowest priority job according to the MCPI algorithm.

In the same way, we argue for the next priority assignment of jobs of
instance I. ��
Theorem 5. The computational complexity of DP LoCBP on page 11 is
O(mn2), where n is the number of jobs in the instance I.

Proof. Line 1 requires O(1) time. Lines 3–4 take O(n) time and each line is
simulated on m processors resulting in O(mn) times. Since the outer for loop in
line 2 runs n time, they require an overall O(mn2) time. Lines 17–18 takes O(1)
time each. So the overall time complexity of our algorithm is O(mn2). ��

This is in contrast to the MCPI algorithm [4], the only existing time-triggered
scheduling algorithm for the dependent jobs of mixed-criticality systems on mul-
tiprocessors is O(En2+mn3log(n)), where n is the number of jobs, E the number
of edges in the DAG and m the number of processors.
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6 Results and Discussion

In this section, we present the experiments conducted to evaluate the LoCBP
algorithm for the dual-criticality case. The experiments compare the running
times of LoCBP and MCPI. The comparison is done over numerous instances
with randomly generated parameters.

The job generation policy may have significant effect on the experiments.
The details of the job generation policy are given below.

– The utilization (ui) of the jobs of instance I are generated according to the
Staffords randfixedsum algorithm [11].

– We use the exponential distribution proposed by Davis et al. [12] to generate
the deadline (di) of the jobs of instance I.

– The Ci(LO) units of execution of the jobs are calculated by ui × di.
– The Ci(HI) units of execution of the jobs are calculated as Ci(HI) = CF ×

Ci(LO) where CF is the criticality factor which varies between 2 and 6 for
each HI-criticality job ji in our experiments.

– Each instance I contains at least one HI-criticality job and one LO-criticality
job. We have generated random instances for 2, 4, 8 and 16 processors, where
each instance has atleast m+1 number of jobs. Each instance is LO-scenario
schedulable. We have used an intel core 2 duo processor machine with speed
of 2.3 Ghz to conduct the experiments.

In the first experiment, we fix the number of processors to 2 and let the
deadline of the jobs vary between 1 and 2000. The graph in Fig. 7 shows the time
consumption by each schedulable instances from different numbers of randomly
generated instances.

From the graph in Fig. 7, it is clear that our algorithm consumes significantly
less time than the MCPI algorithm. As can be seen from Fig. 7, for a multiproces-
sor with two processors the time consumption by MCPI is much higher than our
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algorithm. The ratio of time consumed also increases with the increase of num-
ber of jobs per instance and is close to five for 1000 jobs. In another experiment,
we have shown that the time consumption decreases for m = 4, but the ratio of
time consumed by our algorithm in comparison to the MCPI algorithm is very
much similar to the case m = 2, as can be seen in Fig. 8.

7 Conclusion

In this paper, we proposed a new algorithm for time-triggered scheduling of
mixed-criticality jobs for multiprocessor systems. We proved that our algorithm
has a better worst-case time complexity than the previous algorithm (MCPI). We
also proved the correctness of our algorithm. Then we extended our algorithm for
dependent jobs and compared the worst-case time complexity with the existing
algorithm. We examined the theoretical result by comparing the actual time
consumption between LoCBP and MCPI.
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Abstract. Emerging computational requirement for large scale data
analysis has resulted in the importance of big data processing. Mean-
while, with virtualization it is now feasible to deploy Hadoop in private
or public cloud environment which offers unique benefits like scalability,
high availability etc. Live migration is an important feature provided
by virtualization that migrate a running VM from one physical host to
another to facilitate load balancing, maintenance, server consolidation
and avoid SLA violation of VM. However, live migration adds overhead
and degrades the performance of the application running inside the VM.
This paper discusses the performance of Hadoop when VMs are migrated
from one host to another. Experiment shows that job completion time,
average downtime as well as average migration time gets increased with
increase in the number of VMs that are migrated.

Keywords: Virtualization · SAN · Live migration · Hadoop
MapReduce · Pre-copy

1 Introduction

Cloud has appeared as a powerful computing technology in the world of distrib-
uted computing. With the advancement in cloud and virtualization technology
more and more computation is assumed to be done on the cloud. Virtualization
is the core driving technology behind cloud that allows running multiple OS
instances on the same physical machine concurrently and facilitate load balanc-
ing, server consolidation, live migration etc.

Meanwhile, to process large and distributed dataset Google proposed a scal-
able programing model known as MapReduce [1]. Hadoop [2], is an open source
implementation of MapReduce. It has computational power of MapReduce with
HDFS(Hadoop Distributed File System). So, with the advancement in virtual-
ization technology and big data analysis it is now feasible to use virtual machine
for big data computing [3,4].

One of the feature provided by virtualization is live VM migration that allows
allocation and reallocation of server resources by moving VM from one physical
host to another. However, existing migration techniques focused on migration of
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a single VM only. When a group of VM [5] or cluster need to be migrated simul-
taneously these techniques may prove inefficient. This paper analyzes the per-
formance of Hadoop cluster when different number of VMs are migrated within
the same subnet. The rest of the paper is organized as follows. Section 2 briefly
describes the background work. Section 3 presents the related work. Section 4
presents performance analysis of Hadoop on the cloud. Finally, Sect. 5 conclude
our work.

2 Background

MapReduce frees user from the complicated task of parallelization, failure han-
dling and data distribution by requiring user to specify map and reduce function
only. Map function processes key/value pairs to generate intermediate data which
is another set of key/value pairs. This intermediate data is further processed by
reduce function which merges values associated with same key to generate the
final result.

Live migration primarily transfers VM’s memory, CPU and I/O state from
source to destination host. It can be further classified as pre-copy, post-copy and
hybrid migration. With pre-copy [6] migration the dirty pages are iteratively
transfered across the network followed by a short suspend and copy phase. This
iterative phase ends when some terminating condition is reached. This technique
is the default migration technique for many hypervisors including Xen which is
used in this paper. On the other side, post-copy VM migration first captures and
transfers the minimum state to the destination server where the VM is resumed
and the remaining memory pages are fetched from the source depending on the
read/write request. Lastly, hybrid migration scheme follows bounded number
of pre-copy round to transfer a subset of pages followed by a short suspend &
resume phase. Next, the remaining pages are pulled from the source.

3 Related Work

Virtualization is useful but it adds overhead to run VM. Hwang et al. in [7] have
performed the analysis of the overheads offered by different hypervisor under
hardware assisted virtualization. The author has concluded that the overhead
incurred by different hypervisor vary depending upon the application hosted on
it.

Jhonson and Chiu in [8] have discussed migration of MapReduce task across
hosts using pause, migrate and resume strategy. It checkpoint intermediate state
and metadata information to facilitate migration. However, this technique trans-
fers only Hadoop MapReduce task, not the entire VM and incurs significant
overhead.

Ibrahim et al. in [3] have compared Hadoop performance on physical and
virtual machine. The author has discussed that the performance of Hadoop on
VM is degraded due to the overhead added due to virtualization. To reduce the
cost and improve the performance Kambatla et al. in [9] have optimized the
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Table 1. Job completion time(in sec)
with different cluster and file size(in
MB)

CS:Cluster Size

CS File Size

128 256 512 1024

1 60 61 104 150

2 60 64 118 154

4 68 70 120 179

6 63 65 173 259

8 63 64 222 600

Table 2. Reduce task completion
time(in msec) with different cluster and
file size(in MB)

CS:Cluster Size

CS File Size

128 256 512 1024

1 4287 4351 47171 66349

2 4330 4813 58137 67581

4 4533 7787 55502 105367

6 5283 5923 55089 106305

8 4759 4690 115218 155218

Table 3. Map task completion time(in msec) with different cluster and file size(in MB)

CS:Cluster Size

CS File Size

128 256 512 1024

1 81664 160186 531106 1500951

2 77861 161892 632904 1486645

4 91543 174938 604315 2277456

6 80069 170504 939676 2476982

8 80686 167409 1069634 2557333

Hadoop provisioning on cloud. However, these approaches does not address the
performance of any application when multiple VMs are migrated. This paper
studies the performance of Hadoop cluster with live VM migration.

4 Performance Analysis

In this section, experimental setup and performance of Hadoop cluster on cloud
is discussed.

4.1 Experimental Configuration

The private cloud setup has 6 blade servers each with 2x4 core Intel Xeon CPU
E5-2665 @ 2.40GHz processor, 270 GB local disk space and 2 physical NIC with
1 Gbps in both direction. Each blade has hyper threading enabled with two
threads running on each CPU core. Each server has Xen 6.5 hypervisor and
Linux with kernel version 3.10.0 running in dom0. Ubuntu 10.04 is configured
with Hadoop 2.6.1 on each VM. The disk image of each VM is stored on the
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shared storage. So, when VM migrate disk image is not transfered across hosts.
The performance of Hadoop on cloud is analyzed with different cluster size of 2,
4, 6 and 8 nodes. Four different files of 128, 256, 512 and 1024 MB are used as
an input to Wordcount program running on Hadoop. Next to study the impact
of migration on Hadoop, experiments are conducted on a cluster with 8 slave
and 1 master node.

4.2 Performance of Hadoop on Cloud

This section discusses the performance of Hadoop with different cluster sizes. As
shown in Table 1, job completion time(in sec) decreases with increase in cluster
size. However with small file size, this decrease is small as Hadoop split the file
into chunks(known as splits) depending upon the split size(default 64 MB) and
for each split it usually has one map task running on it. With small file size the
number of splits and accordingly the number of map tasks are less. So, even if
the number of VMs in the cluster are increased the job completion time is not
reduced much as number of map tasks are not sufficient to utilize the increased
computational power. Further, Tables 2 and 3 shows the time(in msec) taken by
map and reduce task to process different input file on different cluster size.

(a) Hadoop job (b) Map task

(c) Reduce task

Fig. 1. Effect of live migration on Hadoop cluster
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4.3 Performance of Hadoop with VM Migration

This section evaluates the performance of Hadoop cluster when different number
of VMs are migrated within the same subnet. Three performance parameters job
completion time, migration time and downtime are used to estimate the impact
of migration on Hadoop.

As shown in Fig. 1(a), job completion increases with increase in number of
VM migration. This is due to the network contention between Hadoop traffic and
migration traffic at source and destination. Also, for same number of VMs that
are migrated the performance is more degraded when input file size is large as
the amount of dirty memory generated with large file size is more. Figures 1(b)
and (c) shows that time taken by map and reduce task increases with increase
in the number of VM migration which is again due to the network contention of
map-reduce traffic with migration traffic.

Next, the effect of migration on average downtime and average migration
time is analyzed. The performance of Hadoop cluster running MapReduce job
on 1024 MB input file is compared with an idle cluster. As shown in Table 4 the
average downtime increases with increase in number of migrations. It is because
of sharing of bandwidth reserved for migration among the VMs. So, with more
VMs the bandwidth available per VM is reduced resulting in increased migration
time. Further, Table 4 shows that average migration time increases with increase
in number of VM migrations which is due to increase in migration traffic and
reduction in per VM available bandwidth for migration.

Lastly, the effect of migrating master and slave node on job completion time is
evaluated. As shown in Table 5 migrating the master increases the job completion
time for a give file size in comparison to the slave. This is because the master

Table 4. Effect of migration on average downtime and migration time

ADT:Avg. Downtime, AMT:Avg. Migration time

Node ADT/AMT

ADT(idle) (msec) ADT(running) (msec) AMT(idle) (sec) AMT(running) (sec)

2 219 247 21 22

4 384 408 34 42

6 411 430 48 68

8 424 613 60 81

Table 5. Effect of migrating master and slave VM on job completion time(in sec) with
different file size

Node File size

128MB 256MB 512 MB 1024MB

Master 65 64 129 182

Slave 61 61 104 150
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is in frequent communication with the slaves so migrating the master has more
impact on performance and job completion time.

5 Conclusion

In this paper a series of experiments are conducted to analyze the performance
of Hadoop with VM migration. Experiment shows that job completion time,
average downtime as well as average migration time gets increased with increase
in the number of VMs that are migrated. Further, for the same number of VM
migration, job completion time is higher with large file size. So, in case multiple
Hadoop clusters of same size are running and decision has to be made to select
appropriate VM to migrate, Hadoop VM running on small file size should be
selected to reduce the impact of migration on performance. Further, among
master or slave, slave VM should be selected for migration as the job completion
time is higher when master is migrated. In future, experiment will be conducted
to analyze the performance of Hadoop cluster with VM migration across WAN
where network latency is high and no shared storage is available.
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Abstract. Clustering divides data into meaningful, useful groups known as
clusters without any prior knowledge about the data. One of the drawbacks of
K-Means clustering is the estimation of initial centroids which influence the
performance of the algorithm. To overcome this issue, optimization algorithms
like Bat and Firefly are executed as pre-processing step. These algorithms return
optimal centroids which is given as input to the K-Means algorithm. Clustering
is carried out on large data sets, therefore Apache Spark, an open source soft-
ware framework is used. The performance of the optimization algorithms is
evaluated and the best algorithm is determined.

Keywords: Clustering � K-Means � Bat algorithm � Firefly algorithm
Big data � Spark

1 Introduction

In today’s world, increasing amount of data is being generated and collected. Every
traditional algorithm which exists for handling significant amount of data proves to be
inefficient when data sets get bigger and the iterations for fixing certain initial
parameters also increase. In K-Means clustering the numbers of iterations depend on
the initial centroids. The accuracy of the initial centroids taken has a major impact on
the time taken for completion of clustering. This project is an attempt to mitigate this
problem by modifying K-Means algorithm [1] using optimization algorithms like Bat
[2] and Firefly algorithm [3] in Apache Spark framework.

K-Means clustering has always been one of the most commonly used machine
learning techniques for the data clustering problems. For being such a commonly used
algorithm it still has two major drawbacks that lead to unnecessary increase in the
execution time. First drawback is the number of clusters which is to be given by the end
user; which is the k value. The next is the initial k centroids taken, for which there are
certain practices followed, such as the factor of taking the ordering into account, where
whichever data point comes in first k tuples is taken, and when the order changes the
data points taken initially also change, therefore bringing a difference in the execution
time by increasing the number of iterations. Unfortunately when the initial data points
tend to be outliers, it would lead to unnecessary iterations to locate the actual centroid
points in the first place.
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Moreover, when handling huge datasets, running an algorithm on a piled up data
set is difficult and execution time is high which is to be minimised. Our objective is to
optimize the K-Means clustering technique by using optimization algorithms and
evaluate their performance. These optimization algorithms acts as the pre-processing
step to identify the initial centroid points and the implementation is carried out on a
large dataset in the Apache spark framework. The optimization is depicted by com-
paring the various measures of the K-Means algorithm with chosen optimization
techniques.

2 Related Work

In [4], discussed the survey of clustering algorithms for data sets appearing in statistics,
computer science, and machine learning, and illustrated their applications in some
benchmark data sets. In [5], proposed an optimized K-Means clustering technique using
Bat algorithm (KMBA), KMBA algorithm does not require the user to give the number
of clusters in advance. In [6], proposed clustering using Firefly algorithm. In [7], pro-
posed parallelizing K-Means-based clustering on Spark. Exploring the parallel imple-
mentations of two-phase iterative procedure on Spark is not only universal to a wealth of
clustering algorithms but also meets the practical needs addressed by big data. In [8],
proposed the K-Means data clustering on Spark, for improving sales performance in
sales data of a super market. In [9], proposed scalable parallel clustering approach using
parallel K-Means and Firefly algorithm for up to thousand kilo bytes of data. In [10],
proposed the intelligent K-Means algorithm on Spark for big data clustering.

3 Proposed System

The proposed system aims to optimize data clustering in a distributed environment. Bat
algorithm and Firefly algorithm have been used to optimize the performance of
K-Means clustering algorithm in Apache Spark environment. The optimization algo-
rithms have individually been used as a pre-processing step to give the initial centroids
as input to the K-Means clustering algorithm. The data clustering is performed in
Apache Spark framework.

The following steps are taken in the proposed system:

1. Initially the data set is available in HDFS.
2. The HDFS data is converted in to number of RDDs.
3. Initial Optimal Centroid K is chosen from Optimization algorithm.
4. This K value is feed into K-Mean algorithm
5. Then calculate the distance of each object from centroids using Euclidean distance.
6. Place the object in the nearest cluster.
7. Find the new centroid for each cluster.

Performance Analysis of Parallel K-Means with Optimization Algorithms 159



8. The process is continued in an iterative manner and steps 5, 6 and 7 are repeated
until when the stopping condition are met.

The following steps show how the proposed system is run on the spark environment:

1. In the Spark environment, 1 driver node and n worker nodes are created.
2. The data set is divided into number of worker nodes.
3. Initially the K value is chosen from optimization algorithm. This value is broad-

casted into all worker nodes.
4. The worker node allocates each data object to one cluster according to the cluster

centroid it receives.
5. Each and every worker node’s data objects are clustered together; finally it finds the

local clustering centroid. This new local centroid along with the group of data
objects are transferred to the driver node.

6. When the driver node receives all local centroid from all worker nodes, then it finds
the global new centroid with these values.

7. This process is repeated and step 4 to 6 is done until when the distance between new
centroid and the older centroid are equal to less than the threshold value.

8. The finalized centroid value is taken.

Here all the processes are done on different RDDs simultaneously. This will reduce
the complexity of the proposed algorithm and at the same time the clusters are well
refined with optimization algorithm. The disadvantage of K-Means algorithm is
overcome by merging of optimization algorithm with K-Means algorithm.

4 Experiments and Results

KDD Cup 99 data set [11] from UCI repository is used here. This data set is based on
evaluation of anomaly detection methods. It has approximately 4,900,000 rows and
each row contains 41 features with 23 classes. From this dataset, only 20% sample of
the data set is taken. The dataset is taken based on scalable K-means clustering [12].
One driver node and 2 worker nodes are created for Spark in virtual machine envi-
ronment and HDFS file system is used for storing the original data set. The initial value
of Bat and Firefly algorithm are set randomly for finding optimal centroid. The
experiments are done using Scala without machine learning libraries. The performance
analysis of proposed system is done based on three metrics such as purity, NMI and
execution time.

4.1 Purity

Purity value is range from 0 to 1. Both of the optimization algorithms provide the
purity values nearly 1. Figure 1 shows the purity values.
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4.2 NMI

NMI is normalized mutual information. It is the mutual information of the clustering
results and number of classes. Purity alone is not suitable for measuring cluster since
the number of cluster goes high, Purity always gives nearly 1.Unlike purity, when the
number of clusters goes high, NMI does not necessarily grow. This value is also ranges
from 0 to 1 and higher values indicate better clustering results. Figure 2 shows the NMI
values.

4.3 Execution Time

This is the time to be involved for completion of K-Means with optimization algo-
rithms under Spark environment. The execution is measured based on without machine
learning libraries. Table 1 is shown below depicts the execution time of K-Means
clustering algorithm with the optimization algorithms as pre-processing step. K-Means
with Firefly algorithm requires more number of iteration to converge than K-Means
with Bat optimization.

5 Conclusion

The initial centroids obtained from Bat and Firefly optimization algorithms are given as
input to the K-Means clustering algorithm. The modified K-Means is executed in
Apache Spark environment and hence it is fast even when the dataset is large. The
performance is evaluated by calculating the execution time of these algorithms. The
results are compared and the best algorithm is determined. In future, the complete KDD
Cup 99 data set is taken for perfomance evalution.
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Table 1. Comparison of execution time

S.no Algorithm Execution time (in sec)
1. K-Means 1815.64
2. K-Means with Bat Optimization 1109.23
3. K-Means with Firefly Optimization 1317.42
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Abstract. Feature Selection plays a major role in preprocessing stage of
Data mining and helps in model construction by recognizing relevant fea-
tures. Rough Sets has emerged in recent years as an important paradigm
for feature selection i.e. finding Reduct of conditional attributes in given
data set. Two control strategies for Reduct Computation are Sequen-
tial Forward Selection (SFS), Sequential Backward Elimination(SBE).
With the objective of scalable feature seletion, several MapReduce based
approaches were proposed in literature. All these approaches are SFS
based and results in super set of reduct i.e. with redundant attributes.
Even though SBE approaches results in exact Reduct, it requires lot of
data movement in shuffle and sort phase of MapReduce. To overcome
this problem and to optimize the network bandwidth utilization, a novel
hashing supported SBE Reduct algorithm(MRSBER Hash) is proposed
in this work and implemented using Iterative MapReduce framework of
Apache Spark. Experiments conducted on large benchmark decision sys-
tems have empirically established the relevance of proposed approach for
decision systems with large cardinality of conditional attributes.

Keywords: Rough Sets · Reduct · Iterative MapReduce
Apache Spark · Scalable feature selection

1 Introduction

The field of Rough Sets [5] was introduced in 1980’s by Prof. Pawlak as a soft
computing paradigm for data analysis amidst vagueness and uncertainty. Reduct
computation(feature subset selection) is an important application of Rough Sets
in Data Mining. Two primary control strategies for Reduct Computation are
Sequential Forward Selection(SFS) and Sequential Backward Elimination(SBE).
The SFS approaches, though computationally efficient, have disadvantage in
resulting in super set of reduct. SBE algorithm results always in exact reduct
without any redundancy.

Standalone Reduct computation approaches suffer from scalability issues
with large decision systems. For scalable reduct computation, several MapReduce
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 163–170, 2018.
https://doi.org/10.1007/978-3-319-72344-0_13
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based distributed/parallel approaches [6,8,9] for SFS based reduct computation
were developed in literature in frameworks such as Hadoop [10], Twister [4],
Apache Spark [11].

In our literature review we have not found any MapReduce based SBE
implementations. In this work we identify the problems in MapReduce based
SBE Reduct computation and design and develop an approach called MRS-
BER HASH for overcoming these problems. The developed approach facilitates
exact Reduct computation for very large scale decision systems. The proposed
approach also can be utilized as a post processing optimization step in SFS
based MapReduce algorithms for generation of exact Reduct out of super Reduct
obtained.

2 SBE Based Reduct Computation

The basics of Rough Sets and approaches for reduct computation are given in
[6]. Classical Rough Sets are applied to complete symbolic decision system DT
defined as [7]

DT = (U,C ∪ {d}, {Va, fa}a∈C
⋃{d}) (1)

where U: Set of Objects, d: Decision attribute, C: Set of Conditional Attributes,
for each a ∈ C ∪ {d}, Va is domain of a and fa : U → Va is value mapping for
attribute a.

Reduct is a subset of a features that are individually necessary and jointly
sufficient in order to maintain a heuristic dependency measure of a decision
system. If M denotes heuristic dependency measure Reduct R is a minimal
subset of conditional attribute set C such that M(R) = M(C). The structure
for SBE reduct computation is given in Algorithm 1.

Algorithm 1. Sequential Backward elimination Algorithm
Input Decision table DT = (U,C ∪ {d}, {Va, fa}a∈C∪{d})
Dependency Measure (M)
Output Reduct (R)
Ranking of attributes based on Dependency Measure M
R ← C
for each attribute a in Ranking Order do

if M(R−{a})== M(C) then
R← R −{a}

end if
end for
return R

SBE algorithm start with initialization of Reduct R to all conditional
attributes, and involves |C| iterations. In each iteration, a conditional attribute



Hashing Supported Iterative MapReduce 165

a is tested for redundancy based on given dependency measure M . An attribute
′a′ is said to be redundant, if M(R − {a}) is equal to M(R). If an attribute is
found to be redundant, then it is dropped from R, otherwise it is retained. After
|C| iterations R contains irreducible set of attributes satisfying M(R) = M(C).
Hence SBE approach always result in exact Reduct. Sorting the attributes to be
used for redundancy check from least significant(individually) to highest, helps
in retaining more potential attributes in the obtained Reduct.

In the proposed approach conditional information entropy(CIE) is used as
dependency measure. The CIE of B ⊆ C with respect to decision attributes {d}
is defined as

E({d}/B) =
∑

gεIND(B)

P (g)
∑

g1εg/IND({d})
P (g1) log2(P (g)) (2)

where p(g) = |g|
|U | and p(g1) = |g1|

|g| . Here IND(B) denotes rough set based
indiscernability relation defined as

IND(B) = {(x, y) ∈ U2/fa(x) = fa(y),∀a ∈ B} (3)

IND(B) is an equivalence relation and partition of U induced by IND(B)
is denoted by U/IND(B) which is a collection of distinct equivalence classes or
granules. An equivalence class of x ∈ U is denoted by [x]b. An equivalence class
is said to be a consistent granule if all objects of equivalence class belongs to the
same decision class, otherwise is said to be inconsistent.

3 Proposed MRSBER Hash Algorithm

The proposed approach for iterative MapReduce based SBE Reduct algorithm
is arrived with an objective of preserving scalability. The MapReduce based
approach for M(B) computation is usually done by a common pattern [8,9].
Computing M(B) requires computation of summary information for granules of
quotient set U/IND(B) and arriving at M(B) using the summary information
of granules. In MapReduce approach < key, value > for each object is formed by
setting key to granule signature and value to required information for M com-
putation. Granule signature is the domain value combination for B satisfied by
all the objects of granule. In SBE Reduct algorithm, especially in the beginning
iterations, |B| is nearly equal to |C|. Owing to Curse of Dimensionality princi-
ple, for decision systems of large cardinality of attributes, number of granules
|U/IND(B)| is in order of |U |. In decision systems with |U/IND(C)| is near
to |U |, the size of data communicated from mappers to reducers is in the order
of original dataset. This can become a bottleneck and hamper the scalability of
MapReduce based SBE Reduct algorithm.

Hence, the proposed approach is evolved with the objective of reducing the
amount of data transferred in shuffle and sort phase of MapReduce. Algorithm
MRSBER Hash is the distributed/parallel approach for SBE Reduct computa-
tion using iterative MapReduce Framework. Initially ranking of attributes in the
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decreasing order of CIE is obtained using a single MapReduce job. The procedure
for computing CIE for each attribute using MapReduce is adopted from [8].

Datasets of large cardinality of attributes have the least amount of incon-
sistent granules. Removal of them will make the decision system to be consis-
tent without significant impact on resulting reduct obtained. Hence in MRS-
BER Hash algorithm another MapReduce job is invoked for extracting objects
in inconsistent granules and removing them for formation of consistent decision
system(CDS).

SBE Reduct computation in CDS is simplified, as the granules of IND(C)
are all consistent, redundancy check of an attribute a does not require exact
computation of M(R − {a})(refer to Algorithm 1) but only requires any incon-
sistent granule is present or not in U/IND(R−{a}). This facilitate optimization
in amount of data transferred as part of value portion in MapReduce. Rest of
the section explains how a two stage process is developed for inconsistency ver-
ification. The SBE reduct is obtained by following this two stage process for
inconsistency verification for each attribute in the rank order of CIE.

Let the given decision system DT = (U,C ∪ {d}, {Va, fa}a∈C∪{d}) be
horizontally partitioned into DT1,DT2, ....,DTn. Here DTi= (Ui, C ∪ {d},
{Va, fa}a∈C∪{d}) for 1≤i≤n and {Ui} forms a partition of U . n mappers work-
ing parallel on DTi’s produces < key, value > pairs for each data object of their
portions. At mapper level a local optimization(as in reduceByKey of Spark’s
MapReduce) helps in arriving at < key, value > pairs for partial granules
Ui/IND(B). Each reduce invocation works with list of values from all map-
pers for the same key(granule signature) to arrive at required computation for
granule of U/IND(B). In the normal approach for inconsistency verification, at
mapper level the generated < key, value > pair represents < key > as granule
signature and value as fd(o). At reducer level, a granule is found to be inconsis-
tent, if multiple decision values are associated with the same granule signature.

In order to avoid the communication of keys as granule signatures, the above
process is divided into two stages. A hash function(HF) is employed and < key >
is set to hashed value of granule signature instead of granule signature. This
helps in passing a single number, instead of |B| numbers to reducers. Across all
mappers the reduction in memory for keys in shuffle and sort phase is from the
order of |U ∗ B| to |U |(in situation of |U/IND(B)| ≈ |U |). In practice, one can
assume the mapping to obey many-one property. This results in a reduce invo-
cation working with coalesced granule g∗ representing possibly multiple granules
whose granule signature, is mapped to the same hash value. If g∗ is found to be
consistent then, all the granules coalesced into g∗ will also be consistent. But
the inconsistency of g∗ will not automatically imply inconsistency of comprised
granules.

In stage-2, the keys(Hashed values) of inconsistent granules resulting from
stage-1 are broadcasted to mappers. Each mapper generates < key, value >
pairs for only those objects whose hashed values is present in inconsistent hash
values. Here key is set to granule signature and value is set to decision value.
Similar to normal procedure the reduce invocation determines the occurrence of
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inconsistency. The objective of two stage process is realized when the cardinality
of the objects participating in < key, value > generation in stage-2 is much lesser
than |U |. In our exploration of different hash functions, deepHashCode function
available in (java.util.Arrays class) is found to be a suitable choice and employed
in our experiments.

3.1 Relevance of Two Stage Hash Based Approach

To illustrate the obtained benefits with two stage approach Table 1 summarizes
the size of key space(cardinality of granules*size of key) in stage-1 and stage-2
for an iteration for datasets used in our experiments. Assuming that two stage
process is not followed and granule signature is taken as key value, the resulting
size of key space is also reported under normal SBE column in Table 1. The
results are significant as number of keys under shuffle and sort phase in stage-2 of
MRSBER Hash are very few and most of the data transfer is in stage-1 involving
keys consisting of singleton hash numbers instead of granule signatures of order
|C| as in Normal SBE.

Table 1. Size of key space

Dataset Normal SBE MRSBER Hash stage1 MRSBER Hash stage2

KDD 57822*40 54575*1 6*40

Gisette 6000*5000 5999*1 2*5000

4 Experiments and Analysis of Results

The details of the datasets used in experimentation are described in Table 2.
Gisette is from UCI repository [3] and KDDCUP99 [2] is from UCI KDD Archive.
Experiments were conducted on Baadal [1] cloud computing infrastructure, an
initiative of Ministry of Human Resource Development, Government of India.
Baadal is developed and supported by IIT-Delhi. A five node cluster environment
is obtained on Baadal, where each node is with the following hardware and
software configuration. Each node has 8 cpu cores and 8 GB of RAM. Each node
is installed with Ubuntu 14.04 Desktop amd64, Java 1.7.0.131, Scala 2.10.4,
sbt.13.8, Apache spark 1.6.2. In these 5 nodes one is set as master and the other
4 nodes are set as slaves.

Table 2. Description of dataset

Dataset Objects Features Classes Consistency

Gisette 6000 5001 2 Yes

kddcup99 4898431 41 23 No
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4.1 Comparative Experiment with SFS MapReduce Approaches

Proposed algorithm(MRSBER Hash) is compared with several SFS Reduct
Computation approaches which are implemented using iterative MapReduce
paradigm available in literature [8–10,12]. Algorithms PLAR PR, PLAR LCE,
PLAR SCE, PLAR CCE [12] are Iterative MapReduce based SFS Reduct com-
putation algorithms using dependency measures PR(gamma measure), various
conditional information entropy measures LCE, SCE, CCE. These algorithms
were proposed by Junbo Zhang et al. in 2016 incorporating features of granu-
lar computing based initialization, model parallelism and data parallelism. The
implementation was done in Apache Spark.

Algorithm IN MRQRA IG was given by Praveen Kumar Singh et al. [9] in
2015, is an iterative MapReduce based distributed algorithm for QRA IG [6]
in 2015. IN MRQRA IG is implemented in Indiana University’s Twister envi-
ronment. Balu et al. in 2016 have given MRIQRA IG [8] as an improvement to
IN MRQRA IG as a distributed implementation of IQRA IG algorithm using
Twister’s framework. PAR algorithm was given by [10] Yong Yang et al. in 2010
using Hadoop MapReduce framework. The cluster configuration involved in each
of these implementation are different and details are summarized in Table 3. The
results reported with respect to these algorithms are as given in the respective
publications.

Table 3. Cluster configuration

PLAR IN MRQRA IG MRIQRA IG PAR

Cluster Size 19 4 6 11

RAM SIZE Atleast 8 GB 4 GB 4 GB *

Cores Atleast 8 4 4 *

OS Cent OS 6.5 OpenSuse-12.2 OpenSuse *

Software Spark Twister Twister Hadoop

Comparative Experiments with KDDCUP99: The results of Reduct
length obtained, computation time in seconds are provided in Table 4. The
results of KDDCUP99 establish the need for MapReduce based SBE Reduct
algorithm. In contrast to SFS approaches giving a super Reduct of 31 attributes
MRSBER Hash has resulted in exact Reduct of 25 attributes. The only way
SFS approaches can result in exact Reduct is by augmenting SBE approach on
obtained super Reduct. Computational time of MRSBER hash is significantly
higher than MRIQRA IG and PLAR based algorithms. The computation effi-
ciency of PLAR based algorithms is primarily due to high configuration cluster
of 19 nodes and capability to utilize model parallelism on supporting infrastruc-
ture. By model parallelism, in SFS approach, authors meant initiation of separate
jobs for obtaining candidate attribute sets significance. The proposed algorithms,
being SBE based lack the advantages of granular computations as in PLAR
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Table 4. Comparison with KDDCUP99 dataset

Computation Time(sec) Reduct Length

MRSBER Hash 184 25

PLAR-PR 8 *

PLAR-LCE 8 *

PLAR-SCE 8 *

PLAR-CCE 8 *

MRIQRA IG 68.84 31

IN MRQRA IG 1947.338 31

PAR 5050 *

Note: * not reported in original publication.

approaches, positive region elimination as in MRIQRA IG algorithm. It is to be
noted that, proposed algorithms achieved much better performance than SFS
approaches IN MRQRA IG, PAR which does not posses these optimization’s.
As a first attempt towards MapReduce based SBE Reduct computation, our
proposed algorithm achieved comparable performance with leading approaches
in SFS.

Comparative Experiments with Gisette Dataset: Gisette dataset is con-
trasting one from KDDCUP99 having much larger cardinality in attributes and
smaller cardinality in objects. The results for Gisette dataset in [12] only reported
for first 5 iterations(Selection of five attributes into Reduct Set) with varying
model parallelism level. PLAR SCE has incurred 30806 s without model paral-
lelism, 15293 s with model parallelism level of 2(supporting two parallel MapRe-
duce jobs at any instance) and 1856 s with level of 64. With much simpler compu-
tational infrastructure, MRSBER Hash could complete the Reduct computation
and resulted in a Reduct of size 23 in 4929 s.

Assuming that PLAR SCE in [12] completed the Reduct computation with
23 attributes, the estimated computational time will be 8537 s. Hence, it can
be deduced that in datasets of higher cardinality of attributes MRSBER Hash
can obtain better computational performance than SFS approach. In our opin-
ion, this may be due to fewer number of MapReduce jobs initiated in SBE
approach. To be specific, an SBE approach requires |C| MapReduce jobs and
an SFS approach followed in PLAR methods with model parallelism require
|C| + (|C| − 1|) + (|C| − 2|) + .... + (|C| − |R| + 1) MapReduce jobs.
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5 Conclusion

In this work MRSBER Hash algorithm is developed as a MapReduce based SBE
Reduct computation approach. MRSBER Hash was designed with an objective
of minimizing data transfer in shuffle and sort phase of MapReduce. In exten-
sive comparative analysis with leading MapReduce based SFS Reduct compu-
tation approaches mixed results are obtained. MRSBER Hash is found to be
achieving better computational performance with datasets of large cardinality
of conditional attributes. In future, MRSBER Hash will be further improved
to achieve similar or better computational performance than SFS approaches
such as MRIQRA IG. Irrespective of performance in computational time aspect,
MRSBER Hash provides an approach for exact Reduct computation in large
scale decision systems.
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Abstract. In general, SLAs (Service-Level Agreements) between TSPs
(Telecommunication Service Providers) and their computer system ven-
dors contain grants of penalty demands on the vendors in case of SLA
violations. Occasionally, TSPs also cede such rights to their customers.
In this case, TSPs behave wisely if they install CMSs (Condition Moni-
toring Systems) that nonstop supervise all significant KPIs (Key Perfor-
mance Indicators) of their services and red-flag noticeable service prob-
lems. Scientists have researched a variety of concepts for CMSs with
machined dynamic thresholds, for instance, to take the material aging
of rotary machines into account. Nary such a concept deftly copes with
time-based volatility, e.g. telecommunication services that show time-
varying load characteristic. This disquisition fills this gap by presenting
the requirements, the architecture, and the reliability analysis for an
applicable CMS (Condition Monitoring System).

Keywords: CM · CMS · Condition Monitoring
Condition Monitoring System · Icinga · Measurement · Monitoring
Nagios · Prediction · Supervision · Surveillance

1 Introduction

Nowadays, many service companies commit themselves to an SLA (Service-Level
Agreement) for their proffered services [11]. This does not happen due to pure
altruism. Rather, they want to emphasize the virtues of their products with a
prudent SLA to obtain competitive advantages.

TSPs as a subset of CSPs (Communication Service Providers) also keep pace
with the pursuit of SLAs. Their consumer customers mostly can merely retrieve
the personal performance statistics for their calls, short messages, and data ses-
sions from credentials-secured web portals. In contrast, their business customers
may rather opt for SLAs with KPIs and accordant thresholds whose exceeding
might even award business customers the receipt of monetary penalties. The
availability oftentimes excels as the most important KPI of a service. Table 1
gives the idea of a portfolio with availability classes that could be stipulated in
an SLA.
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 173–188, 2018.
https://doi.org/10.1007/978-3-319-72344-0_14
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Table 1. Availability of system classes [7]

System type Unavailability
(Minutes/Year)

Availability
(Percent)

Availability
class

Unmanaged 50,000 90 1

Managed 5,000 99 2

Well-managed 500 99.9 3

Fault-tolerant 50 99.99 4

High-availability 5 99.999 5

Very-high-availability 0.5 99.9999 6

Ultra-availability 0.05 99.99999 7

It goes without saying that TSPs leave nothing undone to avert SLA viola-
tions and resultant penalty demands on them. Their business customers could
overtly or clandestinely verify the adherence to the negotiated KPIs by dint
of random or permanent inspection with their own supervising system. There-
fore, TSPs usually deploy CMSs that continuously record crucial KPIs and alert
appropriate personnel in the event of threshold exceedances to take remedial
measures. The evaluation of KPIs with a CMS belongs to the functional areas of
fault management and performance management [8]. A CMS further conduces to
accounting management, configuration management, and security management,
which do not directly contribute to the evaluation of KPIs.

TSPs are strongly advised to define more rigorous thresholds in their CMSs
than in the SLAs with their customers. Apart from the compliance with agreed
KPIs, the prior objective of TSPs must be the ascertainment and reparation of per-
turbations prior to their customers’ cognition to achieve customer satisfaction [2].

How can TSPs determine optimal thresholds for KPIs? The determination
process allegorizes a tightrope walk between missing and false alarms [9]. While
missing alerts because of too permissive thresholds pose the risk of unrecogniz-
able disturbances, false alarms as a consequence of too strict thresholds annoy
and desensitize the alerted staff. Desensitization entails the employees’ negli-
gence or ignorance of all alarms, i.e. also of genuine ones. To make a long story
short, the eventual implications of missing and false alerts resemble.

Especially in the telecommunications industry, services with time-varying
intensities of use make threshold adjustments harder. While the same threshold
value perfectly fits for a certain period, it could be completely inappropriate for
other times of day. Such services necessitate the renunciation of fix thresholds in
favor of time-based ones. It ought to be comprehensible for everyone that merely
machines can efficiently and steadily derive such time-based thresholds and put
them into effect.

A thorough literature scrutiny has made clear that many approaches about
automatic threshold computation for machines with rotary constituents exist,
but none for telecommunication services with time-varying load characteristic.
Hence, this disquisition expunges this deficit with a novel proposal how reliable
CM (Condition Monitoring) can be established for the latter.
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Therefor, Sect. 2 specifies all demands on a prudential CMS for telecommuni-
cation services with time-varying load characteristic. Section 3 reasons why nary
an existent scholarly piece meets these requirements and, thence, the literature
benefits from the merits of this treatise. Section 4 as the centerpiece of this paper
presents the detailed idea of a CMS architecture that ultimately complies with
the contrived demands. The reliability analysis in Sect. 5 visualizes the accuracy
of different threshold calculation parameters for real KPIs computed in a produc-
tive CMS. Section 6 comes up with a recapitulatory conclusion and suggestions
for valuable future work.

2 Requirements

The needs of a sophisticated CMS for telecommunication services with time-
varying load characteristic definitely differ from those of machines with rotary
components. Thus, this section explicates the requirements that the proposed
system architecture in Sect. 4 must fulfill.

2.1 Availability

The introduction already heralded that the desired CMS must be able to sense
the KPIs of services irrespective of their availability class. On the account of this,
the CMS itself also has to be highly available for two main purposes. First, sur-
veillance intermissions, which occur during KPI deteriorations, delay triggering
the requisite alarm notifications until supervision continues. Second, discontin-
uous histograms with missing or even wrong data values impair future thresh-
old calculations and, on account of that, take hazards of absent or unwanted
notifications.

If a cluster of replicated nodes cares for the required high availability of the
CMS, also an unintended failover or a deliberate switchover between nodes must
not cause the aforementioned voids in the series of historical data points.

2.2 Accuracy

An ideal CMS would facilitate perfect accuracy and, on account of this, no miss-
ing and no false alerts. Such a consummate system remains wishful thinking due
to irrepressible influencing factors on KPIs (e.g. commercial or societal impli-
cations), but the minimization of absent and unnecessary alerting though is a
valid objective.

Reasonably predicted thresholds for a KPI derived from its history shape up
as the veritable key to success.

2.3 Robustness

In spite of the request for perfect accuracy, irregular spikes in a KPI history can
significantly affect resulting thresholds. For that cause, a CMS should recognize
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both explainable and unexplainable statistical outliers with appreciably devi-
ating measurements in the considered reference period and omit them for KPI
evaluations. Notably, public holidays can entail such erratic events.

In addition, it turned out to be good practice for a CMS to retain an alert
until a KPI consecutively exceeds a threshold too often.

2.4 Automation

The projected CMS must automatically compute at least one threshold per
KPI gauging, which takes place at regular intervals, and compare the calculated
threshold with the KPI in order to detect the condition of the KPI. Irrespective
of such an automatism, the CMS shall incorporate manually configured, absolute
or proportional offset values in threshold computations.

Doubtlessly, the fewer offsets need to be defined, the better because of less
necessary human labor for their maintenance.

2.5 Topicality

The heed of the recent trend of a KPI makes younger data more relevant than
older ones.

That is why thresholds made out of recent historic data values predict topical
KPIs rather than entire histograms.

2.6 Efficiency

A single CMS is ordinarily obliged minute-by-minute to update the thresholds for
hundreds or even thousands of KPIs including the subsequent comparisons. On
this account, all computationally intensive proposals, which will be introduced
in Sect. 3, do not come into consideration for the intended CMS.

It rather has to rely on lightweight plug-ins that comprise efficient program
code for threshold determination and contrasting juxtaposition with the respec-
tive KPI.

Prior to the presentation of such an efficacious algorithm, the following
section comes along with the chronological findings about automatical threshold
derivation for CMSs.

3 Related Work

In 2004, Brooks, Thorpe, and Wilson published a simple visual method for alarm
rationalization that quickly delivers large sets of consistent alarm limits for a
CDU (Crude Distillation Unit) [3]. They only depicted the operating envelope
for a couple of variables by measuring them for a specific period rather than
explicitly evaluated any thresholds.

Jabłoński et al. stated that the discipline and endeavor for proper, manually
adjusted thresholds descends in the course of time [9]. On that account, they



Reliable Condition Monitoring of Telecommunication Services 177

offered a model that selects the best match out of five various probability dis-
tributions for automatic threshold setting in CMSs. A CMS for services with
time-varying load characteristic relying on this model would have to elaborate
a threshold adapted from the most fitting probability distribution before each
comparison with a newly measured KPI. Assuming that a CMS for services with
time-varying load characteristic draws a new value for each KPI every minute,
the number of tests for the most suitable probability distribution per minute
equals the KPI quantity. Hundreds or even thousands of such probability distri-
bution tests would contradict the demand for efficiency in Subsect. 2.6.

Marhadi and Skrimpas abstained from such probability distribution checks
and exclusively advocated the Johnson distribution family for automatical
threshold adjustment in wind turbine CMSs [13,14]. In their opinion, the choice
of a distribution function out of a distribution family appears more practical
than testing various distribution functions. They justified this decision with the
certainty of not choosing incorrect probability distributions with suboptimal
thresholds. Their approach lets a CMS (re)ascertain new Johnson distribution
parameters and thresholds just in case of false alarms to minimize computational
efforts. Such a saving strategy may work for wind turbines and other machiner-
ies, but the distribution of the used data history for the threshold ascertaining
in the case of a service with time-varying load characteristic might change with
every fresh reading of a KPI. For that reason, a separately ascertained threshold
for every sensed KPI value rather does the trick.

Kocare, Juričić, and Boškoski called attention to tedious commissioning
phases in which skilled persons need to heuristically tune a plurality of thresh-
old values [12]. For this reason, they suggested threshold selection algorithms for
CBM (Condition Based Maintenance). CBM denotes a predictive maintenance
strategy that relies on CM. Their algorithms use the PFA (Probability of False
Alarm) as a design parameter and then calculate the thresholds associated with
the relative changes in condition indicators instead of separately tuning many
thresholds by hand. If the variance of a condition indicator rises, the condition
of the concerned system normally deteriorates. However, such an assumption
cannot be made for services with time-varying load characteristic.

The same authoring group propounded to contrast the empirical distribution
of reference data with the distribution of current data [6,10]. Particularly, those
services with time-varying load characteristic do not profit from this approach
whose KPIs deteriorate slightly, because a CMS would trigger an alert too late
or, even worse, not at all.

Just as well, Chen et al. did not address convenient CM for services with time-
varying load characteristic [5]. They rather concentrated on CM of rolling mill
drivetrains by signal processing of non-stationary vibration data with customized
maximal-overlap multiwavelet denoising.

Agarwal, Kishor, and Raghuvanshi took a promising direction by monitor-
ing wave heights and sea-surface temperatures in the vicinity of offshore wind
farms with adaptive thresholds for different times of the day [1]. They admitted
that their article just assumed four quantization levels for fault detection and
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demanded improvement by defining adequate ranges for better fault prediction.
This recommendation deserves adoption for CMSs that monitor services with
time-varying load characteristic.

Straczkiewicz, Barszcz, and Jabłoński presented a methodology to make an
overwhelming flood of alerts manageable by ranking them according to their
importance and, thereby, prioritizing their handling [16]. For this cause, they
described the calculation of a so-called VPC (Violation Priority Coefficient) by
incorporating the violation attributes severity, time of occurrence, type of failure,
and type of element. In particular, the common differentiation of anomalies into
the severities warning and alarm sounds reasonable to be taken over by CMSs
for services with time-varying load characteristic.

Yan, Zhou, and Pang emphasized the significance of warning areas that allow
to take preventive maintenance action just in time before a breakdown would
emerge and, concomitantly, optimize inspection costs [18].

4 Condition Monitoring System Architecture

Predominately, the call for high availability in Subsect. 2.1 necessitates the expli-
cation of a whole CMS architecture rather than a mere plug-in design. Figure 1
illustrates a CMS for services with time-varying load characteristic and the linked
proximity of interest. Subsection 4.1 commences with a description of the illus-
trated components. Focused on the CMS itself, Subsect. 4.2 represents the cen-
terpiece of this document with the details of the elaborated monitoring plug-in.

Fig. 1. Condition Monitoring System architecture

4.1 Components

Each of the three explicated clusters in this subsection stands for a buildup of
at least two homogeneous computers to sustain high availability. The nodes of
the NRPE (Nagios Remote Plugin Executor) and of the service cluster(s) do
not necessarily have to be controlled by cluster software. Alternatively, load-
balancers or their clients can act as arbiters for stand-alone cluster nodes.
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Histogram-Repository. The histogram-repository operates as the sole mem-
ory for historical KPI data. It only appears as singular data container in Fig. 1 to
plainly visualize its unconditional responsibility for data consistency. Nonethe-
less, it must ensure the same level of high availability as the other CMS units do.

It can be realized in diverse ways. On the one hand, the CM-cluster in the
next subsubsection can mount an external file system (such as an NFS (Network
File System) share or another apt HA (High Availability) storage resource) that
contains the histogram files. Also any kind of database can be connected as
histogram-repository, provided that the CM-cluster supports such an interface.
On the other hand, an exterior data store can be entirely omitted if the CM-
cluster also enfolds an internal DFS (Distributed File System). While the latter
goes without external data media, it requires protection against outages of the
inter-cluster-communication and, based on this, against cluster-splits that induce
data inconsistencies.

Condition Monitoring Cluster. The CM-cluster obligatorily depends on con-
trol by cluster software that enables the coordinated execution of plug-ins. Com-
monly, solely one cluster node is active and performs all condition checks. All
remaining hosts serve as operational reserve by replicating the active master
node. An outage of the master causes the residual hosts to immediately elect a
new one. This operating mode with merely one active host undoubtedly wastes
computing power for the sake of high availability. At the same time, it pro-
tects from overload, which might arise if (an) already active computer(s) must
compensate the computing capacity of (a) broken-down peer(s).

Nagios Remote Plugin Executor Cluster. An NRPE-server acts as proxy
for the above-mentioned CM-cluster, i.e. it executes health checks on behalf of
the CM-cluster. The employment of an optional NRPE-cluster can be envisaged
for two major matters. Firstly, in case the (master of the) CM-cluster becomes
overstrained, distributed monitoring with the involvement of an NRPE-cluster
mitigates the situation. Secondly, if any intentional firewall- or routing-rules
deter (plug-ins of the) CM-cluster from accessing the below-mentioned service-
cluster, then an NRPE-cluster with the correspondent access rules offers an
acceptable loophole.

Service Cluster(s). The last part of the architectural chain consists of one or
multiple service-clusters. A service-cluster allegorizes a highly available entity
that either provides at least one telecommunication service with time-varying
load characteristic and the corresponding KPIs, or only the latter. It can be
stipulated by design that the prementioned CM-cluster needs to collect and
aggregate the KPIs from several service-cluster elements.
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4.2 Plug-in

This subsection proposes the usage of a plug-in that adheres to the novel
Algorithm1. The initiation of a condition test with a plug-in lies in the respon-
sibility of (the active node of) the CM-cluster. This means that (the active node
of) the CM-cluster either runs the plug-in itself or it assigns the execution order
to an NRPE-cluster.

Algorithm1 suits for CM of all services that provide every cumulative KPI
with an OID (Object Identifier), for example, via SNMP (Simple Network Man-
agement Protocol) [4]. On these grounds, Algorithm 1 has been denominated as
check_snmp. A cumulative KPI quantifies all events since a definite moment
(such as an application restart), i.e. it merely grows rather than shows a metric
per time unit. Prior to a closer observation of the pseudo code in Algorithm 1, a
reader is warmly recommended to catch a glimpse of Table 2 for a better under-
standing of the occurring notations.

The first five lines of Algorithm1 revolve around a while-loop that tries to
successively poll the current cumulative KPI value csum of a service up to ret
times. The reduced danger of missing previous KPI values vindicate the compu-
tational expenditure of such a retry mechanism. Nevertheless, if all ret retrievals
fail, the branch between line 6 and 8 ends the plug-in with the unknown condition
by returning exit code 3.

On the contrary, a successful polling of csum instantaneously exits the loop
and leads to the query of the most recent cumulative KPI value psum in line 10.

Line 11 covers the if-condition with the usual circumstance that csum exceeds
the most recent psum. On those grounds, line 12 calculates the current real KPI
value cval as the (positive) difference between csum as the minuend and the
most recent psum as the subtrahend.

The opposite in line 13 with a csum less than or equal to the most recent
psum results in the zeroing of cval in line 14. This else-branch customarily
happens when an application restart has zeroed csum.

Line 16 initializes an empty ordered set PV AL as a data structure intended
for n previous real KPI values. The for-loop from line 17 to line 20 fills PV AL
with those n recent real KPI values that emerged a multiple of 10,080min in the
past, i.e. that one exactly a week ago, that one exactly two weeks ago, . . . , and
that one exactly n weeks ago.

If a zeroed ign as the if-condition in line 21 comes true, then line 22 com-
putes the critical threshold crit by subtracting the mul-fold standard deviation
of PV AL from the arithmetic mean of PV AL. Line 23 formally indicates the
disclaimer of a dedicated warning threshold warn by only copying warn from
crit.

The branch for the preventive ignorance of ign outliers begins with the else-
statement in line 24 and ranges to line 28. In detail, the statement in line 25
numerically sorts PV AL, followed by the creation of its subset PV AL′ in line
26, which lacks in the � ign

2 � highest and in the � ign
2 � lowest elements of PV AL.

Line 27 evaluates the critical threshold crit by deducting the mul-fold stan-
dard deviation of PV AL from the arithmetic mean of PV AL′. Similarly, line 28
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Table 2. Notations and their explanations

Notation Explanation

Σ Alphabet

σ(Γ ) : R × · · · × R
︸ ︷︷ ︸

|Γ | times

→ R, Γ �→ σ(Γ ) =

|
√∑

γ∈Γ (γ−E(Γ ))2

|Γ | |

Unary function that outputs the standard
deviation of Γ

E(Γ ) : R × · · · × R
︸ ︷︷ ︸

|Γ | times

→ R, Γ �→ E(Γ ) =

∑
γ∈Γ γ

|Γ |

Unary function that outputs the arithmetic
mean of Γ

PV AL � R
≥0 Chronologically ordered set with n previous

real KPI values, each pair of neighbored
elements with an interval of one week
between them

PV AL′ ⊂ PV AL Chronologically ordered set with n − ign
previous real KPI values, each pair of
neighbored elements with an interval of one
week between them

REPO � R
≥0 × R

≥0 Histogram-repository with real and
cumulative KPI values

cond ∈ {0, 1, 2, 3} Service condition: 0=okay, 1=warning,
2= critical, 3=unknown

crit ∈ R
≥0 Critical threshold

csum ∈ Σ∗ Current cumulative KPI value

cval ∈ R
≥0 Current real KPI value

hist(α, β) :
R

≥0 × R
≥0, · · · , R

≥0 × R
≥0

︸ ︷︷ ︸

|α| times

×N → R × R

Bivariate function that takes the Cartesian
product of a histogram-repository α and a
positive integer β as input and outputs the
Cartesian product of pval and psum

host ∈ Σ∗ Host name or IP (Internet Protocol)
address of Service Cluster

i ∈ N Loop-variable

ign ∈ N|ign < n Number of ignored previous real KPI
values: the highest � ign

2
� and the lowest

� ign
2

� historical KPI values become ignored

mul ∈ N Multiple of standard deviation between
mean and threshold

n ∈ N Sample size

oid ∈ Σ∗ SNMP (Simple Network Management
Protocol) OID (Object Identifier)

psum ∈ R
≥0 Previous cumulative KPI value

pval ∈ R
≥0 Previous real KPI value

ret ∈ N Maximum number of retrieval attempts for
current cumulative KPI value csum

sort(Γ ) : R × · · · × R
︸ ︷︷ ︸

|Γ | times

→ R × · · · × R
︸ ︷︷ ︸

|Γ | times

, Γ �→

π(Γ ) =

{γ1, · · · , γ|Γ |}|( forallα ∈ N
<|Γ |)γα ≤ γα+1

Numerical sorting of the elements in set Γ

warn ∈ R
≥0 Warning threshold
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Algorithm 1. check_snmp
Require: REPO, host, ign, mul, n, oid, ret
Ensure: cond, cval, warn, crit, csum
1: i = 1 {Initialization of i}
2: while csum /∈ R

≥0 ∧ i ≤ ret do {csum is invalid and i is not larger than ret}
3: csum ← current value for oid from host {Retrieval of csum}
4: i = i + 1 {Incrementation of i}
5: end while
6: if csum /∈ R

≥0 then {csum is still not valid}
7: cond = 3 {Condition is unknown}
8: return cond {Mere output of cond, i.e. omission of cval, warn, crit, csum}
9: else {csum is valid}

10: (pval, psum) ← hist(REPO, 1) {Retrieval of most recent psum}
11: if csum > psum then {csum is larger than psum}
12: cval = csum − psum {Calculation of cval}
13: else {csum is not larger than psum}
14: cval = 0 {Zeroing of cval}
15: end if
16: PV AL = {} {Initialization of data structure for n previous real KPI values}
17: for i = 1 to n do {Iteration loop}
18: (pval, psum) ← hist(REPO, i ∗ 10080) {Retrieval of n previous real KPI

values, each pair of neighbored elements with an interval of one week between
them}

19: PV AL = PV AL ∪ {pval} {Attachment of a previous real KPI value to data
structure}

20: end for
21: if ign = 0 then {No previous real KPI values are ignored}
22: crit = E(PV AL) − mul ∗ σ(PV AL) {Calculation of crit}
23: warn = crit {Calculation of warn}
24: else {ign previous real KPI values are ignored}
25: PV AL = sort(PV AL) {Numerical sorting of n previous real KPI values}
26: PV AL′ = {pvalα ∈ PV AL|1 + � ign

2
	 ≤ α ≤ |PV AL| − � ign

2
	} {Removal of

ign previous real KPI values}
27: crit = E(PV AL′) − mul ∗ σ(PV AL) {Calculation of crit}
28: warn = E(PV AL′) − mul ∗ σ(PV AL′) {Calculation of warn}
29: end if
30: if cval ≤ crit then {cval is not larger than crit}
31: cond = 2 {Condition is critical}
32: else if cval ≤ warn then {cval is not larger than warn}
33: cond = 1 {Condition is warning}
34: else {cval is larger than warn}
35: cond = 0 {Condition is okay}
36: end if
37: return cond, cval, warn, crit, csum {Output of cond, cval, warn, crit, csum}
38: end if
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reckons the warning threshold warn by subducting the mul-fold standard devi-
ation of PV AL′ from the arithmetic mean of PV AL′.

The lines numbered from 30 to 36 dedicate themselves to the assessment of
the KPI-condition. Algorithm1 assumes that the fall of cval below a threshold
aggravates its condition. The worst case occurs if the if-condition in line 30
becomes true and, consequently, line 31 declares the condition cond to be critical.
Line 33 assesses the less severe warning condition for cond in case cval lies
between crit and warn and, as a consequence of this, fulfills the else-if-condition
in line 32. At best, neither the if-condition in line 30 nor the else-if-condition in
line 32 applies, whereby the else-branch in line 34 takes effect that attests cond
being healthy in line 35.

The plug-in process terminates in line 37 with the output of cond, cval, warn,
crit, and csum.

Just now, after the exposure of Algorithm1, the time is ripe to demonstrate
its operational capability.

5 Reliability Analysis

A plug-in based on Algorithm 1 can be certified as being reliable for CM of
telecommunication services with time-varying load characteristics if it conforms
to all compiled requirements in Sect. 2. For this purpose, the empiric approach
by establishing and watching a bunch of experimental KPIs with the aid of a
suiting prototype seems to be the inevitable way of evidence.

For that purpose, the author of this scientific paper implemented all compo-
nents of the CMS architecture in Fig. 1 as follows.

– Condition Monitoring Cluster
• Hardware: 2 HP ProLiant DL360 G6, each with 32 2.4GHz CPU-cores

and 36GB main memory
• Operating System: Fedora Core Linux release 25 64-bit
• Cluster Engine: Corosync with Pacemaker
• Condition Monitoring System: Nagios 4.0.8
• Plug-in Programming Language: PHP 7.0.16

– Histogram-Repository
• Storage: RRD (Round Robin Database) files in local file system
• Replication: Asynchronously with LSyncD (Live Syncing Daemon)

– Nagios Remote Plugin Executor Cluster
• Hardware: 2 Dell PowerEdge R630, each with 48 2.2GHz CPU-cores

and 256GB main memory
• Operating System: CentOS Linux release 7.2 64-bit
• Cluster Engine: none
• NRPE Version: 2.15
• Plug-in Programming Language: PHP 7.0.16

– Service Cluster
• Hardware: 4 HP ProLiant DL120 G9, each with 8 2.4GHz CPU-cores

and 16GB main memory
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• Operating System: Ubuntu Linux release 16.04 64-bit
• Cluster Engine: none
• KPI Generator: BIND (Berkeley Internet Name Domain) Server [17]

9.9.5
• OID Generator: SNMPD (Simple Network Management Protocol Dae-

mon) 5.7.3

The service cluster stems from an Austrian TSP, which has made the OID with
the cumulative amount of sent responses of each of its four DNS-servers via
SNMP available for this experiment. Aside from an individual KPI for each
DNS-server obtained through the NRPE-cluster, an additional plug-in in the
CM-cluster added them together to a sum KPI with the help of queries towards
the four pertinent RRD-files. This extra plug-in also includes the program code
between line 16 and 37 of Algorithm 1 in order to generate both thresholds warn
and crit and, eventually, the condition cond for the current sum KPI value cval.

The CM-cluster had collected all sum KPI values of an at least four months
long preparatory phase before the effective one-month experimental stage with
enabled notifications began. Four short periods with serious volatility due to
network incidents apparently happened within this month. Accordingly, notifi-
cations were solely wanted during these four phases, respectively their clearings
afterward. Figure 2 exemplarily depicts one of these four occurred volatile time
spans.

Fig. 2. KPI volatility

To gain no missing or false alerts, the assignment of useful values for the
amount of preventively ignored outliers ign, for the standard deviation mul-
tiplier mul, and for the sample size n had to be solved. Due to the minimum
retention time of four months, the experiment could and, indeed, combinatorially
ran for 2 ≤ n ≤ 16 and 0 ≤ ign ≤ n−2|n mod 2 = 0. The author of this treatise
simply supposed Gaussian distribution of PV AL′ instead of a number-crunching
probability distribution test on the tide of every plug-in execution. Furthermore,
he doubled the aimed

∑16
n=2�n

2 � = 64 KPIs to 128 KPIs by tying each possible n-
ign-combination with both standard deviation multipliers mul = 2 and mul = 3.
While one-sided warning and critical thresholds with a distance of 2∗σ(PV AL′)
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respectively 2 ∗ σ(PV AL) to E(PV AL) assume a theoretical notification likeli-
hood of 2.275%, those with a margin of 3∗σ(PV AL′) respectively 3∗σ(PV AL)
to E(PV AL) let expect a theoretic notification likeliness of 0.135% [15].

Each of the four surface diagrams in Fig. 3 displays the ground view of a
spatial chart with the standard deviation multiplier mul = 2, the sample size
n on the x-axis, the ignored outliers ign on the y-axis, and the passel of events
on the z-axis. The top left graph adumbrates between 705 (n = 16, ign = 2)
and 4,152 (n = 8, ign = 6) soft warnings events, i.e. undershootings of the
43,200 induced warning thresholds in the observed month (one threshold per
minute). There did no warnings bechance for ign = 0 because of warn = crit,
i.e. every KPI lower than warn implicitly fell below crit and, in lieu thereof,
caused the graver critical counterpart. Each soft warning event with a duration
longer than five minutes became a hard warning event. The top right illustration
showcases between 130 (n = 16, ign = 2) and 1,078 (n = 6, ign = 4) hard
warning notifications. The bottom left drawing portrays between 226 (n = 16,
ign = 14) and 3,971 (n = 2, ign = 0) soft critical events, i.e. breaches of the
43,200 reckoned critical thresholds. Identically to warnings, five minutes lasting
soft critical events mutate into hard ones. The bottom right depiction testifies
between 61 (n = 16, ign = 0) and 668 (n = 4, ign = 2) hard critical notifications.
61 critical notifications in one month signifies two per day on average. If TSPs
might be kept informed even about minor KPI volatilities, then they are well
advised to set mul = 2.

Otherwise, the TSPs’ preference could be a higher standard deviation multi-
plier of mul = 3 in expectation of a diminished event count (as shown in Fig. 4).
The top left picture exhibits between 303 (n = 16, ign = 2) and 4,591 (n = 6,
ign = 4) soft warning events respectively the top right one between 22 (n = 16,
ign = 2) and 863 (n = 6, ign = 4) hard warning notifications. As expected, the
extent of warnings as a result of mul = 3 overall abates compared to the raised
ones by mul = 2. Likewise, the soft critical events in the bottom left image
wane to the range between 76 (n = 16, ign = 14) and 3,449 (n = 2, ign = 0)
respectively the hard critical notifications in the bottom right one to incidences
between 9 (n = 16, ign = 0) and 399 (n = 2, ign = 0).

Interestingly, solely the setup with ign = 0, mul = 3, and n = 16 achieved
that the CMS triggered its nine hard critical notifications merely within the
aforesaid four volatile stages. This parameter composition palpably crystallizes
as optimum pick to produce neither undesired nor absent alarms. Generally, the
conducted trial obviously proved that the maximization of mul and n as well
as the minimization of ign minimizes the expectable alert count. Howsoever, a
very low ign (specifically 0) bears the latent risk of objectionable alerts if past
long-lasting outliers (e.g. total outages) sorely influence successive thresholds.
Moreover, the retention time of soft events (i.e. the maximal count of consec-
utive threshold exceedings before a soft condition turns into a hard one) con-
notes a subsidiary parametrization possibility whose prolongation decreases hard
notifications.
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Fig. 3. Notification frequency with standard deviation multiplier mul = 2 (Top left:
Soft warning notifications, Top right: Hard warning notifications, Bottom left: Soft
critical notifications, Bottom right: Hard critical notifications)

Fig. 4. Notification frequency with standard deviation multiplier mul = 3 (Top left:
Soft warning notifications, Top right: Hard warning notifications, Bottom left: Soft
critical notifications, Bottom right: Hard critical notifications)
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6 Conclusion

The reliability analysis in Sect. 5 already evidences the feasibility of Algorithm1
for reliable CM of telecommunication services with time-varying load character-
istic. Anyway, the very last session here lends itself to a self-critical reflection
whether the limned CM architecture in Sect. 4 satisfies all developed require-
ments of Sect. 2.

The plenary replication of all CMS parts achieves high availability. The inte-
grated revaluation of a warning and a critical threshold for every fetched KPI
value warrants a high degree of alert accuracy. The option of prophylactic outlier
eradication with ign > 0 proffers robustness against unwanted alarms. Further,
a configurable retention time also makes a CMS robust by limiting the conver-
sions of soft into hard events. Supplementarily to KPI collection, the plug-in
based on Algorithm 1 guarantees the implicit recalculation of warning and crit-
ical thresholds to accomplish the requested automation. These revaluations also
offer topicality because they only process the last n KPI values. The plug-in
guarantees efficiency with its lightweight implementation in PHP 7 with its JIT
(Just In Time) compiler. Also, the supposition of Gaussian distribution instead
of any periodical probability distribution tests redounds to improved efficiency.

Despite that, worthwhile future work should explore further expedient sta-
tistical distributions for lightweight threshold computation within the scope of
reliable CM of telecommunication services with time-varying load characteris-
tic. In the same context, the development of a lightweight algorithmic panacea,
which inherently chooses the optimal probability distribution and its parameters,
turns out to be another interesting challenge.

Acknowledgments. Many thanks to Bettina Baumgartner from the University of
Vienna for proofreading this paper!
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Abstract. The Intelligent Transport System (ITS) is a vital part of
smart city developments. Due to densely deployed access points and
vehicular mobility in a smart city, the number of handovers also increases
proportionately. Minimization of the handoff latency is crucial to provide
a better quality of service for vehicles to have access different ITS services
and applications. Increased handover latency can cause an interruption in
vehicle-to-infrastructure (V2I) communication. In this paper, we propose
a fast and secure handoff mechanism for smart cities that have accept-
able handoff latency for delay-sensitive ITS applications and services.
Our proposal considers mobility and communication overhead to provide
lower handoff latency. We compare our proposed mobility aware back-
ground scanning mechanism (AdBack) with standard Active Scanning
mechanism in an emulated test bed. Our test results reveal that the pro-
posed AdBack mechanism significantly outperforms the existing mecha-
nisms in terms of handover latency, packet drop rates, and throughput.
Experimental results show that amalgamation of AdBack and existing
fast re-authentication (IEEE 802.11r) can improve connectivity for V2I
communication in a smart city. We provide rigorous emulation results to
justify the performance of our proposed scheme.

1 Introduction

Vehicular communication that emerged from wireless communication has gained
much interest from academia, industries, and governments to improve road
safety, fuel efficiency, and convenience of travel. Vehicular communication is one
of the leading research areas because of its applications and its specific charac-
teristics. In the wake of the Information and communication technology (ICT)
revolutions, road transportation has entered into a new era, and today we have
technologies and services such as connected vehicles, driverless cars, smart cars,
VANET, Internet of vehicles, vehicle telematics, and intelligent transportation
systems (ITS). Based on the data collected from various studies, surveys, polls
and driver’s experiences hundreds of applications can be suggested. Most of
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these vehicular applications fall into three main categories: safety, non-safety,
and infotainment.

– Safety Applications: The road safety can be provided by vehicle-to-vehicle
(V2V), vehicle-to-pedestrian (V2P) and vehicle-to-infrastructure (V2I) com-
munication. However, safety-critical applications such as post-crash warning,
pedestrian crossing, lane change warning, emergency brake, and do-not-pass
warning are provided by V2V and V2P mode.

– Non-Safety Applications: Vehicles with a set of sensors can provide a
wide variety of sensed information related to the vehicle, traffic, environment,
parking and driving conditions. Collected sensor information can be uploaded
from vehicles to a smart city road administration database using the roadside
infrastructures (access points) in V2I mode. Vehicles traveling on the same
route can obtain information for their applications.

– Infotainment Applications: Vehicle-to-Network (V2N) communications
enable infotainment applications such as Voice over Internet Protocol (VoIP),
video download, streaming, live TV, software update of the in-vehicle unit,
map update, instant messaging, cloud-based services and Internet access.
We consider V2I for this category as well. These applications can improve
driving comfort and keep vehicle occupants informed. The maximum allow-
able latency for the VoIP application can be up to 50 ms. The allowed latency
and the range of communication required for these application categories can
be found in [1].

With the increasing number of vehicles and development of the smart cities,
new issues related to traffic jam, road accidents, and carbon emission have
emerged. Vehicular communication can help solve these problems and bring inno-
vations in these contexts. Many countries worldwide, have already deployed early
stages of vehicular networks to make transport safer and comfortable.

With urbanization and the development of smart cities, there is rapid growth
in Wi-Fi deployments that make Wi-Fi a complementary, low-cost solution for
V2I/I2V connectivity. Providing Quality of Service (QoS), seamless connectiv-
ity and security in densely deployed scenarios of a smart city Wi-Fi are some of
the biggest challenges. The communications range of the road-side access points
is a maximum of 300–400 m. The handover delay at Layer 2 due to the scan-
ning and reauthentication delay can disrupt ongoing communication (such as
VoIP) of vehicle occupants in a smart city. The Wi-Fi protocol stack (IEEE
802.11a/b/g/n/ac) is not designed for the vehicular mobility context. However,
various amendments to the IEEE 802.11 standard is bringing advancements in
Wi-Fi. Such as, IEEE 802.11r provides fast re-authentication [2], IEEE 802.11i [3]
for enhanced security, IEEE 802.11w provides protection to management frames,
IEEE 802.11e for QoS, etc. These amendments does not solve the vehicular
mobility problem. The wireless network architecture must provide fast, secure,
seamless, and highly available connectivity to its users, regardless of whether
they are static or moving. In this paper, we demonstrate that our proposed
mobility aware scanning with IEEE 802.11r (rather than full IEEE 802.11i scan-
ning) can provide seamless connectivity to the V2I services.
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The rest of the paper is organized as follows: Sect. 2 describes the background
to our topic. We analyze the work related to Level 2 handover latency mini-
mization in Sect. 3. We present our proposal for scanning mechanism in Sect. 4.
Section 5 covers the details of the emulation setup used to demonstrate our pro-
posed mechanism. In Sect. 6, we analyze the performance in a Wi-Fi deployment
of a smart city in terms of handover latency, packet loss, and average throughput.
Finally, we conclude our work in Sect. 7.

2 Background

This section presents a summary based on comprehensive analysis of IEEE
802.11 management frames that are responsible for maintaining communication
between access points (APs) and wireless clients during the static as well as han-
dover procedure. We present the detailed background of handover management
which includes discovery and reauthentication in wireless network protected with
Wi-Fi Protected Access II (WPA2: 802.1X/Extensible Authentication Protocol
(EAP)) mechanism.

2.1 Discovery Mechanism

Handoff due to vehicular mobility is the process of reassociation to the new AP
when a vehicle moves away from the currently associated AP, and the received
signal strength decreases to a certain threshold. The discovery process of the
new AP involves initiation and scanning. As the mobile node moves away from
the connected AP, the Received Signal Strength Indicator (RSSI) begin to drop
and force the mobile node to discover new accessible APs. Of all scanned APs,
the mobile node selects one for its association based on some specific criteria.
There are two types of the mechanism that allows the mobile node to discover
target AP: Passive Scanning and Active Scanning.

1. Passive Scanning: In passive scanning mode, the mobile nodes listen for
the beacon management frames broadcasted by the APs. Beacon frames are
transmitted periodically by the AP to announce its presence. The default
broadcasting interval is usually configured as 100 ms and is known as the
Beacon Interval. Thus, it may take 100 ms for a mobile node to hear a bea-
con frame. Passive scanning usually takes more time, since the mobile node
has to wait long enough on a channel for a beacon frame. Because it is a
time-consuming process to hear a beacon frame, most mobile nodes prefer an
active scan.

2. Active Scanning: In active scanning mode, the mobile node switches to a
new channel and broadcasts Probe Request frames on it and waits for the
Probe Response frames from APs operating on that channel. If no response
received on that channel, it is assumed empty, and the mobile node switches
to a new channel. This process repeats for all operating channels. The set of
the channel depends on mode and country. Finally, received Probe Response
frames are processed by the mobile node to obtain information about candi-
date access point.
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The research studies [4,5] have already measured the scanning delay, which sug-
gests that it varies between 600 ms to 700 ms. They observed that discovery delay
is the dominating component of the handoff delay. It accounts more than 90%
of the overall handoff delay. Thus probing is the bottleneck for fast handoff and
should be reduced to provide seamless connectivity.

In case of an wireless infrastructure based WPA2 Enterprise network, every
handover mechanism must be followed by a reauthentication procedure after the
scanning. The reauthentication phase that includes key management is equally
time-consuming. It varies between few milliseconds to second [4], depends on
which authentication mode (Pre Shared Key (PSK) or 802.1X/EAP) and proto-
col used. Authors [6] in their performance study have shown that if 802.1X/EAP
authentication (baseline 802.11i authentication) is used then the average roam-
ing time is 525 ms and maximum consecutive lost datagrams (Average) is 53.

The handover due to mobility can severely affect QoS and QoE for real time
applications and ITS services in the 802.11i Enterprise based security framework.
Thus, to minimize latency during reauthentication and key management the
IEEE Task Group r (TGr) was formed.

2.2 IEEE 802.11r Fast BSS Transition

The 802.11r standard amendment specifies a Fast Basic Service Set Transition
(FT-BSS) mechanism ratified in 2008.

This section describes the IEEE 802.11r security framework and FT-BSS
transition process.

Fast BSS Transition Security Framework. The handover process based
on the 802.1X/EAP security framework consists of 6 phases: initiation, dis-
covery, 802.11 open authentications, reassociation, reauthentication, and the
key-handshake. The (re)authentication phase of WPA2 Enterprise based on
802.1X/EAP uses an external server (e.g., Remote Authentication Dial-In User
Service (RADIUS)) to provide Authentication, Authorization, and Accounting
(AAA). Without FT enabled, the mobile node needs to go through a complete
reauthentication (including key management) after reassociation in each han-
dover. In the FT framework of IEEE 802.11r, reauthentication is performed
efficiently before reassociation.

As per the specification of the current draft of IEEE 802.11r, 802.1X/EAP
based authentication is done once when the mobile node initially joins the net-
work and generates the Pairwise Master Key (PMK). The generated PMK is
distributed to all APs belonging to the same mobility domain. Thus, this pres-
ence of PMK at all APs helps to reduce reauthentication delay that incurs in
communication to an external server (RADIUS) for authentication.

For a mobile node that is 802.11r compatible, the 4-way handshake followed
by the QoS request over WLAN using IEEE 802.11e is completed during the
reassociation phase, further reducing the overall handover latency. In contrast,
an 802.11i-based mobile node needs to repeat full 802.1X authentication and
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4-way handshake during every handover. If QoS is enabled, then there will be
more frame exchange in IEEE 802.11i, which will contribute to an additional
delay to the overall latency.

FT BSS Transition. FT BSS transition is the process of disassociating from
one and re-associating to new AP, and all the APs belong to the same mobil-
ity domain (same Extended Service Set (ESS)). The set of frame exchanges in
reauthentication and key-handshake takes a considerable amount of time in a
secure WLAN based on 802.1X/EAP. Thus, the number of the frame exchange
between a mobile node and an AP must be reduced during the transition. It
will help minimizing interruption to delay-sensitive services such as voice and
video during the handover from one AP to another. There are two underlying FT
protocols used for subsequent re-associations to APs within the same mobility
domain. These two are described as follows:

FT Protocol: FT protocol is for a simple transition of the mobile node that
does not require resource request before its transition.

FT Resource Request Protocol: In this protocol, the mobile node requires
a resource request before its transition. In this paper, we consider FT Protocol
only (without resource request) in this work. There are two methods of Fast
BSS transition: Over-the-Air and Over-the-Distribution System (DS) Fast BSS
Transition. A mobile node can opt one of these for it’s handover to a target AP
(selected after scanning) from the currently associated AP.

Over-the-Air Fast BSS Transition: In this Fast BSS Transition, mobile
node directly communicates with the target AP over the air. Only four frames are
exchanged between the mobile node and the target AP during reauthentication.
They contain appropriate information for PTK generation at the both the end.
Now, time-critical phases 802.1X/EAP including 4-way key-handshake are not
required to unblock the uncontrolled port.

Over-the-DS Fast BSS Transition: In Fast BSS Transition, mobile node
communicates with the target AP via the current AP. Communication between
a mobile node and the target AP takes place using FT Action frames.

Over-the-Air vs Over-the-DS: In case of Over-the-Air (OTA), the mobile
node needs to leave its active channel to negotiate on another channel during
scanning. The mobile node sends a frame to its currently associated AP and tells
it to go into sleep mode. When the negotiation completes, then it returns to the
active channel to flush its and AP’s buffer. The OTA can interrupt communica-
tion in a place where the mobile node is already at the edge of the AP range,
suffering from poor performance.

In the Over-the-DS mode, the mobile node does not leave the channel. The
mobile node stays on its current channel and asks the current AP to negoti-
ate with the next AP. However, mobile node still needs to discover the target
AP first by using some scanning mechanism. Over-the-DS mechanism improves
performance in terms of lower BSS transition time than the OTA mechanism.
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3 Related Work

The early research work, [5,7], tried to solve the problem related to the high
probe delay observed in [4] using selective scanning, caching and neighbor graph.
However, these mechanisms not tested in the context of vehicular mobility. The
method proposed in [7] requires changes inside the presently deployed 802.11
APs. Authors of [8] have focused on the same problem using interleaved scanning
in a random mobility. The public HotSpots region is selected covered by several
APs with more than 20% of the overlapping area.

Studies in [9,10] proposed multiple wireless cards for AP and the mobile
device, respectively. The mechanisms proposed in these studies are not practical
to the same technology access and could be expensive as well.

The research works in [11–14] target to reduce Layer-2 handoff latency by
adopting synchronization and pre-scan mechanism. However, these works used
the passive approach, and the complexity of implementation is quite high.

The researchers of [15–17] have used a prediction of node mobility to improve
performance and provide a better connectivity. The prediction mechanisms
requires information such as position and movement direction, geolocation, and
mobility history, respectively. Since determining correct position of the vehicle
is not that easy, forecasting a better connectivity in a highly dynamic vehicu-
lar environment accurately is a difficult task. The navigation driven algorithms
proposed in [18] may not be suitable for the vehicular context because vehicles
have to move on the defined road topology and cannot change their route imme-
diately depending on the handoff decision. The handoff strategy used in this
work is a lazy type, where the handoff initiation occurs only when a mobile node
disconnected with currently associated AP.

Finally, in [19–22] work is done related to the vehicular context. The
researchers of [19] have used a directional antenna and beam steering techniques
to collect information on a particular route, which in practice not feasible. The
handover protocol proposed in [20] is complex in its implementation and [21]
again used a prediction mechanism based on historical information.

In [22], the authors have analyzed the security properties and performance
of IEEE 802.11i, IEEE 802.11r, HandOver KEY (HOKEY) and Control and
Provision of Wireless Access Points (CAPWAP) for handoff in V2I communi-
cation. Studies in [6,23,24] tested and analyzed Layer-2 handover delay due to
re-authentication only. Authors in [25] have compared the performance of IEEE
802.11r with Legacy IEEE 802.11 but the details of the discovery phase based
on the location mechanism are not provided.

Most of the research work on Layer-2 handover scheme contributes only on
minimization of the discovery delay (search or finding target AP) and does not
consider the re-authentication delay part. In this paper, we are proposing a
simple and fast scanning mechanism and test it with IEEE 802.11r-2008 as well.
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4 Proposed Mechanism

From the discussion in the earlier section, primary contributing factors of han-
dover latency are discovery delay and re-authenticating delay. In this paper, we
provide a novel scheme for minimizing discovery delay of target roadside unit
(RSU). Notations used in our proposed algorithm are listed in Table 1.

Table 1. Notations used in Algorithm 1

Symbol Description

RSSIRSU RSSI of the RSU

RSSIth RSSI Threshold specified in bgscan modes

Ts Short-interval for scanning

Tl Long-interval for scanning

ChannelsRSU Database for scanned AP information in Learn Mode

STAspeed Current speed of the Vehicle

Speedth Vehicle’s maximum speed

BGScanLearn() Learn Mode of the bgscan

BGScanSimple() Simple Mode of the bgscan

4.1 Adaptive Background Scanning

As mentioned earlier (in Sect. 3) that the scanning phase is the bottleneck for
fast handoff. Thus, ProbeDelay has to be reduced to provide seamless handover.

Handover strategies for vehicular communication need to be mobility aware.
The reason to consider the mobility is that it severely affects performance in
wireless networks. Therefore, we propose our Adaptive Background Scanning
scheme (AdBack) to support fast and seamless roaming in densely deployed
APs. The proposed AdBack scheme is mobility aware that relies on bgscan [26].
The On-board Unit (OBU) of vehicles usually equipped with a set of sensors
including Gyro sensor, a processing unit, memory, and storage. Today, even our
smartphones come with a set of sensors like Proximity, Gyro, light, accelerome-
ter, digital compass, and magnetometer as well. Sensors can provide three crucial
information: movement, direction, and speed. We are using speed information
to improve connectivity and overall performance. Our mechanism is Adaptive
because it adapts to different speeds which is detected by sensor. In Proposed
AdBack algorithm, we are using movement information, which in a real sce-
nario, can be provided by the accelerometer sensor. The handover decision can
be improved by the use of accelerometer sensor data.

Periodic Background Scanning. In background scanning (bgscan), the
mobile node scans channels to roam within an ESS (i.e., within a single net-
work block). Other criteria of this mechanism are that all the APs in the ESS
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should have same Service Set Identifier (SSID). The bgscan provides three dif-
ferent modes. In None mode, the background scanning is disabled. The Simple
mode enables periodic background scanning based on RSSIth. When RSSIRSU

is greater than or equals to the RSSIth perform background scanning after every
Tl and when the RSSIRSU is less the RSSIth perform scanning after the Ts.
In Learn mode of bgscan, the mobile node learns channels used by the network
and try to avoid bgscans on other channels which reduces the effect on the data
connection. A mobile node in Learn mode maintains a ChannelsRSU .

We describe our proposed AdBack scanning scheme in Algorithm 1. AdBack
relies on STAspeed in addition to RSSIth for the handover decision. When the
vehicle is static, proposed AdBack does not perform scanning unless it reaches to
RSSIth, as it might interrupt some of the ongoing communication unnecessarily.
If AdBack detects vehicle is moving at slow speed, it switches to the Simple mode
and performs periodic background scanning. We assign fixed values to Ts and Tl,
which can be derived from simple calculation on STAspeed and communication
range of the RSU. Finally, if the vehicle is moving at high speed, daemon switches
to Learn mode, where it tries to associate RSU learned previously (maintained as
ChannelsRSU ) and avoids any interruption in communication due to scanning.
The running daemon on OBU switches to Simple mode only if the vehicle is not
able to associate RSUs present in ChannelsRSU .

We claim that the proposed AdBack scheme provides better performance in
terms of handover latency, packet loss and average throughput. We provide an
emulation experiment to ascertain our claim.

5 Experimental Setup

To justify our claim for our proposed fast and secure handoff mechanism, we
use Mininet-WiFi emulator [28]. This section covers implementation in Mininet-
WiFi, selected reference scenario and parameters used for performance analysis
in our experiment.

5.1 Implementation in Mininet-WiFi

We implemented our proposal AdBack scanning mechanism and existing stan-
dard IEEE 802.11r in Mininet-WiFi. A detailed description related to our imple-
mentation given at Mininet-WiFi discussion forum [29]. We installed freeradius
server on Ubuntu and integrated with Mininet-WiFi. We implemented IEEE
802.11r and AdBack scanning (modified bgscan) in userspace that makes it
more flexible and enables faster implementation than kernel-space. The asso-
ciation control is implemented for proper execution of handover due to mobility.
The traffic simulator Simulation of Urban Mobility (SUMO) [27] is used to model
mobility. For handover latency and packet loss analysis, the vehicle speed is fixed
to 14 m/s. For the average throughput analysis, we have assigned random speed
to the vehicles, which includes stoppage and slowdown. The varying mobility
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Function BGScanSimple(RSSIRSU , RSSIth, Ts, Tl):
while true do

if RSSIRSU ≥ RSSIth then
Wait for Tl;
Scan;

else
Wait for Ts;
Scan;

end

end

return
Function BGScanLearn(RSSIRSU , RSSIth, Ts, Tl):

BGScanSimple(RSSIRSU , RSSIth,∞,∞);
ChannelsRSU ← Store Channels with active RSUs;
while RSSIRSU ≤ RSSIth do

Scan channels ch|ch ∈ ChannelsRSU ;
if RSU Available then

Associate with RSU;
else

BGScanSimple();
end

end

return
Input: RSSIRSU , RSSIth, Ts, Tl, Speedth
BGScanSimple();
if STAspeed == 0m/s then

if RSSIRSU ≤ RSSIth then
BGScanSimple();

else
Do not scan;

end

else
if 0 < STAspeed < Speedth then

BGScanSimple();
else

BGScanLearn();
end

end

Algorithm 1. Proposed AdBack Scheme

helps us to model parking, braking and stoppage at the traffic light, fuel sta-
tion and service center. We created the network topology for selected reference
scenario.
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5.2 Reference Scenario

As depicted in Fig. 1, we have taken smart city Wi-Fi setup as our reference
scenario. Our scenario consists of set of RSUs deployed alongside the road. All
RSUs are connected through a DS and belong to the same ESS. In the ESS,
the vehicle performs intra-domain handover when it moves across RSUs. We
exported Pune city road segment from an open street map (OSM) to model real
traffic scenario using SUMO. The Corresponding Node represents the server
installed at smart-city road authority to maintain real-time traffic information.
The vehicle driver tries to fetch that data from the server while it is moving
across those RSUs in the given road segment. An AAA server is maintained
by the smart citys road administration to allow an authorized vehicle to use
applications and services in a secured manner.

Fig. 1. Reference scenario of a smart city

5.3 Simulation Parameters

We run our simulation for 200 s on a smart city road segment of length approx-
imately 3000 m. For realistic urban modeling, we have used Log Distance prop-
agation loss model. We use SUMO for traffic modeling with varying speed, and
maximum limit is set 50 Kmph (approx. 14 m/s). We are using 802.11g that
operates in 2.4 GHz band and provide speed up to 54 Mbps. The RSUs have an
overlapping coverage area of 20% of its radio range. Overlapping RSUs operate
in non-overlapping channels. We have a set of 3 non-overlapping channels, i.e.,
a combination of 1, 6 and 11. Ten RSUs cover our target region. The vehicle is
initially associated with RSU1 in a smart city network; the vehicle and the cor-
responding node communicates over IP in WLAN. Vehicular mobility (Speedth)
and signal strength threshold (RSSIth) triggers handover when it moves across
different RSUs deployed within the same ESS.
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All our simulation parameters and modeling are close to the realistic scenario
and as per the smart city Wi-Fi requirements. Table 2 shows details of simulation
parameters used in our experiment.

Table 2. Simulation parameters

Parameters Values

Operating system Ubuntu 14.04-LTS

AAA server FreeRADIUS Version 2.1.12

Traffic simulator SUMO

Wi-Fi emulator Mininet-WiFi

Wired link parameters Bandwidth: 100 Mbps, Propagation Delay: 5ms

RSU antenna type Omnidirectional

Propagation model Log Distance Propagation Loss Model

Path loss exponent 3.5 (Urban)

Simulation area Approx 3 Km

Number of RSUs 10

Maximum velocity 14m/s

Radio range of RSU 300m

Wireless mode IEEE 802.11g, Data rate: 54 Mpbs, RTS/CTS enabled

Authentication mode WPA-Enterprise: 802.1X/EAP and FT-EAP

Authentication
protocol

EAP-TLS

Traffic type VoIP

Protocols used ICMP, TCP

WLAN security
framework tested

IEEE 802.11i, IEEE 802.11r FT over-DS

Scanning mechanism Active, and AdBack

Simulation duration 200 s

Performance metrics Packet Loss, Handoff delay and Avg. Throughput

6 Performance Evaluation

In WLAN based V2I communication, the QoS metrics can be Layer-2 handoff
latency, packet loss, and throughput. The analysis of these parameters is helpful
to evaluate the performance of V2I communication in a smart-city Wi-Fi deploy-
ment. In this section, the performance of our mechanism as well as the Legacy
approach is assessed on Mininet-WiFi and compared based on these metrics.
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6.1 Handoff Latency and Packet Loss with VoIP Like Traffic

The handoff latency is the time when the handover decision was made by the
vehicle to join new RSU, and when successfully associated with the new RSU.
In our experiment, VoIP like packets transmitted and received from the mobile
node to the corresponding node. Packets are Internet Control Message Protocol
(ICMP) packets since we are creating similar traffic using the ping utility. Pack-
ets of size 80 bytes are generated at every 20 ms to model VoIP like traffic. The
objective is to identify handover latency and packet loss for VoIP communica-
tion during the handover process. In our experiment, nine handoffs performed,
and we recorded the results of handover latency and packet loss. During a pas-
sage from one RSU to another, a mobile node continuously communicates with
the corresponding node on the network using ICMP packets generated via ping
utility at the rate of one per 20 ms.
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Fig. 2. Handover latency in milliseconds

In Fig. 2, we provide the simulation results for AdBack scanning and compare
it with standard Active Scanning mechanism when used with IEEE 802.11i and
IEEE 802.11r. We use round trip time (RTT) in milliseconds (ms) to measure
the handover latency of the combinations mentioned above. We can see that the
AdBack scanning with the IEEE 802.11r security framework is one of the fastest
that takes approx. 35 ms in handover while other combinations take more than
300 ms. The proposed combination of scanning and reauthentication reduces the
handover latency to the extent required for delay-sensitive applications such as
VoIP.

Figure 3, shows that the AdBack scanning with IEEE 802.11r (FT-BSS Tran-
sition) has lower packet loss (no more than 5%) compared to other combinations.
The mobile node in our proposed combination takes less time to reassociate with
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the new RSU (approximately 35 ms) which reduces the number of packet losses.
The packet loss is directly related to the handoff latency. Thus, our proposed
mechanism outperforms. It has handover delay and packet loss of an acceptable
QoS level for delay-sensitive applications.

6.2 Throughput Measurement Using Iperf Tool

To evaluate the performance in terms of throughput, we are using Iperf, network
performance monitoring tool. The corresponding node works as a server and
vehicular nodes as a client. The throughput measured through Transmission
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Control Protocol (TCP) tests in varying vehicular node density. A graph of
the average throughput in Megabit per second (Mbps) versus vehicular node
density shown in Fig. 4. We use the same test combinations and it can be seen
that the disruption time due to these handover mechanisms affects performance.
Although 802.11g mode is used, that supports a transmission speed of 54 Mbps,
the throughput decreases significantly in the first method when the vehicular
node density increases. The throughput in case of AdBack scanning is higher
than the Active scanning. In the proposed combination of IEEE 802.11r with
AdBack scanning, the handover execution is faster. It performs much better
than the rest and throughput does not decrease rapidly in varying density. We
can observe that throughput decreases when the number of vehicles increases
because the wireless channel is shared among a large number of nodes.

7 Conclusion

In this work, we have proposed a new mechanism to maximize the quality of
service for ITS applications and services in smart city Wi-Fi setup. In our pro-
posed scheme, the collected information about the discovered APs during the
periodic scan is cached. If RSSI drops to the defined threshold, it does not need
to scan again, instead select potential AP from a cached neighbor list. This app-
roach reduces the discovery delay drastically. Moreover, our scanning mechanism
adapts to different mobility modes and does not require any modifications at the
AP. In a smart-city highly secure Wi-Fi with WPA Enterprise (802.1X\EAP),
reauthentication delay (inclusive of key-management) during each handover can
cause a significant interruption to many services. The IEEE 802.11r FT over-
the-DS reduces handover delay (due to reauthentication) by over 50% because
the mobile node is already pre-authenticated in its network domain.

The WPA2 Enterprise (WPA2 802.1X/EAP) security has been used to pro-
vide authentication, privacy, integrity, and availability. This security standard
is still considered the gold standard for wireless network security. The combina-
tion of our proposed AdBack scanning and IEEE 802.11r based fast reauthenti-
cation mechanism maximizes network throughput, minimizes handover latency
and packet loss and complies with the QoS requirements for V2I applications
mentioned in Sect. 1. This approach can be helpful for delay-sensitive applica-
tions such as VoIP and real-time services.

In this study, we did not compare the energy consumption, because vehicles
do not suffer from power constraints like handheld devices. If a vehicle engine is
running, it can power itself and always have sufficient energy. Most of the time,
vehicles are either in the parking lot or driveway, during this period the proposed
daemon running on OBU is energy efficient and will not trigger the scanning if
it receives a better signal.

Our approach is simple in its implementation and does not require any change
in AP side or installation of any additional server. As a future work, we are
focusing on dynamic handoff management, threshold selection along with load
balancing in a high mobility scenario of vehicular communication.
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Abstract. Social network can be represented by a graph, where indi-
vidual users are represented as nodes/vertices and connections between
them are represented as edges of the graph. The classification of peo-
ple based on their tastes, choices, likes or dislikes are associated with
each other, forms a virtual cluster or community. The basis of a bet-
ter community detection algorithm refers to within the community the
interaction will be maximized and with other community the interac-
tion will be minimized. In this paper, we are proposing an ego based
community detection algorithm and compared with three most popular
hierarchical community detection algorithms, namely edge betweenness,
label propagation and walktrap and compare them in terms of modular-
ity, transitivity, average path length and time complexity. A network is
formed based on the data collected from a Twitter account, using Node-
XL and I-graph and data are processed in R based Hadoop framework.

Keywords: Community detection · Social network · Twitter
Ego based community detection · Edge betweenness
Label propagation · Walktrap · Modularity · Transitivity

1 Introduction

Social network analysis is the new emerging, but quickly extended inter-discipline
area which become most ubiquitous topic from both industrial and research
viewpoint. Twitter is a social network, where interactions between the users are
made up of in the form of a Tweet, Retweet, like etc. From the social graph,
structural properties like significantly coherent patterns, influence propagation,
community structure [1] and power-law distribution can be derived. Community
structure, or clustering, denotes the set of vertices in community, where edges
connecting nodes of same cluster are significantly much higher than the edges
connecting nodes of different clusters. These types of communities can be treated
as an independent module of the graph.

c© Springer International Publishing AG 2018
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Though several algorithms existed for community detection, all of them have
their advantages and disadvantages. In this paper, we propose ego based commu-
nity detection algorithm and compare with three hierarchical community detec-
tion algorithms edge betweenness, label propagation and walktrap. Data are
collected from the Twitter network using I-Graph and Node-XL. Usually online
social network consists of large scale of data and it is represented as the scale
free network. The time complexity of our proposed algorithm is linear, that is in
the order of n. We choose two most important quality parameters of community
detection to show the effectiveness of our algorithm: modularity and transitivity.
Modularity denotes how well the different communities are segregated whereas
transitivity denotes the higher clustering within the community. Moreover, we
calculate the average path length of each module after community detection and
compare it with an average path length of the whole network.

Remaining of the paper is organized in the following manner. We proposed
and demonstrate ego based community detection algorithm in Sect. 2. Three
state of the art hierarchical community detection algorithms are discussed in
Sect. 3. The results of the comparative study are analyzed in Sect. 4. In Sect. 5,
we have concluded our paper with future scope.

2 Ego Based Community Detection

We used real world network by collecting Twitter data from an existing Twitter
account using NodeXL. Then Twitter data is extracted and analysed in Hadoop
based R platform and output is visualised through I-Graph.

This section presents the proposed algorithm EBCD(Ego based community
detection) in detail. The EBCD employs a generic algorithm to detect ego of the
network and then forms the communities. Ego is the focal node within a network
or graph. Ego denotes the node which is connected to the maximum number of
nodes within a graph.

Initially the ego (node with maximum degree) is derived for the whole
network. Let G = (V,E) denote a network, where V = v1, v2, ...., vn and
E = e1, e2, ....., em denotes the node set and edge set respectively. Using function
findNodeDegree(v), the node degree value of all vertices V = v1, v2, ...., vn is
derived from the network. A node with a maximum node degree is derived as
the ego. Neighbors (adjacent vertices) of that ego node are derived from the
network. Assign neighbors, including the ego node into single community C. A
sub-graph is generated by removing all edges and nodes belongs to that com-
munity. Removal of this set of edges and nodes from the network segregates the
network in partitioned network. This process continues until there exists at least
one node with degree ≥ 3 in the network. As a result there exists no open triplets
in the network. Stepwise community formation using ego based community are
shown in Fig. 1.

In our dataset, we get 18 communities using Ego based community detection
algorithm with modularity value 0.4973. The average transitivity value is derived
as 0.576 and average path Length is 1.447493.
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Fig. 1. Community formation in Ego based community detection
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Algorithm 1. Ego based community detection
/* Input G(V,E) */
Repeat
{
∀v ∈ V
{
findNodeDegree(v);
/*calculate node degree for all nodes*/
Ego ← maxNodeDegree(v);
/*Ego is defined as the node with highest node degree*/
value ← NodeDegreeEgo(e);
/*value defines the node degree value of ego i.e. the edged connected to ego
node*/
}
∀v ∈ V and connected to Ego && ∀e ∈ E and connected to Ego
{ v, e ∈ C; /* Ego and all nodes connected with ego are considered as single
community*/
}
/* Remove all edges and vertices belongs to that community from the original
graph.*/
∀v ∈ C { V ← V − v ; }
∀e ∈ C { E ← E − e ; }
} until(value ≤ 3)
/* iteration completed after there is no open triplate within community.*/

3 Benchmark Community Detection Algorithms

Three benchmark hierarchical algorithms are discussed in this section. Algo-
rithms are applied to the same data set derived from the Twitter network as
mentioned earlier.

3.1 Edge Betweenness

Edge betweenness of an edge can be defined as the number of shortest paths
involved this edge in their paths. Edge betweenness algorithm proposes that if
two nodes have more than one shortest path, each edge will assign with an equal
weight, subject to total weight will be 1. The edge with the highest betweenness
will be removed and thus the community will be separated [2].

3.2 Label Propagation

In label propagation algorithm [4], each label is assigned to a different community
value. The node is updated to the value which is more frequent among the
neighbour nodes of that node. If more than one label is frequent among the
neighbours, it randomly chooses one of them. Thus the label updating for node
x can be expressed as:
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lnew
x = arglmax(

x∑

u=1

Auxδ(lx, l))

where lnew
x indicates a new label for node x. The iteration is done till each node

assigned with label which is most frequent label among the neighbours.

3.3 Walktrap

Walktrap algorithm [3] is based on Random walk within short distance among
the network. It is a hierarchical bottom up approach which consider agglomera-
tion of the nodes of the network.

4 Result and Discussion

We have analyzed the Twitter network based on two aspects of quality functions,
modularity and transitivity. In our sample Twitter network, global transitivity is
calculated as 0.2297137. After community detection transitivity of each module
are calculated and the average value of each module is derived as the transitive
value of that algorithm. A comparative chart showing modularity, average tran-
sitivity value and average path length after clustering is represented in Table 1.

Table 1. Comparative chart of community detection algorithms with respect to mod-
ularity, transitivity, average path length and time complexity

Algorithm Modularity Transitivity Average path length
(after clustering)

Time
complexity

Ego based community
detection

0.4973 0.576 1.447493 O(n)

Edge betweenness 0.4895973 0.76054315 1.239548 O(n3)

Label propagation 0.5259585 0.66849175 1.154545 O(n2)

Walktrap 0.6402915 0.527455062 1.428795 O(n2)

Comparing these four algorithms, it is evident that modularity values for
Walktrap algorithm exhibits highest modularity value. Modularity denotes how
well the different communities are segregated i.e. for walktrap algorithm, the
overlapping is minimized. Our proposed algorithm exhibits modularity as 0.4973,
which is better than the edge betweenness algorithm. Transitivity refers to the
extent to which the relation that relates two vertices, connected to a network
through an edge. Edge betweenness show maximum average transitivity. It can
be noted that for each algorithm the average module transitivity is always much
higher than the global transitivity of the network (which is 0.2297137 for our
dataset) and this is ideal for a good community detection algorithm as it reflects
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that each module’s connectivity is more dense than the total network’s connec-
tivity i.e. nodes within modules are more densely connected. From the extracted
dataset average path length is derived as 2.947 for the whole network without
clustering. Edge betweenness show minimum average path length among all com-
munity detection algorithm. For all the algorithms, average path length within
a community is much less than the average path length of the total network,
which is desirable after communities are formed as shown in Table 1.

The main advantage of our proposed algorithm is the time complexity of this
algorithm over other algorithm as shown in Table 1. The proposed ego based
community detection algorithm is in the order of O(n) as there is only linear
searching for the ego of the graph. For the derivation of edge betweenness, all
possible shortest paths between all vertices has to calculate first which required
time complexity in the order of n2. Community detection using edge between-
ness algorithm is in the order of O(n3). Similarly for rest two algorithms’ time
complexities are in the order of O(n2).

5 Conclusion

The proposed ego based community detection approach is comparable to the
other state of the art community detection algorithms in terms of all the quality
functions as demonstrated in the test case presented here. As social networks
exhibits the property of scale free networks, the time complexity is very impor-
tant of community detection algorithm. In many social network applications, it
requires quick and correct identification of the vertices most connected in some
aspects. As there are no calculations of the distances in this community detec-
tion algorithm, it is must faster than other algorithms. But, one drawback of the
proposed algorithm is that here only first hop distances from the ego is consid-
ered. In our future work, we will consider other factors like the degree of adjacent
nodes, overlapping communities and make modifications on that.
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Abstract. The InfiniBand Architecture is an industry standard interconnect
technology developed by the InfiniBand Trade Association in 1999 that pro-
vides higher reliability, higher availability, better performance, higher scalability
than can be achieved using traditional interconnect technologies like the Eth-
ernet. Due to its extremely lower latencies, InfiniBand is used to connect
computer nodes in datacenters whereas Ethernet is used for management,
storage area networks (SANs), etc. Therefore, it is imperative to have a mech-
anism to translate the InfiniBand frames to the Ethernet frames to make the two
types of networks seamlessly communicate with each other. This paper intro-
duces a gateway model which can be implemented as a virtual network function
that translates Ethernet and InfiniBand frames using IPoIB protocol. Experi-
mental results show that performance of the proposed solution is at par with that
of Ethernet. Ethernet is considered for performance benchmark comparison
since in the testing environment it had lesser bandwidth as compared to
InfiniBand.

Keywords: IPoIB gateway � Ethernet - InfiniBand routing � Packet translation
Network function virtualization

1 Introduction

Today’s business world requires a reliable, secure and efficient access to information to
achieve a competitive advantage. The traditional file cabinets and a pile of papers have
been replaced by the computers that store and manage information electronically.
Computer networking technologies join these elements together. The public Inter-
net allows businesses around the world to share information with each other and their
customers. All these computers are connected to each other using various interconnect
technologies. Some of the known interconnect technologies are – InfiniBand, Ethernet,
Fiber Channel, 10 Gigabit Ethernet, Cray Interconnect.

Network functions virtualization (NFV) is an emerging technology to virtualize the
network services that are now being carried out by proprietary, dedicated hardware.
The incorporation of NFV will decrease the amount of proprietary hardware that is
needed to launch and operate network services.
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This work comprises designing an efficient algorithm to translate InfiniBand and
Ethernet frames that will run in a virtual gateway which in turn may run in a virtual
machine (VM) to support NFV.

2 Background

Ethernet is the most widely installed local area network (LAN) technology. It describes
the data format to be used by network devices for transmission on the same network
segment and how to put that formatted data out on the network connection [1, 2].
Ethernet uses MAC addresses to identify and deliver frames among computers that are
on the same physical network segment. The InfiniBand Architecture (IBA) has its own
computer networking protocol stack as Upper Layers, Transport Layer, Network Layer,
Link Layer, and Physical Layer [3]. The IBA [3] defines various data packet structure
depending on IBA packet types. InfiniBand uses a non-IP based addressing mechanism
and does not support sockets. Therefore, inherently, it does not support TCP/IP based
applications as well. To support IP based applications on top of IB fabric, the IETF
IPoIB working group [4] has specified the IPoIB protocol [5, 6]. It is important to note
that since this protocol is designed to support IP based applications or protocols which
use the IP address, it does not support VLAN. The IPoIB implementation is done at the
layer 2 of OSI protocol stack.

3 Motivation

The InfiniBand (IB) is comparatively a new interconnect technology. Hence, some of
the data centers have both of the interconnect technologies as they are migrating from
the Ethernet to InfiniBand. So, it is imperative to have a gateway which will seamlessly
translate the Ethernet frames to the IB frames and vice versa. Existing hardware
gateway solutions are expensive. Building a software gateway on a Network Functions
Virtualization (NFV) platform to translate these two types of frames would not only
reduce the cost but also increase manageability and flexibility along with reliable
performance. For example, a higher number of virtual network ports could be bonded
to a particular gateway VNF either statically or dynamically.

4 Literature

There have been some attempts to translate or bridge InfiniBand and Ethernet net-
works. They are either implemented in a hardware switch or a software switch. But,
one thing is common in most of the approaches is that they either encapsulate IP
packets inside an IPoIB frame [7] or the entire Ethernet frame inside an IB Frame [8].
Both of the approaches have their benefits and limitations.

For instance, the approach in [7] proposes a software implementation of an IPoIB
gateway with Network Address Translation (NAT). Here, the IPoIB gateway receives
an Ethernet Frame via its Network Interface Card (NIC), inspects and modifies the IP
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destination address and then re-injects the frame in the IPoIB interface to deliver it to
the IB destination node. The destination IPoIB node then retrieves the IP packet from
the received IPoIB frame. Though this approach is straightforward from the imple-
mentation perspective, this method has limitations as follows: inefficient because of IP
fragmentation and high CPU utilization, high latency (IP layer solution), poor band-
width utilization and no load balancing which decreases the performance, and does not
support VLAN-PKey mapping since IPoIB does not support VLAN in itself.

Again, approach [8] suggests encapsulating the entire Ethernet frame inside an IB
frame at the gateway node which is then injected to the HCA by the IB driver.
Although this approach has shown significant performance improvement over [7], it
also has some limitations as follows: Periodic exchange of gateway control information
may lead to poor bandwidth utilization, creation and maintenance of mapping tables,
do not support PKey—VLAN mapping.

Also, there has been an attempt to translate these two types of frames using a
software switch [9]. This approach requires a MAC—LID mapping table in the IB SA
[3] to which the translator queries whenever it wishes to translate Ethernet and Infi-
niBand frames. But still it does not handle the PKey—VLAN mapping to create
separate broadcast domains and secure fabrics across the two networks.

5 Proposed Solution

The IPoIB driver is registered to the IB SM with a QPN (queue pair number) and a LID
(Local identifier) and to the OS kernel with a virtual MAC address. The IPoIB driver
handles the backend works within the IB physical segment like querying the SM for
destination LID details, destination path information, etc. So, in the proposed method
we try to leverage this feature to make the Ethernet node and the InfiniBand node
seamlessly communicate with each other. A typical network topology for the proposed
solution is shown in Fig. 1.

Here, the gateway node receives the Ethernet Packet via its Ethernet NIC interface
which is then transferred to the gateway (GW) software (GWS) running in the appli-
cation layer at GW node. The GWS inspects the received packet, makes changes to it if
needed and then forwards it via the IPoIB interface. The IPoIB driver encapsulates the

Fig. 1. Proposed solution network topology and
architecture.

Fig. 2. Gateway system interface list
along with their IP addresses.
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IP packet inside the IPoIB frame and delivers it to the destination IB node. Similar is
the case for InfiniBand to Ethernet communication only difference in that the gateway
node receives the IPoIB packet via the IPoIB network interface and forwards the
received packet via the Ethernet NIC. The GWS also maintains a table of all the
interfaces available on the GW system along with their corresponding IP addresses as
shown in Fig. 2. The algorithm for the GWS is shown in Algorithm 1.

The CheckInInterfaceList () method in Algorithm 1, checks if there is any network
interface in the interface list maintained having bind IP address same as that of received
packet destination address. If there is an entry, then it returns the network interface
corresponding to the mapped IP address and received packet is then forwarded to that
particular interface (achieved via functions ForwardReceivedPacketViaIPoIB () and
ForwardReceivedPacketViaEth ()). Unlike existing approaches which deal with mod-
ifying the destination address at the application layer, the introduction of network
interface list in our proposed gateway reduces the processing overheads by performing
all the translation operation at the network layer itself (which leads to fewer buffer
copies of the received packet).

6 Implementation and Results

For the implementation of the proposed solution three guest partitions – two Windows
Server 2012 and one SLES11, on a PEPP platform [10] is considered as shown in
Fig. 3.

SUSE Linux (SLES11) system is the Gateway system. SLES11 has been config-
ured with IPTables [11] to forward the received packet to the application layer. Also
routing entries have been made to route packets to the windows machines. PassMark
PerformanceTest 8.0 [12] for the bandwidth test between Windows System
(NIC) SLES11 (Gateway, NIC IPoIB) Windows System (IPoIB). The data block size
varied from 32 bytes to 16384 bytes. Figures 5 and 6 shows the bandwidth tests for
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Ethernet IPoIB gateway IPoIB and Ethernet-Ethernet links for both TCP and UDP
connections. PsPing [13] has been used to measure the average latencies of the two
links. The formula equation for calculating the one-way average latency is:

Average one�way latency ¼ RTT=2 ð1Þ

(RTT is the Round Trip Time). The variance of the UDP connection latencies on these
links for small sized packets is shown in Fig. 4. Also, JPerf 2.0.2 [14] showed the
packet loss ratio to be 0%.

Fig. 3. Implementation environment Fig. 4. UDP connection latencies for the two links

Fig. 5. Bandwidth test for TCP connections

Fig. 6. Bandwidth test for UDP connections
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7 Conclusion and Future Work

The proposed method for seamless communication between the Ethernet and Infini-
Band networks has been found to be at par with the performance of Ethernet with
1Gbps connection speed, regarding bandwidth and latencies. Also, JPerf showed that
the method is reliable. Although, there are some limitations to it which may lead to
future work. The proposed method uses the IP address along with IPoIB interface to
translate the Ethernet and InfiniBand packets which leads to lack of data link layer
management regarding creating and managing VLAN across the heterogeneous fabric.
Instead, a data link layer method to translate the two types of frames at link layer would
not only improve the performance but also increase efficient management of the
physical fabric.

References

1. ieee802.org. Ieee 802.3 ethernet working group. http://www.ieee802.org/3/
2. The ethernet, a local area network data link layer and physical layer specifications. http://

research.microsoft.com/enus/um/people/gbell/Digital/Ethernet%20Blue%20Book.pdf
3. InfiniBand Trade Association: InfiniBand architecture volume 1 and volume 2. http://www.

infinibandta.org/content/pages.php?pg=technology%20public%20specification
4. Internet engineering task force. https://www.ietf.org/
5. Kashyap, V., Chu, J.: Transmission of IP over infiniband. https://tools.ietf.org/html/rfc4391
6. Kashyap, V.: IP over InfiniBand (IPoIB) architecture. https://tools.ietf.org/html/rfc4392
7. Zifeng, X., Hongwei, Z., Yonghao, Z., Jizhong, H.: Design and performance evaluation of

IPoIB gateway. In: 2006 International Workshop on Networking, Architecture, and Storages
(IWNAS 2006), pp. 3–8. IEEE, Shenyang (2006)

8. Lin, Y., Li, N., Lv, G., Sun, Z.: Research and implementation of IB and ethernet stateless
conversion technology. In: Conference Anthology, pp. 1–4. IEEE, China, January 2013

9. Michael T.: Systems and methods for ethernet frame translation to internet protocol over
InfiniBand. US Patent App. 13/766,340., 14 August 2014. https://www.google.co.in/patents/
US20140226659

10. Unisys Corporation Forward! information center. https://public.support.unisys.com/forwardic2.
0/index.jsp?topic=%2Fforwardinformationcenter%2Fhtml%2Fsection-000001529.htm

11. Harald W.: IPTables. http://ipset.netfilter.org/iptables.man.html
12. PassMark® Software Pty Ltd. Passmark performancetest. http://www.passmark.com
13. Mark R: Psping. https://technet.microsoft.com/en-us/sysinternals/jj729731.aspx
14. Nicolas R.: JPerf. https://code.google.com/p/xjperf/

216 U. Sinha et al.

http://www.ieee802.org/3/
http://research.microsoft.com/enus/um/people/gbell/Digital/Ethernet%20Blue%20Book.pdf
http://research.microsoft.com/enus/um/people/gbell/Digital/Ethernet%20Blue%20Book.pdf
http://www.infinibandta.org/content/pages.php?pg=technology%20public%20specification
http://www.infinibandta.org/content/pages.php?pg=technology%20public%20specification
https://www.ietf.org/
https://tools.ietf.org/html/rfc4391
https://tools.ietf.org/html/rfc4392
https://www.google.co.in/patents/US20140226659
https://www.google.co.in/patents/US20140226659
https://public.support.unisys.com/forwardic2.0/index.jsp?topic=%2Fforwardinformationcenter%2Fhtml%2Fsection-000001529.htm
https://public.support.unisys.com/forwardic2.0/index.jsp?topic=%2Fforwardinformationcenter%2Fhtml%2Fsection-000001529.htm
http://ipset.netfilter.org/iptables.man.html
http://www.passmark.com
https://technet.microsoft.com/en-us/sysinternals/jj729731.aspx
https://code.google.com/p/xjperf/


GMP2P: Mobile P2P over GSM for Efficient
File Sharing

Sumit Kumar Tetarave1(B), Somanath Tripathy1, and R. K. Ghosh2

1 Department of Computer Science and Engineering,
Indian Institute of Technology Patna, Patna, India

{sktetarave,som}@iitp.ac.in
2 Department of Computer Science and Engineering,
Indian Institute of Technology Kanpur, Kanpur, India

rkg@iitk.ac.in

Abstract. Implementing Peer to Peer (P2P) system on a cellular net-
work is an interesting idea to provide distributed storage, that has caught
attention of many researchers. Leaving aside the legal issues, overcom-
ing technical challenges are key to the development of cellular based
P2P business applications. In this paper, we propose a mobile P2P file
sharing system called GMP2P on GSM-GPRS network. GMP2P inte-
grates distributed hash table (DHT) mechanism into GSM mobile sta-
tions and base transceiver stations. The proposed solution addresses the
issues related to efficient P2P file sharing over GSM-GPRS network with-
out requiring a centralised server. The communication cost involved in
searching and downloading of the shared files is also analysed and the
results are compared with existing mobile P2P schemes. GMP2P is found
to be more efficient and scalable.

1 Introduction

The rapid growth of the mobile devices (smart phones, PDAs) having capabilities
comparable to desktop computers has raised the demand for increasing levels of
content sharing in mobile environment. According to Ericsson mobility report [3],
most of the digital data now a days are shared on wireless environment. In the
near future, this trend likely to increase due to higher data rates offered by 3G
and 4G networks.

File sharing is a technique through which contents (text, image, audio, video)
can be stored, searched and accessed by different user groups. Many P2P applica-
tions like Napster, Gnutella, eDonkey, BitTorrent, Freenet, are used for content
sharing over the wired Internet [11]. For content distribution on a mobile system,
P2P overlay would be an eminently suitable mechanism due to, high reliability,
ease of communication between the peers, and extensible distribution of the
resources [4].

Three possible options are available for the underlay physical network which
can support implementation of a P2P overlay, namely, (i) Bluetooth, (ii) Mobile
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Ad hoc Network and (iii) GSM-GPRS network. Bluetooth offers file exchange
facility only if both the peers are within a maximum permissible transmission
range of 100 m (class 1). Alternatively, mobile P2P (MP2P) can be implemented
over Mobile Ad hoc network (MANET) underlay to support communication
between peers within a maximum transmission range of 300 m. Thus, neither
Bluetooth nor MANET can provide a satisfactory underlay platform for imple-
mentation of a wide area mobile P2P system content distribution and sharing
application. This motivated us to explore GSM infrastructure for underlay net-
work support to provide wider area communication.

Existing MP2P applications rely on wired infrastructure underlay integrated
with a centralised index server. Each MS pre-stores the address of the Index
server and the Index server provides index of the shared contents along with
the corresponding mobile station (MS) ID. Mobile stations retrieve index infor-
mation from the centralised Index server by sending explicit requests. After
receiving the index information, MS communicates directly with target MSs to
obtain the shared contents [1]. Target MS usually uploads the shared content to
a Content server in order to minimize the communication overhead [12]. This
solution has the inherent limitations of centralised mechanism like single point
of failure, and lack of scalability.

A decentralised mobile P2P offers several advantages over a centralised over-
lay. However, it struggles for efficient solutions from bootstrapping to file distri-
bution and search in mobile environment [5]. Retrieving a large file from a single
source is inefficient over GSM-GPRS network. Not only does it suffer from long
latency, but also is less reliable. An alternative approach would be to divide a
large file into smaller chunks and distributed over many peers.

This paper proposes a mobile P2P over GSM architecture called GMP2P for
efficient file distribution and sharing. It integrates the concept of Distributed
Hash Table (DHT) with MSs and BTSs in the GSM-GPRS infrastructure. An
efficient bootstrapping and a key search mechanism for GMP2P tailored to GSM-
GPRS underlay are also proposed.

Rest of the paper is organized as follows. Section 2 describes the related work
on mobile P2P networks. The proposed GMP2P architecture for decentralised
mobile P2P file sharing is explained in Sect. 3. The analysis and simulation results
related to communication costs of GSM and existing mobile P2P over GSM with
GMP2P architectures are compared in Sect. 4. Section 5 concludes the work and
provides some future directions.

2 Related Work

Mobile P2P has accelerated the growth of traditional P2P overlays. To accom-
modate mobility of P2P nodes, the overlay network depends on the underlay
physical network. Several mobile P2P techniques have been proposed in the
past. MadPastry [14] and CMP2P [6], for example, rely on MANET (Mobile
Ad-hoc NETwork) as underlay network. P2P decentralized file sharing mech-
anism through Bluetooth using GSM network have been explored in [9,13].
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The main idea, behind all three mechanisms, is to form a closed local P2P
group via Bluetooth connections.

WP2P [1] proposes a P2P application over wide area through SMS service.
This mechanism covers a large number of mobile users. It uses a centralized web
server called mobile server. In response to a search request, the server provides
the ID of a target mobile which stores the required contents. The interested
mobile user can download the contents by sending an SMS request to the owner
of the file. Subsequently, the owner shares the content over a Cloud storage.

P2P-SIP [7] presented a Session Initiation Protocol (SIP) as the underly-
ing signalling protocol. It does not provide the actual transport of information
between mobile stations. It just controls the delivery of the shared file infor-
mation and assists in overlay control messaging. The file downloading requests
are sent through SMS as in WP2P [1]. On completion of the session, the down-
loader sends an acknowledgement to the content provider about a successful
downloading.

P2P-Content Distribution [12] mechanism deploys three servers, namely, an
Index server, a Control server, and a Content server in the GSM core network.
In order to avail the content service, a mobile station (MS) should register itself
with the Control server. Contents of all registered MSs are stored in the Con-
tent server, and indexed at the Index server. To initiate a search request for a
shared file, MS collects the updated real-time state of the Index server, and then
downloads the indexes for its own search. A Control server guides the mobile
station to upload and download the resources from the Content server. In other
words, this mechanism deploys the servers to publish, index and retrieve shared
files instead of downloading via expensive GSM service, like SMS.

To the best of our knowledge, all the existing MP2P schemes that operate
on the wireless infrastructure network make use of a central server to locate and
retrieve the shared files on mobile P2P overlay. This limits the benefits of P2P
overlays. Authors in [8] proposed a framework for distributed computing aiming
to reduce wireless communications cost while retrieving the file chunks. In this
work, we propose an efficient P2P overlay on GSM-GPRS architecture in which
no centralised server is used and the chunks of a file are distributed over different
MSs to increase storage efficiency as well as reliability.

3 GSM Based Mobile P2P (GMP2P)

The proposed GMP2P overlay integrates DHT (Distributed Hash Table) with
GSM underlay infrastructure. The underlay communication could be MS to BTS,
BTS to MSC (including BSS) or MSC to MSC (including backbone network) in
the GSM core network. However, the proposal is only limited to the availability
of a few tables related to DHT information at BTSs.

3.1 Architecture

The GSM infrastructure is expected to contain both DHT and non-DHT com-
ponents (BTSs and MSs). For convenience in description, we refer to the set of
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Table 1. Notations used for analysis and communication cost.

Description Notation (Max val)

Number of Mobile Stations (MSs) under each BTS NMS (=1K)

Number of DHT Mobile Stations under each BTS NdMS (=5%)

Number of BTSs in each region NBTS (=1K)

Number of dBTSs in each region NdBTS (=10%)

Total number of regions (each maintained by a different MSC) Nr (=40)

Total number of file (=100K)

Average number of chunks per file (=10)

Total number of file chunks Nc (=1000K)

Communication cost between pair of BTSs or between BTS
and its MSC

Cf

Communication cost one MSC to another k.Cf (k = 5)

Communication cost between MS to BTS Cw (=k.Cf )

BTSs participating in DHT as dBTS and the set of MS that participate in a
DHT as dMS. Further, we also use “dBTS” to refer to a nominal member of
dBTS set, and similarly “dMS” to refer to a nominal member of dMS set.

Each dBTSi ∈ dBTS is assigned a fixed 16-bit gray-code ID according to
their relative physical positions. Therefore, it is possible to assign a maximum
65536 members in a dBTS. The neighbours of dBTSi are assigned gray codes at
a hamming distance (HD) one from its own gray code ID. Each dBTSi ∈ dBTS
maintains a table of 16 neighbouring dBTS ids in its local routing table. Thus,
the members of dBTS together form a hypercube overlay topology through gray
code ids.

Each dMSi ∈ dMS is assigned with a unique 128-bit DHT ID that includes
a 16-bit dBTSi ID as the prefix, which is shown in Fig. 2. The notations of our
proposed model are summarised in Table 1.

The rationale behind ID assignments is explained below:

1. An associated dBTS ID forms a prefix of a 128-bit MS ID. Therefore, it is
possible to extract the ID of the associated dBTS of an MS from its own ID.

2. The collection of dBTSs are organized in the form of a hypercube. Therefore,
by using overlay DHT, it is possible to reach the closest dBTS serving a target
MS within at most 16 hops in the underlay network.

3.2 Caching Mechanism

The overlay DHT connectivity is used to guide local as well as global searches
of shared files from different dMSi. In the proposed model, files are stored at
different members of a dMS group in a distributed fashion. Each dMSi holds the
chunks of files with key ids which have closest prefix match to the ID of dMSi.
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The corresponding dBTSi caches the meta data relevant those chunks. The meta
data include respective file chunk ID, dMS ID and dBTS ID of each chunk of
a file. The cache entries can be updated on insertion of a newly shared file and
joining of a new member to the dMS group. A similar update of cache may be
required at the time of deletion of a file or when a dMS leaves the group.

Each dBTSi maintains information about its all associated set of mobile
stations. A non-DHT BTS temporarily caches ids of bootstrapping dMSi, its
associated DHT-BTS dBTSi and its corresponding underlay BTS-ID during
the execution of bootstrapping step. In order to track the mobility of a dMSi,
the corresponding BTS or dBTS member updates its cache as dMSi hops from
one cell to another cell. For example, whenever a dMSi moves away from the
cell of its associated dBTSi to a cell under a new dBTSk, dBTSi caches the
information of dBTSk. Thus, the proposed scheme prevents re-assignment of
overlay ids during inter-region movements unlike it is done in either Cluster
MP2P [6] or in MadPastry [14].

Apart from dMS cache information, the members of dBTS also cache their
closest subset of dBTS for the overlay routing. Each dBTSi prefers to maintain a
set of dBTS member ids at unit hamming distances. In other words, the overlay
connectivity of a dBTS group defines a hypercube structure as explained earlier.

3.3 Bootstrapping

When a new node, say MSnew wishes to join an overlay, it first downloads
GMP2P bootstrap file either from a member of dMS or from a web server.
The application code pre-stores an active list of DHT BTSs for bootstrapping
like a torrent file. If MSnew is fortunate enough to have its associated BTS
(BTSa) in this active list, then MSnew selects BTSa as bootstrapping BTS.
Otherwise, MSnew selects one dBTS (dBTSd) from the active list and sends
a join request (JReq) through the BTS it is associated with (say BTSa). The
message exchanges for assignment of overlay ID of a new node is shown with
help of a sequence diagram in Fig. 1.

MSnew sends the JReq message to the current BTSa with three important
fields: (i) m the ID of MSnew, (ii) q the overlay ID of BTSr, i.e., dBTSk, and (iii)
underlay ID of BTS r, i.e., BTSr. If BTSa is not a DHT BTS, it forwards the
request to a dBTSk (if available in the cache) or broadcast it. In response to the
request, dBTSk may either sends its own overlay ID or the ID of a nearby dBTS
(say dBTSi). The response message (m, i, v) mentions mobile ID (m), overlay
ID (i) and underlay ID (v) corresponding to the overlay ID i. After receiving the
response, MSnew computes hash H(m) for its ID, then sends the ID to dBTSi

via BTSa. BTSa caches relevant information, before forwarding the message to
BTSv (dBTSi), which would be used later.

3.4 Key Insertion

Since mobile stations are resource poor, large files cannot be stored locally by a
single MS. To handle this problem, GMP2P divides each file into small chunks
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Fig. 1. Sequence diagram for joining of new MS.

Fig. 2. DHT ID for MS and BTS under GMP2P.

of equal sizes. Each chunk of a file is assigned a unique key comprising of three
fields: (i) a 112-bit hash value of the file (ii) an 8-bit file chunk serial number
and (iii) an 8-bit total number of chunks comprising the file. Thus, each chunk
of a file has a 128-bit random key ID that includes a 112-bit prefix representing
the hashed value of the file name.

Each key is inserted to the dMS member of the dBTS having an overlay
ID that has the closest prefix match with the key. The insertion process begins
with extraction of two left most octets (16-bit) from the key ID. These two octets
refers to dBTSi ID for a target dMSi where the key gets inserted. The procedure
for forming overlay ids is illustrated by Fig. 2. The insertion process ensures that
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all the chunks of a file are inserted into DHT-MS members clustered under a
same dBTSi. As we will see later, this approach to insertion process reduces
search cost for downloading files.

3.5 Key Search

Keys are searched through DHT based prefix matching technique. When dMSi

wishes to download a file, it hashes the desired file to obtain the 112-bit digest
and sends the search request with the (128-bit) key as (112-bit digest padded
right with 16 zero bits).

The left most 16-bits determine the dBTS (say dBTSi), which is responsible
for storing that file. dMSi forwards the search request to dBTSi through its
associated BTS (BTSa). Then dBTSi forwards the query to the mobile station
dMSj which has the closest prefix match with the key being searched for. This
mobile station is responsible for that key.

If BTSa is not under the same MSC as that of dBTSi, BTSa forwards
the search request to the appropriate MSC under which dBTSi is located. The
MSC performs an underlay search to find the underlay BTS ID of dBTSi. From
its routing table dBTSi selects another member of dBTS which has a prefix
closer to the target dBTS, and sends the request to find the selected dBTS
through corresponding MSC. The forwarding process is repeated at a new dBTS
member, until the dBTS with the closest prefix is either successful in locating
the key or becomes unsuccessful. Finally, the closest dBTS member, say, dBTSj

sends reply to the route request after fetching the object from associated dMSj .
Algorithm 1 describes the search process of the proposed GMP2P file sharing
model. This search mechanism uses the closest prefix match based routing to

ALGORITHM 1. (Key Searching in GMP2P.)
dMSa requests a key to associate BTSa.
if (BTSa ∈ dBTS) then

Finds a closest prefix of dBTS (≈ dBTSi) in its table
if (found) then

Replies the key.
end
else

repeat
Forwards the request to dBTS (≈ dBTSi)

until (TargetdBTSj �≈ dBTSi);
Replies the key.

end

end
else

// for Non DHT-BTS
if (BTSa.tempCache == empty) then

Broadcasts to find a nearest dBTSi

end
repeat

Forwards the request to dBTS (≈ dBTSi)
until (TargetdBTSj �≈ dBTSi);
Replies the key.

end
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find the ≈ dBTSi, where ≈ denotes the closest prefix ID corresponding to the
searching key. This mechanism is similar that one used in Pastry [10].

4 Analysis and Simulation Results

To analyse the communication cost in retrieving shared files over the proposed
GMP2P, the communication structure in the design of GMP2P system model is
described precisely.

Fig. 3. Communication cost in GSM network.

4.1 Communication Structure

Underlay communication is performed point to point through wireless and fixed
stations based on GSM. In GSM, the cost of sending a message between a wire-
less station its associated BTS is significantly higher than that of sending a
message between two hosts belonging to BSS, MSC or backbone network [2].
The communication cost of routing between different stations of the underlay
GSM is depicted in Fig. 3. The communication between stations located in the
same region is referred as intra-region communication in our model while the
communication among MSCs (including backbone network) is inter-region com-
munication. It is known that wireless communication cost (Cw) from MS to BTS
or vice versa is higher than fixed communication cost (Cf ) from BTS to BTS
(or MSC) of the same region. GMP2P assumes that the communication cost
between MSC to MSC over wired network (included backbone communication)
is k times higher than Cf regardless of their geographical distance, where k is a
constant value. The notations used for GSM network specifications are depicted
in Table 1.
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Communication Cost. For searching a file key, GSM network has to broadcast
the search request for the key. Hence, total communication (TC) cost for search-
ing a key within GSM can be analysed in two parts: intra-region and inter-region
communication costs. The intra-region communication cost is 2Cw(NMS−1) and
inter-region communication cost is 2Cf +2KCf (Nr−1) for downloading a single
file. Assuming a file has Nc number of chunks, we need to add the communication
cost for all Nc keys searching. Hence, the total cost in GSM would be:

TCgsm = Nc(2Cw(NMS − 1) + 2Cf + 2KCf (Nr − 1)) (1)

where the total number of file chunks and the number of regions are denoted as
Nc and Nr respectively.

In case of multiple files with multiple chunks, GMP2P divides communica-
tion cost for searching and downloading into intra region (x% of files chunks)
and inter region (remaining [100-x]%). Hence, the total intra region (x% of Nc)
communication cost for proposed model is:

Intra region cost = 4Cw + Cf log(Ndbts − 1)
+ 7Cf + 2Nc(x/100)Cw

(2)

The total inter region ([100-x]% of Nc) communication cost for proposed
model is:

Inter region cost = 5Cw + 4Nc((1 − x)/100))Cw

+ (Nr − 1)Cf log(Ndbts − 1) + (Nr + 4)kCf + 7Cf ,
(3)

4.2 Simulation Result

Our analysis is based on intra and inter region communication costs for search-
ing the distributed file chunks. We assumed 50 K chunks of different files are
distributed over different regions. The simulation is carried out using numerical
values from Table 1 over MATLAB. The first result (shown in Fig. 4) confirms
that file sharing application is not suitable for traditional GSM networks. To find
a file inside an MS, GSM has to broadcast the search request to all. Therefore, the
searching cost rises exponentially as shown in the plot. On the other hand, after
integrating DHT with GSM-GPRS network as proposed in GMP2P approach,
the performance improves significantly. For the comparison of efficiency of the
proposed model, we selected three other existing mobile P2P mechanisms. These
are P2P-CD [12], WP2P [1] and P2P-SIP [7]. In P2P-SIP, an acknowledgement
scheme has also been implemented. Therefore, we also added acknowledgement
to GMP2P with extra overhead of sending acknowledgements after successful
downloading of meta data, we call this implementation as GMP2P(Ack). Ini-
tially, the comparisons are performed on the basis of Eqs. 2 and 3 for file distrib-
ution (as shown in Fig. 5). It is observed that the proposed mechanism performs
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better than all three existing mechanism. We also observed the scalability effects
by increasing number of regions. Figure 6 shows that our system is scalable and
performance does not degrade significantly with increase in the number of net-
work regions. Existing mechanisms are not able to sustain good performance
in search and download costs in the case when file chunks are scattered over a
large number of regions. Some interesting but obvious outcomes are presented in
Figs. 7 and 8 where we analysed the only communication overheads for searching
of a single file. As Fig. 7 shows, for a big file with all the chunks located in one
region, the communication cost in our model is the least. Furthermore, Fig. 8
shows that GMP2P substantially outperforms when file chunks are distributed
over different regions.

Fig. 4. Cost comparisons of searching files over plain GSM and GMP2P.

Fig. 5. Cost comparisons of search & download of meta data with different chunk
distribution patterns.
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Fig. 6. Cost comparisons with increase in spread of chunk distribution.

Fig. 7. Cost comparisons for searching chunks of a file located in the same network
region.

Fig. 8. Cost comparisons for searching chunks of a file scattered over different network
region.
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4.3 Implementation

We used Java 2 Micro Edition (J2ME) platform using Mobile Information Device
Profile (MIDlet) to implement GMP2P Framework as showed in Fig. 9. The
implementation performs with P2PGSM framework which includes four packages
namely, overlay, underlay, domain and util. The architecture of this framework
comprises with the following four packages.

GMP2P Framework

File Sharing Applications
(MIDlets)

Overlay Package

Underlay 
Package

Domain 
Package

Util 
Package

Fig. 9. Overall interaction of GMP2P framework and MIDlets in J2ME.

Overlay. This package contains the OverlayNetwork class which is the core
of GMP2P overlay construction and maintenance. All communication between
the overlay application (such as, MIDletGMP2P) and the overlay network are
performed using this class.

Underlay. The underlay package keeps the classes related to all GSM-GPRS
network communication. This communication uses datagram service of J2ME
framework to establish a connection between MS to BTS. In this underlay net-
work, an MS can communicate through BTS only.

Domain. This package maintains different classes, which help to create concep-
tual domain of GMP2P application. These conceptual domain represent a real
time objects like mobile nodes, intra region and inter region peer group, etc.

Util. This package maintains different useful log information regarding a
GMP2P MIDlet application. These information helps to other classes of the
GMP2P framework to perform certain activities regarding the same GMP2P
application.

This framework is able to create and connect different dMS of GMP2P.
Figure 10 shows an initial set up of our GMP2P file sharing application. We
assume that some selected mobile stations under P2PGSM framework are work-
ing as dBTS. In this framework, each dBTS MIDlet is enabled to cache the
information of the associated mobile stations.
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Fig. 10. Bootstrapping in GMP2P Framework.

3. Sends a file key request 
7. Finds key 

in DB
4. Finds key 

in DB
8. sends chunk ids to respec ve dMS 

6. Divided the file key into chunk ids 

Local DB Local DB 

dBTS 1

dMS1

2. Performs a GMP2P Boot
1. User starts MIDlet 

dBTS 2

Local DB 

5. Forwards to BSS/ 
MSC/ Backbone Network

Local DB dMS2

Fig. 11. Information Flow between dMS and dBTS in GMP2P scheme.

Information flow between dMS and dBTS through GMP2P MIDlet is shown
in Fig. 11. GMP2P MIDlet uses wireless communication channel for MS to BTS
and fixed communication channel for BTS to BTS (or backbone network). Each
dBTS maintains a local database of shared files’ meta data. These meta data
are maintained through neighbouring dBTS periodically.

5 Conclusion

Implementing file sharing in wireless network is interesting, but has many chal-
lenges. In this paper, we proposed a mobile P2P architecture called GMP2P
by integrating DHT based P2P overlay with the infrastructure wireless network
like GSM. We also evolved Bootstrapping, Inserting, and Searching mechanisms
for GMP2P. Analytical results confirms that file sharing through the proposed
scheme is more efficient than file sharing through other existing mobile P2P sys-
tems. The large file can be fragmented and stored at the peer members unlike
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other mobile P2P system where files are stored at centralised web servers. So,
many features like security, privacy and fault tolerance, can be integrated at
user levels. Accessing large files is faster in our proposed scheme because each
peer has to share only a small chunk of file. Furthermore, a file uploading is
shared distributively by many peers. The Bootstrapping mechanism of GMP2P
is implemented in J2ME platform while implementation of other components
are in progress.
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tronics and Information Technology, Government of India, through project grant num-
ber 12(7)/2015-ESD.
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Abstract. Interactions between proteins in a cell can be modeled as
a graphical network. The problem addressed in this paper is to model
the network evolution in biological networks in order to understand the
underlying mechanism that morphs a normal cell into a disease (can-
cer) cell. In this paper, concepts from social networks are utilized for
this purpose. Though many models for network evolution exist in the
literature, they have not been applied in the context of evolution of nor-
mal cell into a disease state. In this work, target network is evolved in
two ways: (i) starting from common subgraph of the normal and cancer
networks and (ii) using a divide and conquer approach, the network is
grown from communities using preferential attachment models. Triadic
model yields good performance with respect to the global characteristics,
but actual edge prediction performance is very low when applied on the
entire network. In the case of community approach, the results of edge
prediction for two dense communities are satisfactory with precision of
62% and recall 62%. Since edge prediction is a challenging problem, the
approach needs to be refined further so that it works for small and sparse
communities as well before it can become a full-fledged algorithm.

1 Introduction

A biological network is a representation of interactions within a biological sys-
tem. When a normal person is affected by cancer, abnormal cell growth occurs in
his/her body. Network analysis with respect to human diseases helps in under-
standing basic mechanisms responsible for the cellular processes, and disease
pathologies. In biological networks, the process of the growth of network is not
known. To analyze the growth of biological networks, network evolution models
applied in social networks can be used.

Barabasi and Albert [2] proposed the preferential attachment model which
generates networks with power law degree distribution that is observed in many
social and biological networks. This model is extended to include different kinds
of Preferential attachement rules [16]. More recently, Barabasi et al. laid down
hypotheses connecting network properties like hubs, modules, shortest paths to
human disease [5]. Currently, most network analysis work is being carried out
for Alzheimer’s disease (AD). In [9], it is shown that attack of disease disturbs
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 232–239, 2018.
https://doi.org/10.1007/978-3-319-72344-0_19
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the hub like structures in the normal network. These topological changes are
shown to be siginificant as compared to random null models. Rahman et al. [14]
worked on cancer networks of different tissues and made a comparative study of
these networks with respect to differential expression. This group extended the
study further [1,6] by obtaining communities that show differential modularity
between normal and cancer networks. Sahoo et al. [15] consider the common
subgraph between normal and cancer networks, and through bipartite graph
analysis show a significant difference in connectivity between normal and cancer
networks. Can we understand how the network changes when transitioning from
normal to disease state? In this work, the study is extended to model the network
evolution and possible changes that occur in cancer network during growth from
the normal network.

The main contributions of the paper are the following. Differentiating cancer
from normal using community discovery algorithms has not been attempted so
far. In this work, popular network growth models using preferential attachment
like triadic closure and Price model [13,16] are applied to differentiate growth
in normal network to cancer network. This growth has been modeled in two
ways: by growing the communities locally and constructing the whole network
combining these communities and constructing the whole network using global
growth models.

1.1 Data Set

Rahman et al. [14] construct a protein-protein interaction (PPI) network with
protein molecules involved in ten major cancer signal transduction pathways.
The expression values of the nodes are given along with the presence/absence
of the edge information. We consider weighted graphs by defining the weight as
sum of the expression values of the end points. Only the pair of proteins having
assigned value 1 for both the proteins are considered to have a valid interaction.
Rahman et al. construct networks for 5 types of cells: Bone, Breast, Liver, Colon
and Kidney of which the experimentation is carried out on Bone cancer data.
Bone cell consists of 192 nodes and 619 interactions in the normal state and 351
nodes and 1783 interactions in the cancerous state.

2 Differentiating the Normal from Cancer States

2.1 Community Discovery

A community is a large or small group of units which have some common prop-
erty [10]. To discover communities, a few community discovery algorithms are
applied on this biological network. They are Fast greedy [4] and Multi Level [3]
community discovery algorithms implemented in R package [8].
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3 Approach to Network Evolution

Network evolution methods like Preferential attachement methods [16] are used
to grow the biological networks. Community discovery algorithms [10] used in
social networks are used here to discover communities in biological networks.
Instead of growing entire network, communities are grown individually to find
which process models the evolution better.

3.1 Network Evolution in Communities

Preferential attachment models are used to generate the bilological networks
[2,16]. Global network growth has been carried out using Triadic attachment
model from the common subgraph of cancer and normal networks. Eventhough
the scale-free property expressed as a power law exponent obtained is satisfac-
tory, precision and recall values are not upto the mark.

A divide and conquer approach is proposed based on community discovery
to improve the edge prediction performance. As a first step, members of the
communities are discovered and then the local interactions among members are
predicted using preferential attachment algorithms. Communities discovered in
PPI networks using Fast greedy algorithm and Multi level community algorithms
are taken as ground truth. Here the network is considered as undirected.

LEMON (Local Expansion via Minimum One Norm) [7] algorithm is applied
to discover the communities in cancer network by taking a seed set from the
ground truth communities. LEMON algorithm produces overlapping communi-
ties. This algorithm does not provide the network per se. Output of LEMON
algorithm is the set of nodes in a community grown from the given seed set,
and F1 score between ground truth community and resultant community grown
from seed set. Correct seed set has to be selected to get good F1 score. Net-
work induced by 50% of the nodes in the community generated by the LEMON
algorithm is taken as the initial network. Entire community is grown from the
network (initial network) formed from these initial nodes. In order to connect
these nodes to predict the underlying network, Triadic model [16] is used.

In Triadic model, new nodes get attached to m previous nodes chosen at
random with a probability proportional to the degree of the previous nodes
and also to msec secondary contacts (neighbors) of the m previous nodes. This
is a connection mechanism based on the characteristic “friend of a friend is a
friend”. Triadic model has the time complexity of O( m·msec ) for each new node
added. Number of connections a node receives could increase with the number
of connections it already has.

3.2 Implementation

Since the ground truth is not known, one of the popular community discovery
algorithms, namely, Fast Greedy algorithm is used to discover the communities.
Total cancer network is divided into 9 communities using Fast greedy algorithm.
Out of them only 6 communities are big. LEMON algorithm is applied on those
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6 communities. This algorithm returns the communities with highest F1 score.
Here, the seed set selected is in such a way that it contains high degree node, low
degree node and average degree nodes to obtain a good F1 score. Table 1 gives
the details about the communities discovered by LEMON algorithm. Network
formed with first nodes in list is taken as initial network to apply the Triadic
model.

Table 1. Number of nodes in LEMON produced communities

Community
number

Number of nodes
in fast greedy

Number of nodes
in LEMON

Percentage of true positives
in LEMON communities

Community 1 21 21 80.95

Community 2 82 81 76.07

Community 3 76 81 63.69

Community 4 75 81 60.25

Community 5 37 81 54.62

Community 6 45 81 57.14

3.3 Network Growth Within a Community

Triadic model is applied on each of these 6 communities taking initial nodes
(approximately 50% of nodes generated by the LEMON algorithm) as the nodes
in initial network. list of nodes in the community and F1 score between ground
truth community and resultant community grow from seed set. Community with
good F1 score is taken to apply Triadic model. Using Triadic algorithm entire
community will be grown.

Community 2: LEMON produced community 2 having 81 nodes and 611 edges.
Initial network is considered with 41 nodes with 325 edges. Triadic model starts
from initial network. Let the number of high degree nodes to be selected be m,
the number of secondary contacts to be selected be msec. Degree is normalized
so that we can easily select nodes with high degree, let this normalized degree be
t. Triadic model is applied with different parameter settings for m, t and msec.
Parameters for which results showing good output are presented in Table 2.
As the number of false positives is more in the resultant network, a standard
procedure of random deletion of edges is carried out on the resultant network to
improve Precision and Recall values. Time complexity of random edge deletion
is O(n), where n is number of edges to be deleted.

Community 4: LEMON produced community 4 having 81 nodes and 354 edges.
Initial network has 40 nodes with 168 edges. Results obtained when Triadic
model is applied with different parameter settings m, t and msec are given in
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Table 2. Growth of community 2 network using triadic model. Power law exponent
and RMSE values.

Experiments with different
parameter settings

Exponent RMSE

Original 3.74 -

m=2 t=0.55 msec=2 3.57 3.13

m=2 t=0.5 msec=2 3.56 2.58

m=2 t=0.65 msec=2 3.60 3.10

m=2 t=0.65 msec=3 3.94 2.53

m=2 t=0.65 msec=4 3.67 2.6

m=2 t=0.6 msec=2 3.89 3.19

m=2 t=0.6 msec=3 3.73 2.09

m=2 t=0.6 msec=3 3.77 2.27

m=3 t=0.55 msec=2 3.99 2.24

m=3 t=0.55 msec=3 4.11 2.15

m=3 t=0.65 msec=2 3.51 2.53

Table 3. Number of predicted edges, Precison, Recall and F-measure, Exponent and
RMSE for resultant community 2 network after random edge deletion

Experiments with different
parameter settings

Predicted
edges

Precision Recall F-measure Exponent RMSE

m=2 t=0.5 msec=2 357 0.58 0.58 0.58 3.46 2.87

m=2 t=0.6 msec=2 378 0.62 0.628 0.618 3.89 3.14

m=2 t=0.65 msec=2 368 0.60 0.602 0.602 3.46 2.87

m=2 t=0.7 msec=2 365 0.597 0.597 0.59 3.66 2.35

m=2 t=0.8 msec=2 368 0.602 0.602 0.602 3.44 2.21

m=2 t=0.7 msec=3 352 0.576 0.576 0.576 3.41 2.21

the Table 4. To reduce the number of false positives in resultant network, random
edge deletion is done on resultant network to increase Precision and Recall values.

Construction of the Whole Network Using Local Approach: The clus-
ters are grown separately using LEMON and Triadic model in cancer network.
Combining the clusters with highest precision value whole network is formed.
But there are only 264 nodes in this network. So, there are 87(351-264) nodes
remaining outside the 6 clusters. These nodes are added to the network using
Triadic model. These are the results for total network using Lemon and Triadic
model (Table 6).

It could be seen from the results that out of all the six communities, good
Precision, Recall and F-measure values are obtained for communities 2 and 4.
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Table 4. Growth to community 4 network using triadic model. Power law exponent
and RMSE values.

Experiments with different
parameter settings

Exponent RMSE

Original 3.086889 -

m=2 t=0.55 msec=2 3.29 3.31

m=2 t=0.55 msec=3 3.14 4.08

m=2 t=0.55 msec=4 3.07 3.28

m=2 t=0.5 msec=2 3.18 4.02

m=2 t=0.6 msec=2 3.28 3.71

m=2 t=0.6 msec=3 3.54 3.90

m=2 t=0.6 msec=4 3.37 3.28

m=2 t=0.75 msec=2 3.08 3.94

m=3 t=0.55 msec=2 3.28 3.33

m=3 t=0.5 msec=2 3.21 3.59

m=3 t=0.5 msec=3 3.141 3.95

Table 5. Number of predicted edges, Precison, Recall and F-measure, Exponent and
RMSE for resultant community 4 network after random edge deletion

Experiments with different
parameter settings

Predicted
edges

Precision Recall F-measure Exponent RMSE

m=2 t=0.5 msec=2 163 0.445 0.446 0.445 3.33 4.18

m=2 t=0.55 msec=2 158 0.43 0.432 0.432 3.85 3.68

m=2 t=0.65 msec=2 169 0.462 0.463 0.462 3.06 3.26

m=2 t=0.75 msec=2 174 0.477 0.476 0.4762 3.6 3.64

Table 6. Construction of the whole network.

Parameters Exponent RMSE Number of

predicted edges

Precision Recall F-measure

Before deletion

of edges

m=1, msec=1,

t=0.5

2.014 9.55 835 0.39 0.47 0.42

After deletion

of edges

m = 1, msec=1,

t=0.2

1.910 7 714 0.4 0.40 0.40

A good power law exponent and lesser RMSE values have been obtained in
every community after random removal of edges. These two communities are
dense communities. Community 2 is more dense than all the communities, so
good results for Precision, Recall and F-measure values for m=2, t=0.6 and
msec=2 have been obtained. So, this method seems to work for dense rather
than sparse communities.
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4 Conclusions

Biological network analysis is necessary, since it can provide insights into the
underlying processes responsible for various biological manifestations. Especially
in the case of transition from a normal state to a disease state, the topological
analysis together with social network concepts can reveal important modules that
are instrumental in causing the changes in the network topology. Evolving a spe-
cific network, is a challenging problem since predicting a connection between a
particular pair of proteins also requires domain knowledge. This problem specif-
ically known as “link prediction” in social network analysis is tackled using
machine learning approach with complex features [11]. In this work, no domain
specific features for proteins have been used and the network is evolved using
the Triadic model. The global characteristics of the network have been predicted
satisfactorily. The actual link prediction within one community is obtained with
60% accuracy. The algorithm needs to be refined so that link prediction can be
improved over all communities.
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Abstract. The goal of this paper is to propose a style sheet based app-
roach for enabling semantic transformations of existing, already pub-
lished web pages. Traditionally, web page transformations were largely
driven by approaches such as XSLT that focuses on XML documents,
and CSS that transforms the style of HTML content. However, despite
their wide usage, XSLT is considered as too complex and rigid while
CSS only focuses on form and the aesthetics of display. To address this
major concern, we propose a new type of style sheet that is (1) applicable
on existing, published web content, (2) able to perform semantic trans-
formations, and (3) able to do some client-side processing of published
web content. We present the design of the prototype and demonstrate
the idea of using semantic style sheets by delivering a set of multiple
transformations of a random web page from NASA website.

Keywords: Style sheet · Semantic transformation
Web page transformation · Web accessibility · Client side modification

1 Introduction

The goal of this paper is to propose a style sheet based approach for enabling
semantic transformations of existing, already published web pages. This is moti-
vated by our earlier work [19–21] in Renarration of web content. The approach
of using style sheets for enabling semantic transformation of web pages is novel
and it contributes to the larger work of Web Accessibility.

1.1 Background and Motivation

While the word renarration is uncommon, the concept itself is fairly prevalent
and straightforward. For instance, as humans, whenever we are socially commu-
nicating an idea to somebody, we ensure that it is expressed and delivered in
a way that is suitable to our audience. The idea in our head may be one, but
its articulations may be many. For instance, a technical idea may be presented
c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 240–255, 2018.
https://doi.org/10.1007/978-3-319-72344-0_20
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in a scholarly way to a researcher, but the same idea may be re-narrated in a
more simplistic manner to a layperson. This variation in the content, delivery
and expression ensures that we make our idea more sensible to our audience.

Examples of renarration of written content may also be found in such day-to-
day things as commercial documents and academic literature. In teaching and
learning of mathematics and sciences the variant versions of the original are
labeled as MERs or Multiple External Representations [27]. We frequently use a
diagram, a graph or a table to better illustrate a point that we may have already
made elsewhere in text [22].

Fig. 1. A web page may be said to have a scope and reach which may exclude some
end-users with different needs. 3rd party volunteer renarrators can include them by
creating alternative views.

1.2 Renarrating the Web

We are interested in taking this concept of renarration and applying it to existing,
published web page content. See Fig. 1. Current material on the web, though
prolific with lot of good information, it is not in itself equally accessible by
all. Few segments of the user population, for instance, those with poor English
skills or those with different or maybe even lower-order thinking skills, or those
coming from a different socio-economic or cultural context may find some of the
existing material foreign and incomprehensible [19]. For these minority groups,
renarrating the original into a more simplified variant, or renarrating the original
in a different language, or renarrating the source to have more diagrams and
references may prove useful.

Simple renarrations of web pages could potentially include one or more of
the following:

– Augmenting: adding more diagrams, links, videos; adding locally relevant
examples, adding local information etc.

– Modifying: summarizing a complex piece of text, translating something into
vernacular, removing some clutter, changing language etc.
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– Processing: changing the numbering system from one representation (e.g.
Arabic) to another (e.g. British), computing forex, changing the formats of
dates, changing the representation of units from Kilograms to Pounds, or
from Kilometers to Miles etc.

Dinesh et al. [7] talk about the difficulties that laborers may face in inter-
preting the online contents of a government labor law document. Renarrating
it into some non-legalese language may help even some common users better
interpret it. They also cite the example of a fire safety website being renarrated
to include local fire safety standards and contacts.

1.3 Web Accessibility Problem

According to internetlivestats.com1, a site dedicated to web analytics, there are
over 1.2 billion websites and nearly 3.7 billion Internet users in the world today.
Of this user-base, 48.4% are from Asia and 9.8% are from Africa. According
to another web analytics site – W3Tech.com2, English is the most dominant
language on the web. That is, there are over 51.3% English websites out there
on the web today. This is despite the fact that 1.5 billion users are from a non-
English background.

In [21] we had already highlighted the Web Accessibility issue of these non-
native English speakers. In a study of N = 372 college students [23] we observe
that, just by adding instructions in local vernacular would help in improving
accessibility. That is, just by adding guidance, by adding additional links to more
locally relevant information, by giving tips & tricks and by giving more examples
in vernacular to an already published web page, one could help these non-native
English speakers make more sense out of that existing English content.

In addition to the language challenge, localization (i.e. changing information
from one representational system to another), personalization (i.e. matching to
the preferences of an individual user) and translation from one mode to another
(i.e. moving text dominant content to visual information or even braille) could
all help in improving Web Accessibility.

The bottom line is that to improve the accessibility of an already published
web content, one needs to have a mechanism to alter the content of a web page at
the semantic level. Renarration of a web page, is thus this ability to semantically
transform web pages. In this paper, we propose the notion of Semantic Style
Sheets as an approach to enable this semantic transformation (or renarration)
of web pages. We believe that by developing a style sheet based approach will
not only be resolving our challenge, but also be contributing to the larger goals
of Translations, Personalization, Localization, and Customization as well.

1 http://www.internetlivestats.com/internet-users/.
2 https://w3techs.com/technologies/overview/content language/all.

http://www.internetlivestats.com/internet-users/
https://w3techs.com/technologies/overview/content_language/all
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1.4 Notion of Style Sheets

History: The notion of style sheet is not new. It comes to us from the pub-
lishing industry where editors, designers and typesetters physically marked the
author’s printed manuscript with a blue pencil. The designers and typesetters
came in after the editing phase. They specified things like the location and size
of margins, the layout of the chapters, the fonts to be used in printing the text
etc. The whole concept was based on the principle of Separation of Concerns
(SoC) between content and its presentation, which continues even today.

The electronic publishing (or e-publishing) industry took the concept of
markup and presentation and used it digitally [8]. They used the notion of style
sheets to change the way a particular document appeared on screen, from how
it appeared on print, and differentiated it from how it was recorded on a CD-
ROM. SGML, the predecessor to XML (and HTML) used this in their definition
of Document Type Definitions (DTD) [15]. Overtime, with the advent of HTML,
the general variation in DTD was fixed to HTML versions and the styling aspect
slowly moved out to CSS.

Popular Style Sheets on the Web: SGML initially started out with Docu-
ment Style Semantics and Specification Language (DSSSL) but it was deemed
too complex, and later on was not directly applied to web standards [25].

For the HTML users of the web, CSS (Cascading Style Sheets) has now
become the defacto standard [4]. It was first proposed by Hakon W Lie [14], and
it later became a CSS1 standard that was promoted by W3C3. Now with CSS3,
there are even some preprocessors like Less, Stylus and Sass that are available
for handling CSS content [16].

For the XML users, XSLT with XSL-FO has been offered as an option [3].
Currently, XSLT is more associated with data-rich, XML-marked, database-
interacting web pages. While XLST does not enjoy as much success as its HTML
cousin CSS, XSLT does provide a very wide range of transformation possibilities.
But, when it comes to already published but not so “well formed” HTML pages,
XSLT is less tolerant and less useful for semantic transformations.

Usage of Web Style Sheets: It was already mentioned that style sheets have
been popularly used to deal with aesthetics and presentation. In particular they
can be used to adjust color, size and style of font, layout, margins, spacing etc.

While XSL styling has the ability to re-assemble and transform documents,
like XSL-FO, CSS is chiefly limited to look-and-feel only. Since CSS is the most
popular of the style sheets, we restrict our attention to it only.

CSS for HTML: The directives of a CSS Style Sheet are articulated as rule-
sets. Their syntax is: selector {property:value;... property:value;}. The selector

3 World Wide Web Consortium; A standards body for the Web; https://www.w3.org/
TR/html4/present/styles.html.

https://www.w3.org/TR/html4/present/styles.html
https://www.w3.org/TR/html4/present/styles.html
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is the HTML element tag. The property value pairs are unique and defined by
the CSS specification released by W3C. Rule-sets are default and apply to the
entire document, unless overridden by another applicable rule-set given else-
where. Rule-sets can be defined inline or imported from another .css file.

Here is a snippet of HTML source code from a real NPTEL web page4. It
shows how styles are integrated into a real web page.

<!DOCTYPE html>

<html>

<head><title>NPTEL</title>

<meta charset="UTF-8">

<link rel="stylesheet" href="...css">

...

<link rel="stylesheet" href="...footer.css">

<link rel="stylesheet" href="..css">

<link href="http://fonts...Cookie" rel="stylesheet">

...

</head>

<body>

...

<link rel="stylesheet" href="...lightslider.css"/>

<link rel="stylesheet" href="...testimonial.css"/>

...

h2 { text-align:top;

font-weight:bold;

color:#fff; }

...

</body>

</html>

Execution: The execution of the style declarations happens in the browser,
in rendering engine, as part of the painting work5. A CSS processor interprets
the rule-sets and produces a CSS Object Model called CSSOM and links it to
the Document Object Model (DOM) for rendering. Currently the more popular
browsers like Microsoft’s Internet Explorer, Mozilla’s Firefox and Apple’s Safari
mostly support CSS and only partially support XSLT6. This is yet another
reason for our detailed focus on CSS.

1.5 Layout of the Paper

Thus far, in the Introduction section, we have already established (1) Web
Accessibility and Renarration as the motivation and problem space for our work;
4 http://nptel.ac.in/.
5 http://taligarsiel.com/Projects/howbrowserswork1.htm#

The browser main functionality.
6 http://greenbytes.de/tech/tc/xslt/.

http://nptel.ac.in/
http://taligarsiel.com/Projects/howbrowserswork1.htm#The_browser_main_functionality
http://taligarsiel.com/Projects/howbrowserswork1.htm#The_browser_main_functionality
http://greenbytes.de/tech/tc/xslt/
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(2) we have discussed the background and context of style sheets, both as a
notion as well as in practice. Also, we established the need for us to be able to
do semantic transformation of web pages.

Going forward, we start with our Design Consideration for our Semantic
Style Sheets (SSS). This will set the tone for what we are trying to accomplish
with our style sheets. We do a literature survey to discuss the gaps with the
current approaches and why we are motivated to select style sheets as an app-
roach. We then proceed to discuss the actual Design where we give a indicative
grammar and the structure of the SSS. Later in Implementation we discuss
how the SSS has been actualized in code. In Validation section we apply the
prototype we developed for demonstration to a NASA web page and show how
it can be renarrated to suit the various needs of a few minority user communi-
ties. Finally, we finish with some reflections and insights in our Discussion and
Conclusion section.

2 Design Considerations for SSS

At a high level we want to semantically transform a web page to make the renar-
rated web pages more accessible to a wider group of users. But, more specifically,
here are our requirements:

1. It should allow for making changes to the semantics of the page. That is,
user should be able to add new content or replace some existing information
present in a given published page. We call this Augmentation and Modi-
fication respectively.

2. It should allow for changes to be made to the flow of material in the given
page as well. That is, order of nodes should be reconfigurable. This is also
part of our Modification requirement.

3. It should facilitate the processing or the computation of some existing content
to create new values. We call this Processing.

3 Literature Survey of Techniques to Modify Web
Content

Network and Proxy Solutions: Many options exist for manipulating already
published web content. For instance, proxy assisted network based transcoding
options exist for changing web page content to fit into the display requirements of
a smaller-screen device [13,28]. Network side solutions use separate app servers
and backend development. Proxy based solutions intercept and modify content
before it reaches the browser [10]. However, these servers require to be config-
ured into the browser flow. That is, the IP address of the proxy needs to be
input into the browser. Such imposition may pose some concerns: For instance,
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(1) users may perceive configuration as a ‘technical’ task; or, (2) the users may
have some other mandatory institutional proxy that they are compelled to use
which forbids them from using ours; or, (3) the end users may have security con-
cerns. Such conditions have been known to dissuade users similar to our target
users from using a proxy based solution [12]. It is for these reasons that we did
not opt for a network side, proxy based solution.

Web Augmentation Solutions: Web Augmentation techniques exists to allow
for the modification of content on the client side [6]. Client-side scripting tools
like GreaseMonkey [18] or testing tools like Selinium [2] exist to enable modifica-
tions of published content at the browser level. While the browser is now-a-days
quite powerful and capable of running complex JavaScript, it is still a program-
ming option. Also, now-a-days security concerns are forcing people not to opt
for enabling JavaScripts [1]. So, this discouraged us from going with this choice.

Style Sheet Based Solutions: As already indicated, style sheets have also
been used to make modification to (the style of) a page. And, when it comes
to exploring the choices available to the user, there are mainly two prominent
options, namely CSS and XSL.

In our case, for renarration we are opting for a style sheet based choice (over
the above listed options) because we wish to empower the end-user and her
agents. From a Web Accessibility point of view, we notice that it is often nec-
essary to modify the content for a diverse set of (and also an individualized
set of) needs of only a minority of end-users [6,19]. For such low volume users,
a complex, coding-intensive, back-end solution may not be appropriate. What
they may prefer are simple environments that can be run on the client side, by
themselves, or by 3rd party volunteer supporters. Having such a nimble client
side environment would assure them more solutions, and also quicker develop-
ment time. We opted for a style sheets based solution because they offer us this
promise. Also [12] suggest that for web accessibility their users preferred a style
sheet based approach.

Challenges with the Style Sheet Option: The style sheet based approach
for making semantic transformation essentially presents three choices: Option
one, go with XSLT; Option two, go with CSS based approach; Or option three,
create own style sheet.

Challenges with option one is that XSLT is not supported by all browsers. It
is also quite complex to work with7. Tool support is also dwindling. Moreover,
its popularity has been restricted to XML or data-rich content only. Also, there
has been lot of criticism on XSLT, claiming it to be too rigid and cumbersome.
This discouraged us from going with this option.

7 Criticism on XSLT can be found here on Stack Overflow. Refer: https://
stackoverflow.com/questions/78716/is-xslt-worth-it.

https://stackoverflow.com/questions/78716/is-xslt-worth-it
https://stackoverflow.com/questions/78716/is-xslt-worth-it
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CSS based option two has its own challenges as well [26]. While CSS is quite
popular, it appears to be predominantly focused on styling and aesthetics only.
While it is popular and tightly integrated with HTML, the syntax orientation –
i.e. it works with selectors and not semantics of the content – makes it difficult
for us to do higher order semantic operations. To meet our requirements, we need
control at the node level or the concept level, not selector level. Moreover, it lacks
the power to compute or process content information. Due to these limitations,
we opted out of this as well.

Option three has to do with developing our own style sheet. This task can
indeed be quite complex and large. However, selecting this option allows for us
to custom design a semantics based “style” declaration that allows for Augmen-
tation, Modification and Processing, which are now missing in CSS. By creating
a new style sheet we are not intending to replace either XSL or CSS. Instead,
this new proposed style sheet will only add to that portfolio.

4 Design of Semantic Style Sheet

Design Goals: There are two areas in which our proposed Semantic Style
Sheet (SSS) differs from the popular CSS. One is in concept – ours is focused on
semantics and not just style – and the other is in its application – we empower the
end-user or her agent instead of the author or the publisher. By empowerment
we mean that the creation of a new style sheet, the potential co-existing of
multiple style sheets for the end user to select from, the definition of criteria
of when to apply which style sheet etc. are all done without the involvement of
either the author or the publisher of the original source page. We summarize our
conceptual goals as:

1. Augment (or add) new content (like text, links, images etc.)
2. Modify existing content (i.e. change or replace content form an existing page)
3. Process content (e.g. compute over number, currency, units of measure; carry

intelligent processing over text etc.)

Our application or usage goals include:

1. Meta data: SSS must have information on who created it, when etc.; there
should also be information on the SSS, its label, ID, description etc. And,
finally, the web page URL for which the SSS applies.

2. Selection Criteria: There should be some guidance on when this particular
SSS must be applied when there are other choices available and co-existing
for a given web page (i.e. URL).

We present indicative grammar to articulate our conceptual goals. And, we
have couched the semantic directives which augment, modify and process, in a
larger structure to ensure we meet the application goals.
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4.1 Indicative Grammar

We articulate our design for the SSS directives by using a simple grammar. We
use the following EBNF notation (as defined in [24]):

= for definition,
, for concatenation,
; for termination,
— for alternation,
[...] for optional,
{...} for repetition, and
e for null

SSS = {Directives}

Directives = (SeqNo, Operation)

SeqNo = <integer>

Operation =

(Add (src-location:<xpath>, add-loc:(above | below),

(new-url:url | new-nod:<xpath> | new-text:<string> |

new-tool-tip-text:<string> | new-link:<url>) )) |

(Repl (src-location:<xpath>,

(new-nod:<xpath> | new-text:<string> |

new-tool-tip-text:<string> | new-link:<url>) )) |

(Process [xform-crncy-inr, xform-unit-british, xform-temp-celsius])

4.2 The SSS Document

The SSS Document is the larger structure containing the prior described SSS
directives. This document consists of three segments: (1) some meta data (2) a
list of semantic transformation directives, and (3) a selection criteria.

Segment 1 of the SSS document (Meta-data) is to contain the URL of the web
page which is being transformed, the creator’s information, and, label, descrip-
tion and ID for this SSS. Segment 2 of the SSS document (SSS Directives) is
to contain the declaratives having a sequence number, a operation and some
attributes as indicated by the indicative grammar. Segment 3 (Selection Crite-
ria) is about identifying the criteria that is to be used for selecting this particular
SSS from a choice of many. It consists of rules for selection.

Here is a snippet of a basic SSS document structure which we are using to
renarrate a web page.

{"seg1":{ "sssName":"S1",

"description":"Created by R1 for U1 community",

"wp-url":"https://www.grc.nasa.gov/...html" },

"seg2":[ { "seqNo":"1",

"operation":"Add",

"new-text":"<div><img

src=’http://...steam-engine-works.png’></div>",
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"src-location": "//",

"add_loc": "above" },

{ "seqNo":"2",

"operation":"Repl",

"src-location":"",

"new-text":"<p>Thermodynamics is the ...energy.</p>", } ],

"seg3":{ "communityId":"U1" } }

5 Implementation of Prototype

5.1 Architecture of Prototype

We build a simple web application to demonstrate our notion of SSS. The front-
end (FE) of the application was developed using AngularJS [5]. The back-end
(BE) runs Flask on Python 2.7 in a Virtual Environment [9]. The processing
of the SSS happens at the server level, in the BE, in Python. See Fig. 2. To
demonstrate the application of an SSS on a given web page, the FE supplies
three things to the BE:

1. URL - the location of the web page which is to be renarrated (or semantically
transformed)

2. SSS - the choice of SSS which is to be applied to this web page
3. UserID - the identity of the person accessing the web page

Fig. 2. The sequence chart for the processor application of our SSS.



250 G. V. R. J. Sai Prasad et al.

Fig. 3. The front end of the web app prototype which implements SSS.

See Fig. 3. The BE takes the first parameter, the URL, and uses it to fetch the
web page which is to be semantically transformed. It uses the second parameter -
SSS - to process the change. And, finally, it uses the UserID to see how the SSS
applies to the user. Here is the basic algorithm behind the SSS processing in
the BE.

fetch-page (URL)

source-DOM = construct-DOM(fetched-page)

target-DOM = source-DOM

sss = parse(JSONobject-sss)

REPEAT

d = get (next directive)

a = read d.operation.attributes

SWITCH (d.operation)

/* AUGMENTATION handling */

CASE (add):

target-DOM = add(a.location, a.new-node, source-DOM)

/* MODIFY handling */

CASE (replace):

target-DOM = replace(a.location, a.new-node, source-DOM)

/* PROCESS handling */

CASE (process):

p = d.operation.attribute [1]

SWITCH (p)

CASE (xform-crncy-inr):

target-DOM = xform-crncy(p, inr)

CASE (xform-unit-british):
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target-DOM = xform-units(p, british)

CASE (xform-temp-celsius):

target-DOM = xform-temp(p, celsius)

DEFAULT: Log (operation, unknown)

Print ("Error: unknown Process operation attempted", p)

DEFAULT:

Log (operation, unknown)

print("Error: unknown operation attempted", operation)

UNTIL all directives done

new-page = construct-HTML(target-DOM)

front-end = send(new-page)

5.2 Implementation of SSS

The SSS document has been implemented as a JSON object. This data structure
has the three segments that were previously identified.

Processing of SSS: Typically a style sheet has a processor associated with
it. For web documents, the browser contains this processor. In our prototype
implementation, we have positioned the code in the BE, in the network side.
That is, we transform the source web page with SSS before it comes to the
browser.

In the server side, the processor could parse and interpret the SSS directives
as if it were processing a Domain Specific Language (DSL) [17]. However, in the
prototype, we do not do parsing and interpretation, which could easily be added
later. Instead, we focus on the transformation algorithm. The pseudo-code for
this algorithm has already been shared. This algorithm simply transforms source
HTML into a target HTML by way of the SSS directives.

Accessing DOMs and XPaths on the Server: To augment or modify a
portion of an HTML, we use DOMs and/or XPaths. But, in current web imple-
mentation, the DOMs and XPaths for a given web page are constructed within
a browser. Since the processing for our implementation is now in the server side
(and not the browser), we lack access to the DOM of both the source and the
target pages. To overcome this problem, we use a headless browser, which in our
case is WebKit based PhantomJS [11]. Using the headless browser, on the server
side, we create two instances of it to access the source and target DOMs. In this
way we gain access to the XPath on the server side.

Additions, replacements or just extractions of node elements from a page
(or to a page) are now done in this headless browser using DOM API. Once a
target DOM is created, we have our HTML to push to the front-end. See Fig. 2.
Completing the target DOM requires processing all the directives in the SSS.
Which, in turn, is equivalent to completing the semantic transformation of the
source web page.
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Implementation of Selection Criteria: Selection criteria can consist of rules
which are then addressed by a rule engine like npm8. However, for our initial
implementation, we did not go this route. As we were only trying to demonstrate
the feasibility of this aspect, we simply carry out a regular expression match on
one of two variables: Community ID or a User ID.

The idea is that one single page may have multiple, co-existing, alternative
views. Each of these is a renarration of the original. And, each requiring its own
SSS document. The selection of which view to present turns into a selection of
which SSS to implement. This selection criteria section enables that choice.

A document meant for the blind users my have their community ID as its
selection criteria. Similarly, the same document could also be meant for people
of a different language. Their version may have a different SSS, with its own
selection criteria indicating the different language speakers. During rendering,
the selection criteria checks to see who is viewing the SSS. If it is a registered
blind user, then blind SSS is processed. Else, if the user is of a different language,
then the diff-language SSS is processed. The community ID and/or user ID are
obtained through login and registration processes.

Selection criteria and algorithm can indeed be made more sophisticated to
handle complex cases. For example, a rule engine may be established to optimize
this facet of SSS processing. But this is seen as future work and is considered
out of scope for this paper.

6 Validation of SSS

We validate our idea of SSS by applying our prototype to a real web page and
renarrating it. For our test, we arbitrarily chose a page that was focused on a
‘complex’ topic of Thermodynamics from NASA’s website9.

For our demonstration, we made the assumption that the NASA site is con-
fusing and inaccessible to certain non-native English speaking users. We took
the roles of three independent, unrelated renarrator volunteers (R1-3), having
to develop 3 different SSS (S1-3) for our respective target audience (U1-3).

The assumed objective of R1 was to reduce the complexity of NASA’s page
for U1. She thus creates an S1 for it. Similarly, R2’s objective in creating S2 was
to meet the vernacular needs of U2. That is, U2 is Hindi speaking audience, and
they need guidance in it. R3’s objective was to insert advertisements into a page
for all U3. The general idea here is that renarrations can be many, and they can
co-exist, but they have to be targeted to a community or a user. For instance,
when U1 logs in, they should only see the S1 renarrated NASA site. Similarly
U2 should get the S2 renarration, and U3 should get S3.

See earlier given SSS doc snippet for S1. See Fig. 4 for the process of con-
verting original source web page (top left), to S1–S3 (top right), finally yield-
ing three different outputs (bottom). The bottom portion showcases the actual
transformed output of our web application. The S1-3 are also original. They were
8 https://www.npmjs.com/package/json-rules-engine.
9 https://www.grc.nasa.gov/www/K-12/airplane/thermo.html.

https://www.npmjs.com/package/json-rules-engine
https://www.grc.nasa.gov/www/K-12/airplane/thermo.html
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Fig. 4. Three renarrated views being constructed out of three SSS. Real output of a
working prototype.

designed to semantically transform the content by adding new content (augment-
ing), altering existing content (modify), and computing some numbers (process-
ing). The output clearly shows how the content is now semantically transformed
to meet the individualized needs of U1-3.

7 Discussion and Conclusions

The prototype demonstrates our proposed idea for our SSS. The intent of SSS
is not to replace an existing style sheet like CSS or XSLT. Instead, our intent
here is to complement the power of styling the CSS provides with an additional
control on semantics.

In developing our renarration idea for addressing the Web Accessibility prob-
lem, we discovered that semantic transformation of existing, already published
web sites is necessary. Amongst the various approaches out there, we opted to
work with a style sheet based approach because it offered non-technical involve-
ment of the end-user. And, it empowered the end-user. Investigating the needs
we discovered that our need to Augment, Modify and Process content was not
being sufficiently addressed by the current defacto standard - CSS. To facilitate
semantic level transformation of web page content we proposed a new style sheet
called Semantic Style Sheet. We proposed a grammar for it and developed a sim-
ple processor for it. Its utility was finally demonstrated by way of a prototype
application.
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Through this exercise we realize that

1. style sheets can indeed be developed for doing more than just style adjust-
ments

2. the concept of a semantic oriented style sheet shows promise and can be
further developed; perhaps it can be turned into a DSL and be linked with a
rule engine

3. Web Accessibility needs of the non-body-disabled user can, to some degree,
be met by renarrating existing, already published web content.

Upon reflecting, we also realize that due to the sheer volume of web content
that is out there, as a next step, we need to move from a manual renarration
process to an automated one. This requires a set of standard semantic structures
in specific domains, a set of renarration needs and techniques, which can then
be analyzed by developing a set of tools that can automatically process and
apply renarration techniques. We leave the task of automation of renarration as
a logical next step or a future activity. Finally, we see the work in this paper
is a first step towards a major research direction spinning off multiple research
areas in the space of semantic web, renarration and web accessibility.

Acknowledgements. The authors are grateful to the effort by Ms. Sadhana
Virupaksha, and Mr. Raghav Mittal for developing the prototype for SSS.
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Abstract. Energy saving is the paramount factor in the evolving Inter-
net of Things (IoT) due to limited battery energy in the devices. An IoT
device in anomaly condition will lead to transmission failure and power
drain. It is imperative to detect the anomaly, whose occurrence is ran-
dom in nature over time. The randomness in failure needs a statistical
model of an IoT device to predict and stop the occurrence of anomaly.
We propose a novel approach of modeling IoT devices as a finite state
automaton, which is irreducible, a priori, has well determined emissions
(refers to received signal strength) and finite hidden state space. We have
designed a Hidden Markov Model (HMM) based approach to efficiently
predict anomaly using which we orchestrate the time interval between
successive transmissions from an IoT device. Experimental results reveal
that our approach can determine anomaly of IoT device with accuracy as
high as 98%. The higher anomaly detection rate results in saving around
14% of IoT device battery power by avoiding redundant transmissions.

1 Introduction

Devices in IoT eco-system are battery powered, heterogeneous, and autonomous
in nature. Hence self-management in IoT is inevitable to monitor the health
of the devices. The status of the device is indicated to the centralized moni-
toring server through the radio signal. 802.11 devices consume around 200 mA
for processing the sequence of operations of modulation, processing, encoding,
and decoding for every wake-up and sending the status. Hence transmitting an
optimum number of radio signals between the device and server is important.
Device anomalies happen in a random and unpredictable manner. The random-
ness in failure demands non-enumerative method to predict the anomaly. Hence
statistical model is the best choice [10] to predict the possible anomalies. The
anomalies are communicated to the centralized server only by means of received
signal strength. The transmission needs to be processed on a non-intermittent
interval; hence the status of the signal being sent to the server plays a critical
role. When the transition from a normal state to abnormal state is slow, it is

D. Das—Senior Member, IEEE.
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even more difficult to trace out the existence of devices. Also in densely distrib-
uted networks, the cluster of progressive events could collide. Collision can lead
to dropping of events reaching from the devices to the centralized monitor sys-
tem, which may be considered as malfunctioning of the device. In this paper, we
have proposed a novel statistical model based approach for power saving. The
transmission intervals to be followed by a node are determined based on training,
through which the state of devices can be studied using Hidden Markov Model
(HMM) [8] based framework. HMM predicts the hidden transitions, thereby pro-
posed approach can identify and determine the device anomaly as high as 98%
which results in nodal power saving of around 14% by intelligently transmitting
the status. Hence our approach guarantees maximum life span of an IoT device
and the average battery power spent by each device is optimized to a good extent
without compromising on reliability, performance, and efficiency.

Power saving techniques employed at hardware, software, and network area
are Gating (Clock Gating and Power Gating) [9], DRx (Discontinuous Recep-
tion) [1], and Power Save - Polling [2] respectively. To the best of our knowledge,
none of the above techniques, study the random occurrence of anomaly predic-
tion in a massive IoT deployment architecture as well as its impact on power
saving. Our proposed approach reduces the average Power per Bit in an effi-
cient manner by detecting an anomaly in IoT. The rest of the paper is organized
as follows. Section 2 explains HMM modeling of hidden states in IoT device
and anomaly prediction. The analytical model of proposed HMM framework for
power saving is discussed in Sect. 3. Experimental results are captured through
simulation and the conclusion is described in Sects. 4 and 5 respectively.

2 Anomaly Detection and Power Saving in IoT

Fig. 1. Three state automaton of an IoT
node (Color figure online)

The invariant in an IoT system is
Received Signal Strength Indicator
(RSSI) and it is considered as the
emission symbol. Since the IoT device
satisfies the Markovian properties of
being a priori, irreducible, and having
a finite set of states, we propose that
the entire prediction process can be
modeled using Hidden Markov Model.
Hence we consider each device as an
automaton, where S is set of states S
= S(Green), S(Y ellow), S(Red) which is
finite but hidden from the observer.
Only the emissions from the states
such as normal, degrading, and anomaly are inferred based on the signal
strength [4] measured from the devices. The emitted symbol from each state
is random and independent of each other. However, evaluating the networked
entities that require coordinated interactions among several autonomic devices
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will be even more difficult. Figure 1, depicts the automaton corresponding to
an IoT device. We define three states: Green (normal state-healthy), Yellow
(degrading state), and Red (anomaly state-nonfunctional). The states are hid-
den by RSSI observations, which is the signal strength emitted by the model. In
Fig. 1, transitions aij are from normal to degrading and vice-versa or normal to
an anomaly and vice-versa or degrading to an anomaly and vice-versa hidden to
receiving node. The emission probabilities are represented as bjk, the probability
of emitting a symbol k from the state j. For our experiment, we considered the
emission probability K with values 0, 0.5, and 1 from each state.

3 Analytical Model of Power Saving HMM Framework

Fig. 2. HMM based approach

The functional flow of HMM-based
approach in an IoT test setup is
depicted in Fig. 2. We created one
setup integrated with HMM and
another setup without HMM-based
approach. For our simulation, we pri-
marily used the Contiki operating
system based open source wireless
sensor networking simulator called
“COOJA” [3] to validate our app-
roach. In Cooja simulator, we have
designed and implemented three different modules for the server class node. They
are HMM algorithm computation, analytic mechanism, and tuning algorithm.

The HMM block performs the forward algorithm [6] (only the forward algo-
rithm is considered for implementation because IoT node in Cooja simulator
has less memory foot print) to identify the maximum likelihood of the given
sequence. The analytic mechanism compares the computed maximum likelihood
with assumed maximum value. The duration of the transmission interval is calcu-
lated based on the analytic result. Tuning algorithm block identifies the transmis-
sion interval value which needs to be designated for the given sequence of inputs
from the device and communicates the interval duration back to the device. The
final block gets the power factor from two mechanisms for the given sequence
and analyzes the difference between the output of HMM and Non HMM-based
approach [7].

Signal strength, RSSI, is continuously measured from the device is used to
infer the condition of device. To reduce the high dimension data, we introduced
slopping by means of sequence length. We applied algorithm on the observa-
tion sequence recorded at the receiver. Then, we determine the best possible
notification interval at which the devices need to communicate to the receiver.
The empirical data is derived from the Cooja simulator. Our method identifies
the instants where the probability of failure of IoT device is predictable. Using
this probability, the number of transmissions between the device and central-
ized receiver is greatly reduced. Hence by reducing the redundant transmissions
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between the device and receiver, the power consumption of the IoT device is
reduced to increase the battery life time of the device. Based on the above pro-
cedure, we avoid storing data for post-processing in the server. The estimated
failure probabilities are fed to a tuning algorithm, which computes appropri-
ate transmission interval to be used between the device and the receiver. The
equations to implement the forward algorithm are given below for initialization,
induction and termination respectively [5].

αt(i) = π1b1O1; αt+1(j) =

[
N∑
i=1

aij

]
bjOt+1; P{O | λ} =

N∑
i=1

αt(i) (1)

In Eq. (1) P{O| λ} needs to be calculated in an iterative manner. Based on the
probability value, we determine the transmission interval, such that, higher the
probability P{O|λ}, yields higher interval. Hence, based on the newly identified
transmission interval, the device will efficiently and optimally do the transmission
which needs to be communicated between the IoT device and receiving node.

We conducted the following experiments to validate our estimation.

1. Spreadsheet mechanism to estimate the likelihood of anomaly in IoT setup [7].
2. Cooja simulator based anomaly detection and power saving by optimizing

the interval of successive transmissions between the IoT device and receiver.

4 Experimental Results

4.1 Method 1: Experimental Likelihood Estimation

We tested our proposed HMM-based approach on live data feed obtained from an
IoT system consisting of six devices that communicate using 802.11n. RSSI signal
is collected over a time period of 3600 s and the corresponding HMM models are
defined, with one automaton for each device such as p{O1 | λ1} . . . p{On | λn}
where n = 6. Forward algorithm on this data is analyzed using our proposed app-
roach. Figure 3, depicts two results. The graph on the left (Fig. 3(a)) represents
different RSSI data feed from six 802.11n devices. X-axis shows the time (secs)
and Y-axis shows the signal strength (dBm) measured from all the six devices dif-
ferentiated by different markers. The graph on the right (Fig. 3(b)) represents the
corresponding anomaly likelihood of the device being in the functional or non-
functional state. X-axis shows the sliced data sequence derived from the RSSI
value. Y-axis shows the corresponding likelihood of anomaly happening when the
signal strength drops significantly low. The result shows that the prediction of the
likelihood of occurrence to be as high as 98%.

4.2 Method 2: Simulation in COOJA

In this method, Cooja simulator is used to prove the power saving of the pro-
posed approach. This simulator runs based on a tiny operating system called
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Fig. 3. RSSI data and the corresponding anomaly detection (a): Measured signal
strength data from six devices, (b): Prediction of anomaly based on the sliced input
sequence categorized up on signal strength

Contiki. We configured two motes with one as a server and other as a client
mote. Server mote is kept stationary and the client mote is displaced to different
coordinates to simulate the variations in RSSI at the server. We observed that
the power consumption level varies when the motes move closer or far away from
the coverage area of the server. The event transactions between the server and
motes are atomic in nature, which means the success and failure of the transac-
tions are independent of power-aware algorithm. To prove the power saving, the
simulation is conducted on dynamic spatial distribution in the same coverage
area as one node using ZigBee based mote CC2420. The power factor has been
calculated based on CC2420 data sheet (Operating voltage: 2.1 V to 3.6 V, Rx
mode: 18.1 mA, Tx mode: 17.4 mA). In Cooja simulator, we prepared one setup
with HMM based approach and other without HMM. In the first experiment, we
placed the client node far from the server to ensure that the coverage is greatly
reduced with the server. We retained the default transmission interval time for
the transmissions. It was observed that the number of transmissions were more
than 5 packets in an interval of 1 s. The calculated likelihood is in the range of
‘42896 ’. The RSSI for the corresponding likelihood was around −105 dBm. In
the second experiment, we placed the client node closer enough to the server to
make sure that the coverage area is within the server. During this experiment,
based on the RSSI value received from the node, which was around −75 dBm,
the HMM based forward algorithm monitored the RSSI and computed the ana-
lytic and tuning process. The outcome clearly showed a reduction in the number
of packets transacted between the node and server. The notable likelihood esti-
mation for this observation is ‘469873 ’. This validates our claim that when the
device is retained in the normal condition and the probability of being in the
normal state is high, the number of transactions can be reduced by four fold.
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Fig. 4. Power saving: Optimized transmission

To prove our result, we extracted
the data from the Cooja. The
graph in Fig. 4, depicts the power
consumption calculated with HMM
implementation. The X-axis shows
the time in the milliseconds, pri-
mary and secondary Y-axis shows
the Rx (marker X in the graph)
and Tx (marker + in the graph)
power consumption respectively
for the experimental period. We
collected data from both test
setups and derived the power con-
sumption of CC2420 mote based
on, the amount of time, the device’s radio was on Rx mode (rxon), Tx mode
(txon), device’s cpu in active mode (cpu) and low power mode (lpm). As depicted
in Fig. 5, the total number of transmissions is reduced by 13.1% in HMM-based
approach. The amount of power consumed in receiving mode (Rx) is reduced
to approximately 13.12% and in transmission mode (Tx) is reduced by approx-
imately 1.03%.

Fig. 5. Result: Reduction in transmissions, Rx power and Tx power

5 Conclusion

The experimental result proves that our approach could bring an average total
power saving of approximately 14.12% in the simulation environment. We plan
to further optimize this model using a learning-based approach. Our experience
in this study suggests that, the optimization of transmission in IoT system is
possible through stochastic modeling, thereby resulting in optimal power saving
in an IoT devices without compromising on reliability.
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Abstract. A temporal graph is a graph whose node and/or edge set
changes with time. Many dynamic networks in practice can be modeled
as temporal graphs with different properties. Finding different types of
dominating sets in such graphs is an important problem for efficient
routing, broadcasting, or information dissemination in the network. In
this paper, we address the problems of finding the minimum permanent
dominating set and maximum k-dominant node set in temporal graphs
modeled as evolving graphs. The problems are first shown to be NP-
hard. A ln(nτ)-approximation algorithm is then presented for finding a
minimum permanent dominating set, where n is the number of nodes,
and τ is the lifetime of the given temporal graph. Detailed simulation
results on some real life data sets representing different networks are also
presented to evaluate the performance of the proposed algorithm. Finally,
a (1 − 1

e
)-approximation algorithm is presented for finding a maximum

k-dominant node set.

Keywords: Permanent dominating set
Maximum k-dominant node set · Approximation algorithm
Temporal graph

1 Introduction

Increased use of various mobile devices has introduced communication net-
works where the network topology changes frequently. Vehicular networks,
delay/disruption tolerant networks, low earth orbiting systems etc. are some
examples of such dynamic networks. Traditional graph models are not always
sufficient to model and analyse such highly dynamic networks, and several mod-
els have been proposed recently to represent them such as temporal graphs [11],
dynamic graphs [17] etc. In the rest of this paper, we will informally refer to
all such graphs as temporal graphs, as all of them represent graphs with time-
dependent topologies.

For network with predictable mobility of the mobile entities, Ferreira et al.
[4] proposed evolving graphs model to represent these types of networks. In this
model, the temporal graph is represented as a finite sequence of static graphs,
c© Springer International Publishing AG 2018
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https://doi.org/10.1007/978-3-319-72344-0_22
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each static graph being the graph at a discrete timestep. The nodes in each
static graph represent the nodes in the network, and an edge in the static graph
signifies that a link exists between the corresponding nodes at that timestep.
The dynamicity of the topology is captured by the changing node/edge sets of
the static graphs in the sequence. The total number of timesteps is called the
lifetime of the temporal graph. The node at a single timestep is called an instance
of that node.

Finding different types of dominating sets in a graph has important applica-
tions in routing, broadcasting, and information dissemination in static as well as
dynamic networks [10,16,19] which may be centralized or distributed in nature.
A dominating set (a set of nodes such that every node in the graph is either in
the set or has at least one neighbor in the set) provides a subset of nodes such
that if those nodes possess some information, they can disseminate that infor-
mation to all other nodes in the next round of information dissemination. Using
similar strategy, dominating set provides an efficient method for broadcasting,
routing etc. in a distributed environment. Various definitions of dominating set
for dynamic networks are available in the literature. Casteigts et al. [1] have
proposed three variations of the dominating set problem for temporal graphs,
temporal dominating set, evolving dominating set and permanent dominating set.
A temporal dominating set is the set of nodes which dominates every other node
of the given temporal graph in at least one timestep in the sequence of static
graphs defining the evolving graph. An evolving dominating set is the set of
dominating sets for the static graphs at each timestep. A permanent dominating
set is the set of nodes which is a dominating set for every static graph at each
timestep.
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e
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Fig. 1. A temporal graph at different timesteps

In Fig. 1, for the temporal graph G = {1, 2, 3} a temporal dominating set is
{c}, an evolving dominating set is {{b, e}, {b, c}, {c, d}} where {b, e}, {b, c} and
{c, d} are dominating sets for static graphs at timesteps 1, 2 and 3 respectively,
and a permanent dominating set is {a, e}. The problem of finding an evolving
dominating set has been addressed in [8,20]. To the best of our knowledge the
problem of finding a permanent dominating set has not been addressed till now.

In this paper, we address the problem of finding a permanent dominating set
for a given temporal graph modeled using the evolving graphs model. A solution
for the problem of finding the minimum permanent dominating set (permanent
dominating set of minimum cardinality) for a given temporal graph is proposed
first. Then the problem of finding the maximum k-dominant node set for a given
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temporal graph is addressed. The maximum k-dominant node set is the set of
nodes with a given cardinality k, which covers the maximum number of node
instances of the temporal graph among all such sets of size k. It has been assumed
for both the problems that only the edge set of the temporal graph changes with
time. We show that the first problem is NP-Complete, the second problem is
known to be NP-Hard [14]. We first propose a ln(nτ)-approximation algorithm
for finding a minimum permanent dominating set, where n is the number of
nodes, and τ is the lifetime of the given temporal graph. Detailed simulation
results on some real life data sets for different networks are presented to evaluate
the performance of the proposed algorithm. A (1 − 1

e )-approximation algorithm
is then presented for finding the maximum k-dominant node set.

The rest of the paper is organised as follows. Section 2 discusses some related
works. Section 3 presents the system model used in this paper. Section 4 first
shows that the permanent dominating set problem is NP-Complete. It then
describes a greedy approximation algorithm to solve the permanent dominating
set problem. It also presents detailed simulation results on some real life data sets
for different networks to evaluate the performance of the proposed algorithm. In
Sect. 5, a greedy approximation algorithm to find a maximum k-dominant node
set is given. Finally, Sect. 6 concludes the paper.

2 Related Works

Finding minimum dominating set for static graphs has been a well researched
problem because of its applications in various problems of communication net-
works. Extension of this problem from static graphs to temporal graphs is not
straightforward, and various versions of this problem are solved using different
approaches.

One approach is the maintenance of a minimum dominating set for a given
temporal graph when changes in underlying graph topology occur. Whitbeck
et al. [20] solve this problem in an on-demand basis. They compute the domi-
nating set for a graph first and after every edge addition or deletion, recompute
it, if the previous one is no longer a dominating set for the changed graph. In
[8], Guibas et al. solve the problem of finding a minimum connected dominating
set for geometric graphs under node insertion and deletion in a similar fashion.
There are other works by Gao et al. [5], and Harshberger [9] which address the
problem of finding a dominating set for temporal graphs with a similar approach
where nodes follow some continuous trajectory to enter or leave the graph.

Another version of this problem is finding the temporal dominating set [1]
for a given temporal graph. This version of the problem basically maps to the
problem of finding a minimum dominating set for the underlying graph which is
the union of all graphs at every timestep of the lifetime of the given temporal
graph. Hence prior knowledge of changes in the graph topology is required to
solve this problem. In [16] Ros et al. have used a graph structure similar to con-
nected temporal dominating set (a temporal dominating set which is connected)
to propose a backbone structure to address the problem of information dissem-
ination in the context of vehicular networks. In [3], Dubois et al. have solved a
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slightly altered version of this problem. They have computed the dominating set
for the underlying graph after eliminating edges which do not occur infinitely
often in the temporal graph.

In this paper, we have proposed an approximation algorithm to solve the
minimum permanent dominating set problem for a temporal graph. To the best
of our knowledge, there is no other existing work which addresses the problem.

3 System Model and Assumptions

In this paper, we represent a temporal graph by the evolving graphs [4] model. In
this model the node set of the temporal graph remains same, the edge set changes
with time and all information about the changes of the edge set is available for
a certain time period which is called the lifetime of the given temporal graph.
All the changes in the graph topology are known apriori. The node set of the
temporal graph is denoted by V and the lifetime is denoted by τ . The time
interval for which the temporal graph is available is (0, τ ]. Throughout this
paper all time intervals are in discrete time system. The edge set is denoted
by E where every element e ∈ E is represented by e(u, v, (s1e, d

1
e), (s

2
e, d

2
e), · · · ),

where u, v ∈ V and edge e connects nodes u and v. Each pair of (si
e, d

i
e) denotes

a half open time interval (si
e, s

i
e + di

e] for which edge e is connecting u and v
in the given temporal graph, si

e, 0 ≤ si
e < τ , denotes the starting time of that

time interval and di
e, 0 < di

e ≤ τ is the corresponding duration for which e is
available, (si

e + di
e) ≤ τ . There may be multiple time intervals for an edge. In

such a condition, for any two time intervals say (si
e, d

i
e) and (sj

e, d
j
e), si

e �= sj
e and

if si
e < sj

e then si
e + di

e < sj
e. Thus the maximum number of time intervals for

an edge can be � τ
2 �. An edge e ∈ E connecting nodes u, v ∈ V can be denoted

by euv. As G is an undirected graph the ordering of u, v does not matter. For a
node u ∈ V the sum of all durations of all edges incident on it is called temporal
degree of u, denoted by TDu. The temporal graph is denoted by G(V,E).

An instance of a node u at time t (0 < t ≤ τ) is denoted by ut. All nodes are
present for the whole lifetime of G. So each node has τ instances and in total
there are nτ node instances in G, where |V | = n.

The set of neighbouring node instances, Nu, of a node u in G is defined as the
set of node instances in G which has an instance of u as its neighbour. Instances
of node u are also included in Nu. Set of neighbouring node instances, NS , of a
set of nodes S ⊆ V is given by NS =

⋃
v∈S Nv. If any instance of a node u does

not have any neighbour then u is called an isolated node in G.

4 Finding Permanent Dominating Set for Temporal
Graphs

The dominating set problem [6] for static graphs is a well known NP-Complete
problem. We know that every static graph can be represented as a temporal
graph of lifetime 1. Using this it is quite straightforward to prove that the dom-
inating set problem is polynomially reducible to the permanent dominating set
problem. From this we get the following theorem:
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Theorem 1. Permanent dominating set problem is NP-Complete.

We next present a greedy approximation algorithm to find a minimum per-
manent dominating set for a given temporal graph. The algorithm will add nodes
one by one to the permanent dominating set. Every node selection will be done
greedily based on some parameter. Once a node is added to the permanent
dominating set, it will not be removed thereafter. We first define the following.

Definition 1. Dominance of node u at time t (CDt
u): Let Dt be the already

constructed partial permanent dominating set till timestep t, 0 ≤ t ≤ τ . The
dominance of node u at time t CDt

u, is equal to |Nu � NDt |.
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Fig. 2. A temporal graph with dominance information

Figure 2 shows a temporal graph with lifetime τ = 5 and set of nodes {a, b,
c, d, e, f}. Figure 2(a) shows dominance when no node is member of permanent
dominating set. Figure 2(b) and (c) show dominance when node f and nodes
{f, b} are members of permanent dominating set respectively.

Let there be an edge e(u, v, s1e, d
1
e) connecting two nodes u and v in the given

temporal graph. If u gets added to the permanent dominating set, then we say
that node u dominates node v for the duration (s1e, s

1
e + d1e]. We also say that d1e

instances of node v are dominated or covered by node u.
The proposed greedy algorithm works as follows. At any point of execution

of the algorithm, all the nodes of the given temporal graph are coloured with any
one of the colours white, black, or grey. A node is coloured black if it is a member
of the permanent dominating set. A node is coloured grey if all instances of it
are dominated by at least one node in the permanent dominating set formed
so far. A node is coloured white if at least one instance of it is not dominated
by any node in the permanent dominating set. Initially all nodes are white. If a
node becomes grey or black it never becomes white again. This implies that the
dominance of a node either decreases or remains the same with each round of
node selection as a member of the permanent dominating set. Higher dominance
of a node at a certain point of time means very few neighbours of this node are
black and it will dominate more uncovered node instances if it is selected as a
member of the permanent dominating set. Thus the node with the highest value
of dominance becomes a good choice for selection as a member of the permanent
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dominating set. The proposed algorithm GreedyPDS uses this greedy strategy
to construct a permanent dominating set. At any step, the algorithm will choose
the node with the highest dominance value, add it to the permanent dominating
set, recompute the dominance of all other nodes and then proceed to the next
step. The pseudo code shown in Algorithm 1 describes the basic steps of the
algorithm. In Algorithm1, I is the set of isolated nodes in G, colourt

u is the
colour of a node u at time t, CV t

u denotes the total number of instances of u
with black neighbours till time t, TDu is the temporal degree of node u. In
Algorithm 1, initializations are done in Lines 1–3. Then Lines 4 and 5 add all
isolated nodes to the permanent dominating set, D. Finally Lines 7–9 add nodes
with maximum dominance at the time of node selection to D. It stops when all
nodes in G are coloured with black or grey.

Algorithm 1. GreedyPDS(G)
Input: A temporal graph G with node set V edge set E, |V | = n, lifetime τ .
Output: A permanent dominating set D.
1: D := ∅
2: ∀u ∈ V colour0u := white,
3: ∀u ∈ V CV 0

u := 0, CD0
u := TDu + τ

4: for all i, ui ∈ I do
5: AddToDomSet(ui)
6: end for
7: while ∃ v ∈ V such that colourt

v = white do
8: u := max {CDt

u|u ∈ V }
9: AddToDomSet(u)

10: end while
11: return (D)

The algorithm GreedyPDS calls the subroutine AddToDomSet to add each
node to D and update the dominance information of the other nodes in G. To
recalculate the dominance information of each node after each node selection, we
maintain a list of time intervals, cvg list, sorted by the starting time of time inter-
val, per node in G. After adding a node u to D, the subroutine AddToDomSet
colours it with black and inserts the associated time intervals of edges incident
on u to the cvg lists of the nodes which are connected with u by those edges.
During insertion, it merges all the overlapping time intervals into a single time
interval. Then, if any neighbour of u has neighbours in D throughout the life-
time, it colours that node with grey. As u is added to D the neighbouring nodes
of u will no longer dominate any node instances of u, AddToDomSet subtracts
that value from the dominance information of the neighbours of u.

As some instances of neighbouring nodes of u get dominated by u, some
changes may happen in the dominance information of two hop neighbours of u.
Let node v and node w be one hop and two hop neighbours of u respectively, such
that euv, evw ∈ E and |(seuv

, seuv
+ deuv

] ∩ (seuv
, sevw

+ devw
]| = λ �= 0. Since

u is a black node and it dominates v for the duration (seuv
, seuv

+ deuv
], then w
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is no longer going to dominate node v for this λ duration. So AddToDomSet
subroutine subtracts λ from the dominance of w.

Figure 3 shows the execution of the proposed greedy algorithm GreedyPDS
on a given temporal graph with lifetime 5. Figure 3(a) shows the given temporal
graph with dominance information at the beginning of the execution. At first,
as node f has the highest dominance of 17, it gets added to the permanent
dominating set and it is coloured black. As all instances of node b are dominated
by f , it is coloured grey. Figure 3(b) depicts this scenario. After that, by similar
greedy strategy, node a and node c are coloured black, then rest of the nodes are
coloured grey, and the algorithm terminates. Figure 3(c) and (d) show the steps
of selection of node a and node c as members of the permanent dominating set.
{f, a, c} is the resultant permanent dominating set.
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Fig. 3. Execution of GreedyPDS on a temporal graph with lifetime 5

Theorem 2. GreedyPDS correctly computes a permanent dominating set D for
a temporal graph G in O(mτ2n2) time.

Proof. At first GreedyPDS selects all isolated nodes as members of D. Then
it adds a node with the highest dominance at that point of time to D. This
procedure continues until all nodes are coloured with black or grey. This means
that GreedyPDS terminates only when all nodes of the given temporal graph
are either a member of D or have neighbours in D throughout the lifetime of G.
This implies that D is a permanent dominating set for G.

For the dominance information, one sorted list per node is maintained and the
maximum number of time intervals per edge is � τ

2 �. Insertion of a time interval
to the list of a node takes O( τ

2 ) time. So after each node selection, update of
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the dominance information of its one and two hop neighbours takes O( τ2n
4 ) and

O( τ2n2

4 ) time respectively, as any node can have maximum n neighbours. Hence
the algorithm takes O(mτ2n2) time to find D for G, where m = |D|. 	


To prove the approximation ratio of GreedyPDS we need following lemmas.

Lemma 1. Let G be a temporal graph with lifetime τ , P be the set of uncovered
node instances at time t, 0 ≤ t < τ . Let D be any permanent dominating set
for P . Then there must be at least one node u in P , such that CDt

u ≥ |P |
|D| .

Proof. We prove the lemma by contradiction. Suppose that there are no such
node in G with dominance at time t greater than or equal to |P |

|D| . So every

node has dominance less than |P |
|D| at time t. All |D| nodes of the permanent

dominating set are chosen from P . As dominance of any node does not increase
with time so the total number of node instances dominated by D is less than
|P | which shows that D does not dominate all |P | node instances. This is a
contradiction. Hence the lemma holds. 	

Lemma 2. Let G be a temporal graph, OPT be the optimal permanent domi-
nating set for G. We run algorithm GreedyPDS on G and let Nk be the uncov-
ered node instances remaining after (k − 1) rounds of GreedyPDS. Let vk be the
selected node at the kth round then CDtk

vk
≥ |Nk|

|OPT | .

Proof. We prove this lemma by induction.

– Base Case: Base case of this lemma is the first round of node selection.
At first round of node selection by GreedyPDS, as all node instances of G
are uncovered, from Lemma 1, we know that there exists at least one node
which has dominance greater than or equal to |N1|

|OPT | . As GreedyPDS selects
the node with maximum dominance for any k = 1, 2, · · · , l where l is the size
of permanent dominating set, so CDt1

v1
≥ |N1|

|OPT | .
– Inductive Step: Let this result hold upto m rounds. We have to show that

this lemma holds for (m + 1)th round as well. At (m + 1)th round we have
the set Nm+1 ⊂ N1 of uncovered node instances and m nodes which are
already selected by GreedyPDS as member of the permanent dominating set.
According to the algorithm these m nodes do not dominate any instances
from Nm+1. Now as Nm+1 ⊂ N1 and OPT is a dominating set for N1, it is
also a dominating set for Nm+1. There are three possible cases:
Case 1: No node from the m nodes are in OPT : For this case all nodes of

OPT are selected from unselected nodes and it is currently domi-
nating Nm+1. So from Lemma 1 it holds that CD

tm+1
vm+1 ≥ |Nm+1|

|OPT | .
Case 2: Some nodes of OPT are from m selected nodes and some from uns-

elected nodes: For this case let there be p nodes of OPT which are
from the m selected nodes. So |OPT |−p nodes of OPT dominate all
Nm+1 uncovered node instances as m selected nodes do not domi-
nate any instances of Nm+1. So from Lemma 1, CD

tm+1
vm+1 ≥ |Nm+1|

|OPT |−p .

This shows that CD
tm+1
vm+1 ≥ |Nm+1|

|OPT | as p > 0.
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Case 3: All nodes of OPT are from m selected nodes: This case is not pos-
sible because, then it will not be able to dominate Nm+1 uncovered
node instances which is a contradiction.

In all cases the stated lemma holds. 	

Theorem 3. GreedyPDS is a ln(nτ)-approximation algorithm.

Proof. Let there be n nodes in the given temporal graph G and its lifetime
be τ . So after the construction of the permanent dominating set D, for all nτ
node instances of G, either those node instances or their neighbours should be
in D. Let OPT be the optimal permanent dominating set and GPDS be the
permanent dominating set returned by GreedyPDS for G and |GPDS| = l.

GreedyPDS selects a node at each round and this process continues upto
l rounds. Let the ith round of node selection happens at time ti. Let before
the selection at kth round the number of uncovered node instances be nk. So
n1 = nτ and nl+1 = 0. At the first iteration which occurs at t1, according to
our greedy strategy, the node with the highest dominance is added to GPDS.
As OPT optimally dominates nτ node instances, the size of the optimal per-
manent dominating set for uncovered node instances at t1 is |OPT |. Then the
average number of node instances dominated by each node of OPT is nτ

|OPT | . So
from Lemma 1 there must be at least one node with dominance at that point of
time greater than or equal to nτ

|OPT | . So if the selected node with the maximum
dominance is v1 and dominance of the node v1 at time t1 is CDt1

v1
, then:

CDt1
v1

≥ nτ

|OPT | =⇒ 1
CDt1

v1

≤ |OPT |
nτ

Since OPT is also a permanent dominating set for nk number of uncovered node
instances therefore, from Lemmas 1 and 2, there is at least one node u such that
CDu greater than or equal to nk

|OPT | . So for the kth round of node selection if
the selected node is vk, it can be written that:

1
CDtk

vk

≤ |OPT |
nk

1 ≤ CDtk
vk

nk
.|OPT |

≤ nk − nk+1

nk
.|OPT |

Taking summation from k = 1 to l on both sides of the inequality.

l∑

k=1

1 ≤
l∑

k=1

nk − nk+1

nk
.|OPT | (1)

l ≤ |OPT |.
l∑

k=1

(
1

nk
+

1

nk − 1
+ · · · +

1

nk+1 + 1
) (2)

= |OPT |.
nτ∑

i=1

1

i
= ln(nτ).|OPT |
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Equation 2 comes from Eq. 1 from the fact that 1
nk

≤ 1
nk−i for each 0 ≤ i < nk.

The final result shows that GreedyPDS is a ln(nτ)-approximation algorithm. 	


4.1 Experimental Results

We have evaluated the proposed algorithm by running it on some real life data
sets representing different types of networks that capture the mobility patterns of
mobile devices [2], contacts between people [7,18], and communications between
different autonomous systems [12]. The work in [2] reports experiments done
to find the communication opportunities between mobile devices distributed
between the participants of INFOCOM’06. A permanent dominating set on this
network will identify the devices that can be used to disseminate information to
all other devices. Similarly, the works in [7,18] represent networks to model con-
tacts between students and [12] reports data transmission between autonomous
systems in the internet.

Each data set contains contact information for a total of T time, where T
varies between the data sets. For each such data set, we have considered several
values of ρ < T , and divided the total time into τ = T

ρ subintervals, each of which
is taken as a single timestep for the temporal graph to be constructed. The static
graph for each timestep is constructed with edges added between two nodes if
the nodes come into contact at least once in that timestep (i.e., in the subinterval
ρ). This gives a temporal graph with lifetime τ . The permanent dominating set
of the resultant temporal graph is then computed. Note that an obvious lower
bound on the size of the permanent dominating set of any temporal graph is the
number of isolated nodes in the graph, as such nodes must be included in the
set. A lower value of ρ increases the number of isolated nodes, and hence the
values of ρ are chosen such that the number of isolated nodes are not very high.

The first data set contains T = 342915 s of contact information between 98
imotes distributed among the participants of INFOCOM’06 [2]. The values of
ρ considered for this data set are 25000, 30000, 35000 and 40000 s. The second
data set from SocioPatterns contains T = 61960 s of contact information between
students in a primary school [7,18]. The values of ρ considered for this data set
are 5400, 7200, 9000, 10800 s. The third and fourth data sets are collected from
SNAP [13] autonomous systems graph, as-733 [12] and as-caida [12]. The as-733
data set has 733 daily instances of communication data between different nodes
of different autonomous systems on the internet. We have taken T = 50 days of
communication data, with ρ = 1, 2, 3, and 4 days (T was taken to be 51 and 48
days for ρ = 3 and 4 respectively to get an integer number of timesteps). The as-
caida data set has 122 instances of communication data between different nodes
of different autonomous systems on the internet. Each communication instance
contains the communication data on a particular day over the years 2004 to 2007.
The values of ρ considered for this data set are 1, 2, 3, and 4 months. We have
merged all available data in a single month to create communication data for a
single month. Thus we have got T = 47. For ρ = 2, 3 and 4, the last timestep
contains data of 1, 2 and 3 months respectively. Thus, for each data set, four
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Table 1. Results of running GreedyPDS on three different data sets

Data sets Interval

length (ρ)

No. of

nodes

No. of

edges

Lifetime

(τ)

No. of isolated

nodes

Size of PDS ln(nτ)

Naive

approach

GreedyPDS

INFOCOM’06 25000 s 98 4398 14 53 75 60 7.224

30000 s 98 4398 12 48 72 56 7.069

35000 s 98 4398 10 36 59 47 6.887

40000 s 98 4398 9 37 62 47 6.782

SocioPatterns 5400 s 242 8317 12 91 203 128 7.973

7200 s 242 8317 10 87 189 123 7.791

9000 s 242 8317 7 121 216 139 7.434

10800 s 242 8317 6 62 135 92 7.281

as-733, SNAP 1 day 3328 7167 50 626 1530 1422 12.022

2 days 3328 7167 25 407 1315 1238 11.329

3 days 3328 7167 17 383 1283 1211 10.943

4 days 3328 7167 12 352 1244 1174 10.595

as-caida, SNAP 1 month 31379 101945 47 20512 23235 21946 14.204

2 months 31379 101945 24 18364 21257 19949 13.531

3 months 31379 101945 16 17874 20716 19460 13.126

4 months 31379 101945 12 17463 20274 19040 12.838

different temporal graphs are constructed with different lifetime (τ) values. The
first six columns of Table 1 shows the details of the temporal graphs formed.

The size of the permanent dominating set obtained by running the
GreedyPDS algorithm on these temporal graphs is compared with two other
values, the lower bound obtained from the number of isolated nodes, and the
size of a permanent dominating set obtained by using a greedy approach for com-
puting dominating set for a static graph based on the most number of uncovered
neighbours of a node [15]. In this approach, the dominating set for each static
graph at every timestep of the lifetime of the given temporal graph is computed
first. Then the union of all these static dominating sets is taken to construct the
permanent dominating set of the temporal graph. Note that the lower bound
using isolated nodes is a loose bound; however, it can still serve as a worst case
reference for comparing the size of the sets obtained.

Table 1 shows the results of our experiments. The results show that for the
first two and last data sets, the size of the permanent dominating set obtained
by GreedyPDS is within twice the lower bound, while for the third data set it
is within four times the lower bound. The size of the permanent dominating set
obtained for all cases is much better than the worst case size obtained from the
theoretical bounds proved. The results also clearly show that the GreedyPDS
algorithm outperforms the naive algorithm in all cases.

The reason for the relatively higher size of the permanent dominating set for
the third data set is as follows. As can be seen from the table, the edge to node
ratio for the third data set is 2.153, while for the first two data sets, this ratio
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44.877 and 34.367 respectively. This shows that the graphs generated from the
first two data sets are more densely connected than those generated from the
third data set. The relatively sparse graphs of the third data set result in the rel-
atively larger size of the permanent dominating set. Though the temporal graphs
generated from the last data set are also relatively sparse in nature with edge to
node ratio 3.249, but for this data set, in all cases, more than half of the nodes
are isolated and all are included in the permanent dominating set. This results
in a permanent dominating set of relatively smaller size for the last data set.

5 Finding Approximate Maximum k-Dominant Node Set
for Temporal Graphs

In this section, the problem of finding maximum k-dominant node set for a
temporal graph G(V,E) has been addressed. It can be seen that if we select a
single node, v ∈ V as a member of the maximum k-dominant node set it will
dominate set of its neighbouring node instances Nv, we refer to it as dominance
set (DSv) of v and |DSv| is the total dominance of v. Similarly the dominance
set of a set S ⊆ V is DSS :=

⋃
v∈S DSv and total dominance of S is |DSS |.

Total dominance can also be expressed as a function f : {A : A ⊆ V } →
Z+, f(A) = |⋃v∈A DSv|. Then the problem reduces to finding a set A with
cardinality of a given positive integer k ≤ |V |, for which f(A) is maximum in
the given temporal graph G. This problem is a NP-Hard problem [14].

The proposed greedy approximation algorithm uses the same steps as algo-
rithm of GreedyPDS with the only difference that this time the algorithm stops
either when the number of selected nodes becomes k or all node instances of G
are dominated. We refer to this algorithm as GreedyKDS.

Lemma 3. If A ⊂ B ⊆ V for a given temporal graph G(V,E) then, DSA ⊆ DSB.

Proof. We prove this lemma by contradiction. Given that A ⊂ B ⊆ V , let
DSA � DSB . This means that there is atleast one node instance ut, where
0 < t ≤ τ , such that ut ∈ DSA and ut /∈ DSB . From the definition of dominance
set we know that either ut ∈ A or a neighbour of ut belongs to A. This implies
that there is atleast one instance of a node belonging to set A that does not
belong to B. This contradicts the given statement A ⊂ B because when one
node is included in a set, all instances of that node are included in that set.
Hence DSA ⊆ DSB . 	

Lemma 4. f is a nondecreasing submodular function.

Proof. It is straight forward to show from Lemma 3 that f is a nondecreasing
function. Next we prove that f is a submodular function.

Let there be two sets A and B such that A ⊂ B ⊂ V and u be a node,
such that u ∈ V and u /∈ B. We need to prove that f(A ∪ {u}) − f(A) ≥
f(B ∪ {u}) − f(B). The following cases are possible:
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– Case 1: (DSu ∩ DSB) = ∅ :
For this case,

DSu ∩ DSB = ∅ ⇒ DSu ∩ DSA = ∅
So,

f(B ∪ {u}) − f(B) = |DSu ∪ DSB | − |DSB |
= |DSu| + |DSB | − |DSB |
= |DSu|

f(A ∪ {u}) − f(A) = |DSu ∪ DSA| − |DSA|
= |DSu| + |DSA| − |DSA|
= |DSu|

So for this case,

f(A ∪ {u}) − f(A) = f(B ∪ {u}) − f(B) (3)

– Case 2: (DSu ∩ DSB) �= ∅ :
For this case, the following subcases are possible:

• Case 2a: (DSu ∩ DSB) = (DSu ∩ DSA) :
For this scenario,

f(A ∪ {u}) − f(A) = |DSu ∪ DSA| − |DSA|
= |DSu| + |DSA| − |DSu ∩ DSA| − |DSA|
= |DSu| − |DSu ∩ DSA|

f(B ∪ {u}) − f(B) = |DSu ∪ DSB | − |DSB |
= |DSu| + |DSB | − |DSu ∩ DSB | − |DSB |
= |DSu| − |DSu ∩ DSB |
= |DSu| − |DSu ∩ DSA|

So for this case,

f(A ∪ {u}) − f(A) = f(B ∪ {u}) − f(B) (4)

• Case 2b: (DSu ∩ DSB) ⊃ (DSu ∩ DSA) :
For this scenario,

f(A ∪ {u}) − f(A) = |DSu ∪ DSA| − |DSA|
= |DSu| + |DSA| − |DSu ∩ DSA| − |DSA|
= |DSu| − |DSu ∩ DSA|
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f(B ∪ {u}) − f(B) = |DSu ∪ DSB | − |DSB |
= |DSu| + |DSB | − |DSu ∩ DSB | − |DSB |
= |DSu| − |DSu ∩ DSB |

As (DSu ∩DSB) ⊃ (DSu ∩DSA) ⇒ |DSu ∩DSB | > |DSu ∩DSA|, then,

f(A ∪ {u}) − f(A) > f(B ∪ {u}) − f(B) (5)

– Case 3: (DSu ∩ DSB) ⊂ (DSu ∩ DSA) :
As A ⊂ B, from Lemma 3 this scenario is not possible.

– Case 4: (DSu ∩ DSB) � (DSu ∩ DSA) :
As A ⊂ B, from Lemma 3 this is also an impossible scenario.

So from (3), (4) and (5), it can be said that that,

f(A ∪ {u}) − f(A) ≥ f(B ∪ {u}) − f(B) (6)

Hence f is a nondecreasing submodular function. 	

Theorem 4. Algorithm GreedyKDS is a (1− 1

e )-approximation algorithm, where
e is the base of natural logarithm.

Proof. According to Lemma 4, f is a nondecreasing submodular function. Algo-
rithm GreedyKDS maximizes the function f with the constraint that the car-
dinality of the resultant set is bounded by k. It has been proved (Proposition
4.1, 4.2 and 4.3, Lemma 4.1 and Theorem 4.1 and 4.2) in [14] that if a nonde-
creasing submodular function maximization problem with cardinality constraint
is solved with greedy approach, then the approximation ratio of the greedy algo-
rithm is (1 − 1

e ). Hence, using the results in [14] we can say that GreedyKDS is
a (1 − 1

e )-approximation algorithm. If the algorithm terminates before k rounds
the resultant solution is the optimal one. 	


6 Conclusion

In this paper, we have investigated permanent dominating sets and its appli-
cations in highly dynamic networks. In particular, we have presented a ln(nτ)-
approximation algorithm for finding a minimum permanent dominating set and
a (1 − 1

e )-approximation algorithm for finding the maximum k-dominant node
set for a given temporal graph. The first algorithm has also been simulated on
four real life data sets for performance evaluation which supports the theoretical
results.
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Abstract. Database outsourcing in Cloud Computing enables the data
owner to store the data on cloud and assign the management to a cloud
service provider (CSP), which provides various cloud services to the
users. However, outsourcing database to cloud poses many challenges.
One of the major concerns is confidentiality of the data. The general app-
roach to tackle this issue is by encrypting the database before outsourc-
ing, this helps in protecting confidentiality but poses a new problem of
verifying the search results. We propose a lightweight verifiable auditing
scheme for secure outsourcing of database, which encrypts the database
and verifies search results with both parameters of correctness and com-
pleteness. We design our scheme based on a lightweight homomorphic
encryption scheme (LHE) and efficient authenticated data structures to
ensure the confidentiality and integrity of the database respectively.

Keywords: Cloud computing · Database
Lightweight homomorhic encryption · Embedded Merkle B tree

1 Introduction

The outsourced database (ODB) paradigm has numerous benefits but also suffers
from security challenges. The outsourced database may contain sensitive infor-
mation so, confidentiality of outsourced data is a big challenge. The practical
solution for confidentiality of data is to encrypt the data using traditional encryp-
tion techniques but it is difficult to search over the encrypted data. Secondly,
verifying of search results is a challenging problem, because semi-honest provider
may return wrong or incomplete results to users i.e. when a user sends a search
request to the CSP, he might return an empty result without even computing it
or return a partial result instead of a complete one and use the computational
resources elsewhere. The important characteristics of a good ODB paradigm also
include integrity along with confidentiality. Thus, verifying outsourced database
efficiently and effectively by satisfying completeness and correctness properties
is a matter of concern.

c© Springer International Publishing AG 2018
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Recently, several researchers have studied on verifying outsourced databases.
Most of the of the schemes [1–6] focus on generic solutions. An efficient method is
required for verifiable auditing scheme for outsourced databases with full support
for completeness and correctness properties. The biggest obstacle is to securely
outsource the expensive computations. As for storage, any globally accepted
encryption scheme will work well enough to prevent the curious CSP to peek
in the database, but making it compute on that data without revealing any of
it to the CSP was a tough target to shoot. We propose a lightweight verifiable
auditing scheme for outsourced database based on homomorpic encryption [7],
bloom filter and Merkle embedded B-tree. Our main contributions are as follows:

– A lightweight verifiable auditing scheme for outsourced database in cloud
computing environment which achieves confidentiality and integrity of data.

– Our scheme employs lightweight homomorphic encryption to encrypt data-
base that allows performing SQL operations efficiently.

– Further, we have used Embedded Merkle B tree (EMBT) and Bloom Filter
(BF) to authenticate and verify the search results with correctness and com-
pleteness properties. The scheme verifies even the empty result set sent by
the CSP.

2 Problem Formulation

2.1 System Model

We work on a system model which is used by the recent schemes [1]. There are
four entities namely, the data owner, users, cloud service provider (CSP) and
arbitrament center (AC). Their relation has been described in Fig. 1 and their
roles are described below:

– Data Owner: This entity who owns the data and wants to outsource the
database to the cloud.

– User: The user who needs to access the database and its services.

Fig. 1. The data outsourcing model
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– CSP: This entity which is responsible for storing and processing the data.
– AC: The trusted third party which comes into play only when there is a

dispute between data owner and CSP.

2.2 Threat Model

During this work, at every point the CSP is always considered a honest-but-
curious server. The CSP is always curious to look into our data and hence it must
be encrypted. The semi-honest part means the CSP can violate the protocols set
by us in order to save its computational and storage resources and hence return
fraction of the result set [8]. The communication channels between the CSP, data
owner and the users can be insecure too. Hence broadly two types of attacks are
possible: (i) Internal attacks which are generally executed by the CSP in search
of benefits. (ii) External attacks which are mainly caused by unauthorized or
revoked users through public channels in search of sensitive data.

3 Proposed Scheme

The proposed scheme consists of five phases: system setup, data outsourcing,
data retrieving, verification and decryption.

3.1 System Setup

In this phase, we setup the necessary parameters for later use as follows:
The data owner generates single key (K(m)) for encryption, a tuple of

three components, K(m) = (Γ,Θ,Φ). The first component Γ is a list of
[(k1, s1, t1).., (km, sm, tm)] where ki, si and ti are random real numbers. To ensure
that the scheme works every time correctly we have to make sure m ≥ 4, ki �= 0
for 1 ≤ i ≤ m − 1, km + sm + tm �= 0 and ti �= 0 for 1 ≤ i ≤ m − 1. The
component Θ is a pair of two random real numbers θ1 and θ2. The component
Φ is also defined as a list, Φ = (Φ1, Φ2, Φ2) where Φj is a m dimensional vector
(φj1, ......, φjm) for 1 ≤ j ≤ 3.

– Uniformly sample m random real numbers rj1, ...., rjm. The numbers can be
arbitrarly large.

– Compute φj1 = k1 ∗ t1 ∗ θj + s1 ∗ rjm + k1 ∗ (rj1 − rj(m−1))
– Compute φji = ki ∗ ti ∗ θj + si ∗ rjm + ki ∗ (rji − rj(i−1)) for 2 ≤ i ≤ m − 1
– Compute φjm = (km + sm + tm) ∗ rjm

After key generation we initialize a bloom filter (BF) having k hash functions,
followed by all the attribute values getting inserted into the bloom filter. Once
this is complete the data owner generates a bloom filter tree to store all the BFs
in a schematic order.
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3.2 Data Outsourcing Phase

The data owner outsources the database by encrypting the data and uploading
all the tuples along with an index for referencing it in the future by the users. We
generate index, Ii for total number tuples, denoted by ni, in which the value of
the attribute column Ai is equal to ai. For each element ai in tuple compute the
corresponding hash value as h(ai||ni). Then construct the MBT based on hash
values for the whole database. The data owner then encrypts every element ai

of the data using lightweight homomorpic encryption scheme as ci = Enc(K(m),
ai) and uploads the encrypted value with their index for every tuple r as

re = (I1, c1, h(a1||n1), ..., (In, cn, h(an||nn)

Along with the data the data owner then uploads the signature S on the root,
h(r) of the EMB tree and the corresponding BF. The BF is also made valid by
adding a signature to it. The BFT is uploaded to the Arbitration Center, which
is used only in case of solving disputes.

3.3 Data Retrieving Phase

We define this section with a simple example of SELECT query.

SELECT * from T where c = v

where the value v is in encrypted form. The user generates the query with all
the data records in the encrypted form as shown in the SELECT example above
where the data field “v” is encrypted. The CSP receives the query and the CSP
checks each tuple. It returns the corresponding result along with the index and
authentication data structures. As for the example above it will simply check all
the entries which match the value v. The user receives the result and checks for
it validity using the signatures and EMB tree.

3.4 Verification Phase

The performance of the scheme on the metric of integrity is evaluated in terms
of both, correctness and completeness. After the verification, the user sends
accept or reject, that decides whether the CSP was honest or malicious in the
transaction.

– Correctness: It must be ensured that the result is not tampered by the CSP
at any point. There are two cases which needed to be checked in this category.
When the result set is empty i.e. CSP claims that the outsourced database
contains no matched tuples, the CSP is supposed to return the bloom filter
to user. Using the bloom filter, the user can easily verify the correctness of
search result. When the result set contains some tuples, the user performs
the correctness check using the EMB tree. The user checks if any tuple in
the search result has been tampered with. If all the tuples of the result are
genuine then the user proceeds forward for checking the completeness of the
result.
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– Completeness: Once the user verifies that the result set returned by the
CSP is correct then he has to ensure that it is also complete. The proposed
solution can achieve the completeness of the solution using the EMB tree i.e.
we can check the neighbouring values and hence verify whether the search
result returned by the CSP is complete or not.

3.5 Decryption Phase

After successful verification,if search results are valid then user decrypts the data
as follows:

The decryption algorithm denoted by Dec( K(m), (e1, ......, em)) gives the
plaint text ‘v’ for the given cipher-text (e1, ......, em) in the following steps.

– T =
∑m−1

i=1 ti
– S = em/(km + sm + tm)
– v = (

∑m−1
i=1 (ei − S ∗ si))/T

The conditions m ≥ 4, ki �= 0 for 1 ≤ i ≤ m − 1, km + sm + tm �= 0 and ti �= 0
for 1 ≤ i ≤ m − 1 ensure the validity of the above decryption scheme.

4 Security Analysis

4.1 Confidentiality

One of the key parameters in any outsourced database architecture is confiden-
tiality, it must always be ensured. Majority of the databases around the globe are
filled with personal data of organizations and individuals and if leaked can easily
lead to identity theft on a large scale. Hence it is the one the most important
metric to evaluate any data outsourcing paradigm.

Theorem 1. The proposed scheme is secure on parameters of data confidentiality.

Proof. To search tuples satisfying the value of attribute Aq = a the user sends a
simple SQL query to the CSP, to return all the tuples with Aq = (Enc(K(m), a)).
The CSP neither needs any part of the plain-text values nor the encryption key
to do its part of computations and return the search results and can never know
what is inside the database.

The scheme we propose uses homomorphic encryption and is secure from
cipher text-only attacks. Also, the pseudo-random number generator function
fk() has negligible probability of collision and the linear combination fk(i) &
fk(j) such as fk(i)+ fk(j) and fk(i)− fk(j) are also pseudo-random and cannot
be guessed by the CSP or anyone else. Hence we can say that proposed scheme
is secure in terms of data privacy and can achieve the corresponding level of
confidentiality if the encryption key is strictly limited to the data owner and
authorized users only.
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4.2 Integrity

Integrity of the data as a parameter ensures that changes to the data (adding or
deleting) are done only by the authorized agents such as data owner or users, in
an authorized way. From the cloud computing scenario, we have to prevent the
CSP to make any changes to the database. A dishonest CSP, to save its storage,
might keep on deleting the database in small fragments without the knowledge
of the data-owner.

Theorem 2. The proposed scheme achieves the integrity of search results.

Proof. This proof involves verifying the completeness and correctness of the
search results as follows:

For evaluating the correctness of the result, we consider two possibilities.
First, if the result set returned by the CSP is empty, the CSP must return
the corresponding bloom filter as a proof to the user. Then the user checks if
BF(a)=1 to verify the validity of the CSP claim. For additional security, the data
owner signs the bloom filter using a secure signature algorithm such as RSA or
ElGamal.

Second, if there are some tuples in the result, then user can check the correct-
ness of the cipher-text (e1, ......, em) in result tuples. Since the encryption scheme
is secure from ciphertext only attacks, so an attacker cannot forge a valid cipher-
text result without the knowledge of the encryption key. The correctness of the
search result tuple is based on the assumption of the collision resistance in the
hash functions used while creating the EMB tree.

Once the user has checked the result for correctness, the completeness can
be easily verified using the fact that the number of tuples ni is involved in the
attribute hash value h(ai||ni). The user with the help of EMB tree can prove
that the every tuple in the results satisfies the query condition.

5 Performance Analysis

This section includes the experimental evaluation of our proposed scheme. The
experiments are performed and verified both on a local machine and in open-
stack cloud environment. The cloud server equipped with Intel core-i7, 16 GB of
memory and the local machine has python 3.6 running on Intel Core-i5 5200U
2.20 GHz CPU with 8 GB of memory. In order to find computational overheads
which didn’t include the CSP and client communication time, we present the
results of local machine. In order to make the result easy to understand, we
divide it into sections similar to the proposed scheme viz. System Setup, data
outsourcing and retrieving, and data verifying.

5.1 System Setup

This phase primarily consists of key generation and bloom filter setup. The time
to calculate all the hash functions is the significant part of the computation
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overhead in this phase. In our experiments we have fixed the value of k = 14
and vary the size of the bit-array such that its ratio to the number of tuples is
always 32. We have maintained the false probability (Pf ≤ 2−20) to always be
negligible. We have varied the number of tuples from 1000 to 8000 for results. We
observed that the relation between computation cost and the number of tuples
is almost linear. The results indicated that the setup is acceptable, since for as
large as 8000 tuples, we make it under 350 ms.

5.2 Data Outsourcing and Retrieving

In this section, we discuss computational cost of data outsourcing by the data
owner and then data retrieving by the users.

(a) Time cost for data outsourcing (b) Time cost for data retrieving

Fig. 2. Performance results for data outsourcing and retrieving

For outsourcing the data, owner has to encrypt every tuple and then create
the EMB trees for them. We can minimize the number of hashes using the EMB
tree but the signatures on each verification object (VO) still needs to be done,
accounting to n signatures. This obviously makes the data outsourcing phase
relatively slower to the data retrieving phase, but its a one time process and
hence can be accepted. Moreover, from the graph in Fig. 2(a) one can see that
we have managed to keep the cost less than 25 s for 8000 tuples, which is pretty
decent.

For retrieving data, the user has to encrypt its plain-text value of the query
and then upon receiving the request the CSP just searches for any matching
tuples and returns the results. The user then just has to decrypt the results to
get the required values. This way a lot of time is saved on the CSP side, resulting
in better computational time results as shown in Fig. 2(b).

5.3 Verifying

For the purpose of verification, we have considered two cases throughout, and
hence we will evaluate them separately.
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Case 1: When the CSP claims that no result was found then it is bound to return
the corresponding bloom filter. The user has to verify that whether bloom filter
is genuine or not, using signatures. The task is independent of the total number
of tuples and hence gives constant result as in Fig. 3(a).

(a) Time cost in some result case (b) Time cost in some result case

Fig. 3. Time cost in no result case

Case 2: When the user gets some result sets then she can check the integrity of
the result by verifying through the EMB tree returned for every tuple. Also the
signature on the VO has to be verified. The time cost varies linearly as shown
in Fig. 3(b).
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Abstract. High priority two phase locking (HP2PL) concurrency control
algorithm can be used for accessing of data items to resolve conflicts amongst
the concurrently executing transactions. Inclusion of priority inversion and data
inaccessibility are the most undesirable problems in transactions’ execution
which seriously affect the system performance. Previously developed protocols
for resolving such issues put a lot of messages and time overhead which is not
desirable. In distributed real-time database system (DRTDBS), basic aim is to
minimize the number of transactions missing their deadline. This can be
achieved by minimizing commit time. In this paper, A One Phase Priority
Inheritance Commit Protocol (OPPIC) has been proposed specifically reducing
one round of message transfer among coordinator and participating cohorts’
sites in case of priority inversion problem at any of the cohort of low priority
transaction. Focus of this protocol is to minimize the priority inversion duration
that in turn minimizes commit time. A distributed database system is simulated
for measuring the performance of this protocol with 2PC and PIC protocols. The
results confirm the significant improvement in system performance with the
OPPIC protocol.

Keywords: Concurrency control � Commit protocol � Priority inheritance
Priority inversion � Distributed real-time database systems

1 Introduction

Today, database systems (DBS) become an indivisible part of our daily life [1]. It is a
logical collection of data items shared over several sites [2–4]. We can classify DBS as
Centralized DBS and Distributed DBS. A centralized DBS consists of single site, while
a distributed DBS (DDBS) consists of multiple sites connected through a network to
facilitate communication between them [5]. Various DDBS issues like transaction
commit and concurrency control protocols, caching, replication [6] etc. have been
widely discussed and protocols proposed to address them. However, these protocols are
not appropriate in the real-time environment due to associated time constraint with
transactions. In Real Time Systems (RTS), the correctness is determined by the logical
as well as temporal properties of the result [7, 8]. Henceforward, actions performed in
RTS must be temporally valid; otherwise it may lead to the catastrophic results. A join
of DDBS and RTS gives birth to the new area of research, named as DRTDBS.
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DRTDBS is a collection of numerous logically interrelated database systems
connected via a communication network specifically designed to serve the purpose of
real time systems [9, 10]. They support transactions having explicit time constraints.
Transaction timing constraint is represented as deadline, which shows that it must
complete before that specific time in future [11, 12]. Distributed real-time transactions
(DRTT) can be categorized as hard, firm and soft. See [4, 13] for details.

Although, the deadline of transaction is difficult to meet because of several reasons
such as site failure, data conflicts, communication delays etc., data conflicts between
transactions become a major factor responsible for degradation in system performance.
Data conflicts can occur in two ways; first between two transactions in execution period
(executing-executing conflict) and second between one transaction in the execution
period and other in the committing period (executing-committing conflict) [14]. In
literature, the issue of handling executing-executing data conflicts is discussed in
detailed; however, the issues of handling executing-committing data conflicts between
the transactions have got very little attention. Executing-committing conflict between
the transactions is one of the most undesirable situations in firm DRTDBS. It some-
times gives birth to the problem of priority inversion. Priority inversion problem occur
in the system, if low priority distributed transaction blocks a high priority distributed
transaction as a result of resource conflict (data and/or CPU) [15, 16].

PIC protocol [17] is virtually identical to 2PC protocol. It has many problems. The
first problem is that although the priority inversion is bounded, it can be extreme
depended on the number of transactions and locks in a specified system. The second
problem with PIC protocol is that it may suffer from deadlock. PIC protocol also has a
drawback of making the database inconsistent in case of multiple read access followed
by write access in conflicting mode. One more problem with PIC protocol is that when
the number of priority inversions increase in DRTDBS, number of transactions with
inherited priority will also get increased. Increase in the priority of transaction affects
other concurrently executing transactions. Now, a transaction with its inherited higher
priority will further compete to access system resources such as data items, CPU, I/O
etc. with other already existing higher priority transactions [12]. This in turn reduces
the higher priority transactions’ performance with the increase of every new transaction
undergoing priority inheritance because of priority inversion. With increase in number
of priority inversions, competition to access data items would also get increased. As a
result, data conflict percentage will increase which negatively affects system’s
performance.

PIC protocol [17] requires two rounds of message transfer for processing of priority
inheritance information which is an extra overhead. One more problem with PIC pro-
tocol is the delay in priority inheritance information dissemination to brotherly cohorts
at remote site. Proposed OPPIC protocol reduces the delay up to half by requiring a
single round of message transfer. Section 2 discusses proposed OPPIC protocol in
detail. The performance study presented in Sect. 3 shows significant performance
improvement in OPPIC protocol over PIC protocol. Section 4 concludes the paper.
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2 A One Phase Priority Inheritance Commit Protocol

OPPIC protocol is an extension to the PIC protocol which is an alternative of the
PROMPT protocol [17]. However, in PROMPT it is said that PIC protocol is not
performing well in distributed real-time environment; OPPIC protocol based on it,
gives significantly better result.

In PIC Protocol [17], if prepared cohort Ca of low priority transaction (TL) blocks
the data item required by a requesting cohort Cb of a newly arrived high priority
transaction (TH), then priority of TL is upgraded to that of TH. Note here that Ca and Cb

are the conflicting cohorts of TL and TH respectively. For inheriting the priority, cohort
Ca of low priority transaction sends PRIORITY-INHERIT message to its coordinator.
The coordinator, in sequence, sends this PRIORITY-INHERIT message to all the other
participating cohorts, and after that, all further processing associated with TL takes
place at inherited priority. It is claimed that performance of PIC protocol is virtually
identical to that of 2PC protocol [17]. In PIC protocol, dissemination of the priority
inheritance information to the brotherly cohorts requires two round of message delays,
which is an extra overhead. This is the major reason behind no any significant per-
formance benefits of PIC protocol over 2PC protocol. Specially, delay in the priority
inheritance information dissemination to brotherly cohorts at remote sites negatively
affects PIC protocol.

As opposite to PIC protocol, proposed OPPIC protocol says that when priority
inversion occurs at cohort Ca of TL then it directly sends PRIORITY-INHERIT mes-
sage to all the participating sites including coordinator in parallel fashion. It is helpful
in dealing with priority inversion problem in following aspects:

I. There is no need of two rounds of message transfer between participants
(Coordinator and Cohorts). Only single round message transfer is required.

II. All Cohorts receive the PRIORITY-INHERIT message in about half-time
duration compared to the base PIC protocol.

III. It significantly minimizes the overall distributed firm real-time transaction
completion time, a most critical resource in DRTDBS.

OPPIC protocol eliminate one phase of message transfer, and thereby improves
system’s performance. The pseudo code for OPPIC protocol is,

To gain performance benefits, OPPIC protocol allow communication among
cohorts of same transaction as opposed to the base PIC protocol.

If (Priority (Ca) < Priority (Cb))
{

Send PRIORITY-INHERIT message to all participants (including Coordinator) of      
TL in parallel fashion.

}
Else Cohort Ca of TL commit as usual.
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3 Performance Study

In DRTDBS research community, there is no hands-on benchmark available to assess
the performance of the proposed protocol [19]. Therefore, a DRTDBS including N sites
[13, 15, 20, 21] was simulated in accordance to the environment assumed in earlier
studies [18, 13]. Table 1 presents different parameters used in simulation study with
their default values.

We ensured significant level of resource and data contention during performance
study. Earliest Deadline First (EDF) is used as the cohort’s priority assignment policy
for performance study of OPPIC protocol. As per EDF, a transaction with closest
deadline is assigned a highest priority in system. In case of tie, we assign priority to the
transaction using FCFS scheme. The performance of OPPIC protocol is measured
based on the number of transactions missing their deadline as given below.

Kill percent ¼ Number of transaction aborted
Total number of transactions in system

Our work is an extension to PIC protocol. Therefore, we compared the OPPIC
protocol with following protocols: 2PC protocol and PIC Protocol. Figures 1, 2, 3 and
4 show the transaction kill percent at communication delay of either 100 ms or 0 ms in
disk resident databases with different transaction arrival rates. Results shows that
proposed protocol performs better than 2PC and PIC protocol under all load conditions.
Performance improvements are mainly because of reduction of one phase in dissem-
inating priority inheritance message to all other participating cohorts of a transaction in
case of priority inversion.

Table 1.

Parameter Meaning Default setting

DBSize Size of Database (No of Pages in
databases)

200 data objects/site

Ndb No of database Sites 6
AR Transaction arrival rate per site 0–4 transactions/sec (Uniform

Distribution)
Tcom Communication delay among transactions Either 0 ms or 100 ms
Nop No of operations in transaction 4–20 (Uniform Distribution)
SF Transaction Slack Factor 1–4 (Uniform Distribution)
P(w) Probability of write operation 0.60
CPUpage Processing time required for accessing

CPU page
5 ms

Disk-page Processing time required for accessing
Disk page

20 ms
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4 Conclusions

Proposed OPPIC protocol is based on the priority inheritance concept. It overcomes the
problem of execute-commit conflict up to some extent. In this protocol, there is no need
of two rounds of message transfer between participants (Coordinator and Cohorts) in
case of priority inversion; only a single round message transfer between participants is
required. Here, all cohorts receive PRIORITY-INHERIT message in about half-time
interval compared to the base PIC protocol. In other words, in case of priority inver-
sion, it significantly minimizes the overall firm distributed real-time transaction com-
pletion time which is the most critical resource in distributed real-time environment.

Fig. 1. Transaction Kill Percentage with
Resource and Data Contention at 0 ms
communication delay under normal and
heavy load

Fig. 3. Transaction Kill Percentage with
Resource and Data Contention at 0 ms com-
munication delay under heavy load

Fig. 2. Transaction Kill Percentage with
Resource and Data Contention at 0 ms
communication delay under normal load

Fig. 4. Transaction Kill Percentage with
Resource and Data Contention at 100 ms com-
munication delay under normal and heavy load
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Further, this protocol significantly reduces the commit processing time, and thereby
minimizes the number of transactions missing their deadline.
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Abstract. Undoubtedly, the Big Data is the most promising technology
to serve an organization in a better way. It provides an organized way to
think about data, whatever the data size is, and whatever the data type
is. Moreover, the Big Data provides a platform to make decisions, and to
analyze future possibilities using the past and present data. The Big Data
technology eases the large dataset to store, process and manage. The Big
Data is the most fashionable trendsetter in the world of computing i.e.,
the most popular buzzword around the globe upon which the future of
the most of IT industries depends on it. This paper presents a study
report on numerous research issues and challenges of Big Data which is
employed in very large dataset. This paper uncovers the nuts and bolts
of Big Data. This study report provides rich insight on the Big Data.

Keywords: Big Data · Big Data survey · Big Data paradigm
Issues and challenges · Big Data analytics · Big Data security
Healthcare

1 Introduction

The Big Data is not only the most promising technology, but also a social neces-
sity to reclaim their lifestyle. Facebook, for instance. Therefore, data are increas-
ing at an exponential pace. The Big Data is a high volume of data, and Seife
quotes this data-ism as, “Data-ism is very much a conventional business book,
full of anecdotes, mini-profiles and aphorisms that grow ever less compelling
[24]”. The Big Data concerns about assigning worth to those high volume of data.
The Big Data comprises of unstructured, semi-structured and structured data.
The Big Data is proven as a game changer in many data-intensive field. The Big
Data enhance the decision making process automatically [16]. A wrong decision
can destroy an organization. That’s why, Big Data Analytics evolves to assist
and guide the decision-making process. The data-driven decision-making process
is the most crucial and critical part of an organization to make a move [26].
However, the Big Data face the “curse of dimensionality” issue. Many new ser-
vices evolve based on Big Data, namely, Big Data as a Service, Big Data Security
as a Service, Big Health Data as a Service, and Big Data Analytics as a Service.
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Besides, the Big Data has nothing untouched area, namely, engineering, science,
government, economy, and environment.

Interestingly, Einav et al. [11] describes the role of Big Data in economic
growth. McAfee et al. [21] emphasize more on the generation of business revenue
using Big Data. Therefore, there are numerous field which smoothens by Big
Data technology, namely, eHealth, Wearable technology, customization of Medi-
cine, Internet of Things (IoT), customer analytics solution, surveillance system,
transport system, Digital experience solution and Power/Energy. Bourne et al.
[5] quote as, “the research community must find more efficient models for stor-
ing, organizing and accessing biomedical data”. The biocuration requires access
to Big Data by both biomedical and biological discoveries [14]. Therefore, big
interdisciplinary data are also growing. These technologies produce an enormous
volume of data. The well-known data-intensive fields are, namely, GIS, weather,
earthquake, gnome, ocean, soil, oil, and drone. Therefore, computer scientists,
physicists, economists, mathematicians, bio-informaticists, and sociologists use
Big Data for various purposes. The government and private sectors are the key
areas to use Big Data analytics. Thus, a massive amount of data is spawned
excessively with the course of time, and therefore, these data are cumbersome
to store, process, visualize and analyze the data in conventional ways. Most
of these data are from different fields, and these are unstructured. Therefore,
interdisciplinary research on Big Data is prominent challenge and opportunity
nowadays.

2 Issues and Challenges in Big Data Analytics

Big Data analytics is a method of logical analysis on a very large dataset. There
are numerous purposes of practicing Big Data analytics (BDA) and results enor-
mous possibilities in research. For example, BDA leads to better healthcare [22]
which is the most prominent research challenge nowadays. BDA is used in deci-
sion support system in healthcare for a better outcome, prevention, low-cost
solution and early detection of an event. The BDA dig into the data for new
facts or insight. The first key challenge of BDA is the monitoring real-time
events with high volume, and to explore the available high volume of data. The
second key challenge of BDA is the prediction of future based on Big Data using
machine learning algorithms. The BDA is deployed in the business organization
to know the behavior of their business and to know the future using their own
data set. The third key challenge is the decision making process using a very
large data set which requires BDA. The key challenges of the BDA is to learn
the decisions and make a right decision based on huge volume of the dataset.
The BDA suggests a good solution among many solutions in large dataset. The
fourth key challenge is the diagnostic analytics of BDA to discover about past
performance/events. Fifth, uncover the hidden patterns of the past events is also
a challenge. The BDA recognizes the behavior of users and data to detect anom-
alies. Finally, the most promising challenge is the anomaly detection, intrusion
detection, and fraud detection over a very large dataset. This is a tough challenge
to achieve.
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3 Issues in Big Data Security

Protecting and securing data is the top priority of the Big Data paradigm. More-
over, Big Data is used to detect security threats. On the contrary, the Big Data is
also used to detect the breach of a system to attack/test. The Big Data eases the
capability of securing data, protecting data and ensuring the privacy of data. The
Big Data analytics address data security, technology to keep customers data pri-
vate, provenance, data transparency, performance benchmarking, data and sys-
tem interoperability. There are two aspects of Big Data security (BDS), namely,
Big Data for security and Security for Big Data. Moreover, secure infrastruc-
ture, secure data management, data privacy, and real-time security are some
example of BDS [12]. The requirement of BDS is confidentiality, authenticity,
integrity and availability (-service should not down due to DDOS) [3]. Moreover,
BDS reduces the breach of risk sensitive data. Cloud Security Alliance (CSA)
categorizes BDS as infrastructure security, data protection, data management
and reactive security [2,13]. However, CSA enlisted top ten challenges in Big
Data Security [13], namely, (a) secure computations in distributed programming
frameworks, (b) security best practices for non-relational data stores, (c) secure
data storage and transaction logs, (d) endpoint input validation/filtering, (e)
real-time security/compliance monitoring, (f) Scalable and composable privacy-
preserving data mining and analytics, (g) cryptographically enforced access con-
trol and secure communication, (h) granular access control, (i) granular audits,
and (j) data provenance.

The BDA is used to detect of anomaly, intrusion, fraud, and advanced per-
sistent threats (APT) [6]. It is impossible to spell-check the large size security
analysis in a conventional way. The security of Big Data data has been achieved
by deploying BDA on the large sized logs, system events, network traffic, website
traffic, security information and event management (SIEM) alert, cyber attack
patterns, business processes and other information sources. Besides, access con-
trol of the billion users is the perplex job [3]. It is an open challenge to pro-
tect data from malicious attackers. The diversity of data sources, data formats,
streaming of data and infrastructures can lead to security vulnerabilities.

4 Open Challenges

The challenges of Big Data are outlined below-
(a) The Big Data is really big enough to transmit data from one source to

another. (b) A large dataset is difficult to visualize, very tough to mine a mean-
ingful information, and perplex to manage these data. (c) These huge sets of
data consist of structured data, unstructured data, and semi-structured data.
The key issue is the various sources of data, which forms various kinds of data.
Storing these data heterogeneity itself a great challenge. (d) The real-time Big
Data processing is a big challenge. (e) It is a challenge to make a correct deci-
sion using the large dataset. (f) The efficient visualization of data is an open
challenge [15]. (g) The “pay-as-you-go” model helps in decreasing the costs of
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users. The Big Data as a Service and Big Data Analytics as a Service signifi-
cantly reduces the costs. However, it is still a challenge in the Big Data para-
digm for lowering the cost. (h) The most prominent issues in load balancing are
heterogeneity, scalability, consistency, and adaptability. (i) The fault-tolerance
system is the most cumbersome for administrator and fault cannot be obviated
easily. The fault-tolerance model is implemented by RAID, replication, erasure
coding, de-duplication, and journaling. (j) The Big Data technology requires
auto-scalability with dynamic data size. The scalability is the big issue in the
Big Data. The designing infinite scalability is the biggest challenge. (k) Another
research challenge is the achieving high performance using the low-cost commod-
ity hardware. (l) The key issue is dynamic volume and the technology requires to
adjust itself to cope up with the ever changing environment. (m) The prominent
issue is to design an automatic failover mechanism to ensure high availability. (n)
The bandwidth is not unlimited to transfer data in a real scenario, thus, reducing
bandwidth consumption a challenge. (o) Another issue is the ameliorating the
throughput significantly. (p) The performance of a file system depends on the
how minimal network traffic has generated. A fine tuning of network traffic is
required to excel in performance in data-intensive computing. (q) The disaster
recovery and management are the big issue and the big challenge for all time.
The Disaster Recovery is the most cardinal part of data storage system. Disaster
Recovery as a Service or Recovery as a Service is the most prominent emerging
cloud model in disaster recovery. (r) The data acquisition is an issue of Big Data.
Data does not come automatically, but user makes bigger database size. Either
data is collected explicitly or implicitly, database size grows continuously. (s)
The data curation of Big Data concerns with data reuse, data discovery, and
data preservation, such that the value of the data is maintained over time [1,7].
Especially, the data curation in Big Data becomes more complex due to high
volume.

5 Issues and Challenges in Big Data Applications

The Big Data is very complex to deploy in real system due to mammoth sized
data, and moreover, it is continuously monitored, processed, and visualized. How-
ever, the data-intensive fields use Big Data technology to enhance their revenue
and performance, like Biomedical engineering. Undoubtedly, the Big Data is a
good choice for Biomedical engineering due to the massive amount of data to
be analyzed [8]. The Big Biomedical Data Engineering (BBDE) requires huge
storage spaces, processing capacities, visualization and analysis. The article [4]
ask a question- “why do we write?”. The assumed environment may differ, but
the answer is similar. However, the biomedical engineering requires the data to
write, so that someone will use in future to study the diseases in the curing
process. The answer converges with article [4]. Big Data Analytics (BDA) is a
merger of Big Data and Analytics [9]. The analytics means the logical method
of analysis. BDA provides a platform to discover the hidden jewels from data.
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6 Discussion, and Future Direction

Big Data technology is developed to serve the billions of clients for the purposes
of the generating revenue. The future of Big Data targets more on Interdiscipli-
nary computing [23]. Lynch [18] quote as, “If data cannot survive in the short
term, it is pointless to talk about long-term use”. Bourne et al. [5] call for a
more efficient way of storing, managing and processing the Medical data. Land-
huis [17] reports the Neuroscience is another emerging field for Big Data because
neuron size of any species is very big to store and process. Marx et al. [19] report
that the Big Data is required in the cancer study. Nature [10] editorial quote as,
“Health professionals will confront more data than do those in finance”. Topol
[25] quote as, “a massive, open, online medicine resource would help to quickly
identify the genetic cause of the disorder”. The Big Data is used to enhance
the healthcare process [27]. Moreover, the NASA process petabytes of Climate
data [20]. Another future agenda is the real-time processing of the monster size
data [8]. The real-time Big Data processing is a very complex process. A strong
programming paradigm is required to process real-time Big Data efficiently in
the scale of infinite (Exabyte or beyond). Moreover, the Big Data span from
pernicious project to constructive project. All people on the earth will engage
with Big Data from 2020 and onward either directly or indirectly.

7 Conclusions

We have exposed the issues and challenges of Big Data. The key issues of Big
Data are volume, velocity and variety. Moreover, security, privacy, adaptabil-
ity, fault-tolerance, consistency, data curation, data acquisition, network traffic,
bandwidth and latency, performance, scalability, load balancing are also some
prominent issues of Big Data technology. The BDS and BDA also play vital
role which is the prominent issues for many organizations for many years. We
have also discussed that the direction of Big Data is moving towards “Interdis-
ciplinary Big Data Computing” and “Very Big Data”. The scope of Big Data is
not limited to engineering, Science, environment, economic, biology, and agricul-
ture. For example, the Big Data can be used in the medical domain, like cancer
treatment, and brain analysis.
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Abstract. In this paper we have proposed a bio-inspired approach which
selects optimal Top-k query plans of minimal cost from large search space. We
have also shown that proposed approach is better in computing Top-k Query
plans in terms of shipping cost for Distributed Query Plans Generation (DQPG).
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1 Introduction

Due to replication property of DDBMS, responses are collected from different nodes.
Responses are collected as an output of query plans which increases exponentially with
the rise in number of relations in distributed SQL query [1]. This is how DQPG results
into an NP hard problem and most efficient execution plans needs to be computed for the
query. As per the miscellaneous analysis done over DQPG problem, optimal execution
strategy with least computational means is selected from exponential search space where
execution cost is the sum of I/O cost, CPU cost and Communication cost [2]. Amongst
all costs, communication cost is considered as the most dominant factor. Earlier DQPG
problem has been tried to solve using evolutionary algorithms to get the sub-optimal
solutions [3, 6] and closeness property was used by GA to generate optimal execution
plans [4].

Paper is organized in such a way that problem formulation is discussed in Sect. 2
followed by proposed approach in Sect. 3. Section 4 shows graphs based comparison
of proposed approach and GA followed by conclusion in Sect. 5.

2 Problem Formulation

To understand DQPG, let us consider a user query is formed with six relations e.g. T1,
T2, T3, T4, T5 and T6 which are present on various sites for e.g. N1, N2, N3, N4, N5 and
N6 over DDBS. Relations and corresponding accommodating sites are depicted in the
Table 1. Entry‘1’ in cell represents presence of relation at its respective node and ‘0’
otherwise. For example: E1 execution plan is represented with the set of relations as {T1,
T2,T3,T4,T5,T6} and corresponding nodes carrying these relations are {2, 1, 1, 4, 3, 6}
as shown in Table 2.
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Heuristics: Two heuristics used here are the number of relations taking part in user
query and the concentration of nodes containing these relations. The closeness property
depends on the quantity of nodes participating in a query plan such that lesser the
number of nodes in query plan lesser is the communication cost. Here, our goal is to
compute optimal cost query plan for SQL query while communication cost is equiv-
alent to computing the Query Proximity Cost (QPC). Where,

QPC ¼
XM

i¼1

Ni
R

1� Ni
R

� �

3 Proposed Approach: M-DQPGCLNG

A clonal selection based M-DQPGCLNG method to solve DQPG is explained here.

Table 1. Relation Vs Nodes Matrix,
where 1,2,…6 in columns denotes N1,
N2,.. N6 and 1,2,…6 in rows denotes T1,
T2,.. T6 respectively.

T N
1 2 3 4 5 6

1 1 0 1 0 1 1
2 0 0 1 0 1 0
4 0 0 1 1 0 0
3 1 0 1 0 1 1
5 0 1 0 1 0 0
6 1 1 0 0 0 1

Table 2. Two succeeding generation query plan.

QPN Query plan QPC Next gen
query plan

QPC

E1 {2,1,1,4,3,6} 0.780 {6,5,5,5,5,6} 0.278
E2 {3,2,3,4,4,5} 0.860 {4,4,1,4,4,5} 0.389
E3 {4,4,5,4,4,5} 0.444 {4,4,5,4,4,5} 0.444
E4 {6,5,5,5,5,6} 0.444 {6,5,5,5,5,6} 0.444
E5 {2,1,3,4,5,6} 0.830 {4,4,5,4,4,5} 0.444
E6 {2,2,5,5,2,5} 0.500 {4,4,5,5,4,5} 0.500
E7 {6,2,3,4,5,6} 0.780 {6,2,3,4,5,6} 0.500
E8 {3,4,1,5,2,6} 0.830 {4,5,3,5,3,5} 0.611
E9 {4,5,3,5,3,5} 0.611 {4,5,3,5,3,5} 0.611
E10 {6,1,5,4,5,6} 0.720 {6,2,5,5,5,6} 0.611
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Notations: RxN: Relation-Node matrix; P: Population size; GP: Total number of
generation of query (execution) plans; R: number of relations in query plan; N:number
of nodes carrying relations; b:clone rate and n: Top-n query plans with high fitness
(lower QPC). Where Cn, Clonei and QPC notate the total number of clones, ith top
query plan clone and Query Proximity Cost respectively.

First step initializes the population of antibodies execution plans from RxN relations
and P as shown in Table 2. Fitness (communication cost) of these execution plans is
computed using QPC function as given in Eq. 1 of [5]. In step 3 Top ‘n’ antibody
execution plans of lower QPC are picked. Step 4 calculates the total number of copies
to be generated of Top ‘n’ execution plans. Where b is employed as normalization
constant. Step 5 distributes the total Cn clones among Top ‘n’ chosen execution plans
using the Roulette Wheel Selection Operator [7] which randomly selects ith execution
plan with a probability directly proportional to the fitness value of query plan and
generates clones for it. In step 6 Fitness proportionate Selection [7] is applied to mutate
clones execution plan computed in step 5, with a constant rate. Mutation probability of
higher fitted execution plan is less and vice-versa. In the same step, again compute the
fitness of mutated clones of execution plans using step 2 function. In step 7, all the
mutated clones are added to the same generation population of antibody execution
plans and Top ‘P’ execution plans are selected as new population for succeeding
generation as depicted in Table 2. Every function except initial two algorithms, would
be duplicated over generations until we get a population of fittest query plans based on
different parameters explained in experimental section.

4 Experimental Results and Analysis

Simulation study has been done for GA and M-DQPGCLNG through graphs between
number of Generations and commutation cost (QPC) for different set of relations based
on various parameters such as mutation rate for GA and M-DQPGCLNG are {0.05} and
{0.05,0.01} respectively. Clone rate {0.99, 0.98} is considered for M-DQPGCLNG

while Crossover for GA is {0.8}. Top-k query plan {0.4, 0.6} for both GA and
M-DQPGCLNG and the simulation was performed for 400 generations. MATLAB 7.9
(R2009a) has been used to implement the proposed approach and graphs for the
outcomes are drawn in MS-access. In Fig. 1, readers can see that as the number of
generations increases QPC value goes down. Blue line in graph indicates GA while
other denotes the M-DQPGCLNG for different parameters. Graphs shows us that pro-
posed approach has nearly 5–15% less shipping cost than GA. The speculation we get
from these graphical results is that this cost will become constant at some of time in
future. Figure 2 represents the graphs between Average QPC and Top-k query plans of
relation set {12, 16, 20, 24} both for M-DQPGCLNG and GA. One can observe from the
graphs that with the increase in number of relations in user query, QPC of Top-k query
plans also increases and this increasing behavior depicts that query plan with the lowest
QPC is the most fittest query plan. Ultimately, Fig. 2 graphs also shows that
M-DQPGCLNG is more competent to collect more cost-effective Top-k execution plans
than GA for smaller set of relations in distributed SQL query.
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Fig. 1. (a) GA vs M-DQPGCLNG for 12 Relations (b) GA vs M-DQPGCLNG for 16 Relations
(c) GA vs M-DQPGCLNG for 20 Relations (d) GA vs M-DQPGCLNG for 24 Relations. (Color
figure online)

Fig. 2. (a) GA vs M-DQPGCLNGTop-k Query Plans for 12 Relations (b) GA vs M-DQPGCLNG

Top-k Query Plans for 16 Relations (c) GA vs M-DQPGCLNG Top-k Query Plans for 20
Relations (d) GA vs M-DQPGCLNG Top-k Query Plans for 24 Relations.
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5 Conclusion

The objective of the proposed approach is to generate efficient query plans to answer
user query. Experiments are performed to calculate the minimum average QPC through
GA and M-DQPGCLNG and later finds better closeness than GA. Further, We show
M-DQPGCLNG is more efficient in collecting top-k most fit query plans as compared to
GA.
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Abstract. Short messages from microblog streams often contain infor-
mation about real-world events. Streams of related messages can be clus-
tered and classified as events or non-events. Summarizing events from
clusters of event related messages is a challenging task as the summary
needs to be concise yet informational. We present a novel method of sum-
marization of events from short messages. We also propose a method of
creating a set of extensive reference summaries from manually created
summaries for effective evaluation. We used standard ROUGE based
metrics to compare the proposed summarizer with many existing base-
lines including a strong Hybrid-tfidf method. Our summarizer consis-
tently outperformed others in F1-score with a margin of 11% in ROUGE-
1 and 5% in ROUGE-2 over Hybrid-tfidf.

Keywords: Summarization · Event summarization · Twitter

1 Introduction

Short messages from microblogs such as Twitter are often informational and con-
tain discussions on real-world events. Similar messages from a microblog stream
can be clustered and classified as event or non-event using different approaches
[1–3]. The task of summarizing an event from a cluster of messages is challeng-
ing as the summary has to be concise yet provide most information about the
event. One application of summarization is to provide automated news updates
or alerts to users.

Summarization is either extractive where phrases from the messages are used
to get summary or abstractive where new phrases may be constructed from the
messages. We use the more popular extractive summarization approach in this
work as it works well for event summarization task from short messages where
each message mostly focus on a certain fixed topic.

Problem Statement: Given a set of related messages discussing an event,
extract the most representative message for the event. The message provides the
most information about the event, and contains minimal extra unrelated words.
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The main contributions of this paper are:

1. We present a novel method of summarizing short event-related messages. We
use language specific and statistical properties of short written messages along
with a publicly available corpus to extract the most representative summary
(Sect. 3.2).

2. We propose a method to create a set of extensive reference summaries from
a single manual summary (Sect. 4.1). Reference summaries include various
combinations of words that could be substituted for existing ones. Since out
of vocabulary (OOV) words can be used by humans for the same event, a
set of reference summaries is more effective than a single manual summary.
Wordnet [4] is used to enhance the manual summary dataset. We discuss
results of our experiments in Sect. 4.2.

2 Related Work

The work in [5] used an abstractive and unsupervised method to generate concise
phrases from opinions as an optimization problem with the help of web-based
corpus. The research in [6] extracted representative tweets by exploiting the
temporal correlation to create topic models. [7] summarized sporting event by
extracting key moments during the event using temporal cues such as spikes in
the number of messages during such moments. Sporting event summarization
was also topic of [8] that used a Hidden Markov Model based algorithm to
summarize a recurring event in terms of the main states during that event. A
supervised approach to twitter context summarization using user popularity was
studied in [9] where the goal was to summarize a context of twitter messages
into a few informative tweets. In contrast to these works, our method uses only
texts of the messages to extract the most concise and informational message.

The research in [10] had similar goal to ours. It introduced a Hybrid-tfidf
based method to summarize twitter messages (tweets). Our work is different as
we used properties of written English, a publicly available corpus and statisti-
cal properties of messages. Also, we introduce a method to generate extensive
reference summaries to better evaluate the system summaries.

3 Summarization Methods

We used a few naive and a strong summarizer called Hybrid-tfidf as baselines
that are explained next, followed by our proposed summarizer.

3.1 Existing Summarizers

Random summarizer (R): Selects a random message as summary.

Centroid-based summarizer (C): In this method, each message is converted
to a bag of words and the centroid is computed. The nearest message to the
centroid is selected as summary. This is better than random summarizer.
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Message: Lastly, Leo wins an oscar!
Leo is a top occurring capitalized word and win is a verb. There is a stopword with 0 
weight and 2 normal words.
The weight of the message will be calculated as:

W(S) = WTopCap *1 + WAct*1 + WTerm*2

Another example, in presence of a first person pronoun (FPP) and top used phrase:

Message: I will be happy if Leo finally wins an oscar!
Leo is a top occurring capitalized word and win is a verb. There are 3 stopwords with 
0 weight, 4 normal words, and a FPP. Three phrases will be happy, and be happy if 
are among the top 1 million trigram phrases.

The weight of the message will be calculated as:
W(S) = WTopCap *1 + WAct*1 + WTerm*4 + WFPP*1 + WTop_phrase*2

Fig. 1. Examples of weight calculation of short messages.

Hybrid-tfidf summarizer (HT): This summarizer uses a Hybrid-tfidf based
approach as explained in [10] to assign weights to messages and extracts the
highest weighted message as the representative summary. We selected the best
performing parameters of this summarizer in our dataset.

3.2 CapAct: The Proposed Summarizer (CA)

If S is the set of all messages, V is the set of vocabulary (features) of all the
messages in a cluster, Vi,j is the value corresponding to ith feature in jth message,
the centroid C is calculated by (1) that averages the features of all messages.
Cosine similarity was used as the distance metric.

C =

∑|V |
i=1

∑|S|
j=1 Vi,j

|S| (1)

The following key observations of Twitter messages form the basis of the pro-
posed summarization system: Capitalized words, if used by multiple messages,
are very likely to be important words related to the event e.g. named entities.
Verbs in messages can signify an important action being performed in the event.
Publicly available corpus of most common n-grams can be utilized to help in
weighing well-formed messages. After discarding messages with high proportion
of capitalized words, the most commonly used capitalized words and verbs were
identified. Each message was given a weight that is the sum total of weights of
the constituting words. The following intuitive rules were used to assign weights
to the words of a message:

– Top N (=10) most common capitalized words in the messages were given
the more weight WTopCap as they are likely to be significant words such as
named entities. Other capitalized words were given less weight. Similarly, the
top verbs get higher weight WAct for the reason that they are likely to be
action terms performed on or by the named entities.
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– Messages with first person pronoun (FPP) such as ‘I’, ‘me’, ‘my’, etc. were
penalized by adding a negative weight for each such occurrence. This penalizes
noisy messages with personal opinions or other non-informational messages.

– We used the Corpus of Contemporary American English (COCA) [11] to give
more weight to common trigram phrases, if present in a message. The corpus
has publicly available top 1 million most commonly used phrases created from
multiple sources on the web. Presence of common phrases in a message were
assumed to indicate well formed-ness of the message.

– Remaining words of length greater than two characters were given the least
weight Wterm.

An example of weight calculation before normalization is shown in Fig. 1. The
best values for the weights were computed empirically by experimenting with
different weights for each type of word. It was found that assigning highest weight
to most common capitalized words, followed by action words, other capitalized
words and other words in decreasing order results in best performance. The
following sets of weights were finalized after multiple experiments with different
datasets. WTopCap = 5, WAct = 4.5, WCap = 3, Wterm = 1. Since the top phrases
are common and messages are likely to contain many of them, the weight for each
such occurrence was selected as: WTopPhrase = (1 + log) * (number of top phrases
in the message).

WFPP were penalized by giving them a negative weight of −2.
The message nearest to the centroid of tweets with highest weights was

extracted as system summary for the event. The summarizer is summarized
in Algorithm 1, where Wt is weight of the type of word t present in the mes-
sage, |t| is the number of words of a particular type t, |m| is the number of the
non-stop words of length greater than two of corresponding type.

Algorithm 1. CapAct
1: procedure summarize events(S)
2: M ← REMOVE OUTLIERS(S)
3: FIND TOP CAPITALIZED WORDS(M)
4: T ← COMPUTE WEIGHTS(M)
5: EXTRACT SUMMARY(T)

6: procedure compute weights(M)
7: for each m ∈ M , if len(m) > 2 do

8: Wm ←
∑ |t|.Wt

|m| , t ∈ m, t /∈ {stopwords} and

Wt ∈ {WTopCap,WAct,WTopPhrase,WCap,WFPP ,Wterm, 0}
9: Wm ← 0, if

#Capitalized(m)

|m| > 0.8

10: return(top weighted messages)
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4 Experiment

Since there is no publicly available benchmark twitter dataset suitable for our
work, we created our own event clusters in an automated manner. We used a
message clustering and event classification approach as described in [3] that can
be explained briefly as: Real time tweets were tracked for generic words such
as ‘is’, ‘the’, ‘if’, etc. Since these words are present in almost every sentence,
the method is expected to download all tweets that are available. About 100
million tweets across different times were collected and preprocessed. Preprocess-
ing steps included discarding near duplicates, retweets, very short or non-English
tweets, removing hyperlinks, etc. This brought down the number to 17 million
tweets which were then divided into different sets of overlapping hourly bins of
tweets. Top bigrams in each hourly bin were used to create clusters of high fre-
quency tweets that contained the top bigrams during that hour. Various reveal-
ing features of the clusters containing event tweets were identified and multiple
classifiers were trained to classify event clusters. Full details about the method
can be found in [3].

For the purpose of summarization, the clusters classified as events were then
manually inspected and only the ones verified to contain event related messages
were selected. A total of 41 such clusters were used in this experiment with a
total of 3963 messages, with minimum and maximum cluster size of 22 and 770
messages, respectively. The events were from domains such as sports, entertain-
ment, awards, social, political, terrorism, etc. These clusters provide a common
dataset to compare the relative performance of various summarizers. Further-
more, we empirically computed the best parameters of the Hybrid-tfidf before
comparing it against our algorithm.

4.1 Creation of Reference Summary Dataset

A total of three sets of manual summary was created by different humans who
were given general instructions to write in less than 140 characters a concise and
informational summary for each of the clusters of messages provided. There is an

Message-1: lastly, leo wins an oscar!
Message-2: leo finally won oscar today.
Manual summary:  leo finally won an oscar

Message-1 has 3 overlapping words with 
manual summary; Message-2 has 4.

On metric based on overlap counts, Message-2
ranks higher even though they are similar.

a)

Two of the reference summaries after extending the 
Manual summary using Wordnet synsets, 

Now, the most number of overlapping words of 
Message-1 is 4 with the second reference summary,
same as Message-2

leo ultimately won an oscar : 3 overlapping words
leo lastly won an oscar : 4 overlapping words

b)

Fig. 2. Overlapping words of system summary with (a) a single manual summary,
and (b) multiple reference summaries. All messages have been lowercased. Reference
summaries cover the word overlap based message similarity better.
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issue common in using a manual dataset directly that the same message can be
written by using different words with similar meanings. This would incorrectly
give different result for messages with different words but similar meanings in
metrics that rely on counting overlapping n-grams directly. Figure 2(a) is an
example where two messages with same meaning would result in different scores
in n-gram based metrics. In this example, stopwords have not been removed to
keep it simple. To handle this, we created a set of extensive reference summaries
from each manual summary by extending it using Wordnet synsets. Wordnet is
a lexical database that makes different meanings of a word available into differ-
ent contexts called synsets. Synsets were used to find all synonyms of a word
that could replace a word in the manual summary. All words with similar mean-
ings belong to a common synset. Capitalized words, stop words, and words with
less than two characters were not processed. Since the context (called ‘sense’ in
Wordnet) in which the word has been used in a manual summary is unknown,
all possible contexts of the word were assumed equally possible, the first 10
synsets for each word, and for each synset the first 5 synonyms were used to
extend the manual summary. This cross-product of sets of words increased the
size of reference summaries significantly. An example of a manual summary and
a few of the reference summaries extended using synsets is shown in Fig. 2(b).
Figure 3 shows the improvement in performance of summarizers when a set of
reference summaries were used in comparison to a manual summary. We used
ROUGE-N (N = 1, 2) metric to evaluate all our datasets as it is a widely used
standard metric introduced for very short summary data in Document Under-
standing Conferences (DUC) [12]. In ROUGE-N, overlapping n-grams between
automated system summary (called peer summary or system summary) and
manual summary (called model summary) are compared. F1-score (F-score) is
harmonic mean of Precision (P) and Recall (R) that are defined as:

P =
#overlapping n-grams

#n-grams in peer summary
, R =

#overlapping n-grams

#n-grams in model summary

Before running any summarizer, the farthest 20% messages from the cluster
centroid were removed as outliers. Then, the messages were tokenized into indi-
vidual words and cleaned by removing commonly occurring punctuations from
the word boundaries.

4.2 Results and Analysis

We compared the set of manual summaries against each other to get realistic
limits on the performance of our system. For each comparison, one of the sets
was used as system summary, and the other’s extended summary sets were used
as model summary. To evaluate system summaries, we selected Manual-1 and
Manual-2 and their reference summaries as their mutual ROUGE scores were
the best. The summary extracted by our system was evaluated against all the
corresponding reference summaries and the maximum F-score value was taken as
the final score. All messages were lowercased and both the system summary and
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Fig. 3. F-scores of summarizers on manual vs. extended reference summaries.

Table 1. F-score, precision and recall of the summarizers on reference set using
ROUGE-1 and ROUGE-2.

ROUGE-1 ROUGE-2

F-score Precision Recall F-score Precision Recall

Manual 0.37 0.39 0.39 0.17 0.18 0.18

Random 0.25 0.22 0.32 0.09 0.08 0.11

Centroid 0.32 0.34 0.30 0.16 0.17 0.15

H-Tfidf 0.36 0.40 0.34 0.20 0.22 0.19

CapAct 0.40 0.43 0.39 0.21 0.23 0.22

reference summaries were extended by performing stemming and morphing. A
stemmer converts a word to its stem whereas morphing searches for a word form
that is not in Wordnet. The F-score and the corresponding precision and recall
of system summaries for all methods are given in Table 1. Except row labeled
Manual, these are the average of best F-score and corresponding Precision and
Recall achieved by the summarizers using the two reference summaries as model
summaries. For Manual, the reported results are the average scores of the two
manual summaries. For summarizers, the best F-scores of system summaries for
each set of corresponding reference summaries was computed over all the 41
event clusters and averaged, as given by (2). Since there are two sets of reference
summaries, the Favg results for the two sets were averaged and reported.

Favg =
∑|Summarysys|

i=1 Fi

|Summarysys| , where Fi = arg max
i

(F -score), i ∈ {Summaryref}
(2)

We measured the performance of all summarizers in terms of F-score that
provides a fine balance between precision and recall. CapAct consistently per-
formed well giving better results than the hybrid tfidf (H-Tfidf), especially for
short manual summaries. CapAct had a margin of 11% in ROUGE-1 and 5% in
ROUGE-2 above H-Tfidf in F-score. While the performance of our summarizer
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is likely to vary with different datasets, its overall performance was impressive
in our experiments.

5 Conclusion

We presented a summarizer (CapAct) that extracts a representative message
from a cluster of related messages. We compared the performances of the pro-
posed summarizer on standard metrics with many baseline methods. We pro-
posed a method to generate reference summaries from manual summary dataset
using Wordnet. CapAct consistently outperformed the others summarizers in
our experiments. As a future work, the dataset would be further increased and
more comparison metrics would be used to compare the performances of various
summarizers. It would be interesting to apply this summarizer to other sources
of short messages. More linguistic properties could be added to refine the weights
further. The approach could also be extended for n-grams with n> 1 and dif-
ferent parts of speech combinations. Another interesting work would be extract
important information such as time or duration, key entities, and action involved
in an event, and present them to a user.
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Abstract. Cloud offers computational resources as a utility to exe-
cute dependent tasks ensemble as an application workflow, where each
task has a different resource requirement. Resource management frame-
works are required to dynamically provision resources to enable scala-
bility and seamless execution of workflows. In this paper, an adaptive
resource management model is presented, which allocates and resched-
ule the resources based on their usage history and performance metrics.
It further makes decisions to adapt workflow tasks to optimize deadline,
budget and resource performance. A case study using different workflows
is used to describe the model in a simulated environment considering var-
ious run time scenarios.

1 Introduction

Cloud provides varied computational resources as a utility which enables work-
flow development, deployment and execution. Dynamically changing environ-
ment of cloud is a major concern among providers in providing seamless and
scalable access to wide-ranging heterogeneous resources as per the user demand
which affects the overall application performance. The ability of cloud to uphold
the service demands and its allegiance to the timely response without affecting
workflow execution is a challenge well rehearsed within cloud community.

Autonomic elements in clouds have limited operation both on the level of
individual servers as well as on the level of clusters and virtual organizations.
To enable adaptability, the run-time system should actively understand the user
requirements and analyse the runtime performance to operate and fulfil appli-
cation requirements. The static resource assignment may lead to uneven per-
formance of cloud resources over time. In the computational clouds the major
challenge is to adapt workflows to dynamically changing run time environment
with an objective of increasing the performance and maintaining the required
quality of service.

This paper proposes a Adaptive Resource Management (ARM) model which
builds mechanism to self-adjust configuration parameters into the system which
provides run time adaptability to seamlessly access the heterogeneous resources

c© Springer International Publishing AG 2018
A. Negi et al. (Eds.): ICDCIT 2018, LNCS 10722, pp. 315–329, 2018.
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and an ease in executing workflows within defined constraints without strug-
gling with the application or resource complexity. The main aim is to maxi-
mize provider revenue and user experience with efficient management of cloud
resources. Adaptations in the model are based on current resource performance
and utilization along with application status in terms of makespan and cost.
Objective of the model is to optimize execution budget and time along with
improving utilization and performance of resources. A feedback controller is
employed which collects data from various components and resource level met-
rics and dynamically adjust the system state based on the measured output and
determine whether task or system level adaptations are required.

The paper is divided into following sections: Sect. 1 disused the overview of
the problem to dynamically manage the resource configuration, Sect. 2 presents
the related work in the area of adaptive resource management. Section 3 pro-
poses the adaptive resource management model with its architecture and com-
ponents. Section 4 presents the results and finally Sect. 6 provides summary and
conclusion.

2 Related Work

Cloud system are diverse and often composed of heterogeneous set of resource
but differ in computing configurations. In this section some of the proposed
techniques are surveyed that are capable to adapt cloud services in accordance
with the objective and service parameters.

Jung et al. [1] developed a scalable and multi-level hierarchical controller with
an ability to balance steady state performance and power. The model predicts
the response time and power consumption for various system configurations to
manages application adaptations. Controller has the ability to transform the
system state to a point where the overall utility can be improved.

PRESS (PRedictive Elastic reSource Scaling) is proposed by [2] that extracts
fine-grained patterns from resource demand data and adjust the future alloca-
tions automatically. Signal processing technique and statistical state driven app-
roach is used to identify resource pattern. A discrete time markov chain is used
to predict resource demand for future. The model strives to allocate just enough
resources to avoid over estimation and service level objective violations.

PDRS (Prediction based Dynamic Resource Scheduling) [3] is a technique
proposed to auto scale the resources for cloud systems based on virtualization.
The predictions are done to place VMs on PMs to ensure maximum utilization
with minimum resource wastage.

An online temporal data mining system called ASAP (A Self-Adaptive Pre-
diction System for Instant Cloud Resource Demand Provisioning) is developed
in [4] to make adaptation according to varying user resource demands and trains
itself to predict resource consumption for the future.

Ahmed et al. in [5] pro posed an adaptive controller model based on queue-
ing theory. The controller estimates the future load on a service and horizontally
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scale up and scale down cloud resources. The proactive elastic controller is cou-
pled with a reactive elastic controller to improve utilization and prevent resource
oscillations.

Buyya et al. [6] presented autonomic resource provisioning and management
techniques to support SaaS application on clouds. The resources are provisioned
in accordance with the QoS requirement of the user with an aim to maximize
efficiency and minimize operational cost.

Imai et al. [7] proposed Workload-tailored Elastic Compute Units (WECU)
model for computing and allocating cloud resources. IT considers application-
level migration to support dynamic workload scalability.

Jamshidi et al. [8] proposed a control theory mechanism for automatically
adding or removing cloud resources based on type-2 fuzzy logic. The technique
enables qualitative specification of threshold values for making decisions of auto
configurations.

Sedaghat et al. in [9] proposed a peer to peer based resource management
framework for maximizing the data center utilization and minimizing power
consumption. The resource allocation mechanism is build over an agent model
to accomplish goal oriented tasks. The local agents perceive their local view
which is selecting the best PM to host the incoming request for a VM. They
communicate the system state with other agents using gossip protocol. The
system proceeds towards the global objective of high utilization of PM while
enabling energy saving mode.

Joseph et al. in [10] proposed a service rate allocation mechanism based on
time to completion and proportional fairness. The prediction of compute units
required for completion of workload is carried out using kalman filter estimators.
Additive Increase Multiplicative Decrease Algorithm is used for allocation and
termination of compute units to improve resource utilization.

3 Adaptive Resource Management Model

The proposed Adaptive Resource Management Model (ARMM) has the ability to
self optimize and adjust the mapping of tasks resources. The basic functionality
of the ARMM is the execution of workflow tasks, identification of optimal cloud
resources and adhering to users demand.

3.1 ARMM Architecture

In clouds the resources are acquired by the user for a definite time stamp depend-
ing on the execution time of the applications and the defined budget, which limits
the amount and type of resources to be employed. Adhering to the set of con-
straints, which guarantee the cloud resources to function correctly under given
conditions ensures scalability and integrity of the cloud. Let R = r1, r2, . . . , rn
be the set of cloud resources to deployed workflow tasks T = t1, t2, . . . , tm. The
mapping of workflow tasks and cloud resources is governed by a set of agree-
ments, namely Service Level Agreement (SLA) and Resource Level Agreement
(RLA) between users and cloud providers.
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The ARMM coordinates the action of making the changes using the compo-
nents as specified in Fig. 1. The components are defined as follows:

Resource
Demand

Computation

Resource
Modelling

Resource
Monitoring

Resource
Performance/

Utilization

Running
Task Analysis

Cloud Providers

Analysis &
Decision

Configurational
Instructions

Resource
optimization
data

USERS CLOUD
RESOURCES

Resource
Metric
Data

Workflow
Data

Fig. 1. Key architecture components of ARMM

Resource Demand Computation (RDC): Resource selection is based on
the reinforcement learning where the component performs actions based on the
past experiences and selects the optimal resources based on the rewards [11].
The component using Q-learning approach to optimize the resource demand
and scheduling strategy as illustrated in Algorithm1. It maintains resource per-
formance and utilization rate of the resource while keeping a Q-value which
indicates it’s efficiency.

For each workflow task, the component selects a resource according to the
ε-greedy rule: with probability (1 − ε) it chooses the resource with the highest
Q-value (ties are broken randomly), while with (small) probability ε the com-
ponent randomly and uniformly chooses among the other resources. After each
completed workflow task, the component gets a reinforcement signal (containing
the start-time and the end time for that task), calculates the metric Ei, and
translates it into a reward e for resource r that can be chosen as follows:

r = sign([ρr] − ρr) (1)

where [ρr] is the utility averaged over all the submitted tasks. Finally, the com-
ponent updates the Q values as

Qr,t+1 ← Qr,t + α(eQr,t) (2)
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Algorithm 1. Resource Demand Computation
Input: Q table

1: Initialize Q table, state st
2: so ← current system state; Select ao from E
3: repeat
4: for each state s do
5: Take action at using ε − greedy policy
6: for each resource rjinR do
7: Take action at, observe e and St+1

8: Qt = Qt + α[e − Qt]
9: st = st+1, at = at+1

10: end for
11: end for
12: until All task are allocated resources

where α is the learning rate. Initial allocation of the task onto the resources is
performed with the aspiration that the requirements for each workflow task are
met and the overall resource utilization is optimized.

Resource Monitoring Component (RMC): The component is responsible
for monitoring the execution of workflow and task performance in periodic inter-
vals to ensure its execution within defined deadline D.

Algorithm 2. Resource Monitoring Component
Input: Workflow tasks T and available resources R
Output: Estimated completion time Mest and Adapted task list

1: Initialize Set of available resource R = r1, r2, . . . , rn
2: Initialize Set of workflow tasks T = t1, t2, . . . , tm
3: Add Resource to resource pool Radd = r1, r2, . . . , ra where a ≤ n
4: Allocate resources of task using Algorithm 1
5: for Processing workflow, Compute resource requirement do
6: if rscheduled < ravilable then
7: Start Execution of workflow tasks
8: else
9: Generate Warning

10: for All resource Radd do,
11: Calculate Mest

12: if Mest ≤ Mex then
13: Continue Execution of Tasks
14: else
15: Perform adaptations using Algorithm 5

For example, analysis component computes the estimated completion time
Mest of the tasks and checks for the condition Mest ≤ Mex is satisfied. If it is
not satisfied, it takes one of the following measures.
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Algorithm 3. Resource Modelling Component
Input: Workflow tasks T runtime and available resources R
Output: Predicted Makespan MPe

1: procedure Predicted Makespan(runtimel, slots)
2: for each level l do
3: for each task in level tli do � For each task in level l
4: Run tli on rj � Execute each task on available resources

5: Compare Rt
tli
rj ≤ Rt

tli
rj+1 � Compare runtime Rt of each task

6: Rtl =
∑

t∀l Rtt � Runtime for each level
7: maxSlotsl = taskBylevell � Maximum slots for each level

8: MPe =
∑

l Rtl + Delayl � Predicted makespan by adding all level runtime
9: return MPe � Return makespan for given number of resources

– Run-time environment of the task on the same resource may be changed, so
that its performance is improved.

– If the current resource is overloaded with some other computational jobs or
resource with higher computational capabilities is added, then the monitoring
component suggests rescheduling it to some new service provider.

Resource Modelling Component (RMOC): The component automatically
constructs the resource forecasts using linear regression method based on histor-
ical dataset. The remaining makespan is computed using Eq. 3 and assessments
for completion within deadline can be compared with the scheduled remaining
makespan MRe. Even when the initial prediction MPe is not 100% accurate as
given in Algorithm 3, runtime prediction can determine with some accuracy that
the execution will take significantly longer than anticipated.

MRe =
M100% − ∑n−1

i=0 ΔMiFi

Festimate
(3)

Mi is the elapsed time since the start of the execution. The fractional load
Fi available to the workflow is measured over n samples at time Mi. M100%
is the time the workflow would take to execute given no shortage in resource
throughout the workflow execution. M100% can be generated using the initial
prediction technique. Festimate is the mean CPU load available to the application
over n samples as given using Eq. 4.

Festimate =
1
n

n∑

i=0

Fi (4)

MPe is the predicted remaining makespan if Festimate is maintained for the
remainder of the execution. In the event that Festimate continually drops in
successive samples the estimated value will be invalid. This can be countered
with a worst case value for Festimate. After migration a scaling factor Y is used
to adjust for the change in CPU potential. The value of MPe prior to migration
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is scaled using Eq. 5. Mm
Pe is the remaining time on the new resource given its

potential. Overheads due to migration, such as file transfers and time in pending
queue of new resource are assumed to be negligible.

Mm
Pe = Y MPe (5)

Up to date values of Mm
Pe are calculated using Algorithm 3. Then it decides the

resource mapping, with the goal of achieving optimal performance for entire
workflow, and submits all the results to the analysis and decision component.

Resource Performance and Utilization Component (RPUC): The com-
ponent uses modelling techniques to compute the resource performance and
model them for future availability. The initial allocation of resources is done
on the basis of trust driven strategy and reinforcement learning. Initial alloca-
tion may not meet the performance guarantee, for which firstly, resources with
enhanced capabilities are selected in order to process the task if execution time
is less than Mex. Secondly, the tasks (data computation) may run on additional
resources to improve the computation time and the performance. Lastly, the task
can be migrated to another resource if the resource is overloaded or it reaches
the minimum acceptable levels of requirements.

Algorithm 4. Resource Performance and Utilization Component
Input: Workflow tasks T runtime and available resources R
Output: Task and Resource Pair (T → R).

1: procedure Resource Utilization(R)
2: if Rprovisioned < Rrequired then
3: Add new resources Radd for allocation using Algorithm 1
4: else
5: Generate Warning

6: if Mex > MPe then
7: Reallocate resources using Algorithm 5
8: else
9: Generate Warning

Analysis of Running Services Component (ARC): The component deals
with the changing execution profiles and adaptations. For example, workflow
requirement is subjected to change when resource capabilities are added (mem-
ory, disk etc.) or different resources (software availability) are required, or when
a lack of capacity (e.g. disk space) is detected.

The workflows task runs in two modes which depends on the workflow task
list. The first mode is executed before any adaption are made and using the
resources as scheduled. The second mode is executed after making the adaption.
Makespan of the workflow Mex is given by:

Mex = ((Mne/N) × Nj)) + ((Ma/N) × (N − Nj)) + OV (6)
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where, Mne is the execution time of tasks without adaptations, Ma be the exe-
cution time of the workflow tasks after adaptations, and N is the total number
of task. Considering, ((Mne/N)×Nj) to be the execution time of the tasks with-
out adaption and ((Ma/N) × (N − Nj)) is the execution time of the tasks after
adaption, where Nj is the number of tasks executed without adaption.

Mex = MNt + MRt + OV (7)

MNt is the time taken to execute complete workflow. MRt is the time spent in
executing tasks after rescheduling and OV is the overhead of adaptation which
is considered to be negligible. Speedup can be computed by:

Mne/Mex = Mne/(MNt + Ov + MRt) (8)

The expected completion time of the workflow under constraints can be com-
puted by confirming if the condition MNt + Ov + MRt ≤ Mex is true.

Analysis and Decision Component (ADC): It comprises of the run time
environment of workflow applications and supports advance reservation of
resources and also gets the job net ready. On receiving a workflow it reserves
the resources as per the schedule and if the allocation is a result of rescheduling,
it revokes resource reservation for replaced schedule before making new reser-
vations. The decision component uses an inference mechanism and rule base to
determine if adaption is likely to occur. A series of rules based on those specified
in the SLA and control variables are used to describe the workflow state during
run-time.

Algorithm 5. Analysis and Decision component-1a
Input: Workflow tasks T runtime and available resources R
Output: control action

1: procedure Adaption1(MRe, MPe, Mi)
2: if MRe > MPe or Mi > 0.75MPe and (Rscheduled[s] < Radded[s]) then
3: control action = migrate(Radded[s])
4: else if MRe > MPe and 0.5MRe < Mi ≤ 0.75MPe then
5: control action = checkpoint(Wex[Ti])
6: else
7: control action = None
8: return control action

Firstly, in case of the adaptations in the workflow the decision component
controls adaption by Algorithm5. The control variables used are: (1) the sched-
uled remaining makespan MRe ⇒ (MRe = Mex − Mne), and (2) the predicted
remaining makespan MPe → (MPe = Mc − Mex). The component takes the
scheduled remaining makespan MRe, the predicted remaining makespan MPe.
and Mi the elapsed time since the start of the execution as inputs.
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The algorithm describes the situations when the predicted remaining
makespan MPe is very much greater-than the scheduled remaining makespan
MRe and the application is more than 75% complete, or if the resources with
higher services are available. For this situation an attempt is made to migrate
the task onto a faster resource to reduce the execution time and to increase the
performance. Also, the situation when the predicted remaining makespan MPe

is much-greater-than the scheduled remaining makespan MRe and the workflow
is between 50% and 75%. For this situation information about the checkpoint is
send if available for the executing workflow job/task instance. The Algorithm6
describes the situation when a new workflow task tinw arrives and the resources
required (tinw[rrq]) by the new task are being used by the executing workflow tiex
then the resources are released for the new task and the current executing task
is migrated to the minimum acceptable resources (tiex[Rlw]) or to the original
scheduled resources (tiex[rsh]).

Algorithm 6. Analysis and Decision component-1b
Input: Workflow tasks T runtime and available resources R
Output: control action

1: procedure Adaption2(WexMi, WexMRe, Radapted, tnw, tnw[Rreq])
2: List of new task tnw to run in parallel
3: if tnw = high priority and tnw[Rreq] = tex[R] then
4: control action = migrate (tex[R] = tex[Rlow])
5: else if texMi < texMRe and tnw[Rreq] = tex[Radapted] then
6: control action = checkpoint (tex[radded])
7: control action = migrate (tex[Rcurrent] = tex[Roriginal])
8: else
9: control action = none

10: return control action

4 Experimental Setup

4.1 Workflow Configuration

The proposed ARM model is compared with a heuristic model with decisions
to provision and allocate resources is based on best-fit approach. The resources
are modelled as that of Amazon EC2 with varying hardware configuration and
pricing as per computation speed. The workflows are generated with varying
width, regularity, density, jumps [12] and Communication to Computation Ratio
(CCR) [13] using workflow generator and are classified as Type-1, 2 and 3. The
summary of the workflow is given in Table 1.
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Table 1. Workflow summary

Parameter Value

Workflow 1 Workflow 2 Workflow 3

Nos. of task 100 500 1000

Task length (×109 MI) 50–200 200–500 500–1500

Data dependency (GB’s) 0.100–1 1–10 10–50

Width 5 10 20

CCR 0.5 0.5–1.0 0.5–2.0

Regularity 0.2–0.8

Density 0.2–0.8

4.2 Infrastructure Configuration

The different configuration of virtual machines are illustrated in Table 2. The
VMs are divided into clusters where xsmall, small are general purpose compute
instances, medium and large instance provide a balance of compute, memory
and storage and xlarge and 2xlarge are compute-optimized instances for high
computational tasks.

Table 2. Resource summary

VM type VCores Memory (GB) Disk space (GB) Price (per hour)

xsmall 1 0.75 20 $0.015

small 1 1.75 40 $0.03

medium 2 3.75 80 $0.059

large 2 6.5 32 $0.19

xlarge 4 15 80 $0.379

2xlarge 8 30 160 $0.458

The resources are can be dynamically provisioned as per the demand predic-
tion. For the ARM model the number of resources are assumed to be large as
the system has pre-configured copies of the above mentioned instances.

4.3 ARM Model Configuration

Initially the workflow are executed on cloud resources for performance mod-
elling which provides an insight to the completion time and cost for executing
the workflows. For this workflow tasks are executed first on VMs with high com-
putational speed which returns minimum completion time and maximum cost
incurred in executing each task and collectively the whole workflow. Similarly,
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the workflow tasks are executed on virtual machines with lowest configuration
which results in maximum completion time and minimum cost. The initial exe-
cutions are used for deciding the scaling factor which helps in recalculating the
predicted makespan when remaining makespan is greater than the predicted
makespan.

It also provides an insight to the maximum number of slots which are required
for executing the workflow tasks, which helps in evaluating the ARM model by
reducing the number of available resources to check the adaptability.

5 Results

The proposed ARM model is compared with a heuristic model with decisions to
provision and allocate resources is based on best-fit approach. The resources are
added if enough resources are not available to either accommodate the number
of tasks or acceptable requirements. The competence of the heuristic model is
increased as resources are allocated in order to meet the user constraints for
deadline and cost.

Figure 2 presents the makespan to deadline ratio for all types of workflow
using the ARM model architecture. Ratio value greater than one indicate a
makespan larger than the deadline, value equal to one indicating makespan equal
to the deadline and value less than one indicated makespan less than deadline.
The deadlines are increased marginally and is based on the makespan of the
critical path. The first deadline is too strict for the workflow to complete under
the constrained makespan, but the marginal difference of 0.03% is unlikely to
have a significant impact on the overall cost. As the deadlines are relaxed the
workflows complete within constraints and hence a significant improvement in
performance and utilization of resources is depicted.

Fig. 2. Makespan to deadline ratio obtained for three types of workflows
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Figure 3 presents the type and average amount of resources utilized to exe-
cute workflow tasks. It is clear from the graphical representation that resource
acquired for deadline one are of the most powerful VM type, which shows the
urgency in completing the workflow as fast as possible. As the deadline gets
nominal, resources with lower frequency are used. ARM model acquires resource
which are sufficient to complete the workflow within user defined constraints.

Fig. 3. Average utilization of resource type for workflow types with different deadline

Fig. 4. Cost of executing workflow type with different deadline

Figure 4 shows the cost of executing workflow types with different deadlines.
The cost is higher when the deadline is the tightest. This is due to the decision
of executing the workflow with most powerful and expensive VM in order to
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finish the execution in time. In regards to the first deadline, the infrastructure
cost for subsequent deadlines decreases as they are more relaxed in terms of
execution time. The factor of adapting tasks from over-utilized to less-utilized
resources also boosts the execution time and cost as it improves the performance
of resources.

Fig. 5. Makespan for ARM model and heuristic model along with the estimated
makespan

Figure 5 illustrates the makespan for different types of workflows as listed in
the Sect. 4.1. It also presents the estimated makespan of the workflow, which indi-
cates the efficiency of the ARM model to that of the heuristic model. The ARM
model decreases the makespan for type 1 workflow by 23.26%, for type 2 work-
flows by 25.10% and by 19.76% for type 3 workflows. As depicted in the Fig. 5,
the proposed model is proximately 94.5% accurate in achieving the estimated
makespan. Continuous monitoring of resources and workflow tasks enabled the
system to make decisions for adapting the tasks resulting in decreased workflow
makespan.

ARM model employed monitoring and decision components for adapting
workflow tasks from over-utilized resources to either under-utilized resources or
newly provisioned resources. The adaptations notably increased the performance
of resources and efficiency in tasks execution. Figure 6 presents the performance
metric speedup which increases by migrating tasks to accommodate variable uti-
lization of resources which further reduces makespan and cost of execution. The
model led to a speedup of 15% for type 1 workflow with 9% task adaptations,
23% with 19% adaptations in type 2 workflow and 41% for type 3 workflow with
nearly 37% adaptations.
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Fig. 6. Average Speedup with number of adaptations while executing different work-
flow types

6 Summary

This paper presented a reference model which is able to efficiently manage
resources while executing workflow in clouds. The model monitors resources
and compute the makespan of workflow tasks which assist in making decisions
to improve performance and utilization of cloud resources. Adaptations of tasks
from over-utilized to less-utilized resources improves the overall speedup of the
workflow. The proposed model provisions and allocate right amount of resources
by analysing the current execution time of the workflow. The model is evalu-
ated using three workflow types with ranging parameter and is compared to a
heuristic model. The experimental results presents that task adaptations can be
leveraged to meet workflow QoS requirement by increasing utilization and per-
formance of cloud resources thus benefiting cloud provider. In addition to this
the model can be made more predictive using learning algorithms to increase
resource performances and workflow makespan by reducing provisioning delays.
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Abstract. Priority heuristic policies have been developed for centralized and
distributed real time database systems where cohorts or sub transaction executed
in sequential manner, however, these heuristics may not fit well for the mobile
distributed real time database systems (MDRTDBS) where sub transactions are
performing parallel execution and faces a lot of wireless challenges. In this
paper, a MDRTDBS model has been introduced where sub-transaction executed
parallel on different mobile sites and proposed a heuristic based on number of
write locks. Proposed heuristic improves overall system performance by
favoring sub transaction which demands lesser number of write locks. Further, a
study has been done to evaluate impact of proposed heuristics with earliest
deadline first and heuristic based on number of locks required using distributed
high priority two phase locking protocol.

Keywords: Real time � Transaction � Priority heuristic � Mobile database

1 Introduction

Now-a-days, use of portable mobile devices and real time applications are becoming
essential part of daily life. Researchers are focusing on these real time supporting
systems [1–4]. In the past few decades, research in distributed real time database
system (DRTDBS) [5–7] received a great attention. However, recent advances in
mobile technology introduced a new era of research challenges in the field of
MDRTDBS [8, 9, 18]. MDRTDBS are a collection of mobile and fixed devices (or
participants), which are connected through wired or wireless channels and share and
store the available resources [8, 9, 13–16]. They perform multiple concurrent trans-
actions which are integrated with a time constraint. To minimize transaction miss rate,
various priority heuristic (PH) approaches are integrated with CC protocols which
decide the sequence of transaction’s execution. Researchers have introduced heuristic
based transaction scheduling [4, 10].

To the best of our knowledge, only two CCs policies are developed in MDRTDBS
[8, 9]. PH may not fit well for the MDRTDBS when sub transactions are performing
parallel execution [9, 11]. Shaker et al. [11] have developed a heuristic method to
support parallel sub transaction execution on different sites for DRTDBS. Singh et al.
[12] have also developed a PH using optimistic concurrency control in mobile envi-
ronment. However, it is not much appropriate for pessimistic concurrency control
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policies such as distributed high priority two phase-locking (DH2PL) [8]. Instead of
past heuristic, where a sub transaction has been inherited the priority from its parent
transaction, we have assigned priority on the basis of the number of write locks
required by a sub transaction at a particular site. In this paper, Sect. 2 introduces
MDRTDBS transaction model. Section 3 introduces the DH2PL policy for
MDRTDBS. In Sect. 4, we have discussed our proposed PH. Section 5 presents per-
formance evaluation and simulation results. Section 6 concludes the paper.

2 MDRTDBS Model

The structure of our MDRTDBS model consist some fixed hosts (FHs), participant
mobile hosts (MHs), fixed mobile support stations (MSSs) and different database ser-
vers, as given in Fig. 1 [9, 12]. Server and mobile site maintains a transaction generator,
data manger, concurrency controller, transaction manager, a local database such as main
memory, data manager, ready and wait queue [8, 9, 12, 17]. Server site and mobile site
maintain data broadcasting component and data receiver respectively [15].

In this model the transaction is initialized at mobile clients within its cell or from
others cell. Mobile data manager manages the locally committed data items of read
only transaction (ROT) [14, 16]. On the basis of transaction priority, the mobile cohorts
are queued in ready queue and it has to pass through concurrency control mechanism to
obtain a lock on the particular data item. The MDRTDBS model uses two phase
commit (2PC) [13] to perform its commit procedure. Coordinator is responsible for the
processing and committing of the transaction. The transaction operations will be pro-
cessed one after one. If the required data item of an operation is located at another base
station, the transaction will be forwarded to the base station. After the completion of a
transaction, the mobile client will generate another transaction after a think time.

Fig. 1. Mobile distributed real time database model
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3 Distributed High Priority Two Phase Locking

Lam et al. [8] proposed a pessimistic protocol DH2PL which is first ever pessimistic
CC protocol for MDRTDBS. It uses transaction restart and priority inheritance method
[8] to reduce the problem of priority inversion. When priority inheritance is used in
mobile wireless medium, the deadlock may be possible. To resolve this problem,
DH2PL allows any (low or high priority) committing transaction to run unhindered and
hold the data locks until it finishes its commit. Instead of restart, a priority inheritance
concept is used to raise the priority of low priority committing transaction such that its
priority will become slightly higher than (a) all blocked requesting high priority
transactions and (b) all other executing transactions.

4 Proposed Heuristic Approach

Instead of both the number of read and write locks [11], the new heuristic approach is
restricted only on number of write locks required by the cohorts. If Nw is number of
write locks required by the cohort, initial priority (Init_P) of each cohort Ti is computed
as Init_P = 1/Nw, (where, Nw � 1). Priority of cohort is inversely proportional to
number of write locks required. The focus is on only write operations for deciding
deadline of a transaction because of two reasons: (a) the percentage of ROT is much
more than update transactions [9, 14, 16] and (b) write locks have a much more risk of
data conflict with other transactions and it takes much more communication and pro-
cessing time [8]. An intermediate priority assignment policy (I_Pr) is added with the
proposed heuristic to minimize the transaction miss rate. Cohort’s life time is based on
two phases: Execution and Commitment phase [11]. In execution phase, the cohorts’
lock data items, perform computation and, send WORKDONE message to their
coordinators. Further, in case of dependency, WORKDONE message send is affected
till removal of dependency [7]. Arrival of any intermediate higher priority cohort may
abort the locks holding low priority cohort, if it has not sent PREPARED message.

I_Pr is used with the proposed heuristic to minimize the restart rate. In this policy
an intermediate priority is assigned to newly arrived lock requesting cohort. This
scheme is primarily based on the total remaining execution time Remain (Tlh) required
for lock holding low priority cohort Tlh and the available slack time ST (Tlr) of the
newly arrived higher priority cohort Tlr. Even if the requesting arrived cohort Tlr is
higher priority than Tlh, the low abort of Tlh is possible only when the slack time of Tlr

is lower than the total remaining execution time of Tlh. In this procedure this policy
does not affect the initial priorities assigned to the two cohorts. Assume that Remain
(Ti), Elapse (Ti), are the remaining time left and elapsed time of transaction execution
respectively, whereas Ri, ST (Ti) are the remaining time needed of transaction and slack
time of Ti respectively then Remain (Ti) of the lock holding cohort (Ti) is computed as:
Remain Tið Þ ¼ Ri � Elapse Tið Þ. In case of Remain (Tlh) is less than ST (Tlr), Tlr waits
for the lock which is hold by executing Tlh, otherwise it force to Tlh for performing the
abort procedure. The following is the algorithm developed for the above proposed
heuristic with I_Pr. Assume that Pr (Ti) is the priority of cohort Ti. Di is used for data
item.
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Algorithm: 
Begin 
 For each Arrived Tlr {Assign Init_P to Tlr} 

For each data item  
If(! Lock_conflict) Allocate data item to Tlr

Elseif(Pr (Tlr) > Pr (Tlh) and Tlh is not committing) 
For Each data item do\\Tlh a Local or global Transaction 

If( ST(Tlr)< Remain (Tlh))Abort Tlh and Allocate data item to Tlr

Else Insert Tlr in wait queue 
End_if 

End_For 
Elseif(Pr(Tlr)> Pr(Tlh) and Tlh is committing) 

Wait Tlr until Tlh unlock the locks and Pr (Tlh) = Pr (Tlr) + Thershold value 
ElseIf(Pr (Tlr) <= Pr (Tlh))Wait Tlr until Tlh releases the lock 
End_If End_For End_For End  

5 Performance Evaluation

5.1 Performance Parameters and Measures

The MDRTDBS with Nsites different sites is simulated on baseline setting and param-
eters of previous works [4, 8, 9, 11] using C language. Server distributes the cohorts
among different sites. After completion of the transaction on different sites the next
transaction will generate using think time. DH2PL is used to evaluate the impact of
EDF, Heuristic approach [11], and proposed heuristic approach with I_Pr policy. In this
paper, it has been assumed that, m is number of cohorts of transaction T, N is number of
operations, Tl is time required to lock or unlock a data item, Tpr is the time to process a
read or write data item, Tcomm is communication delay between server and mobile node,
Ncomm is number of messages communicate between server and mobile host, TTPT is
total processing time of local or global transaction and SF is the slack factor. Than
estimated deadline of a transaction Y is calculated as, DL Yð Þ ¼ AT Yð Þþ TTPT�ð
N þTcomm � NcommÞ � 1þ SFð Þ. Further for local transaction, TTPT is calculated as
TTPT ¼ 2Tl þ Tpr and Tcomm ¼ 0:

However, for global transaction, for m cohorts, the value of TTPT is computed as:

TTPT ¼ 2Tl þTpr �m:

The deadline of a mobile transaction is assigned as (C_Time + SF � P_Execu-
tion_Time), where C_Time is the current system time and P_Execution_Time is the
predicted execution time and a function of transaction length. The results are based on
ten independent runs. Every independent run are initialized with 2000 transaction. Miss
rate and restart rate are two performance metrics of our simulation [4, 8, 9, 11].
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5.2 Simulation Result

A comparison has been performed among our heuristic policy (HP_NWL), basic EDF
based policy and a policy proposed by shanker et al. [11] for firm real time transactions.
In Figs. 2 and 3, notation PH_EDF and PH_NL is used for EDF based policy and
policy proposed by shanker et al. respectively. Figure 2 shows the miss rate of DH2PL
with these policies. The values of miss rate against think time clearly indicate that the
proposed heuristic is most suitable in mobile environment. It can be seen that proposed
heuristic approach with DH2PL improves the overall MDRTDBS performance in terms
of Miss rate and Restart rate. In our simulation, different transaction execution time has
been considered. To calculate cohort deadline it is assumed that the all operations of the
cohort are local operations. In Fig. 2, the transaction miss rate corresponding to the
think time shows that an increase in think time decreases the miss rate. The cause
behind this is the system decrease lower the workload value when think time value is
increases. Similarly, in the Fig. 3, the graph shows the restart rate decreases with
respect to increase of think time. In our simulation, we have study the performance of
the proposed heuristic with high data contention, a uniform distribution of operations
(Noper = 7 to 14) in global as well as local transactions are introduced. The range of
think time is varied from 1 to 7 s.

In Fig. 2, its look clearly that the performance of the proposed approach is con-
sistently better than the other two policies. In Fig. 3, using restart rate metric, it has
been found that the proposed approach HP_NWL perform better than PH_NL and
PH_EDF.

6 Conclusion

This paper details MDRTDBS model and proposes a heuristic policy much suitable in
mobile environment. The proposed heuristic policy, HP_NWL, has been introduced
using intermediate priority assignment policy. The proposed heuristic is compared with
HP_EDF and HP_NL via simulation. The proposed heuristic performs well than other
two methods. It can be further extended for hard real time transactions.

Fig. 3. Restart rate vs Think timeFig. 2. Miss rate vs Think time
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Abstract. Anomaly detection is a crucial problem in the field of data
mining. However, prevailing anomaly detection algorithms are serial in
nature which fail to handle huge volume of data. In this paper, we propose
two parallel local density based algorithms namely, MapReduce based
Local Outlier Factor (MRLOF) and Spark based Local Outlier Factor
(SLOF). The proposed algorithms have time complexity of O(N ) for
each. This is an improvement over the Simplified LOF (Local Outlier
Factor) which has time complexity of O(N2), where N is the data size.
We conducted extensive experiments with MRLOF and SLOF on various
real life and synthetic datasets. The proposed algorithms are shown to
outperform the serial Simplified LOF.
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1 Introduction

An abundance of data is generated from a plethora of sources, which needs to be
processed and analyzed to infer knowledge. Increase in size has led to growth in
noise and abnormality in data [1]. The data need to be tested for the instances
which deviates considerably from the general trend. These elements are called
anomalies or outliers [2]. Identification of anomalies in data is crucial in many
fields such as fraud detection, network intrusion, medical diagnosis, ecosystem
disturbance [3], programming defects etc.

Anomalies can be detected by applying various techniques such as proximity
based, cluster based, density based etc. [2,3]. First local outlier method called
LOF (Local Outlier Factor) was proposed by Breunig et al. [4]. It estimates
the outlier score (LOF) of an object based on its neighborhood, which is deter-
mined by its k nearest neighbors. A higher value of LOF indicates outlierness
of an object. Many more algorithms like LDOF [6], Simplified LOF [7], LoOP
[5], KDEOS [5] etc. have tried to improve upon the basic LOF. Although the
algorithms did provide some improvements, they were serial in nature with high
time complexity.
c© Springer International Publishing AG 2018
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In this paper, we propose two parallel algorithms for Simplified LOF. We
call the algorithms MRLOF (MapReduce based Local Outlier Factor) and SLOF
(Spark based Local Outlier Factor) as they are based on MapReduce [8–10] and
Spark [11,12] respectively. In the proposed techniques, the pair wise distance
computation is accomplished on different nodes in cluster, thereby reducing time
complexity by a factor of N. Therefore, time complexity of our proposed algo-
rithms is O(N). Moreover, the algorithms are based on relative density and hence
provide a qualitative measure of level of outlierness of an object even when data
is not uniformly distributed. Organisation of remainder of the paper is as follows.
We introduce local outlier detection using relative density in Sect. 2 followed by
our proposed work in Sect. 3. Experiments and results is provided in Sect. 4.
Finally, we conclude our paper in Sect. 5.

2 Outlier Detection Using Relative Density

In density based outlier detection schemes, outlier score of an object is inversely
proportional to the distance of its k nearest neighbors. Density of an object di
for k nearest neighbors is computed by using Eq. 1.

density(di, k) =

(∑
y∈Near(di,k)

distance(di, y)

|Near(di, k)|

)−1

(1)

Here, |Near(di, k)| is the set containing the k nearest neighbors of x, y is one
of the nearest neighbor and distance(x, y) is Euclidean distance between the
pointsx and y. Density around any data element is calculated by the number of
elements around a predefined global parameter d, which might lead to ambigu-
ities in regions of varying densities [3]. Local approach where density is defined
in terms of neighborhood is more efficient. Average relative density of an object
di w.r.t its k nearest neighbors average density is defined in Eq. 2.

avg relative density (adi) =
density(di, k))∑

y∈Near(di,k)
density(y, k)/ |Near(di, k)| (2)

The outlier score of an object di is calculated based on its average relative
density. It provides a measure to identify whether a point di lies in dense or
sparse region.

3 Proposed Work

3.1 MapReduce Based Local Outlier Factor Algorithm (MRLOF)

MapReduce parallel programming paradigm reads data from HDFS one line at
a time. It mainly consists of two tasks, map task and reduce task, which works
exclusively on <key, value> pair [8]. An illustrative example of transition of
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<key, value> pair for MRLOF algorithm is shown in Table 1. Here, a dataset
D = {a, b, c, d, e} is considered, which is stored in HDFS as two data blocks,
{a, b, c} and {d, e}. The initial key input to map task is byte offset and value
is string record in one line of the data block. Map task reads one element and
sends it to the reduce tasks for distance computation by assigning appropriate
key and corresponding value. A tag is attached to distinguish between elements
going to one reduce task. Point from which distance is to be calculated is given
tag ‘0’ and remaining elements have tag ‘1’. Map task assigns key ranging from
1 to N , such that each object is sent to all the reducers. Framework collects the

Table 1. Transition of <key, value> pair in MRLOF

Mapper Reducer

Input Output Input Output

Value

(Text)

Key

(Text)

Value

(Text)

Key

(Text)

Value (Text) Key

(Text)

Value (Text)

a 1 a;1 1 a;1, b;0, c;0, d ;0, e;0 a Neara & Densitya

2 a;0

3 a;0

4 a;0

5 a;0

b 1 b;0 2 a;0, b;1, c;0, d ;0, e;0 b Nearb & Densityb

2 b;1

3 b;0

4 b;0

5 b;0

c 1 c;0 3 a;0, b;0, c;1, d;0, e;0 c Nearc & Densityc

2 c;0

3 c;1

4 c;0

5 c;0

d 1 d;0 4 a;0, b;0, c;0, d;1, e;0 d Neard & Densityd

2 d;0

3 d;0

4 d;1

5 d;0

e 1 e;0 5 a;0, b;0, c;0, d;0, e;1 e Neare & Densitye

2 e;0

3 e;0

4 e;0

5 e;1
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values with same key and sends them to reduce task. Input to reducer is of the
form <key, list <values>>. Reduce task then finds k nearest neighbors of each
element, density and outlier score using Eq. 2. Pseudo code for MRLOF is given
in Algorithm 1.

Algorithm 1. MRLOF Algorithm
Require: number of nearest neighbors k, data object di, data size N
Ensure: Nearkey and Densitykey

1: Start map (key, value)
2: count=0
3: x =di+‘;’+1 context.write(count, x )
4: for (i = 1 to N) do
5: x =di+‘;’+0
6: if i=count then continue
7: end if
8: context.write(count, x )
9: end for

10: Stop map()
11: Start reduce < key, list < values >>
12: A shared variable Density is initialized to 0 for each key.
13: while (v′.hasNext()) do
14: temp=0
15: if (tag = 1) then
16: point=v’.value
17: else
18: datai=+v′.value
19: end if
20: end while
21: for (i = 1 to N) do
22: distancei=dis(point, datai)
23: end for
24: for (i = 1 to k) do
25: nearkey=k nearest neighbors of point
26: end for
27: Find Densitykey using Eq. 1
28: context.write(key, nearkey and Densitykey)
29: Stop reduce()

3.2 Spark Based Local Outlier Factor Algorithm (SLOF)

SLOF works on the same principle as MRLOF. However, unlike MapReduce
Spark used RDDs as data structure [11]. The Lineage graph which depicts the
transformations of RDD, in SLOF algorithm is given in Fig. 1. Input data is
attached the tag by using flatMap() method and generates RDD RevisedData.
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After that <key, value> pairs are generated by using map() and saved in RDD
PairedData, which is then grouped by key in GroupedData RDD. Pair wise
distance between points is calculated, which is then used to calculate k nearest
neighbors and are stored in RDD pointWithDistance and KNearestNeighbors
respectively. Finally, density of each object is calculated and saved back in the
HDFS along with the k nearest neighbors of each point.

map(updatedPoint => (count, updatedPoint))

Input File

RevisedData

PairedData

flatMap(point => point.addTag())

GroupedData

pointWithDistance

KNearestNeighbours

groupByKey()

filter(key).vales().map(point => (point, distance(points))

map(point => (point, findKNearest(PointsDistances)))

density

map(point => (point, density(KPointdistances)))

Fig. 1. Lineage graph of RDD’s in SLOF

4 Experiments and Results

A fully distributed heterogenous cluster of 5 nodes was set up. Three nodes
were configured on a Server machine, ML 350E Gen 8 with Intel Xeon E5-24070
@2.20 GHz CPU and 24 GB RAM. One VM was made to work as master was
allotted 8 GB RAM and remaining two VMs worked as slave and were allo-
cated 6 GB RAM. Other two slaves in the cluster were workstations with Intel
i7 gen2 and Intel i3 gen 2 processors and 8 GB RAM. Hadoop version 2.7.1 [10]
and Spark version 2.1.1 [12] was installed on each machine. MapReduce codes
were written Java version 1.7.0 and Spark programs were written in Scala pro-
graming language, version 2.11. We evaluated the performance of our proposed
methodologies on four real datasets glass, spambase, Shuttle and pima diabetes
in Indian patients [13]. Description of the datasets is provided in Table 2. In
order to check scalability of MRLOF and SLOF algorithms, we generated syn-
thetic datasets of varying size. The number of data points was increased from
one thousand through one million, incrementing by a factor of 10.

4.1 Performance Evaluations

First, we evaluate the performance of our proposed techniques with respect to
the Simplified LOF for the real life datasets. For all four datasets the number
of nearest neighbors k was varied from 5 to 50 and the execution time was
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Table 2. Description of the datasets

Dataset Number of
observation

Number of
attributes

Glass 205 7

Spambase 4601 57

Shuttle 58000 9

Pima Indians Diabetes 768 8

recorded. Figure 2 shows the execution time of MRLOF and SLOF in comparison
to Simplified LOF. For small sized data like glass, pima Indian diabetes, the
execution time of Simplified LOF is lesser in comparison to parallel version
because of the overhead in parallelization. However, with the increase in size of
data the efficiency of parallel algorithms increases. To compare the Simplified
LOF with parallel algorithms, standalone cluster was used.

To evaluate the scalability of MRLOF and SLOF, we increased the data size
by a factor of 10 and implemented both MRLOF and SLOF by varying the num-
ber of nodes in the cluster from 2 to 5. The scalability performance of MRLOF
and SLOF is depicted in Fig. 3-a and 3-b respectively. It can be inferred from
the graphs that with the increase in number of nodes in cluster the execution
time decreases. It is also worth noting that the execution time of MRLOF and
SLOF are approximately same, as MRLOF is a non iterative algorithms and
hence does not gain much in Spark implementation i.e. SLOF. From the results
it can be derived that the proposed algorithms are highly scalable.
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Fig. 2. Execution time for different real life datasets
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5 Conclusion

In this paper, we presented two parallel local density based algorithms to detect
anomalies in big data, MRLOF and SLOF. The algorithms works efficiently
to identify outliers for various real life datasets. The Experimental results also
demonstrated the algorithms are highly scalable and almost showed a linear
gradient with the increase in size of dataset and addition of nodes in cluster.

Acknowledgements. The authors would like to thank Council of Scientific and
Industrial Research (CSIR), New Delhi, India for the financial support for this research
work (File No. 09/085(0111)/2014.EMR.1).

References

1. Hayes, M.A., Capretz, M.A.: Contextual anomaly detection framework for big
sensor data. J. Big Data 2(1), 2 (2015)

2. Chandola, V., Banerjee, A., Kumar, V.: Anomaly detection: a survey. ACM Com-
put. Surv. (CSUR) 41(3), 15 (2009)

3. Tan, P.N., Kumar, V., Steinbach, M.: Introduction to Data Mining. Pearson
Education, India (2011)

4. Breunig, M.M., Kriegel, H.P., Ng, R.T., Sander, J.: LOF: identifying density-based
local outliers. ACM SIGMOD Rec. 29(2), 93–104 (2000)

5. Schubert, E., Zimek, A., Kriegel, H.P.: Local outlier detection reconsidered: a gen-
eralized view on locality with applications to spatial, video, and network outlier
detection. Data Min. Knowl. Disc. 28(1), 190–237 (2014)

6. Zhang, K., Hutter, M., Jin, H.: A new local distance-based outlier detection app-
roach for scattered real-world data. In: Advances in Knowledge Discovery and Data
Mining, pp. 813–822 (2009)

7. Schubert, E., Zimek, A., Kriegel, H.P.: Generalized outlier detection with flexible
kernel density estimates. In: Proceedings of the 2014 SIAM International Confer-
ence on Data Mining, pp. 542–550. Society for Industrial and Applied Mathematics,
April 2014

8. Dean, J., Ghemawat, S.: MapReduce: simplified data processing on large clusters.
Commun. ACM 51(1), 107–113 (2008)

9. Sinha, A., Jana, P.K.: A novel K-means based clustering algorithm for big data. In:
2016 International Conference on Advances in Computing, Communications and
Informatics (ICACCI), pp. 1875–1879. IEEE, September 2016

10. Apache Hadoop. http://hadoop.apache.org/
11. Karau, H., Konwinski, A., Wendell, P., Zaharia, M.: Learning Spark: Lightning-

Fast Big Data Analysis. O’Reilly Media, Inc., USA (2015)
12. https://spark.apache.org. Accessed 9 Aug 2017
13. http://archive.ics.uci.edu/ml/index.php. Accessed 14 Aug 2017

http://hadoop.apache.org/
https://spark.apache.org
http://archive.ics.uci.edu/ml/index.php


Author Index

Babu, Kollapalli Ramesh 121
Behera, Lalatendu 135
Bhaduri, Purandar 135
Bhale, Pradeepkumar 189
Bhanu Murthy, N. L. 306

Chattopadhyay, Subhredu 189
Chimalakonda, Sridhar 240
Choppella, Venkatesh 240

D’Souza, Meenakshi 256
Das, Debabrata 256
Das, Manik Lal 105
Dash, Ratnakar 211
Dey, Paramita 205
Divya Brahmani, Y. 232
Durga Bhavani, S. 232

Fahrnberger, Günter 173

Ghosh, R. K. 217
Gupta, Arobinda 265

Irny, Rajeev 27

Jana, Prasanta K. 336
Jisna, Joseph 112
Jose, Rini 158

Khobragade, Shashank 86
Kopri, Nandish Jayaram 211
Kumar, Mayank 280
Kumar, Palani 256

Malapati, Aruna 306
Mandal, Subhrangsu 265
Maral, Vishal 105

Nandi, Sukumar 189
Narendra Kumar, N. V. 69, 86

Padmanabhan, Vineet 121
Pandey, Sarvesh 288
Pasupuleti, Syam Kumar 280
Patgiri, Ripon 295

Randhawa, Rajneesh 315
Rani, Ruby 301
Rossi, André 3
Roy, Sanjit 205
Roy, Sarbani 205

Sai Prasad, Gollapudi V. R. J. 240
Sai Prasad, P. S. V. S. 163
Salim, A. 112
Samant, Surender Singh 306
Santhi, V. 158
Shanker, Udai 288, 330
Shrikrishna, Khedkar 69
Shyamasundar, R. K. 69, 86
Singh, Alok 3
Singh, Anil Kumar 152
Singh, Garima 152
Singh, Harshpreet 315
Singh, Prakash Kumar 330
Singh, Pranav Kumar 189
Sinha, Ankita 336
Sinha, Utkal 211
Sobha Rani, T. 232
Sreenivasa Kumar, P. 27
Subhashree, S. 27
Sundar, Shyam 3

Tetarave, Sumit Kumar 217
Tripathy, Amiya Kumar 127
Tripathy, Somanath 217
Trivedi, Nachiket 105

Vemuru, Srikanth 127
Venkata Divya, U. 163
Vishwakarma, Pinki Prakash 127

Zhang, Yiji 50
Zuck, Lenore D. 50


	Preface
	Organization
	Contents
	Invited Papers
	Properties and Exact Solution Approaches for the Minimum Cost Dominating Tree Problem
	1 Introduction
	2 General Properties on the Minimum Cost Dominating Tree Problem
	2.1 Theoretical Results
	2.2 Classes of Graphs for Which the Minimum Cost Dominating Tree Problem Is Polynomial

	3 Two ILP-Based Exact Approaches for the Minimum Cost Dominating Tree Problem
	3.1 A Flow-Formulation for the Minimum Cost Dominating Tree Problem
	3.2 A Cutting Plane Algorithm for the Minimum Cost Dominating Tree Problem
	3.3 Second ILP Formulation to the Dominating Tree Problem with at Least Two Edges

	4 Benders Formulation
	4.1 Strategy for Solving the Subproblem
	4.2 Dealing with Primal Subproblem Infeasibility

	5 Computational Results
	6 Conclusion
	References

	Review of Approaches for Linked Data Ontology Enrichment
	1 Introduction
	1.1 Preliminaries
	1.2 Prominent Linked Data Projects
	1.3 Categories of LOD Enrichment

	2 Discovering Property Axioms
	2.1 Instance Based Methods
	2.2 Schema Based Methods

	3 Discovering Concept Axioms
	3.1 Discussion

	4 Discovering New Properties
	5 Discovering New Classes
	5.1 Discussion

	6 Conclusion
	References

	Formal Verification of Optimizing Compilers
	1 Introduction
	2 A Survey
	2.1 Compiler Verification
	2.2 Translation Validation

	3 TV for LLVM: Witnessing
	3.1 Examples of Witnesses
	3.2 Witnesses vs. TVOC
	3.3 Implementation

	4 Conclusion
	References

	Security and Privacy
	Security Analysis of EMV Protocol and Approaches for Strengthening It
	1 Introduction
	2 Background
	2.1 Flow of EMV Transaction
	2.2 Readers-Writers Flow Model (RWFM)

	3 RWFM Dynamic Labelling for EMV Transactions
	3.1 EMV Protocol
	3.2 Labelled EMV Protocol

	4 Implementation of EMV via RWFM and Assessment of Its' Security
	4.1 Simulation of the ``Chip-and-PIN Is Definitely Broken'' Attack
	4.2 Experimental Evaluation of Our Approach

	5 Related Work
	6 Conclusions
	References

	Secure Synthesis of IoT via Readers-Writers Flow Model
	1 Introduction
	2 Background
	2.1 Internet of Things (IoT)
	2.2 Readers-Writers Flow Model (RWFM)

	3 Securing IoT via RWFM
	3.1 System Architecture
	3.2 Methodology

	4 Case Studies on Security of IoT
	4.1 Healthcare
	4.2 Philips Hue

	5 Implementation and Evaluation
	5.1 Implementation Architecture

	6 Related Work
	7 Conclusions
	References

	Auditing Access to Private Data on Android Platform
	1 Introduction
	2 Background and Related Work
	2.1 Android Security Internals
	2.2 Related Work

	3 Proposed Security Monitor
	4 Results and Analysis
	5 Conclusion
	References

	Privacy Preserving Data Utility Mining Using Perturbation
	1 Introduction
	2 Related Works
	3 Fast Perturbation Using Frequency Count (FPUFC) Algorithm
	4 Experimental Evaluation
	5 Conclusion
	References

	BDI Based Performance Enhancement in DNSSEC
	1 Introduction
	2 Analysis of DNSSEC Using Temporal BDI
	3 An Illustrative Example
	4 Conclusion and Future Work
	References

	A Layered Approach to Fraud Analytics for NFC-Enabled Mobile Payment System
	Abstract
	1 Introduction
	1.1 Our Contribution

	2 Motivation and Related Work
	3 Description of the Proposed System
	3.1 Layered Approach for NFC-Enabled Mobile Payment System

	4 Conclusion
	Acknowledgments
	References

	Distributed and Multiprocessing Approaches
	Time-Triggered Scheduling for Multiprocessor Mixed-Criticality Systems
	1 Introduction
	2 System Model
	3 Related Work
	4 The Proposed Algorithm
	4.1 Correctness Proof
	4.2 Comparison with MCPI Algorithm

	5 Extension for Dependent Jobs
	5.1 Model
	5.2 The Algorithm
	5.3 Comparison with MCPI Algorithm

	6 Results and Discussion
	7 Conclusion
	References

	Effect of Live Migration on Virtual Hadoop Cluster
	1 Introduction
	2 Background
	3 Related Work
	4 Performance Analysis
	4.1 Experimental Configuration
	4.2 Performance of Hadoop on Cloud
	4.3 Performance of Hadoop with VM Migration

	5 Conclusion
	References

	Performance Analysis of Parallel K-Means with Optimization Algorithms for Clustering on Spark
	Abstract
	1 Introduction
	2 Related Work
	3 Proposed System
	4 Experiments and Results
	4.1 Purity
	4.2 NMI
	4.3 Execution Time

	5 Conclusion
	References

	Hashing Supported Iterative MapReduce Based Scalable SBE Reduct Computation
	1 Introduction
	2 SBE Based Reduct Computation
	3 Proposed MRSBER_Hash Algorithm
	3.1 Relevance of Two Stage Hash Based Approach

	4 Experiments and Analysis of Results
	4.1 Comparative Experiment with SFS MapReduce Approaches

	5 Conclusion
	References

	Networks Protocols and Applications
	Reliable Condition Monitoring of Telecommunication Services with Time-Varying Load Characteristic
	1 Introduction
	2 Requirements
	2.1 Availability
	2.2 Accuracy
	2.3 Robustness
	2.4 Automation
	2.5 Topicality
	2.6 Efficiency

	3 Related Work
	4 Condition Monitoring System Architecture
	4.1 Components
	4.2 Plug-in

	5 Reliability Analysis
	6 Conclusion
	References

	Fast and Secure Handoffs for V2I Communication in Smart City Wi-Fi Deployment
	1 Introduction
	2 Background
	2.1 Discovery Mechanism
	2.2 IEEE 802.11r Fast BSS Transition

	3 Related Work
	4 Proposed Mechanism
	4.1 Adaptive Background Scanning

	5 Experimental Setup
	5.1 Implementation in Mininet-WiFi
	5.2 Reference Scenario
	5.3 Simulation Parameters

	6 Performance Evaluation
	6.1 Handoff Latency and Packet Loss with VoIP Like Traffic
	6.2 Throughput Measurement Using Iperf Tool

	7 Conclusion
	References

	Ego Based Community Detection in Online Social Network
	1 Introduction
	2 Ego Based Community Detection
	3 Benchmark Community Detection Algorithms
	3.1 Edge Betweenness
	3.2 Label Propagation
	3.3 Walktrap

	4 Result and Discussion
	5 Conclusion
	References

	A Gateway Virtual Network Function for InfiniBand and Ethernet Networks
	Abstract
	1 Introduction
	2 Background
	3 Motivation
	4 Literature
	5 Proposed Solution
	6 Implementation and Results
	7 Conclusion and Future Work
	References

	GMP2P: Mobile P2P over GSM for Efficient File Sharing
	1 Introduction
	2 Related Work
	3 GSM Based Mobile P2P (GMP2P)
	3.1 Architecture
	3.2 Caching Mechanism
	3.3 Bootstrapping
	3.4 Key Insertion
	3.5 Key Search

	4 Analysis and Simulation Results
	4.1 Communication Structure
	4.2 Simulation Result
	4.3 Implementation

	5 Conclusion
	References

	Simulation of Network Growth Using Community Discovery in Biological Networks
	1 Introduction
	1.1 Data Set

	2 Differentiating the Normal from Cancer States
	2.1 Community Discovery 

	3 Approach to Network Evolution
	3.1 Network Evolution in Communities
	3.2 Implementation
	3.3 Network Growth Within a Community

	4 Conclusions
	References

	A Style Sheets Based Approach for Semantic Transformation of Web Pages
	1 Introduction
	1.1 Background and Motivation
	1.2 Renarrating the Web
	1.3 Web Accessibility Problem
	1.4 Notion of Style Sheets
	1.5 Layout of the Paper

	2 Design Considerations for SSS
	3 Literature Survey of Techniques to Modify Web Content
	4 Design of Semantic Style Sheet
	4.1 Indicative Grammar
	4.2 The SSS Document

	5 Implementation of Prototype
	5.1 Architecture of Prototype
	5.2 Implementation of SSS

	6 Validation of SSS
	7 Discussion and Conclusions
	References

	Efficient Anomaly Detection Methodology for Power Saving in Massive IoT Architecture
	1 Introduction
	2 Anomaly Detection and Power Saving in IoT
	3 Analytical Model of Power Saving HMM Framework
	4 Experimental Results
	4.1 Method 1: Experimental Likelihood Estimation
	4.2 Method 2: Simulation in COOJA

	5 Conclusion
	References

	Databases, Algorithms, Data Processing and Applications
	Approximation Algorithms for Permanent Dominating Set Problem on Dynamic Networks
	1 Introduction
	2 Related Works
	3 System Model and Assumptions
	4 Finding Permanent Dominating Set for Temporal Graphs
	4.1 Experimental Results

	5 Finding Approximate Maximum k-Dominant Node Set for Temporal Graphs
	6 Conclusion
	References

	Lightweight Verifiable Auditing for Outsourced Database in Cloud Computing
	1 Introduction
	2 Problem Formulation
	2.1 System Model
	2.2 Threat Model

	3 Proposed Scheme
	3.1 System Setup
	3.2 Data Outsourcing Phase
	3.3 Data Retrieving Phase
	3.4 Verification Phase
	3.5 Decryption Phase

	4 Security Analysis
	4.1 Confidentiality
	4.2 Integrity

	5 Performance Analysis
	5.1 System Setup
	5.2 Data Outsourcing and Retrieving
	5.3 Verifying

	References

	A One Phase Priority Inheritance Commit Protocol
	Abstract
	1 Introduction
	2 A One Phase Priority Inheritance Commit Protocol
	3 Performance Study
	4 Conclusions
	Acknowledgments
	References

	Issues and Challenges in Big Data: A Survey
	1 Introduction
	2 Issues and Challenges in Big Data Analytics
	3 Issues in Big Data Security
	4 Open Challenges
	5 Issues and Challenges in Big Data Applications
	6 Discussion, and Future Direction
	7 Conclusions
	References

	Generate Optimal Distributed Query Plans Using Clonal Selection Process
	Abstract
	1 Introduction
	2 Problem Formulation
	3 Proposed Approach: M-DQPGCLNG
	4 Experimental Results and Analysis
	5 Conclusion
	Acknowledgments
	References

	CapAct: A Wordnet-Based Summarizer for Real-World Events from Microblogs
	1 Introduction
	2 Related Work
	3 Summarization Methods
	3.1 Existing Summarizers
	3.2 CapAct: The Proposed Summarizer (CA)

	4 Experiment
	4.1 Creation of Reference Summary Dataset
	4.2 Results and Analysis

	5 Conclusion
	References

	ARMM: Adaptive Resource Management Model for Workflow Execution in Clouds
	1 Introduction
	2 Related Work
	3 Adaptive Resource Management Model
	3.1 ARMM Architecture

	4 Experimental Setup
	4.1 Workflow Configuration
	4.2 Infrastructure Configuration
	4.3 ARM Model Configuration

	5 Results
	6 Summary
	References

	A New Priority Heuristic Suitable in Mobile Distributed Real Time Database System
	Abstract
	1 Introduction
	2 MDRTDBS Model
	3 Distributed High Priority Two Phase Locking
	4 Proposed Heuristic Approach
	5 Performance Evaluation
	5.1 Performance Parameters and Measures
	5.2 Simulation Result

	6 Conclusion
	References

	Efficient Algorithms for Local Density Based Anomaly Detection
	1 Introduction
	2 Outlier Detection Using Relative Density
	3 Proposed Work
	3.1 MapReduce Based Local Outlier Factor Algorithm (MRLOF)
	3.2 Spark Based Local Outlier Factor Algorithm (SLOF)

	4 Experiments and Results
	4.1 Performance Evaluations

	5 Conclusion
	References

	Author Index



