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Foreword

The history of progress in most areas of endeavor demonstrates a battle between 
what we believe to be true and what we really know. The former motivates risky 
ventures and faith-based investments, while the latter provides sound research data 
on what actually works best. Of course, both are necessary to advance the human 
condition, but one without the other leaves us frustrated.

This struggle is no less characteristic of our recent experience in health informat-
ics. For instance, much of recent health policy that has produced major funding and 
investment in electronic medical records is based on the assumption that more data 
will produce better care with less cost—without any clear idea about how this is to 
occur. In a similar way, entrepreneurs have developed new technology and big data 
solutions to problems that they may not really understand. Both of these fall on the 
faith-based end of the spectrum.

The clear solution to this problem lies in sound research. To date, the research in 
health informatics is fragmented and not informed by underlying theory to guide the 
propositions to be tested. This seminal book is intended to provide this necessary 
framework.

It starts with articles addressing the basic design and methodologies that underlie 
good research in this area. This first part uses several specific lenses to define vari-
ous useful theories. The reader is sure to find useful guidance in determining the 
best research questions to consider.

The second area expands the frame to include sociotechnical theoretical consid-
erations that may be critical in the interaction between data and users that determine 
how any given solution might be advanced or blocked. The third part provides 
examples of actual solutions where the balance between what we want to believe is 
tested using theoretical principles. For some readers, this last part may be the most 
important as they struggle with similar problems.



viii

Some may find a complete reading of this volume to be most helpful, while many 
may see it as a resource to be used with specific problem areas. No matter whether 
it serves as a textbook or reference source, it will find an honored place in the library 
of researchers, managers, and policy makers hoping to use informatics as a lever to 
improve health care for all.

 J. B. Silvers
Weatherhead School of Management,  

Case Western Reserve University
August 2017

The original version of the book’s front matter was revised. The Epilogue section has been moved 
to the back matter of the book.

Foreword
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Preface

Over the last few decades, the nascent domain of health informatics has expanded 
and evolved. This evolution provides witness to an expanding volume of research 
focusing on improving patient care and outcomes through technical assistance plat-
forms including digital health, e-health, big data in health care, healthcare analytics, 
and implementation of EMRs, to name just a few. Such an exponential increase in 
research demands sound and solid theories upon which to base these health infor-
mation technology systems. Industry wide, our research must be appropriately 
based and appropriately formulated and designed to ultimately improve clinical 
practices. Through these designs, superior health informatics solutions may indeed 
be realized and provide for the foundations of the discipline such that patients, clini-
cians, and future researchers alike can truly benefit.

The editors offer this book to provide, first, a focus on identifying relevant theo-
ries from key disciplines and, second, examples of applications of these theories. To 
date, we have not identified a treatise that has provided this content and transforma-
tion in order to facilitate heightened rigor in research within health informatics. The 
objective of this proposed book is, in one collection, to provide the reader with a set 
of resources that contains key theories that will enable mature, robust, and quality 
research programs in health informatics to ensue. This is essential as the discipline 
matures and establishes itself as a core area within health care and a major contribu-
tor to providing greater value in the provision of health care and improved care for 
patients.

While there has been indeed an exponential growth in the adoption, implementa-
tion, and assimilation of numerous technology solutions into various healthcare 
contexts, the results are still mixed. These solutions have the opportunity to address 
the key challenges in healthcare delivery today including improving the value in 
care provision, attacking escalating costs, reversing rising incidence of chronic dis-
eases, correcting workforce shortages, and increasing timely access to care. We 
contend that to truly address these issues, we need robust and rigorous applied 
research to be conducted which investigates these critical issues in depth and thereby 
serves to provide meaningful and sustainable solutions to ameliorate the current 
state and fully address the key challenges. To do this systematically, effectively, and 
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above all successfully, the healthcare industry requires robust theories that will 
inform and guide the research endeavors. To accomplish this goal, the research must 
be based on substantive theories. Given the relatively nascent state of health infor-
matics currently as a discipline as compared to other aspects of health care, robust 
theories need to be adopted and adapted from other relevant disciplines including 
information systems, sociology, management, and organizational behavior to pro-
vide the basis for development and assessment. This book is a first step toward 
addressing this very critical void within health informatics today.

The book is structured into three key parts:
Part I focuses on research design and methodologies and consists of the follow-

ing nine chapters:
Chapter 1 “Design Science Research Opportunities in Health Care” by Hevner 

and Wickramasinghe
Chapter 2 “Using a Survey Approach to Measure User Satisfaction of Clinical 

Information Systems: Lessons Learnt” by Schaffer et al.
Chapter 3 “Application of Hermeneutics in Understanding New Emerging 

Technologies in Health Care: An Example from mHealth Case Study” by Sako et al.
Chapter 4 “IS/IT Governance in Health Care: An Integrative Model” by Haddad 

et al.
Chapter 5 “Predictive Analytics in Health Care: Methods and Approaches to 

Identify the Risk of Readmission” by Eigner et al.
Chapter 6 “An Ontology for Capturing Pervasive Mobile Solution Benefits in 

Diabetes Care: Insights from a Longitudinal Multi-country Study” by Ramaprasad 
et al.

Chapter 7 “Clustering Questions in Healthcare Social Question Answering 
Based on Design Science Theory” by Johns and Wickramasinghe

Chapter 8 “Using SWOT to Perform a Comparative Analysis of the German and 
Australian e-Health Systems” by Eigner et al.

Chapter 9 “The Advantages of Using a Two-Arm Crossover Study Design to 
Establish Proof of Concept of Technology Interventions: The Case of a Mobile 
Web-Based Reporting of Glucose Readings in the Management of Gestational 
Diabetes Mellitus (GDM)” by Wickramasinghe and Goldberg

Part II focuses on sociotechnical considerations and consists of the following 
nine chapters:

Chapter 10 “Modelling the Business Value of IT in Health Care: Technical and 
Sociotechnical Perspectives” by Haddad et al.

Chapter 11 “Persuasive Technologies and Behavior Modification Through 
Technology: Design of a Mobile Application for Behavior Change” by Hamper 
et al.

Chapter 12 “The Development of a Hospital Secure Messaging and 
Communication Platform: A Conceptualization” by Muhammad and Wickramasinghe

Chapter 13 “Structuration Theory to Assist in Understanding the Implementation 
and Adoption of Health Information Systems” by Muhammad and Wickramasinghe

Preface



xi

Chapter 14 “Actor-Network Theory to Assist in Understanding the Implementation 
and Adoption of Health Information Systems” by Muhammad and Wickramasinghe

Chapter 15 “Activity Theory: A Comparison of HCI Theories for the Analysis of 
Healthcare Technology” by Wiser et al.

Chapter 16 “An Examination of Different e-Health Solutions, Barriers, and 
Facilitators Using the Fit-Viability Model” by Wickramasinghe et al.

Chapter 17 “Using Foucault to Understand Chronic Disease Management and 
Self-Monitoring” by Wickramasinghe and Goldberg

Chapter 18 “Healthcare Information Systems (HIS) Assimilation Theory” by 
Sulaiman and Wickramasinghe

Part III focuses on specific solutions and the principles of knowledge management 
in the following nine chapters:

Chapter 19 “Knowledge Management to Address Real Healthcare Needs: The Case 
of Allergy Care in Australia” by Wickramasinghe and Haddad

Chapter 20 “Embracing the Principles of Knowledge Management to Structure a 
Superior IT Healthcare Paradigm” By Wickramasinghe and Schaffer

Chapter 21 “The Impact of Impaired Executive Functions of ADHD Adults on 
the Use of IS: Psychologists’ Perceptions” by Binhadyan and Wickramasinghe

Chapter 22 “The Development of Intelligent Patient-Centric Systems for 
Health Care” by Caronongan et al.

Chapter 23 “Applying the Practice Theoretical Perspective to Healthcare 
Knowledge Management” by Anya et al.

Chapter 24 “Contemporary Development in e-Health” by Troshani and 
Wickramasinghe

Chapter 25 “A Systematic Framework for EMRs and AHRs” by Gibbings and 
Wickramasinghe

Chapter 26 “Integrating Hospital Records and Home Monitoring by mHealth 
Apps” by Marceglia et al.

Chapter 27 “An Investigation on Integrating Eastern and Western Medicine with 
Informatics” by Han-lin et al.

Clearly, no one volume can provide all relevant and important theories, but we 
have attempted to provide a sampling of key theories that we believe are essential in 
assisting the design and development of high-quality research in health informatics 
as well as successful solutions for practice. We hope you find it enjoyable, informa-
tive, and useful as you continue your journey in health informatics and trust it might 
inspire you to design and develop successful technology solutions for superior 
healthcare delivery.

Melbourne, Australia Nilmini Wickramasinghe 
Cleveland, USA  Jonathan L. Schaffer 
May 2017

Preface



xiii

Contents

Part I  Research Design and Methodologies

 1  Design Science Research Opportunities in Health Care . . . . . . . . . . .    3
Alan R. Hevner and Nilmini Wickramasinghe

 2  Using a Survey Methodology to Measure User Satisfaction  
with Clinical Information Systems  . . . . . . . . . . . . . . . . . . . . . . . . . . . .   19
Jonathan L. Schaffer, Peter Haddad, and Nilmini Wickramasinghe

 3  Application of Hermeneutics in Understanding  
New Emerging Technologies in Health Care: An Example  
from mHealth Case Study  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   29
Zaid Sako, Sasan Adibi, and Nilmini Wickramasinghe

 4  IS/IT Governance in Health Care: An Integrative Model . . . . . . . . . .   37
Peter Haddad, Steven McConchie, Jonathan L. Schaffer,  
and Nilmini Wickramasinghe

 5  Predictive Analytics in Health Care: Methods  
and Approaches to Identify the Risk of Readmission . . . . . . . . . . . . .   55
Isabella Eigner and Andreas Hamper

 6  An Ontology for Capturing Pervasive Mobile Solution  
Benefits in Diabetes Care: Insights from a Longitudinal  
Multi-country Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .   75
Arkland Ramaprasad, Steve Goldberg, and Nilmini Wickramasinghe

 7  Clustering Questions in Healthcare Social Question  
Answering Based on Design Science Theory  . . . . . . . . . . . . . . . . . . . .   95
Blooma John and Nilmini Wickramasinghe



xiv

 8  Using SWOT to Perform a Comparative Analysis  
of the German and Australian e-Health Systems . . . . . . . . . . . . . . . . .  109
Isabella Eigner, Andreas Hamper, Nilmini Wickramasinghe,  
and Freimut Bodendorf

 9  The Advantages of Using a Two-Arm Crossover Study Design 
to Establish Proof of Concept of Technology Interventions:  
The Case of a Mobile Web-Based Reporting of Glucose Readings 
in the Management of Gestational Diabetes Mellitus (GDM)  . . . . . .  127
Nilmini Wickramasinghe and Steve Goldberg

Part II  Sociotechnical Considerations

 10  Modelling the Business Value of IT in Health Care:  
Technical and Sociotechnical Perspectives . . . . . . . . . . . . . . . . . . . . . .  141
Peter Haddad, Jonathan L. Schaffer, and Nilmini Wickramasinghe

 11  Persuasive Technologies and Behavior Modification  
Through Technology: Design of a Mobile Application  
for Behavior Change . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  163
Andreas Hamper, Isabella Eigner, and Alexander Popp

 12  Integrating Two Sociotechnical Theories to Develop  
a Suitable Analytic Framework to Assess the Development  
of a Hospital Secure Messaging and Communication Platform . . . . .  185
Imran Muhammad and Nilmini Wickramasinghe

 13  Using Structuration Theory to Assist in Understanding 
the Implementation and Adoption of Health Information  
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  201
Imran Muhammad and Nilmini Wickramasinghe

 14  Actor-Network Theory to Assist in Understanding  
the Implementation and Adoption of Health  
Information Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  219
Imran Muhammad and Nilmini Wickramasinghe

 15  Activity Theory: A Comparison of HCI Theories  
for the Analysis of Healthcare Technology . . . . . . . . . . . . . . . . . . . . . .  235
Fabian Wiser, Carolin Durst, and Nilmini Wickramasinghe

 16  Fit-Viability Model Examination of e-Health Solutions  . . . . . . . . . . .  251
Nilmini Wickramasinghe, Jonathan L. Schaffer,  
Juergen Seitz, Imran Muhammad, and Doug Vogel

 17  Using Foucault to Understand Self-Monitoring  
in Chronic Disease Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  271
Nilmini Wickramasinghe and Steve Goldberg

 18  Healthcare Information Systems (HIS) Assimilation Theory . . . . . . .  283
Hidayah Sulaiman and Nilmini Wickramasinghe

Contents



xv

Part III  Specific Solutions and the Principles of Knowledge Management

 19  Knowledge Management to Address Real Healthcare  
Needs: The Case of Allergy Care in Australia . . . . . . . . . . . . . . . . . . .  311
Nilmini Wickramasinghe and Peter Haddad

 20  Embracing the Principles of Knowledge Management  
to Structure a Superior IT Healthcare Paradigm  . . . . . . . . . . . . . . . .  323
Nilmini Wickramasinghe, James Choi, and Jonathan L. Schaffer

 21  The Impact of Impaired Executive Functions of ADHD  
Adults on the Use of IS: Psychologists’ Perceptions  . . . . . . . . . . . . . .  337
Bader Binhadyan and Nilmini Wickramasinghe

 22  The Development of Intelligent Patient- Centric Systems  
for Health Care . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  355
Arturo Caronongan III, Hannah Gorgui-Naguib,  
and Raouf N. G. Naguib

 23  Applying the Practice Theoretical Perspective  
to Healthcare Knowledge Management  . . . . . . . . . . . . . . . . . . . . . . . .  375
Obinna Anya, Hissam Tawfik, and Raouf N. G. Naguib

 24  Contemporary Developments in e-Health  . . . . . . . . . . . . . . . . . . . . . .  391
Indrit Troshani and Nilmini Wickramasinghe

 25  A Systematic Framework to Assess EMRs and EHRs  . . . . . . . . . . . .  403
Rima Gibbings and Nilmini Wickramasinghe

 26  Integrating Hospital Records and Home Monitoring  
by mHealth Apps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  415
Sara Marceglia, Giuseppe Pozzi, and Elena Rossi

 27  An Investigation on Integrating Eastern and Western  
Medicine with Informatics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  427
Catherine Han Lin, Angela Wei Hong Yang, David Phillips,  
and Nilmini Wickramasinghe

 Epilogue . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  443

 Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  445

Contents



xvii

About the Editors

Nilmini Wickramasinghe  PhD, MBA, Grad DipMgtSt, BSc, AmusA (violin) 
AmusA (piano) is the professor-director of Health Informatics Management at 
Epworth HealthCare and a professor of Health Informatics Management at Deakin 
University, both in Melbourne, Australia. Professor Wickramasinghe researches and 
teaches in health informatics with particular focus on developing suitable models, 
strategies and techniques grounded in various management disciplines to facilitate 
more effective design, development and implementation of technology solutions to 
effect superior, patient-centric healthcare delivery. She has collaborated with lead-
ing scholars at various premier healthcare organizations throughout Australasia, 
USA and Europe. She is well published with more than 350 referred scholarly 
 articles, more than 10 books, numerous book chapters, an encyclopaedia and a well- 
established funded research track record.

Jonathan L. Schaffer MD, MBA FHIMSS FAOA FACS is managing director on 
the Digital Health team in the Information Technology Division at Cleveland Clinic 
where he is an arthroplasty surgeon in the Center for Joint Replacement in the 
Orthopaedic and Rheumatologic Institute. Dr. Schaffer also serves as an Honorary 
Professor in the Office of the Executive Dean, Faculty of Health at Deakin University. 
Dr. Schaffer is a graduate of Haverford College, Case Western Reserve University 
School of Medicine, and the Kellogg Graduate School of Management at 
Northwestern University. He completed his residency in orthopaedic surgery at the 
University of Pennsylvania and a fellowship in adult reconstruction at the Brigham 
and Women’s Hospital and Harvard Medical School and a research fellowship at 
Children’s Hospital of Boston and Harvard Medical School.



xix

Sasan Adibi is a lecturer in IT in the Faculty of Engineering at Deakin University. 
He has had a wide experience with numerous research studies focussing on mobile 
solutions for health care.

Obinna Anya is a Research Staff Member at IBM Research—Almaden, USA. He 
holds a PhD in Computer Science and an MSc in Distributed Systems, both from the 
University of Liverpool, UK. His research interests lie in the areas of user experi-
ence research, computer-supported co-operative work, e-health, data analytics and 
context-aware design.

Bader Binhadyan is a PhD candidate at RMIT University, Australia. He holds a 
MBIS from Monash University. Bader has worked and studied Business IS in 
Australia, the Middle East and North America. However, his interests in psychol-
ogy, human behaviour, and technology have the most influence on his research.

Arturo Caronongan IIIrd obtained his BS and MS degrees in Computer Science 
from De La Salle University, Philippines, where he is also currently undertaking his 
PhD studies, focusing on developing gesture recognition concepts for the visually 
impaired. His publications and research interests involve applying AI concepts in 
health care, classification, music and game development.

Carolin Durst is associate professor at the Chair of Information Systems II at the 
Friedrich-Alexander University of Erlangen-Nuremberg. Her research focuses on 
the development of new methods for the exploration and the design for computer- 
supported co-operative work (CSCW) systems.

Isabella Eigner  holds a master’s degree in International Information Systems. 
Since 2014, she is a member of the research staff and PhD student at the Institute of 
Information Systems at the University of Erlangen-Nuremberg. Her research 
focuses on data mining in health care.

About the Authors



xx

Rima Artonian Gibbings  has worked as an application developer in healthcare 
systems and is a current PhD student at the University of Illinois in Chicago. As a 
health informatics researcher/student, she offers a technical approach that links her 
background in application development with public health topics, addressing cur-
rent technical requirements.

Steven Goldberg Mr. Goldberg is president of Inet International Inc., an online data 
collection agency for market and clinical research. He sits on the Editorial Board of 
the International Journal of Networking and Virtual Organisations. He is a co-
author of an international healthcare business model supported by the DiaMond 
Study. Findings were presented in a poster at the Medicine 2.0 conference at Harvard 
Medical School, 2012. Mr. Goldberg has a B.A. (Economics and Computer Science) 
from Western University.

Hannah Gorgui-Naguib  obtained her BSc in Regenerative Medicine and 
Innovation Technology from King’s College London, University of London, UK, 
where she is also currently completing her MBBS. She has conducted clinical and 
surgical research at King’s College, Guy’s and St. Thomas’ Hospitals, UK, as well 
as at various hospitals in Texas, USA.

Andreas Hamper holds a master’s degree in Information Systems. Since 2011, he 
is a member of the research staff and PhD student at the Institute of Information 
Systems at the University of Erlangen-Nuremberg. His research focuses on mobile 
technologies in health care.

Alan R. Hevner is a Distinguished University Professor in the Information Systems 
and Decision Sciences Department in the Muma College of Business at the 
University of South Florida. His areas of research interest include design science 
research, information systems development, software engineering and healthcare 
systems. Dr. Hevner received a Ph.D. in Computer Science from Purdue University. 
He is a Fellow of the American Association for the Advancement of Science (AAAS) 
and the Association for Information Systems (AIS).

Blooma Johns  is a lecturer at RMIT International University, Vietnam. She com-
pleted her PhD from Nanyang Technological University (NTU), Singapore. Her 
research interest is in the area of Text Mining, Question Answering Services and 
Healthcare Social Media. Her research has been published in journals such as the 
Online Information Review, IEEE Internet Computing and Computers and Education. 
Blooma has published in various international conferences. She has international 
experience in teaching leading information systems and business analytics courses 
in the Middle East, Singapore, India and Vietnam at both undergraduate and post 
graduate level.

About the Authors



xxi

Catherine Han Lin has worked in the IS/IT profession for over 20 years with many 
well-known international companies at various positions including System Analyst, 
BI/BA, ICT Manager, Database Specialist, Research Assistant and IS/IT Lecturer. 
Her research interest include information systems, information management, health 
informatics, and IS/IT in complementary and alternative medicine. She is currently 
working on various health IT research projects at Epworth healthcare and Deakin 
University Australia.

Sara Marceglia is associate professor of Biomedical Engineering at the University 
of Trieste, Italy, where she teaches Clinical Engineering and e-Health. She received 
a PhD in Biomedical Engineering from the Politecnico di Milano, Italy, in 2009. 
Her research activity focuses on mobile applications for health care and on neuro-
modulation for chronic diseases.

Imran Muhammad, PhD, MIS, MBus (ERP Systems) is a lecturer at the School 
of Medicine, Deakin University, Melbourne. He has a broad range of research inter-
ests in the areas of management information systems, health information systems, 
and electronic health records and cross cultural system implementations and 
adoptions.

Raouf N. G. Naguib  is the Director of BIOCORE Research and Consultancy 
International and a visiting professor in the Faculty of Science, Liverpool Hope 
University, UK.  He was awarded an MSc with Distinction, DIC and PhD from 
Imperial College of Science, Technology and Medicine, University of London, UK.

David Phillips has a background in biomedical research in the area of inflammatory 
conditions and processes. He has broad experience and expertise in the support of 
biomedical and clinical research and its translation in the health context and pro-
vides perspectives from laboratory, tertiary education, biotech/commercial and 
healthcare research environments.

Giuseppe Pozzi has been associate professor of Computer Science at the Politecnico 
di Milano, Italy, since 2002. His current research interests include process model-
ling and temporal databases in health care. He co-edited a book on Process Modeling 
and Management for Healthcare (2017).

Elena Rossi  received her PhD degree in Biomedical Engineering from the 
Politecnico di Milano, Italy, in 2016. Her research interests include mobile applica-
tions for health care, electronic medical records, standard and recommendations for 
electronic medical records.

Zaid Sako  is currently a Master by Research student in health informatics at 
Deakin University’s Faculty of Health.

About the Authors



xxii

J. B. Silvers, PhD  is the John R. Mannix Medical Mutual of Ohio Professor of 
Health Care Finance and professor of banking and finance at Weatherhead School 
of Management with a joint appointment in the Case Western Reserve University 
School of Medicine. His research in the areas of financial management and health 
services has been published in numerous journals including the Journal of Finance, 
Financial Management, Journal of the American Medical Association, Medical 
Care, Annals of Family Medicine, the Journal of Business Research, Journal of 
Consumer Marketing, and New York Times, MarketWatch, Crain’s Cleveland 
Business and others. Frequently, Silvers contributes commentary to NPR’s 
Marketplace and other national and local print and broadcast media.

Professionally, Silvers has testified to Congress, several state legislatures, federal 
and state courts. He has also served on committees at the National Academies and 
several national and state commissions. Until recently, he was a board member 
(12  years) and treasurer of the Joint Committee on Accreditation of Healthcare 
Organizations (TJC/JCAHO) and a board member of SummaCare Insurance 
Company (14 years). For seven years Silvers was a commissioner on the Prospective 
Payment Assessment Commission (now MedPAC) advising Congress on Medicare 
payment. For five years he served on the Board of Mathematical Sciences and their 
Applications at the National Academy of Science.

From 1997 to 2000, while on leave, he was President and CEO of QualChoice 
Health Plan and Insurance Company. He currently is vice chair of the board at 
MetroHealth Medical Center. At Weatherhead, he has served as Department Chair, 
Senior Associate Dean and Interim Dean.

Hidayah Sulaiman received her PhD in Business Information Systems from RMIT 
University, Melbourne, Australia, and MSc (Computer Science) and BSc. (Hons) IT 
from Malaysia. She is currently a senior lecturer at the National Energy University 
(UNITEN), Malaysia, and her research interests are in healthcare information systems, 
business analytics and IT governance.

Hissam Tawfik  is a professor of Computer Science at Leeds Beckett University 
with expertise in the areas of biologically inspired computing and health informat-
ics. He holds a PhD in Computer Engineering from the University of Manchester 
(UK) and has over 120 refereed journal and conference publications.

Indrit Troshani  is an associate professor at the University of Adelaide Business 
School. His research interests include adoption and diffusion of innovations includ-
ing digital reporting and e-health. His work has been published in several journals 
including Information Technology & People, Electronic Markets and Journal of 
Computer Information Systems.

Fabian Wiser is a research associate and Ph.D. student at the Chair of Information 
Management at Braunschweig University of Technology. His main research activities 
focus on human-computer interaction, design of sociotechnical systems and innova-
tion management.

About the Authors



xxiii

Angela Wei Hong Yang  has been teaching, researching and practising Chinese 
medicine for 20 years. Her research focuses on evidence-based medicine and inves-
tigation of the quality, safety and effectiveness of Chinese medicine for chronic 
diseases. She applies an interdisciplinary approach to promote, manage and analyse 
Chinese medicine knowledge.

About the Authors



Part I
Research Design and Methodologies



3© Springer International Publishing AG, part of Springer Nature 2018
N. Wickramasinghe, J. L. Schaffer (eds.), Theories to Inform Superior Health 
Informatics Research and Practice, Healthcare Delivery in the Information Age, 
https://doi.org/10.1007/978-3-319-72287-0_1

Chapter 1
Design Science Research Opportunities 
in Health Care

Alan R. Hevner and Nilmini Wickramasinghe

1.1  Design Science Research Concepts

Design science research (DSR) seeks to enhance technology and science knowledge 
bases via the creation of innovative artifacts that solve problems and improve the 
environments in which they are instantiated. The results of DSR include both the 
newly designed artifacts (e.g., devices, protocols, systems) and a fuller understand-
ing of why the artifacts provide an enhancement (or even disruption) to the relevant 
application contexts.

Innovative artifacts are implemented within an application context (e.g., health-
care organizations and environments) for the purpose of improving the effectiveness 
and efficiency of that context. The utility of the artifact and the characteristics of the 
targeted application—its work systems, its people, and its development and imple-
mentation methodologies—together determine the extent to which that purpose is 
achieved. Design researchers produce new ideas to improve the ability of human 
organizations to adapt and succeed in the presence of changing environments. Such 
new ideas are then communicated as knowledge to the relevant practice communi-
ties and scientific disciplines. These prescriptive knowledge bases provide the 
foundations for current applications and future scientific inquiries (Gregor and 
Hevner 2013).

Purposeful artifacts are built and evaluated in iterative design cycles to address 
relevant problems. Design artifacts can be of four types: constructs, models, methods, 
and instantiations (Hevner et al. 2004).
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• Constructs provide the vocabulary and symbols used to define and understand 
problems and solutions, for example, the constructs of “entities” and “relationships” 
in the field of healthcare data modeling. The correct constructs have a significant 
impact on the way in which tasks and problems are conceived and represented.

• Models are designed representations of the problem and possible solutions, 
e.g., mathematical models, diagrammatical models, and logic models. Models 
correspond to the abstract blueprint of an artifact’s architecture, which show an 
artifact’s components and how they interact.

• Methods are algorithms, practices, and protocols for performing a task. Methods 
provide the instructions for performing goal-driven activities.

• Instantiations are the physical systems that act on the natural world, such as a 
medical device for monitoring internal pressures in the heart or an information 
system that stores, retrieves, and analyzes electronic medical record data.

Design science research activities are central to most applied disciplines. 
Research in design has a long history in many fields including agriculture, architec-
ture, engineering, education, medicine, psychology, and the fine arts (Cross 2001). 
The field of information technology and systems since its advent in the late 1940s 
has appropriated many of the ideas, concepts, and methods of design science that 
have originated in these other disciplines. The healthcare applications of IT solu-
tions as composed of inherently mutable and adaptable hardware, software, and 
human interfaces provide many unique and challenging design problems that call 
for new and creative ideas.

1.2  Healthcare Challenges and Design Science Research

Our mission in this chapter is to assess opportunities for design science research 
(DSR) in the field of health care. The potential for innovation in health care is enor-
mous given the current challenges faced in public health and clinical arenas. 
However, expectations for major breakthroughs have yet to be achieved. Many IT 
innovations in health care have been proposed but most have low user acceptance 
and high failure rates and do not provide clear evidence of higher-quality healthcare 
impacts. Perhaps poor design is one reason for these issues.

The healthcare field provides unique challenges for design science research.

• Healthcare stakeholders are many and varied. While patients, the receivers of 
care, are the primary recipient of treatments, other key stakeholders include the 
providers, the administrators, the payers, and the society. Balancing the needs 
and wants of these groups is very difficult.

• Measures for assessing the quality of designs are difficult to define and are often 
controversial. Healthcare designs strive to satisfy a multi-criteria set of objec-
tives drawn from the diverse stakeholder groups. Healthcare quality means 
different things to different people.

A. R. Hevner and N. Wickramasinghe
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• Healthcare policies are a mix between free-market economies and government 
regulations resulting in complex governance structures and reimbursement pro-
cedures. Special interest groups often have outsized voices in policy consider-
ations. This context shapes all healthcare design choices and decisions.

• Innovative technologies and medical treatments are continually being intro-
duced into healthcare applications. Exploiting the latest ideas in new healthcare 
designs is subject to arduous scientific studies that provide statistically signifi-
cant evidence of efficacy (e.g., FDA approvals of devices and drugs). New 
approaches for design evaluations are required to meet these exacting levels of 
scientific rigor.

• The ethical design issues of building and evaluating healthcare devices, treatments, 
policies, organizations, and governance structures are enormous. The design 
impacts on human well-being and life satisfaction go beyond simple utility and 
performance considerations.

We cannot hope to address all of these issues in this chapter, but we do offer DSR 
as a well- defined and effective approach for designing healthcare solutions. DSR 
provides a rigorous framework in which these challenges can be understood and 
addressed. We begin with a brief survey of recent DSR projects that provides some 
insights into the range of healthcare problems that are being studied. Further, two 
projects are examined in more detail as brief vignettes to demonstrate the potential 
of DSR in healthcare applications.

1.3  A Survey of Recent DSR Projects in Health Care

We begin an exploration of the design opportunities in health care with a survey of 
recent research papers that have used DSR methods to design new artifacts in differ-
ent healthcare application areas. Using Google Scholar, we identified over 50 peer- 
reviewed healthcare papers that cite Hevner et al. (2004) as the basic DSR reference 
for the research approach employed. This set of papers has been coded as to the 
specific healthcare area addressed and the innovative artifact designed and used in the 
application context. Table 1.1 provides a list of the healthcare areas and a sampling 
of the design artifacts and research papers in each area. In the remainder of this section, 
we briefly discuss the design opportunities addressed in each of the ten healthcare 
areas with several exemplars from the literature briefly described.

1.3.1  Medical Systems

Medical systems design encompasses the development of information systems for 
particular, bounded care-giving environments. Such environments scale from local 
practices to hospital systems to state, national, and global healthcare communities. 

1 Design Science Research Opportunities in Health Care
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Table 1.1 Healthcare research areas with recent DSR papers

Healthcare area Design artifacts Sample references

1. Medical systems • Architectures
• Ecosystems
• Digital health systems

• Baarah et al. (2014)
• Dong et al. (2011)
• Dünnebeil et al. (2013)
• Hai-Hong et al. (2009)

2. Clinical protocols • Therapy and treatment
algorithms
• Decision-making procedures
• Evaluation methods

• Braun et al. (2014)
•  Pomares-Quimbaya et al. 

(2014)
• Rapaport et al. (2014)
• Zhuang et al. (2013)

3. Medical devices •  Embedded software 
development

• Device security

• Mauro et al. (2011)
•  Weeding and Dawson 

(2012)
4. Electronic medical records 
(EMR)

• Ontologies
• Storage schemas
• Data quality

• Ben-Zion et al. (2014)
• Liu and Zhu (2013)
• Gaskin et al. (2011)

5. Healthcare data analytics • Health informatics systems
• Disease trends
• Biostatistics
• Data warehouses

• O’Connor et al. (2015)
• Raptis et al. (2012)

6. Healthcare governance • Policy formation
• Regulatory compliance
• Human resource scheduling
•  Technical and governmental 

standards

• Fitterer and Rohner (2010)
• Krey et al. (2011)
• Sadeghi et al. (2012)
• Schlieter et al. (2011)

7. Healthcare delivery services • eHealth provisioning
• Homecare health services
• Care coordination
• Telemedicine
• Web services and apps
• Mobile services and apps

• Alberts et al. (2014)
• Breitschwerdt et al. (2012)
• Bui et al. (2013)
• de Moraes et al. (2013a, b)
• Emrich et al. (2014)
• Heldal et al. (2015)
• Kao et al. (2014)
• Menschner et al. (2011)
• Ojo et al. (2015)
• Peters et al. (2015)
• Walderhaug (2013)

8. Public health and preventive 
care

• Health care and aging
• Vaccinations
• Population perspective
•  Using persuasive social 

networks

• Holmberg et al. (2011)
• Lehto (2012)
• Nykänen et al. (2013)
• Prinz et al. (2012)
• Silva and Correia (2014)

9. Pharmaceutical systems • Prescription services
• Drug interactions

• Lapão et al. (2013)

10. Miscellaneous • Global health measurements
•  Alternative medicines and 

treatments
• Green healthcare

• Rissanen (2014)
• Sherer (2014)
• Vo et al. (2015)

A. R. Hevner and N. Wickramasinghe
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Design components for medical systems would include IT components (HW, SW, 
communications), human stakeholders (medical providers, patients, administrators), 
and system procedures (treatment paths, decision models). Several exemplar projects 
and artifacts in the area are:

• Digital health ecosystems are becoming increasingly important as more health-
care information and treatment options are available as services on digital plat-
forms. Dong et  al. (2011) present a design framework for the discovery and 
classification of the vast amount of information and services present in digital 
health ecosystems.

• Dünnebeil et  al. (2013) address the design of value-added applications on a 
German healthcare telematics architecture. An electronic referral application is 
designed and implemented to illustrate the use of the architectural approach.

1.3.2  Clinical Protocols

The design of clinical protocols builds new treatment algorithms and procedures for 
the care of patients and communities. As new technologies (medical devices), drugs, 
and therapies become available, the methods of integrating these components into 
an effective treatment protocol must be designed and tested in appropriate environ-
ments. Exemplar projects and artifacts here are:

• A well-known Business Process Model and Notation (BPMN) is used to design 
clinical pathways by Braun et al. (2014). An example clinical process of wisdom 
tooth treatment illustrates the new modeling technique.

• Zhuang et al. (2013) design an intelligent decision support system in the context 
of pathology test ordering by general practitioners. The goal is to support GPs to 
order pathology tests more effectively and appropriately.

1.3.3  Medical Devices

The design and development of innovative medical devices present many exciting 
challenges to researchers. A significant challenge is the security of the software 
applications and the data generated by the device. Some interesting DSR projects 
include:

• Mauro et al. (2011) study the characteristics of medical devices in order to design 
a general framework for the integration of medical devices into the IT infrastruc-
ture of hospitals. Seamless sharing of information between devices and medical 
databases is proposed.

1 Design Science Research Opportunities in Health Care



8

• Weeding and Dawson (2012) design a laptop solution for providing healthcare 
information at the point of care in hospitals. Three design versions of the “laptop 
on trolley” solution are evaluated in an action research project.

1.3.4  Electronic Medical Records (EMRs)

The electronic medical record (EMR) holds great promise for streamlining the 
healthcare process across disparate providers and institutions. However, the obsta-
cles in both research and practice for implementing EMRs have been tremendous, 
and we are far from achieving the promised benefits. New design innovations are 
needed. Ongoing research on EMRs include:

• Adoption of electronic medical records has been slower than expected. Why? 
Ben-Zion et  al. (2014) propose 26 critical success factors along with design 
guidance for successful implementation of EMR.

• Liu and Zhu (2013) design an integrated e-service model that supports electronic 
medical services, EMRs, and application services.

1.3.5  Healthcare Data Analytics

The applications of business intelligence and data analytics to healthcare data are 
just beginning to realize great promise. New analytics algorithms and systems are 
being designed to capture, store, organize, and analyze the vast amounts of health-
care data available. Issues of patient privacy are paramount in this research. Some 
examples of healthcare data analytics research are:

• O’Connor et al. (2015) present the Supporting LIFE (Low-cost Intervention For 
disEase control) project. An innovative approach is designed for gathering 
healthcare data of seriously ill children in resource-poor environments.

• The lack of open-source platforms for the sharing of healthcare data has impeded 
collaboration among healthcare professionals and biostatisticians. Raptis et al. 
(2012) design such a web-based, open-source platform with a goal to enhance 
the quality of collaborative healthcare data analytics.

1.3.6  Healthcare Governance

Governance of critical medical and healthcare resources is a hugely important 
topic for design research. The intersecting roles of governments, nongovernment 
organizations (NGOs), and businesses (profit and nonprofit) in the establishment 
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of standards, policies, regulations, and societal morals are areas in need of design 
research. Cutting-edge thinking in healthcare governance is seen in these 
examples:

• Fitterer and Rohner (2010) present a networkability maturity model to assess a 
healthcare organization’s capacity to support effective collaborations of profes-
sionals in a healthcare delivery value chain. The model addresses the interrela-
tionships of strategy, organizational design, and IS design.

• A mashup-based interoperability framework is proposed by Sadeghi et al. (2012) 
to support more personalized healthcare system.

1.3.7  Healthcare Delivery Services

Much design research in the IT discipline has been devoted to advancing methods 
of delivery of healthcare services to a wider range of patients and communities. 
New applications of web-based and mobile technologies can revolutionize the ways 
in which medicine and treatments are delivered. The effectiveness and efficiencies 
of these new designs must be evaluated rigorously. We find a large number of 
research projects in this area to include:

• Ambient assisted living (AAL) holds great promise for many patients desiring 
home-based treatments. Menschner et al. (2011) introduce a novel approach for 
designing AAL services.

• Ojo et al. (2015) design and build a mobile phone texting (SMS) system to sup-
port the monitoring and delivery of health services to underserved and remote 
populations.

1.3.8  Public Health and Preventive Care

Issues of public health and the preventive care for the betterment of individuals, 
communities, and populations are in need of innovative design ideas. Major health 
problems of obesity, drug/alcohol abuse, and poverty-driven lifestyles will require 
new grand challenge solutions. Some public health design projects include:

• The use of persuasive technologies is a rapidly expanding field of interest in 
health care. Lehto (2012) discusses the theory and practice of designing health 
behavior change interventions.

• Silva and Correia (2014) address issues of aging in the design of online platforms 
for brain training, stories sharing, and elderly support.

1 Design Science Research Opportunities in Health Care
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1.3.9  Pharmaceutical Systems

The design of new drugs and drug treatment regimens is not widely found in the 
IT research literature. However, we envision opportunities for research in the 
design and delivery of innovative pharmaceutical systems and services using DSR. 
One example project is:

• The development of Internet-based pharmaceutical services would be an impor-
tant contribution to more effective chronic disease management. Lapão et  al. 
(2013) study new designs for better integration of pharmaceutical services with 
electronic health systems.

1.3.10  Miscellaneous

We identified several DSR healthcare projects that do not fit naturally into the above 
healthcare areas. They include:

• Rissanen (2014) argues that eHealth systems should project minimalism and 
aesthetic values in design. Examples of “machine beauty” in eHealth systems are 
presented and shown to better encourage healthier lifestyles.

• We have much to gain from a better understanding of alternative medical practices, 
such as traditional Chinese medicine (TCM). Vo et al. (2015) study TCM practices 
and develop an ontology to support integration with modern medical practices.

1.4  Healthcare Case Vignettes

To illustrate more deeply the benefits and assistance that can be gained by incorpo-
rating a DSR approach within healthcare contexts, two case vignettes are now 
briefly discussed. Vignette A focuses on the design of a noninvasive sensor solution 
for blood glucose detection, while vignette B adopts a DSR approach to assist in the 
development of a calorie cruncher Facebook application.

1.4.1  Vignette A: Sensors for Monitoring Blood Glucose

Recognizing the growing problem of diabetes globally and the limitations of current 
blood monitoring techniques, Adibi et al. (2017) have set about to develop a sensor 
solution to test blood glucose noninvasively, i.e., without finger pricking. This 
approach is based on terahertz-enabled biosensors. In order to move from idea to 
realization successfully and expeditiously, they followed a DSR process as described 
in Table 1.2 Column 3.

A. R. Hevner and N. Wickramasinghe
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Table 1.2 Vignette cases and DSR process mapping

DSR process 
stages DSR description

Vignette A: Application for 
sensors

Vignette B: 
Application for 
Calorie Cruncher

Problem 
identification and 
motivation

Defining the specific 
research problem and 
justifying the value of a 
solution based on 
knowledge of the state 
of the problem

With an increasing diabetes 
population, and the 
disadvantages of 
conventional blood glucose 
tests, the lack of a reliable 
and easy-to-use noninvasive 
technology solution to 
monitor blood glucose 
motivates the research

Data collection for 
the measurement of 
the influence of 
Facebook friends on 
the individual’s body 
weight
Design implications 
for the Health 2.0 
Facebook application

Definition of 
objectives of the 
solution

The objectives can be 
qualitative or 
quantitative, i.e., create 
or improve an artifact, 
respectively, based on 
knowledge of the state 
of the problem and 
current solutions, if 
any, and their efficacy

The objective is to create 
and refine an artifact, i.e. the 
sensors

Design of an 
application (the 
artifact) that 
incorporates different 
features based on 
different mechanisms 
that influence 
health-related 
behaviors

Design and 
development

Creating the artifact, 
including the desired 
functionality and its 
architecture based on 
knowledge of theory 
that can be used to bear 
in a solution. This is 
usually an iterative 
process

Through several iterations, 
the exact range for the 
frequency for the needed 
terahertz wave beam is to be 
identified. Once the narrow 
range for the frequency for 
the terahertz wave is 
identified, the CAD/CAM 
programming will occur

Design of the Calorie 
Cruncher Facebook 
application based on 
14 qualitative 
interviews

Demonstration Demonstrate the use of 
the artifact to solve the 
problem

Simulation-based: This will 
be done in a lab using their 
simulation setup and 
mannequins
Clinical: Demonstration of 
the use of a new device to a 
sample of targeted patient 
population

Proof of concept of 
the Calorie Cruncher 
Facebook application

Evaluation Iterate back to better 
design the artifact if 
needed

Simulation-based: As 
needed, iterations will take 
place to fine-tune the 
needed range for the 
terahertz wave projections
Clinical: Iterative 
evaluations to ensure that 
the prototype is truly 
tailored to meet clinical 
requirements for the 
targeted population

Identification of 
areas to improve the 
Calorie Cruncher 
application

(continued)
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1.4.2  Vignette B: Calorie Cruncher

Globally, clinical obesity is becoming a serious problem. Leveraging previous work 
on social influences, Wickramasinghe et al. (2014) develop a Facebook application 
“Calorie Cruncher” to enable friends to share their exercise and diet regimens and 
thereby invoke social influences to support their healthy eating/healthy lifestyle 
strategies. In developing this solution, a DSR process was adopted and found to be 
most helpful in developing a suitable user-friendly solution. Table 1.2 Column 4 
highlights key aspects.

These case vignettes serve to illustrate the benefits of adopting a rigorous DSR 
approach in the context of designing and developing solutions for healthcare con-
texts. The key benefits achieved in the two examples include high user satisfaction 
and tailoring of the solution to specifically meet users’ needs in a reasonable time 
frame.

We can see that in both case vignettes, the respective solutions exhibit aspects 
that are both innovative and purposeful. Specifically, in vignette A the noninvasive 
approach using terahertz technology is an extremely innovative application of using 
a specific technology solution; namely, terahertz capabilities, to measure a very key 
healthcare metric, blood glucose. The measuring of the blood glucose is thus pur-
poseful as it is focused on a singular task, that of measuring the level of glucose in 
the blood. As noted earlier, the purpose of improving the effectiveness and effi-
ciency of the context, in this instance, a noninvasive approach to measure blood 
glucose, is at the center of its innovativeness. The utility of the artifact and the 
characteristics of the targeted application—its work systems, its people, and its 
development and implementation methodologies—together determine the extent to 
which that purpose is achieved, in this case how accurate is the noninvasive measur-
ing of the blood sugar and does it better meet the needs of the patient and healthcare 
provider. The new ideas assist to improve and adapt to reach a better end state. 
However, we also note that the solution exhibits aspects of a purposeful innovation 
too since it is focused on measuring blood glucose. As can be seen in Table 1.2 
above, to ensure the purpose was achieved successfully, it was necessary to traverse 
iterative cycles of constructs, models, methods, and instantiations.

Table 1.2 (continued)

DSR process 
stages DSR description

Vignette A: Application for 
sensors

Vignette B: 
Application for 
Calorie Cruncher

Communication Publish and let the 
value of the solution 
talk about itself

This will include conference 
publications, journal 
publications, and other 
presentation activities

Conference 
publication to 
communicate and 
discuss the results in 
order to develop this 
project further
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In vignette B—Calorie Cruncher—a similar juxtaposition is evident. Hence, the 
use of the Facebook application is both innovative and also purposeful as it focuses 
specifically to assist the individual to better manage their weight to achieve a healthy 
lifestyle. These vignettes thus also enable us to see that there exists a synergy 
between innovative and purposeful elements in all such technology innovations for 
health care as well as other domains. Often the more innovative the solution, the 
more challenging it is in a healthcare context to secure the support of the end users, 
and hence, it becomes more important to carefully traverse the steps in the iterative 
DSR process cycles.

As is intellectually obvious but often forgotten in practice when developing tech-
nology solutions for healthcare contexts, there are often different users in health 
care all working with the same system. This includes surgeons, physicians, nurses, 
and allied health professionals as well as patients to name just a few key user groups. 
Such a heterogeneous group of end users necessitates care in development so that 
all user needs are identified and addressed as far as practically possible. A case in 
point concerns a nursing informatics solution designed by the software vendor 
SmartWard. In this context, Nguyen and Wickramasinghe (2017) used DSR to eval-
uate the system and identify areas in which the system can be further enhanced in 
order to better meet/support respective user needs including patients, physicians, 
nurse unit managers, and nurses. The designed solution enables a clearer picture of 
how the nursing informatics artifact disrupts many processes traditionally used by 
nurses using paper-based reporting at the bedside. Thus, it is also possible to use 
DSR as an analytic lens to evaluate existing solutions and from this perspective 
develop appropriate enhancements and/or strategies to make the adoption and diffu-
sion of the system as well as user adoption more successful. This is further sup-
ported to illustrate the power of the DSR approach not only as a tool to assist in 
designing and development but also to facilitate evaluation and enhancing a given 
solution in a myriad of healthcare concepts. Given the rapid embracement of tech-
nology in healthcare, this becomes an important consideration.

1.5  Discussion

The field of healthcare is ripe with opportunities for the design of innovative and 
purposeful IT artifacts to improve current situations. Today, technology is a strate-
gic necessity in various aspects of healthcare including acute care contexts, home 
monitoring, billing, and chronic disease management. However, to date, while we 
are seeing adoption of technology in healthcare significantly increasing in most 
instances, most if not all user groups are less than satisfied, and higher value care is 
not ensuing as expected. We suggest that this might at least in part be due to these 
systems not being fully fit for purpose with a lack of recognition of multiple user 
needs including patients, doctors, nurses, and hospital administrators. To address 
this we proffer that a DSR approach might be the most effective way to address 
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apparent user dissatisfaction and create solutions that are more suited to all user 
needs and purposes.

An effective way to view the iterative DSR method is via three intersecting 
cycles as shown in Fig. 1.1 (Hevner 2007).

• The Relevance Cycle bridges the healthcare environment of the improvement 
project with the DSR activities. The focus in the Relevance Cycle is the purpose-
fulness of the design improvements to be made by the new artifact. What are the 
practical goals that must be achieved in order to solve the healthcare problem or 
address the opportunity offered? How can this improvement be measured in the 
healthcare context? The output from DSR must be returned into the environment 
for study and evaluation in the application domain.

• The Rigor Cycle connects the design science activities with the healthcare 
knowledge bases of technical and scientific foundations, experience, and exper-
tise that informs the improvement project. Here innovation is the key criterion. 
The Rigor Cycle provides past knowledge to the research project to ensure its 
innovation. The design and/or the use of the artifact must provide new knowl-
edge to the organization. This knowledge is validated by clear evidence of the 
improvements to the healthcare environment.

• The internal Design Cycle is the heart of any DSR project. This cycle of design 
activities iterates rapidly between the construction of the healthcare artifact, its 
evaluation, and subsequent feedback to refine the design further. This cycle gener-
ates design alternatives and evaluates the alternatives against requirements until a 
satisfactory design is achieved. As discussed above, the requirements are inputted 
from the Relevance Cycle, and the design and evaluation theories and methods are 
drawn from the Rigor Cycle. However, the Design Cycle is where the hard work 
of DSR is done. It is important to understand the dependencies of the Design 
Cycle on the other two cycles while appreciating its relative independence during 
the actual execution of the improvement project.

Fig. 1.1 Three-cycle DSR method (Adapted from Hevner 2007)
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We suggest that faithful adherence to the DSR approach should result in better 
outcomes in the introduction of new healthcare artifacts that are both purposeful and 
innovative. We are encouraged to see the increasing use of DSR in healthcare 
improvement projects as demonstrated by the examples presented in Sects. 3 and 4.

1.6  Conclusions

The goals of this chapter are to survey the state of IT innovation in the field of 
healthcare and to propose the use of design science research (DSR) as a promising 
method to enhance the acceptance of future IT innovations. The potential for inno-
vation in healthcare is enormous given the current challenges faced in public health 
and clinical arenas. However, expectations for major breakthroughs have yet to be 
achieved. Via a qualitative survey of recent healthcare projects that apply DSR 
methods, we identify ten areas of ongoing design research. Then, two cases are 
explored in more detail to demonstrate the use of DSR in challenging healthcare 
environments. Goals of purposefulness and innovation are identified in the projects. 
DSR supports the requisite needs of relevance and rigor in healthcare IT projects.
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Chapter 2
Using a Survey Methodology  
to Measure User Satisfaction  
with Clinical Information Systems

Jonathan L. Schaffer, Peter Haddad, and Nilmini Wickramasinghe

2.1  Introduction

The healthcare industry is investing heavily in health information systems to 
enhance patient outcomes, efficiency, and financial performance (Wickramasinghe 
and Schaffer 2010). Most recently, Gartner has ranked the healthcare industry as the 
fifth highest spender on information systems/information technology (IS/IT) at 
~USD108 billion, with an increase of 2.7% compared to 2013 (Gartner 2015). In 
Australia, we are now witnessing this trend with significant investments being made 
by various healthcare organizations for various technology solutions to provide and 
enable better care delivery (Haddad et al. 2015). IT user satisfaction has been shown 
in various academic and nonacademic publications as a determinant for successful 
IS/IT projects (Adam Mahmood et al. 2000; Maldonado and Sierra 2013; Dwivedi 
et al. 2013; Abelein and Paech 2015). The focus of the vast majority of the current 
literature are on the factors that affect IT user satisfaction. For example, user 
involvement in systems development, perceived usefulness, user experience, orga-
nizational support, and user attitude toward the IS were reported as key factors 
influencing user satisfaction in general with IS/IT (Adam Mahmood et al. 2000) and 
that is in agreement with numerous other studies (Dwivedi et al. 2013; Xiong et al. 
2014; Bharati and Chaudhury 2006). While examining IS/IT user satisfaction in 
healthcare has a lengthy history (Adler 2007; Ammenwerth et al. 2006; Cresswell 
et al. 2013; Nguyen et al. 2015), measuring user satisfaction with clinical informa-
tion systems lags behind. This examination of the overall user satisfaction with four 
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clinical information systems qualitatively with the use of descriptive analysis identi-
fies the relationship between the overall satisfaction and five aspects of clinical 
information systems, namely, key functionalities; efficiency of use; intuitiveness of 
graphical user interfaces (GUI); communications, collaboration, and information 
exchange; and interoperability and compatibility issues.

2.2  Methods

An online survey was conducted to collect data on clinical IT user satisfaction at a 
tertiary, not-for-profit, private healthcare group in Australia. The adopted survey 
instrument was first tested in another healthcare context to ensure validity of the 
instrument. As recommended by Miller, three inputs can be used to determine the 
design of a user satisfaction survey, namely, the objective of the survey, the users’ 
characteristics, and the resources available (Miller 2004). The objective of this sur-
vey was to develop a valid measurement of clinical IT user satisfaction. As the 
participants are predominately clinicians whose schedules are always busy, the 
design of the survey took this issue into consideration. The survey is relatively short 
and enables the users to skip sections that are irrelevant. As the selected case is a 
large healthcare group with multiple sites and locations, an online survey was the 
preferred option to collect the data. The respondents needed to click a hyperlink to 
the online survey prior to answering the questions, and a detailed participant infor-
mation sheet was presented to the respondents about the purpose of this study and 
how they can take part in it. A total of 107 respondents answered the questionnaire. 
Due to missing information and incomplete responses, 76 valid questionnaires were 
used to present the results on clinical IT user satisfaction in the selected context of 
this study. The response rate was 38.3%. This rate is approximately 3% greater than 
the average response rate for studies that utilized data collected from organizations 
through questionnaire/survey methods as was measured by Baruch and Holtom 
(2008). The questions were focused on four main clinical information systems 
(Table 2.1) used by various clinicians at the selected healthcare group.

2.3  Results

2.3.1  CIS User Satisfaction

The respondents were first asked on how often they use clinical information systems 
(CIS) in their daily work with patients. To avoid any confusion, the survey defined 
a CIS as “any kind of clinical information and communication technology (ICT) 
system to support patient care (e.g., managing patient information and paperwork, 
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patients’ medication, diagnostic findings, required investigations, etc.).” 51% of the 
respondents stated they had used CISs several times per day (Fig. 2.1a).

The most used CIS in the examined group of systems was SMR with 97% of the 
respondents answered with Yes on the question whether they use this system in their 
daily work. RRV was the second common CIS with 47%, followed by CPOE with 
13%, and CAT with only 3% of the population said they had used it in their daily 
work (Fig. 2.1b).

Answering the question on how the participants were satisfied with the four 
examined systems, RRV was the most satisfying CIS with 63% of the participants 
satisfied and 6% very satisfied with it as Table 2.2 summarizes.

In order to identify the reasons behind these levels of satisfactions, the respon-
dents were asked to evaluate sets of statements on their use of the examined systems 
to perform their tasks. From a system functionality perspective, these statements 
covered providing decision-making support, preventing medication errors, visual-
izing data and information to facilitate better work flow, improving health outcomes, 

Table 2.1 The studied CISs in this study and their descriptions

CIS Description

Computerized 
physician order 
entry (CPOE)

This CPOE system is used at the selected healthcare group to facilitate 
electronic scheduling for oncology patients which was originally a 
paper-based system at multiple sites and to help with designing its 
chemotherapy protocols and related processes such as nurse assessment and 
notes and radiology planning for cancer patients

Scanned Medical 
Records (SMR) 
system

SMR is a clinical information system which is seen as a cornerstone of the 
vision of EMRs. The system is customized and designed to make daily 
clinical practice easier by enabling higher speed and quality in capturing 
and distributing health information. The system is web-based and consists 
of a number of modules such as scanning medical records, e-forms, 
e-results, and other modules around medical images and medications. The 
main functions of the system that currently are being used in the selected 
case are scanning medical records, coding clinical episodes, and tracking 
paperwork around admissions. The system is used and fully interfaced by 
seven different pathology and three radiology providers. From a hardware 
perspective, the system comprises about 30 document scanners and more 
than 155 computers

Clinical Audit 
Tool (CAT)

Used as an electronic clinical audit tool. Aims at allowing doctors and other 
clinical users to create records for each operation or admission that occurs 
within each specialty. The record will include a structured data set, 
representing all of the information pertinent to clinical audit within that 
specialty
Recently, CAT for General Surgery and Spinal Surgery went live at the 
selected case. Both of these projects have extensive clinical content relevant 
to each specialty. They are also both integrated directly with the group’s 
PAS via HL7. The integration includes patient demographics, diagnosis, 
theater details, and discharge information

Radiology Results 
Viewer (RRV)

A web-based application that is embedded within SMR to enable viewing 
medical images. It supports multimodality readings and has a customized 
toolset to increase the efficiency of results reading

For ethical considerations, the names of the studied CISs are pseudonym
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improving access to important clinical information (lab, radiology, pathology) and 
documenting these information, improving the quality of information available, and 
reducing duplicity of effort. As RRV and CPOE were the most and least satisfying 
CIS, we compared the responses of the statements regarding these two systems. The 
comparison covered five primary aspects: key functionalities; efficiency of use; 
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Fig. 2.1 (a) How often CISs are used by the respondents. (b) The percentage of users who use the 
examined CISs for their daily work

Table 2.2 The overall satisfaction with the examined CISs in the selected case

CIS 1 2 3 4 5

CPOE 50% 50%
SMR 22% 22% 23% 33%
CAT 100%
RRV 6% 25% 63%

1: very dissatisfied, 2: satisfied, 3: neutral, 4: satisfied, 5: very satisfied
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intuitiveness of graphical user interfaces (GUI); communication, collaboration, and 
information exchange; and interoperability and compatibility issues. The summary 
of this comparison in the area of key functionalities is presented in Table 2.3.

Similar comparisons showed that CPOE has challenges with efficiency of use, 
intuitiveness, and supporting information exchange, communication, and collabora-
tion in the clinical space. Although the majority of the users thought CPOE was a 
reliable system, there is an agreement that the system is not easy to communicate 
with other systems in a way that enables interoperability. On the other hand, RRV 
seemed to be accepted by the majority of the respondents in terms of its key func-
tionalities (Table 2.3), efficiency of use compared with using paper to facilitate the 
daily tasks, intuitiveness of GUI, and supporting collaboration in the clinical space. 
However, RRV seemed to be struggling in terms of supporting access to information 
in a timely manner.

2.3.2  Training and Technical Support Satisfaction

The respondents were surveyed on their satisfaction with IT equipment and systems 
(hardware and software) in the workplace (Fig. 2.2).

The selected case has an IT hotline in place, the majority of the respondents said 
they had rarely used this service (79%), and 8% said they had never used it. 29% of 
the respondents stated that their IT problems were solved immediately over the 
phone. Similarly, IT-on-call-duty is never used by the respondents. This service 
relates to IT emergencies and interruptions during the night and on weekends. 

Table 2.3 A comparison between the most and least satisfying CIS in the selected case

Statement CIS 1 2 3 4 5

This CIS provides support for decision making 
(reminders and warnings)

CPOE 50% 50%
RRV 20% 47% 13% 20%

This CIS helps prevent medication errors CPOE 50% 50%
RRV 31% 44% 19% 6%

This CIS provides a proper summary view (e.g., daily 
treatment chart) of the patient

CPOE 50% 50%
RRV 38% 31% 25% 6%

This CIS helps to improve health outcomes CPOE 50% 50%
RRV 13% 19% 50% 19%

This CIS improves access to important clinical 
information (lab, radiology, pathology)

CPOE 50% 50%
RRV 19% 44% 38%

This CIS improves the quality of information available CPOE 50% 50%
RRV 0% 25% 56% 19%

This CIS reduces duplicity of effort CPOE 50% 50%
RRV 6% 50% 31% 13%

This CIS makes documentation of clinical information 
easier

CPOE 50% 50%
RRV 6 % 13% 19% 50% 12%

2 Using a Survey Methodology to Measure User Satisfaction with Clinical…
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Asked about the level on onsite support, 50% of the respondents were neutral, 35% 
were satisfied, and 10% were very satisfied.

The survey then asked on the amount of trainings which the respondents had 
attended in the last 12 months. The majority of the respondents stated they had received 
no training at all, and around 87% of them were dissatisfied with IT training.

2.4  Discussion

This study was performed to qualitatively gain a better understanding of the levels 
of user satisfaction with four clinical information systems at an Australian health-
care group. Descriptive analysis was also used in this study. The four clinical infor-
mation systems were of different objectives, the CPOE helps with facilitating 
electronic drug prescribing, CAT helps create an electronic record for every and 
each admission to the healthcare group, RRV enables fetching radiology images 
electronically, and SMR is designed as a system that enables storing all medical 
records at the selected case in a scanned form. These systems were examined against 
five primary areas of investigation: key functionalities; efficiency of use; intuitive-
ness of graphical user interfaces (GUI); communication, collaboration, and infor-
mation exchange; and interoperability and compatibility issues.

The majority of the participants in this study were satisfied with RRV and dis-
satisfied about CPOE, and 47% of the participants were satisfied with RRV. RRV is 
the least expensive system within the examined group of clinical information sys-
tems. Yet, it is the most satisfactory system to the majority of its users. The analysis 
shows that CAT is not widely used at the selected case, and all of its users were 
neutral about it. This is understandable as the system had been recently implemented 
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at the time of data collection and building conclusions about it might be practically 
challenging. The most utilized system was SMR with about 97% of the participants 
using it. The system is seen as a necessary step to EMRs by digitizing all medical 
records around all admissions that occur at the different sites of the group. Currently, 
it is used mainly to scan medical records, code clinical episodes, and track paper-
work around every admission to all sites of the group.

The system is relatively inexpensive to operate and maintain and is easy to use as 
described by the majority of the participants. This system, however, suffers from its 
limited functionality. It is understood that it does not offer the medical records in a 
way that enables data analytics or business intelligence. This limitation makes this 
system incapable of coping with today’s digital requirements of healthcare delivery. 
Further, although the system is used group-wide, it only covers inpatient, leaving 
outpatients out of its scope. The most satisfying system as the results show was 
RRV, with almost 70% of the participants satisfied and very satisfied with it. A num-
ber of characteristics of RRV significantly contributed to this high satisfaction level 
as the results show. These include supporting information exchange, communica-
tions, and collaboration in the clinical space, intuitiveness of user interface, effi-
ciency of use, and the key functionality of the system in terms of improving access 
to important clinical information as well as providing the clinicians with quality 
information that support their decisions around respective care episodes. In addi-
tion, documenting clinical information is also easily enabled by using RRV as the 
results show, which contributed to the high level of satisfaction with using this 
system.

In contrast, CPOE was the least satisfactory system for the participants with 50% 
of the participants dissatisfied and 50% very dissatisfied with it. CPOE is a sophis-
ticated system that is used primarily by a limited number of clinicians in the area of 
cancer care for drug prescribing and patient scheduling, which explains the low 
percentage of use (13%), unlike SMR, for example, which is used by all clinicians 
in the selected case. The main factors that contributed to lower levels of satisfaction 
with this system relate to its functionality, ease of use, technical problems, and intu-
itiveness of the user interface. Indeed 100% of the participants stated that working 
on paper is more efficient than using the system that is due to technical problems 
faced by the clinicians with logging in (takes extended times), entering data, and 
extracting information of the system. As these activities tend to be lengthy proce-
dures and require a broader bandwidth by the clinicians to deal with, 100% of the 
participants agreed that the use of this system is distracting them from paying atten-
tion to their patients. Further, the studied CPOE does not seem to support informa-
tion exchange, communication, and collaboration within the clinical domain, with 
100% of the participants agreeing that this system does not support delivering infor-
mation about patients to clinicians within or across healthcare providers.

The level of training and technical support on spot have also contributed to the 
overall satisfaction of CIS users at the selected case. The results show that the 
majority of participants were satisfied with the IS/IT equipment they have and 
thought they were appropriate for the type of work assigned to them. However, the 
level of training both in-house and external was way below the expectations and 
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needs of the users as the results show. Indeed, both CPOE and CAT received lower 
satisfaction scores due to lacking a proper training that tracks the progress of their 
utilization of the system and realizing its benefits. The overall satisfaction seems 
also to be affected by the level of technical support provided on spot. Although all 
of the participants were happy about the level of help desk provided to them, this 
support is limited to normal technical issues. With more complex enquiries about 
sophisticated systems, the technical support seemed to struggle to meet the actual 
needs of users. Two of the main facilities available for users to use to receive techni-
cal support were barely used. These are the IT hotline and IT-on-call-duty services. 
It is not clear from the results why these are not utilized by the users, which needs a 
further investigation.

The implications of this study cover both theory and practice. Theoretically, the 
survey instrument may be used by various types of hospitals and healthcare organi-
zations in general to understand the overall user satisfaction with their clinical infor-
mation systems. This is particularly timely with the ever-increasing trend to 
implement electronic medical records (EMRs) in Australia and globally. One of the 
factors that make this survey valid for different contexts is its coverage to various 
aspects around the usefulness of clinical information systems in today’s healthcare 
delivery. This includes the systems compatibility with clinicians’ tasks in terms of 
core functionalities, efficiency of use, intuitiveness of user interfaces, accessibility 
of information, support of collaboration, and interoperability, compatibility, and 
reliability of the studied systems.

Practically, the results of this study help decision makers and top management at 
hospitals to better understand the actual needs of clinical information systems’ users 
to better utilize CIS as contemporary assets (Fichman and Melville 2014; Davern 
and Kauffman 2000). This is crucial with the increased investments in IS/IT in 
healthcare. Today, healthcare is ranked fourth in investing in IS/IT after retail, bank-
ing and securities, and education (Gartner 2015). The study also shows that CIS 
users are likely to be satisfied if the systems are intuitive and easy to use and enable 
better access to medical information in a timely manner. This agrees with numerous 
studies in the literature. See, for example, (Adler 2007; Ammenwerth et al. 2006; 
Cresswell et  al. 2013; Haddad et al. 2014; Nguyen et al. 2015; Wickramasinghe 
et al. 2014). The results also show that decision makers will need to pay attention to 
training and technical support channels. The amount and quality of training are key 
aspects of user satisfaction as the results show. While it is not clear why the vast 
majority of the participants in this study did not use the IT hotline and IT-on-call- 
duty services based on the data, further investigation on this matter is likely to clar-
ify this behavior and how to minimize its impact on the overall user satisfaction with 
clinical information systems.

This study has several limitations. First, the sample size is relatively small and 
only covers one healthcare organization. Second, the structure of the survey is pre-
dominantly qualitative and meant to evaluate the overall user satisfaction with their 
clinical information systems.
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2.5  Conclusion

This study set out to evaluate the overall user satisfaction with clinical information 
systems at an Australian tertiary, not-for-profit, private healthcare group. Different 
constructs were considered to evaluate the user satisfaction. The results show that 
intuitive, easy-to-use, and collaboration enabling systems are more likely to satisfy 
their users. The level of technical support and training seem to play key roles in 
determining user satisfaction in the clinical domain. Future research directions 
include fine-tuning the survey to quantitatively determine user satisfaction based on 
its constructs in this study, i.e., systems compatibility with clinicians’ tasks in terms 
of core functionalities, efficiency of use, intuitiveness of user interfaces, accessibil-
ity of information, support of collaboration, and interoperability, compatibility, and 
reliability of the studied systems. Also, examining the impact of user satisfaction on 
the business value of IS/IT in healthcare and moderating role of proper training, 
coaching, and change management practices on this relationship is planned to be the 
second phase of this study. A comparison between different healthcare providers is 
also beneficial and planned to be conducted in the future. Finally, this study high-
lights the benefits of a survey methodology. The survey used was designed and 
tested in specific healthcare contexts to establish its validity. A survey methodology 
can be an appropriate and very meaningful approach to capture key insights from 
various users, but often further follow-up research is needed to fully understand and 
unpack key insights gained.

References

Abelein, U., & Paech, B. (2015). Understanding the influence of user participation and involvement 
on system success–A systematic mapping study. Empirical Software Engineering, 20, 28–81.

Adam Mahmood, M. O., Burn, J. M., Gemoets, L. A., & Jacquez, C. (2000). Variables affect-
ing information technology end-user satisfaction: a meta-analysis of the empirical literature. 
International Journal of Human-Computer Studies, 52, 751–771.

Adler, K. G. (2007). How to successfully navigate your EHR implementation. Family Practice 
Management, 14, 33.

Ammenwerth, E., Iller, C., & Mahler, C. (2006). IT-adoption and the interaction of task, technol-
ogy and individuals: a fit framework and a case study. BMC Medical Informatics and Decision 
Making, 6, 3.

Baruch, Y., & Holtom, B.  C. (2008). Survey response rate levels and trends in organizational 
research. Human Relations, 61, 1139–1160.

Bharati, P., & Chaudhury, A. (2006). Product customization on the web: An empirical study of 
factors impacting choiceboard user satisfaction. Information Resources Management Journal, 
19(2), 69–81.

Cresswell, K.  M., Bates, D.  W., & Sheikh, A. (2013). Ten key considerations for the success-
ful implementation and adoption of large-scale health information technology. Journal of the 
American Medical Informatics Association, 20, e9–e13.

Davern, M. J., & Kauffman, R. J. (2000). Discovering potential and realizing value from informa-
tion technology investments. Journal of Management Information Systems, 16, 121–143.

2 Using a Survey Methodology to Measure User Satisfaction with Clinical…



28

Dwivedi, Y. K., Kapoor, K. K., Williams, M. D., & Williams, J. (2013). RFID systems in libraries: 
An empirical examination of factors affecting system use and user satisfaction. International 
Journal of Information Management, 33, 367–377.

Fichman, R.  G., & Melville, N.  P. (2014). How posture-profile misalignment in IT innova-
tion diminishes returns: Conceptual development and empirical demonstration. Journal of 
Management Information Systems, 31, 203–240.

Gartner, I. (2015). Gartner Says Worldwide IT Spending Across Vertical Industries to Decline 3.5 
Percent in 2015. Stamford, CT: Gartner.

Haddad, P., Gregory, M., & Wickramasinghe, N. (2014). Evaluating business value of IT in health-
care in Australia: The case of an intelligent operational planning support tool solution. In Bled 
2014. AIS Electronic Library.

Haddad, P., Schaffer, J., & Wickramasinghe, N. (2015). Evaluating business value of IT in health-
care: Three clinical practices from Australia and the US. In  MEDINFO 2015: EHealth-enabled 
health: Proceedings of the 15th world congress on health and biomedical informatics (p. 183). 
Amsterdam: IOS Press.

Maldonado, M., & Sierra, V. (2013). User satisfaction as the foundation of the success following 
an ERP adoption: an empirical study from Latin America. International Journal of Enterprise 
Information Systems (IJEIS), 9, 77–99.

Miller, L. (2004). User satisfaction surveys. Australasian Public Libraries and Information 
Services, 17, 125.

Nguyen, L., Haddad, P., Mogimi, F., Coleman, K., Redley, B., Botti, M., & Wickramasinghe, N. 
(2015). Developing an information system for nursing in acute care contexts. In PACIS 2015 
Proceedings, Singapore, 2015.

Wickramasinghe, N., & Schaffer, J. L. (2010). Realizing value driven e-health solutions, Improving 
healthcare series. Washington, DC: IBM Center for the Business of Government.

Wickramasinghe, N., Kent, B., Moghimi, F., Stien, M., Nguyen, L., Redley, B., Taylor, N., & Botti, 
M. (2014). Using technology solutions to streamline healthcare processes for nursing: The case 
of an intelligent operational planning support tool (IOPST) solution. In N. Wickramasinghe, 
L.  Al-Hakim, C.  Gonzalez, & J.  Tan (Eds.), Lean thinking for healthcare (pp.  405–430). 
New York: Springer.

Xiong, B., Skitmore, M., Xia, B., Masrom, M. A., Ye, K., & Bridge, A. (2014). Examining the 
influence of participant performance factors on contractor satisfaction: A structural equation 
model. International Journal of Project Management, 32, 482–491.

J. L. Schaffer et al.



29© Springer International Publishing AG, part of Springer Nature 2018
N. Wickramasinghe, J. L. Schaffer (eds.), Theories to Inform Superior Health 
Informatics Research and Practice, Healthcare Delivery in the Information Age, 
https://doi.org/10.1007/978-3-319-72287-0_3

Chapter 3
Application of Hermeneutics  
in Understanding New Emerging  
Technologies in Health Care: An Example 
from mHealth Case Study

Zaid Sako, Sasan Adibi, and Nilmini Wickramasinghe

3.1  Introduction

Information technology innovation continuum is creating new and innovative solu-
tions for different industries. Particularly, the healthcare industry is witnessing a new 
era of innovation as new emerging technologies such as Mobile Health (mHealth) 
and wearable and sensor technologies are being introduced to fight and manage 
 diseases at both global and individual level to deliver better health management 
 platforms. These technologies are delivering innovative solutions through mobile 
devices that facilitate disease management, tracking of movement and location for 
fitness and exercise and tracking of different biological signs through smart sensors. 
These innovative solutions are empowering people and patients to be proactive in 
managing their health as devices act as a getaway for accessing healthcare services 
through the exchange of data and information. The exchange of data is through 
secure data transfer mechanisms between patients and healthcare professionals. The 
data contains valuable information, and it is the primary driver for the treatment of 
diseases and empowerment of individuals to self-manage their health (Fig. 3.1).

While new technologies are introduced and solutions have been created, how 
does one interpret the data captured by such devices to learn more about the under-
lying IT solution that facilitates the transaction between the different stakeholders 
of an IT healthcare solution? More specifically, from a research perspective, how 
does accessing secondary data produced by the devices allow the researchers to 
understand if the technology is delivering the desired outcome? While from the 
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healthcare point of view, how does one evaluate the quality of a solution and whether 
it is delivering accurate healthcare services?

The technologies are new to the health domain and require a well-established 
research method to understand how they operate, specifically the IT solution that is 
delivering healthcare services to people and patients. Although today’s modern data 
analytics platforms are extracting new insights from such technologies to create 
business values and answer some of the business questions, yet from a scientific 
perspective, it can be challenging. A way to approach the analysis of secondary data 
from new, emerging technologies can be accomplished through hermeneutics. 
Hermeneutics has long been applied in studies where the texts/artefacts are distant 
from its original authors. The application of hermeneutics in new emerging tech-
nologies is to gain a window through interpretation, into the phenomena lived by the 
patients interacting with healthcare professionals for the management of diseases 
while using any of the technologies. The essence of interpretation in such case is to 
understand how the technology is operating, the quality of the primary driver of the 
technology being data and the integrity of the information based on the data.

With the technologies introduced at the start of the chapter and how they are cur-
rently being used in the healthcare domain, this following two sections introduce 
hermeneutics with background around hermeneutics in the information systems (IS) 
domain and an example from a current research in progress where hermeneutics is 
used for analysing secondary data based on an mHealth solution for diabetes.

3.2  Hermeneutics

The term hermeneutics is a modified transliteration of the Greek verb ‘herme-
neuein’, a term that means to express aloud, to explain or interpret and to translate 
as explained by Schmidt (2014), and it is a technique derived from the interpretive 
paradigm (Grbich 2013).

Fig. 3.1 Example of how technologies are becoming a getaway for patients accessing healthcare 
services
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It is also known as the process for making a meaning (Esterberg 2002). Hermeneutics 
was thought to have originated as the study of the interpretation of the Bible (Lee and 
Dennis 2012) and has been applied in the interpretation of previous work of authors 
who studied the Bible (Black 2006). Historically, and in ancient Greek, it was believed 
that Hermes, the mythological messenger god, was equipped with language and 
understanding that enabled him to interpret the messages from the gods and deliver 
them to the mortals (Butler 1998). This mythological example illustrates the process 
for interpreting messages and communicating them with people. The four key terms 
of language, understanding, interpretation and communication, from the example, are 
key to hermeneutics. In research, the researcher must be equipped with the language 
of the subject understudy, understands the messages (data, texts, artefacts) and has a 
method to interpret the texts to effectively communicate the results from the study to 
the audiences. Although equipped with language and understanding, the interpretation 
can become an issue. When interpretation becomes an issue, it is an issue of unintel-
ligibility, and it occurs when a person does not understand an artefact that he or she 
came across, and it is known as rebelling against successive smooth understanding 
(Tkácik 2016). In research, unintelligibility can occur when the researcher accesses 
secondary artefacts that are distant from their original authors and has no access to the 
language that would enable an understanding of the artefacts.

The objective of using hermeneutics in research is to interpret texts that would 
allow an understanding of a phenomena and peoples’ actions and behaviour and to 
address questions that fall under the interpretive paradigm. IS research can be clas-
sified as interpretive if it is assumed that our knowledge of reality is gained only 
through social constructions such a language, consciousness, shared meanings, 
documents, tools and other artefacts (Klein and Myers 1999). Interpreting texts 
through Hermeneutics is not an easy task and requires in depth understanding of 
hermeneutics and the interpretation process. The problem with interpretation is that 
it is a twofold problem. The first is avoiding projecting one’s own viewpoint on the 
text, and the second is the need to successfully communicate to a variety of audi-
ences (Coelho 2001). However, ones’ own perceptions and experiences in a subjec-
tive, cultural and historical, as referred to as the lifeworld, can be included in the 
interpretation of texts (Høiseth and Keitsch 2015).

In IS domain, hermeneutics has had a dominant role in the interpretation of infor-
mation technology(IT)-/IS-related studies, and the results are quite interesting as 
they provide a fresh view of the IT systems. The widely known paper of Klein and 
Myers (1999) for set of principles in conducting hermeneutics in IS, Introna (2001) 
for hermeneutics and meaning making in IS, Boydens and van Hooland (2011) 
using hermeneutics in quality of empirical databases and Acker (2015) toward a 
hermeneutics of data are few examples where hermeneutics is key ingredient to the 
study. They all seek to make meaning of the study and providing guidance in finding 
a meaning to the study.

Hermeneutics can help render the meaning of a text (object or phenomenon), 
which has become obscured or ‘distanced’ in some way, thereby making it no longer 
immediately obvious (Robert et al. 2011). An obvious everyday example that does not 
require interpretation is a STOP sign as it is either understood or not (Schmidt 2014). 
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When is hermeneutics needed? Hermeneutics can provide a rich, detailed interpreta-
tion of peoples’ experience and texts (Grbich 2013). Traces of data and metadata left 
in a networked computing infrastructure are becoming computing history where 
hermeneutics is needed to provide an interpretation of the data (Acker 2015). 
Interpretive research can help IS researchers understand human thoughts and actions 
in social and organizational contexts; it has the potential to produce deep insights into 
information systems phenomena including the managing of information systems and 
information systems development (Klein and Myers 1999). Hermeneutics was also 
discussed in the development of information engineering (Fonseca and Martin 2005) 
due to its powerful ability in interpreting users and the system.

With new emerging technologies, the human action can be understood through the 
interpretation of data produced by the devices as they are used by people and patients 
for specific needs, specifically in health care. The data is becoming an extension of 
people and patients as traces of interaction between patients and medical profession-
als are captured and exchanged to achieve a desired state of well-being. Yet, while the 
data has served its purpose, it can contain valuable information that can help in dif-
ferent scenarios. From the technological side of the solution, it sheds light on how the 
technology functions, how the underlying data quality helps achieve the desired 
health outcome and what exactly does the data contain that enables this transaction.

With mHealth being a new technology where prototype solutions have been 
developed and commercially available, studies into the actual quality of data is not 
looked at thoroughly as the technology is still in its early stages. The following sec-
tion will elaborate on how hermeneutics is applied to study the emerging technol-
ogy of mHealth with specific focus on data quality.

3.3  An Example of Hermeneutics in an mHealth Case Study 
Research

The preceding section has defined hermeneutics and its application in IS studies. 
This section illustrates with an example, the process of applying hermeneutics in the 
study of a new emerging technology used for health and disease management. The 
illustrated example in this chapter is from my current research. The objective of 
conducting this study is to evaluate data accuracy and information integrity in 
mHealth solutions, identify how data inaccuracy can occur, test different machine 
learning algorithms and evaluate the accuracy of the algorithms in detecting inac-
curate data. Before diving further into the example, I’d like to begin with Kim’s 
(2013) statement about texts, in which he said:

Texts do not mean, but we mean with texts.

The selected case study is mHealth for diabetes with the case being patients’ 
data. The selection of the case study was based on the research question, in which it 
posed as following:
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How can Machine Learning be applied in mHealth Solutions to Address Data Accuracy and
Information Integrity?

The research question aligns with the study objectives as it is broken down into 
sections, starting by which type of machine learning, how it can be applied in 
mHealth and what defines data accuracy and information integrity. The selection of 
case study was based on the research question, as it is one that conforms to Yin’s 
(2014) criteria for selecting case study, as the form of question is ‘How’, requires no 
control of behavioural events and focuses on contemporary events. With using case 
study, the data is secondary, de-identified data of people with diabetes, and there 
was no control of behaviour when the data was produced and it presented a contem-
porary event. The two data sources present both a structured and unstructured cases 
of data. The first dataset is of patients with diabetes who have glucose measured 
through both a device and recorded on paper. The second dataset is extracted from 
hospital admission records where diabetes was either a factor in admission or was 
recorded during the admission. These two datasets assist in addressing the research 
question by using the interpretive paradigm as it allows for the reconstruction of 
understanding of the social world (Denzin and Lincoln 2000). Both datasets allow a 
rich experience in exploring how different diabetes data is collected and for what 
purposes, with the patients’ experience captured during both scenarios. The herme-
neutics method used in this study is adapted from Kim (2013) using the three layers 
consisting of text, translation and interpretation layer (see Fig. 3.2). The text layer 
is all the text/data in the study, and it is the first layer of hermeneutics. The text starts 
with the actual datasets. The datasets are reviewed to form an understanding of what 
the datasets contain, the format they’re in and all the properties of the data including 
data dictionaries. Once reviewed, the data is then aligned with codes (extracted from 
thematic analysis) from the literature review that cover data quality (each element 
of data quality, source of data inaccuracy), information integrity and machine learn-
ing. To simulate the process of disease management for patients with diabetes, the 
data is mapped against the Omaha Client Care Plan that segments the data into 
Problem Classification Scheme, Intervention Scheme and Problem Rating Scale for 
Outcomes. The simulation helps in understanding the role of each instance of data 
in disease management. After the data is examined and mapped against Omaha 
System, the data is then divided into training and testing data and that is to test dif-
ferent machine learning algorithms. These parts form the text layer as they are 
mainly text and are yet to bring a meaning that would assist in addressing the 
research question. The text is translated using thematic analysis. The second layer is 
the translation layer where thematic analysis is applied to generate themes that can 
extract meaning from the text. The thematic analysis is adapted from Braun and 
Clarke (2006). Boyatzis (1998) explains thematic analysis as a process for encoding 
qualitative information. The text in this study is secondary data, one where there’s 
no access to the patients or the medical professionals and they are open for research. 
The state of the data does not have a meaning and is therefore stateless data. To 
understand what the text is, themes look for patterns in information that at minimum 
describe and organize possible observations while at maximum interpret aspect of 
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the phenomenon (Boyatzis 1998). The interpretation of the data occurs at the third 
layer of Kim’s (2013) model. The interpretation layer is interpreting the themes to 
form an understanding about the phenomenon. The interpretation method is adapted 
from Taylor et al. (2013), and it starts with turning to the nature of the lived experi-
ences, that is, accessing people who would tell about the phenomenon understudy. 
The lived experience comes from investigating the experience as it has been lived 
rather than conceptualizing it by accessing data or people who have an experience 
related to the research question and that is real and has occurred.

Combining the three layers with the thematic analysis and the hermeneutics 
adapted from Taylor et al. (2013) is to divide the sections with clear and concise 
objectives that would allow for Hermeneutics technique to be implemented cor-
rectly in the right flow. That is by understanding at what stage occurs, the text, the 
translation and the interpretation of the data.

3.4  Conclusion

Emerging technologies can hold valuable data that require beyond traditional ana-
lytics platforms for the analysis of data from a scientific perspective. Hermeneutics 
has had a role in previous IS studies and has proven to provide a fresh perspective 
of IS systems. The new technologies are changing the way patients seek advice 
from medical professionals, disease management and in delivering healthcare ser-
vices. This change can have many undiscovered, unexplored phenomenon attached 
to the technologies that are yet to be studied. The role of hermeneutics in this study 
is to assist in the interpretation of the data through a well-designed process that 
extracts meaningful information from the themes generated by the data.

Fig. 3.2 Hermeneutics in studying new emerging technologies

Z. Sako et al.



35

References

Acker, A. (2015). Toward a hermeneutics of data. IEEE Annals of the History of Computing, 37(3), 
70–75. https://doi.org/10.1109/MAHC.2015.68.

Black, C. (2006). Pico’s heptaplus and biblical hermeneutics. Leiden: Brill.
Boyatzis, R. E. (1998). Transforming qualitative information: Thematic analysis and code devel-

opment. Thousand Oaks, CA: Sage Publications.
Boydens, I., & van Hooland, S. (2011). Hermeneutics applied to the quality of empirical databases. 

Journal of Documentation, 67, 279–289.
Braun, V., & Clarke, V. (2006). Using thematic analysis in psychology. Qualitative Research in 

Psychology, 3, 77–101.
Butler, T. (1998). Towards a hermeneutic method for interpretive research in information systems. 

Journal of Information Technology, 13(4), 285.
Coelho, I. (2001). Hermeneutics and method: The ‘universal viewpoint’ in Bernard Lonergan. 

Toronto: University of Toronto Press.
Denzin, N. K., & Lincoln, Y. S. (2000). The handbook of qualitative research (2nd ed.). Thousand 

Oaks, CA: Sage Publications.
Esterberg, K. G. (2002). Qualitative methods in social research (p. 119). Boston: McGraw-Hill.
Fonseca, F. T., & Martin, J. E. (2005). Toward an alternative notion of information systems ontolo-

gies: Information engineering as a hermeneutic enterprise. Journal of the American Society for 
Information Science and Technology, 56(1), 46–57. https://doi.org/10.1002/asi.20099.

Grbich, C. (2013). Qualitative data analysis: An introduction (2nd ed.). London; Thousand Oaks, 
CA: SAGE.

Høiseth, M., & Keitsch, M. M. (2015). Using phenomenological hermeneutics to gain understand-
ing of stakeholders in healthcare contexts. International Journal of Design, 9(3), 33–45.

Introna, L. D. (2001). Hermeneutics and Meaning‐Making in Information Systems: Oxford 
University Press.

Kim, Y. S. (2013). Biblical interpretation: Theory, process, and criteria. Eugene, OR: Pickwick 
Publications.

Klein, H. K., & Myers, M. D. (1999). A set of principles for conducting and evaluating interpretive 
field studies in information systems. MIS Quarterly, 23(1), 67–93.

Lee, A. S., & Dennis, A. R. (2012). A hermeneutic interpretation of a controlled laboratory experi-
ment: A case study of decision-making with a group support system. Information Systems 
Journal, 22(1), 3–27. https://doi.org/10.1111/j.1365-2575.2010.00365.x.

Robert, D. G., Wendy, L. C., & Lucas, D. I. (2011). Hermeneutics and meaning making in informa-
tion systems. In  The Oxford handbook of management information systems: Critical perspec-
tives and new directions. Oxford: Oxford University Press.

Schmidt, L. K. (2014). Understanding hermeneutics. Retrieved from http://deakin.eblib.com.au/
patron/FullRecord.aspx?p=3060911

Taylor, B. J., Francis, K., & Hegney, D. (2013). Qualitative research in the health sciences meth-
odologies, methods and processes. London: Routledge.

Tkácik, L. (2016). Introduction to philosophical hermeneutics. Frankfurt, Germany: Peter Lang 
GmbH, Internationaler Verlag der Wissenschaften.

Yin, R. K. (2014). Case study research design and method (5th ed.). London: SAGE Publications.

3 Application of Hermeneutics in Understanding New Emerging Technologies…

https://doi.org/10.1109/MAHC.2015.68
https://doi.org/10.1002/asi.20099
https://doi.org/10.1111/j.1365-2575.2010.00365.x
http://deakin.eblib.com.au/patron/FullRecord.aspx?p=3060911
http://deakin.eblib.com.au/patron/FullRecord.aspx?p=3060911


37© Springer International Publishing AG, part of Springer Nature 2018
N. Wickramasinghe, J. L. Schaffer (eds.), Theories to Inform Superior Health 
Informatics Research and Practice, Healthcare Delivery in the Information Age, 
https://doi.org/10.1007/978-3-319-72287-0_4

Chapter 4
IS/IT Governance in Health Care: 
An Integrative Model

Peter Haddad, Steven McConchie, Jonathan L. Schaffer, 
and Nilmini Wickramasinghe

4.1  Introduction

Driven in large by success stories in other industries, digitizing healthcare processes 
is a relatively common practice today (Haddad and Wickramasinghe 2014; Nguyen 
et al. 2015), and hence more healthcare providers are moving to IT-enabled solu-
tions. This move requires both up-front and ongoing investments for outcomes that 
no one can precisely predict (Weill and Ross 2004). This trend provides researchers 
with the possibility to study the impacts of different information systems/informa-
tion technology (IS/IT) solutions in various healthcare contexts. Although there is a 
plethora of such studies, most of these studies have two key limitations. First, there 
is lack of a comprehensive framework that looks at these systems in their respective 
contexts. Second, the scope of these studies is mostly limited to the impact of one 
system on limited measurements regarding outputs. This chapter represents part of 
a larger research project to comprehensively assess the business value of IT in health 
care. Business value can only be accurately assessed when the metrics for success 
are set in advance on project initiation and the metrics are satisfactory and 
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acceptable to all stakeholders from administration to clinical services to the corporate 
oversight structure. Specifically, this model builds an integrative model for IS/IT 
governance in health care, features both the needs and requirements of various 
stakeholders in the context of health care, and examines the control measures 
required to strengthen IS/IT governance practices.

The remainder of this chapter is arranged as follows. First, insights from the litera-
ture on the basic definitions and principles of IT governance and how it differs from 
IT management in contemporary organizations are presented. The need for an inte-
grative model for IT governance in health care is then discussed. Next, a brief sum-
mary of the literature on the terms “value” and “business value” is given. The methods 
and materials used in this research are then presented, followed by the results and 
their interpretations, as well as implications for both theory and practice.

4.2  Literature Review

The two key areas for this study concern IS/IT governance and the business value of 
IT and are presented in turn.

4.2.1  IS/IT Governance

Given the increasing need for higher levels of accountability and responsibility in 
managing IS/IT projects, the term IS/IT governance has emerged (Wim Van and 
Steven De 2012). A focus on IS/IT governance became important especially as a 
direct result of the many failures in managing IS/IT projects and generating busi-
ness value from IT investments (Weill and Ross 2004). This also includes a calcula-
tion for the clinical value that is embedded in the business value as these projects 
should reflect improving the clinical processes and thus increase business value.

The term IT governance has evolved from a need to have a mechanism to manage 
IT implementation to extend beyond IT contexts and cover the business domain 
(Weill and Ross 2004). It was defined in the context of the Hawaii International 
Conference on Systems Sciences (HICSS) as “organizational capacity exercised by 
the board, executive management and IT management to control the formulation 
and implementation of IT strategy and in this way ensure the fusion of business and 
IT” (Van Grembergen and DeHaes 2008). The standardization organization ISO 
also issued ISO/IEC 38500 in 2008 as a worldwide new standard called “Corporate 
Governance of IT.” Further, Weill and Ross (2004) have defined IT governance as 
“Specifying the decision rights and accountability framework to encourage desir-
able behavior in the use of IT” and identified six key assets that enable achieving the 
strategies of an organization and generating business value – human assets, financial 
assets, physical assets, intellectual properties (IP) assets, information and IT assets, 
and relationship assets.
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More recently, IS/IT governance practices have been seen as a subset of corporate 
governance, where IS/IT governance focuses on the relationships required to man-
age IS/IT assets and resources in a way that achieve the organizational objectives 
and strategic goals (Korac-Kakabadse and Kakabadse 2001). Given that corporate 
governance practices focus on board-related issues such as roles, responsibilities 
compositions, own characteristics, and organizational structures that help achieve 
corporate strategies, this makes both logical and practical sense (Korac-Kakabadse 
and Kakabadse 2001).

The scope of IS/IT governance in today’s organizations is expanding. Weill and 
Ross (2005) classify IS/IT governance into five major domains: IT principles, IT 
architecture, IT infrastructure, business application needs, and prioritization and 
investment decisions. Each of these decisions is handled, ideally, by different manage-
ment levels from the top management level down to technical levels. Similarly, Korac-
Kakabadse and Kakabadse (2001) scope the coverage of IS/IT governance to cover 
decisions in three stages—IS/IT projects initiation, IS/IT projects implementation, 
and realizing the benefits of IS/IT projects (Korac-Kakabadse and Kakabadse 2001).

The leadership in IT governance is controversial (Schyve 2009); IT people argue 
they know how to manage IT implementations and even reinventing business pro-
cesses to utilize IT systems and solutions. At the same time, business people and 
many researchers argue that the leadership of IT governance is the core responsibil-
ity of business people, differentiating between effective IT management (the effec-
tive delivery of IT services internally) and IT governance, whose aim is to better fit 
IT implementations into the business strategy (Wim Van and Steven De 2012). Weill 
(2004) agrees on this, but states the accurate scope of IT governance as

IT governance is not about making specific IT decisions. That is management. Rather, gov-
ernance is about systematically determining who makes each type of decision (a decision 
right), who has input to a decision (an input right) and how these people (or groups) are held 
accountable for their role.

The literature is rich with studies that attempt to conceptualize IS/IT governance. 
Alreemy et al. (2016) conducted a literature review to identify the critical success 
factors (CSF) for IT governance and concluded that these factors can be categorized 
into ten groups: stakeholders’ involvement, management support, financial support, 
organizational effects (internal), the strategic alignment between IT and business, 
IT staffing management, IT structure, environment effect (external), managing the 
implementation, and preparation. Assessing the transparency of IT governance 
practices and the way firms communicate their IT governance activities have also 
attracted the interest of both academics and practitioners (see, for example, Chikhale 
and Mansouri 2015; Joshi et al. 2013). Another notable research direction in the IS 
literature is integrating IS/IT governance tools and approaches into the traditionally 
existing organizational processes (see, for example, Heier and Borgman 2012; 
Peterson 2004). The alignment between IS/IT governance and business strategies 
has also been studied by numerous studies (see, for example, Boynton et al. 1992; 
De Haes and Van Grembergen 2009; Haes and Grembergen 2015; Luftman et al. 
2012; Orozco et al. 2015; Wu et al. 2015). Although there exists a plethora of studies 
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on IS/IT governance in different industries such as banking (Joshi et  al. 2013), 
 technology (Chikhale and Mansouri 2015), manufacturing (Mirbaha 2008), and 
e- government (Allen et al. 2001), the literature of IT governance in health care lags 
way behind other industries (Haddad and Wickramasinghe 2014). This may reflect 
the uniqueness and complexity of health care (Chen et al. 2013), as it has a third key 
player (the clinicians) beside IT and business players in other industries, and/or that 
health care has been slower than other industries to embrace IS/IT (Wickramasinghe 
and Schaffer 2010).

This chapter serves to examine the IS/IT governance structures and approaches 
in health care, aiming at exploring the best practices of effective IT governance; 
identifying the main barriers and enablers for such a governance in the three stages 
of IS/IT projects; initiation, implementation, and potential benefit realization 
(Korac-Kakabadse and Kakabadse 2001); and then providing a number of recom-
mendations in this regard to enhance the realization of the business value of IS/IT in 
health care. In order to do so, IS/IT governance practices and structures in a large 
Australian not-for-profit healthcare organization are closely examined.

4.2.2  Value and Business Value

Healthcare commentary often revolves around universal availability and cost con-
trol, i.e., access and cost (Wickramasinghe and Schaffer 2010). Further, value is 
often defined in terms of the expenditure outcome benefits, divided by the cost 
expenditure (Porter and Teisberg 2006). The healthcare benefits, from a patient’s 
perspective, include the quality of healthcare outcomes, the safety of the delivery 
process, and the services associated with the delivery process (Rouse and Cortese 
2010; Wickramasinghe and Schaffer 2010).

The term “business value of IT” is commonly used to refer to the organizational 
performance impacts of IT, i.e., the impact of enterprise architecture (digitizing the 
operations in a firm) including cost reduction, profitability improvement, productiv-
ity enhancement, competitive advantage, inventory reduction, and other measures 
of performance (Melville et al. 2004).

It is important to emphasize that business value of IT is not a value by itself; 
rather, it is a model that suggests how value might be generated by implementing 
different IT solutions (Haddad et al. 2014).

4.3  Research Objective and Research Questions

This study aims to build an integrative model for IS/IT governance in health care. In 
order to build this model, the impacts of different contextual conditions need to be 
investigated. Thus, this study attempts to answer the following questions:
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 1. How can robust IS/IT governance structures help generate the business value of 
IS/IT in health care?

 2. What are the factors that affect IS/IT governance structures for healthcare contexts 
in the three phases of IS/IT projects—initiation, implementation, and realizing 
business value?

4.4  Research Design and Methodology

This section presents in turn the research methods, research strategy, and issues 
around data collection and data analysis.

4.4.1  Research Methodology

This study is predominately qualitative as this approach enables conducting in- 
depth studies about a broad range of topics with greater latitude in selecting topics 
of interest (Yin 2014). It also is deemed appropriate to adopt a qualitative approach 
as it enables examining a relatively new phenomenon, namely, IS/IT governance in 
health care (Yin 2011). Given the studies on IS/IT governance in health care are 
scarce, this study is also exploratory in nature, as it is planned to be a “broad- 
ranging, purposive, systematic, and prearranged undertaking designed to maximize 
the discovery of generalizations leading to description and understanding of the area 
of research” (Stebbins 2001).

4.4.2  Research Strategy: Case Study

As noted by Yin (2014), a case study method is appropriate when conducting an 
exploratory research study especially when the research question is how or why 
(Yin 2014) as is the case in the current study. The choice of this strategy for this 
study is justified by the nature of the examined problem, i.e., IS/IT governance in 
health care, as this strategy is designed for “sticky, practice-based problems where 
the experiences of the actors are important and the context of action is critical” 
(Bonoma and Wong 1983). In addition, case study research represents a viable alter-
native among the other methodological choices to address the complexity of contex-
tual conditions (Posavac 2015; Stufflebeam and Shinkfield 2007; Yin 2013).

The selected case is an Australian not-for-profit tertiary healthcare group that 
comprises a number of locations and sites in the state of Victoria in the southeast of 
Australia. The choice of this case is justified by its own characteristics in terms of 
IS/IT adoption and investments, having multiple business units under the corporate 
umbrella, and its nature as a not-for-profit hospital, thereby providing an ideal 
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 complex environment funding structures, particularly in regard to IS/IT projects, 
ideally suited for the examination of IS/IT governance issues.

4.4.3  Data Collection and Analysis

To build the IS/IT governance in healthcare model, data were collected by conduct-
ing 31 semi-structured interviews in the selected case—Rosetta Healthcare1 upon 
the completion of all necessary ethical requirements. The shortest interview was 
34 min, and the longest was 102 min. Figure 4.1a depicts the percentage frequency 

1 For ethical reasons, Rosetta Healthcare is used as a pseudonym. The case study is named after 
Rosetta stone, which was created about 196 BC and discovered in 1799 and led to understanding 
the ancient Egyptian hieroglyphs.

Fig. 4.1 (a) The percentage frequency of the duration of conducted interviews. (b) The distribu-
tion of the interviewees based on their area of expertise/positions
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of the duration of conducted interviews. The interviews enabled gathering insights 
from four groups of knowledge workers with different levels of influence on IS/IT 
investments, namely, clinicians, executive and management, and IT personnel 
(Davenport 2013; Wong et al. 2003), and the group of clinical IT, whose members 
are clinicians with sound IS/IT knowledge and expertise. The distribution of the 
interviewees based on area of expertise/positions is shown in Fig. 4.1b.

In addition to the semi-structured interviews, the annual reports for the selected 
case as well as various archival documents were used to align with recommended 
practices to enhance the validity of qualitative studies (Johnson 1997). This also 
helps challenge existing theories and build new theories through data triangulation 
(Eisenhardt 1989; Eisenhardt 1991), as well as support data and method triangula-
tion, thus enhance the rigor and reliability of the obtained results (Flick 2009).

Iterative thematic analyses were performed on the collected data. These involved 
the three stages as described by Boyatzis—(1) articulating sampling and other 
design issues, (2) developing codes and themes accordingly, and (3) testing the 
validity of the codes and using them to further capture themes (Boyatzis 1998). 
QSR Nvivo Version 10.2.2 (1380) for Mac was used as a helpful tool to conduct this 
analysis.

4.5  Findings

The key findings are presented in turn, focusing on the governance structure in place 
in the selected case, the impact of adopting this structure, and the factors that affect 
such a structure for IS/IT governance.

4.5.1  The IS/IT Governance Structure in Place

Investing in IS/IT at Rosetta Healthcare goes through a rigorous formal process. 
Adopting this governance approach started informally in 2009 during a project to 
change the payroll systems, and over the last few years, it has become more formal, 
structured, and documented.

This starts with a business initiative, which is handled by a division within the IT 
department called the project management office (PMO). This initiative undergoes 
a high-level assessment against the organizational agreed norms. From this point, a 
project manager will be assigned to the initiative if it is deemed appropriate for the 
group. The project management approach from this point is Projects in Controlled 
Environment, version 2 (PRINCE2) (Bentley 2010; Haddad and Wickramasinghe 
2014; Hedeman 2006). The resulting document then goes up to the IT Steering 
Committee, which is the main IT committee at Rosetta Healthcare and whose 
responsibilities are centered on making the “the right investments in IT,” as a senior 
IT officer describes. Under the central IT steering committee, there exist a number 
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of sub-steering committees in different business units (different hospitals) (Haddad 
and Wickramasinghe 2014). These committees are responsible for managing IT 
projects based on the approval from the corporate’s steering committee. This IT 
Steering Committee is chaired by the CIO and most of the executive directors and 
the CEO. It generally discusses whether the group is interested in such a project. 
This, ideally, depends on its expected benefits and fit with the business strategy and 
IT architecture of the group. If fit is not apparent, then, more work needs to be done. 
This starts by deeper discussions between the PMO and the initiator of the project. 
Upon this, a business case is created. The path from this point depends on the budget 
required for this project; if it is less than a threshold, then the business case is put in 
the so-called Prioritization List, on which all planned projects are listed based on 
their importance to the business. If the required budget is more than this threshold, 
then the business case is escalated to the Finance Steering Committee and then to 
the Board, who will decide whether or not this business case will be sent to the 
Prioritization List (Haddad and Wickramasinghe 2014). Figure  4.2 depicts this 
process.

If the business case is deemed appropriate and the suggested IT system passes 
this scrutiny, then a “sponsor” is assigned to the project. A sponsor in the context of 
the selected case would be a senior employee whose tasks are functionally aligned 
with the nature of the proposed IT system. Generally, there have been two criteria to 
appoint a sponsor for an IT project:

 1. The nature of the IT project (financial, clinical, administrative, IT, etc.)
 2. The experience/expertise required to sponsor each IT project

For example, if the suggested system addresses the financial aspects of the busi-
ness, then the sponsor would ideally be the Chief Finance Officer (CFO) or the 
executive director of procurement and facilities depending on the nature of the project. 
These people would have had enough expertise dealing with similar  investments. 

Fig. 4.2 The process of IT governance at the case study, Adapted from Haddad and Wickramasinghe 
(2014)
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The sponsor has a relatively high level of authorization within the dedicated budgets 
for their assigned projects. If they need additional resources beyond 5% of the allo-
cated budget, they still can ask for it, but they have to go through another cycle of 
governance to demonstrate the reasons and the commitments to the Board. At the 
same time, they are fully accountable, and the failure or success of their assigned 
IS/IT project is their sole responsibility.

4.5.2  The Impact of Adopting This IS/IT Governance 
Approach

Adopting this IS/IT governance approach has shown an impact on the success of IS/IT 
projects and generating business value from such IS/IT projects for the hospital. 
Apart from very few isolated cases, the participants in this research found it difficult 
to identify a failed IT project since this governance approach was introduced.

All stakeholders at the selected case recognize the importance of a good IT 
governance for successful IS/IT investments in clinical and business domains:

Good governance structure has been something we’ve worked on in the last couple of years, 
and I feel it absolutely necessary to actually work in this environment. [IT 4]

Besides matching the nature of IT projects with experienced sponsors, the strong 
governance process gives the business the ability to predict possible failures and 
prevent it:

If something was going to fail, you’d see it coming a mile off. Each major project, each 
month, there is a one-page or a two-page update that goes to the Finance Committee. It says 
what the status of the project is, what are the key milestones, what are the upcoming activi-
ties the next month. There is a track, what we spent today against the budget, what has been 
committed against the budget. It is really transparent. It’s very obvious if something is 
going to go off track. [EXE 2]

Adopting robust IT governance and project management methodologies that 
align with the business objectives have another role to play. This is about filtering 
potential projects and proactively dealing with potential failures for IT projects as 
one interviewee emphasizes:

If you’ve got good IT governance and project management, there’s no reason why you 
should ever have a disaster because you should have certain gates that you go through 
before you ever hit go on a project. If you don’t pass through those gates, then you never hit 
go. [EXE 6]

Although strong IT governance and project management combined have this 
important role in this regard, attaining the business value of IT is not a direct result 
of these practices. Rather, they enable the best opportunity to succeed in delivering 
IS/IT services as many of the interviewees agreed, especially from the executives 
and IT groups:
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What we certainly know is without that [governance] structure, it becomes very hard to 
deliver that initial benefit of actually getting that new system in and transitioned over in a 
way those benefits or that accommodates the business and the business as usual work. 
[EXE 3]

The role of the IT department in this practice is more as an advisor and supportive 
than leading, as the key decision makers at Rosetta Healthcare agreed:

We don’t want IT to say, “Here’s your new Internet,” and everyone is going, “Well, this is a 
pile of junk.” [EXE 2]

4.5.3  The Factors That Affect IS/IT Governance  
in Health Care

Currently, there seems to exist a number of contextual factors that affect the IS/IT 
governance structure in place at Rosetta Healthcare, which have reportedly diluted 
the impact of IS/IT governance during the three stages of IS/IT projects. We exam-
ine these in terms of people, process, and technology issues.

4.5.3.1  People Factors

The internal political influences of different stakeholders within healthcare provid-
ers seem to limit the efficiency of the current IS/IT governance in place. A number 
of interviewees noted that internal politics within healthcare organizations is an 
apparent phenomenon, as noted by this interviewee, who had recently come to the 
healthcare industry from the defense industry:

In the medical domain, there are so many political games going on between campuses, divi-
sions within a division; it makes it extremely difficult to talk about IT without politics. [IT 6]

One of the clear aspects of these internal politics relates to the political influence 
of the visiting medical officers (VMOs). As a not-for-profit private hospital, Rosetta 
Healthcare does not have many junior doctors employed. Rather, it has a high num-
ber of VMOs who are more senior, more experienced, very busy, and tend to have 
streamlined independent workflows. The Australian Institute of Health and Welfare 
(2005) defines the VMO as: “A medical practitioner appointed by the hospital board 
to provide medical services for hospital patients on an honorary, seasonally paid, or 
fee for service basis” (p. i). In the case of Rosetta Healthcare, VMOs are paid on a 
fee-for-service basis. Given the VMOs have their own clinics, they run their own IS/
IT for managing their patients. As powerful players, the VMOs have impacts on the 
actual decisions of purchasing IS/IT systems by Rosetta Healthcare. This is due to 
the fact that they work for/at different healthcare providers and ask for a specific 
system to be brought based on their experience using this system at a different 
healthcare provider. In addition, VMOs tend to be reluctant to use the hospital’s 
IS/IT platforms in favor of their own systems. This latter behavior has reportedly 
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 limited the business value of IS/IT as it limited the uptake of new IS/IT systems, 
especially in the clinical space.

The other people aspect is the satisfaction of in-house users (including nurses, 
allied health, admin and management personnel, etc.). The collected data showed 
that this group of users lacks the power to have their voice heard and taken into 
consideration during the purchase process of new IS/IT solutions. It was evident 
that feedback and inputs from different prospect users of IS/IT were collected, but 
not taken on board when actually making the decision of investing in IS/IT, which 
limited their motivation to use these systems and benefit from them. This applies on 
both business IT and clinical IT. As a result of this behavior, the intention of the 
internal users to use IS/IT systems when they first know about them dwindles when 
they realize their inputs were not taken into consideration.

4.5.3.2  Process Factors

From a process perspective, the PMO team at the selected case is assigned a key role 
during the project start-up and initiation, project delivery, project closure, and anal-
ysis and approval. The problem that had been facing this team as the collected data 
shown is that this team is not dedicated to these projects. Rather, its members are 
always involved in the day-to-day business, which in many cases caused delays and 
issues with delivering these projects on time. Similar conditions also apply on the 
sponsors of these projects, but the pressure on the PMO team is higher as they are 
specialized in the technical details of starting up and implementing IS/IT projects.

Another aspect of process factors is concerned with the fact that the current IS/IT 
governance does not consider change management as an integrative part of IS/IT 
governance processes. This interviewee explains the situation in the selected case: 
“Some people have been doing some things the same way for 20 years. It’s very 
hard for them to change, but it goes back to making sure that those changes happen 
in a process. We are trying to say that it’s great to put new technology in but you 
have to change your processes to meet the technology” [IT 3]. Thus, lacking an 
integrative change management plan in the current IS/IT structure is playing nega-
tive roles on the efficiency of IS/IT governance and attaining business value of these 
IS/IT systems. This is primarily due to the fact that various human resources are not 
well prepared for the change caused by introducing new technology platforms to 
their day-to-day processes.

4.5.3.3  Technology Factors

Technology factors that affect the IS/IT governance in place at the selected case 
included the process of selecting the “right” product, noting the requirements for 
systems integration, and taking governance issues around the product of IS/IT, namely, 
data, into consideration.
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Selecting the right product is crucial for healthcare organizations as in other 
industries:

… Because it is going to affect everyone in the organization in different ways. It’s going to 
affect the doctors in the sense that if it’s done properly, it should make it easier for them to 
get the information. If it’s done badly, it’s going to obviously undermine them, but it will 
affect the nursing workflows. It will affect the allied health workflows. It will affect the 
administrative staff workflows. It will affect HIS [Health Information Systems] workflows. 
It will affect billing and coding. It will affect business development managers [EXE 4].

From a technological perspective, the healthcare industry seems to be more 
solution- focused than problem-focused as this interviewee explains:

Healthcare industry is being solution focused not problem focused: When I look externally, 
we don’t choose a system necessarily based on what solves the problem we have. It was 
very solution focused, not problem focused so they come in solutions and then look for the 
problem that it’s solving as opposed to what problem I need, what actual things do I need 
to resolve. [IT 4]

Thus, the principal approach of the current IS/IT governance is to look at differ-
ent vendors and their systems. Unintentionally adopting this approach has resulted 
several IS/IT solutions that are not compatible or easy to interface with each other 
as explained by this interviewee: “You got systems that don’t talk to each other; 
there’s already been a lot of investment in one system, and then they don’t want to 
then have to modify” [IT 3].

Each of the newly implemented systems using this approach may have their own 
dataset that may be used for both clinical and business purposes with almost no data 
dictionary used universally by all of these datasets. Not only does this limit the 
benefit of these investments, but it also affects the organization by having to deal 
with various unstandardized and structurally different dataset, which negatively 
affects the well-being of the organization itself as the result of this study shown.

4.6  How to Build Robust IS/IT Governance Practices

When asked about the key to creating prudent IS/IT governance practices in health 
care, the requirements were centered on allocating enough resources, establishing 
collaborative atmospheres within the healthcare context, ensuring a deeper under-
standing of the business processes and organizational structure, the existence of 
adequate upfront planning for IT projects, and carefully assigning leadership to the 
potential sponsors (Table 4.1).

4.7  Discussion

The results of this exploratory study show that robust IS/IT are increasingly needed 
to manage the growing IS/IT portfolios in health care as in other industries. The 
findings also support the work of Korac-Kakabadse et  al. that IS/IT governance 
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structures should cover IS/IT projects from initiation through implementation to 
gaining benefits out these projects (Korac-Kakabadse and Kakabadse 2001).

Successful IS/IT governance structure is a must in order to generate business 
value from IT investments, but it is not enough on its own. Different factors were 
found to affect the IS/IT governance.

The chosen IS/IT system and its fit within the business strategy is the main factor 
in this regard. This is facilitated by a good IT governance structure though.

The results show that the business people should practice the leadership role in 
IS/IT governance, not IT, whose role should be advising and supporting the front- end 
role of business. This finding agrees with Weill and Broadbent (1998) who state that 

Table 4.1 The requirements for a robust IT governance in the healthcare sector, as confirmed by 
selected quotes from interviewees

Requirements Selected quotes

Allocating enough resources:
IT governance is demanding in terms of human assets, and 
it needs to be well resourced. This would mean enough 
personnel equipped with a diverse range of skills and 
expertise

“We resource it out properly so that 
we have people not doing it as part 
of their day jobs. We actually have 
a dedicated project manager, 
business analyst, and project team. 
That has been a real key” [IT 6]

Establishing a collaborative atmosphere within the 
healthcare context:
Successful IT governance needs to be nurtured within a 
collaborative atmosphere continuously

“We expect that it’s going to be a 
collaborative approach, so it’s not 
someone just running off and doing 
what they want to do for their site. 
There needs to be a collaborative 
approach” [EXE 8]

Deeper understanding of business processes and 
organizational structures:
This understanding is key to all stakeholders, especially to 
clinicians

“It needs to be at the front end in 
the sense that they need to basically 
have a line of sight as to the 
processes” [IT 7]

Upfront planning for IS/IT projects:
IS/IT projects need to be well planned up front. This will 
lead to a transparent project management and easy to track 
progress, as well as clarity about expectations

“The fundamental failure up front 
leads to massive rework, 
inefficiencies and costs down the 
back-end and usually leads to 
immense frustration because it’s 
based on, “I thought I asked for 
this” and there’re no checkpoints 
along that whole journey” [EXE 4]

Carefully assigning leadership to the potential sponsors 
(leaders):
Although there have been increasing levels of 
concentration on matching the requirements of specific IS/
IT projects and the unique requirements for prospective 
sponsors, selecting the right sponsor needs to go beyond 
that, to cover the organizational loyalty. For example, 
during one IS/IT project, a number of cases of lack of 
planning and delays happened, even though the same 
strong IT governance was applied. Asking about the 
reason, we were advised that the sponsor had not been an 
employee at the case study

“The role of the sponsor really in 
my view, it wouldn’t have mattered 
who that person was. It needs to 
come back to an [Rosetta] 
executive and someone who’s 
employed and has accountability 
back to our board for delivering 
that outcome” [EXE 5]
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decisions around IS/IT investments need to be managed by the top management 
level rather than the technical level. Nonetheless, IT department still needs to deliver 
support and practice a mediating role between technology and business, but they 
should not drive IS/IT governance. This is a priori theme in the literature (see, for 
example, Van Grembergen and DeHaes 2008; Weill and Ross 2004). Now, we know 
that this also applies on the healthcare context.

The collected data revealed a number of requirements for a good IT governance 
structure for health care. Most of these requirements are human and organizational 
and relate to the maturity of healthcare organizations in dealing with IS/IT assets. 
From a human perspective, a good IS/IT governance requires to be well equipped 
with enough dedicated human resources, whose organizational loyalty should be to 
their organizations and not their own business objectives. That is, they will have to 
be salaried employees for their hospitals and have accountability back to the board 
of their hospital (legal employer) to deliver the expected outcomes. From the orga-
nizational point of view, hospitals need to encourage collaborative atmospheres 
between three different groups of knowledge workers, clinicians, business, and IT 
personnel, and also they need to nurture upfront planning and reengineering of the 
organizational processes. Thus, IS/IT governance can play a role as an enabler for 
organizational development and should benefit from it in return.

The results from this study also showed that the current IS/IT structure needs to 
principally change to focus on the problems faced by the selected case rather than 
the available IS/IT solutions in the market. Most importantly, IS/IT governance 
practices need to take systems integration as a must requirement for new IS/IT 
projects. Further, IS/IT governance structures need to stretch to cover not only IS/IT 
solutions but also their product, i.e., clinical and nonclinical data. In this regard, the 
current IS/IT governance structure covers both the initiation and implementation 
phases of IS/IT projects and neglects the third stage around attaining the business 
value of IS/IT due to poor quality of produced data through these systems.

In addition, the political influence of different stakeholders needs to be neutral-
ized in order to enhance the alignment with the organizational interest and business 
objectives. In-house users need also to have their voice actively heard and taken into 
consideration to enhance the contribution of IS/IT governance to the success of IS/IT 
projects. Table  4.2 summarizes the factors affect the existing IS/IT governance 
structure at the selected case for this study and which phases of IS/IT projects are 
affected by each of these factors.

The results also indicate that when considering IS/IT governance in health care, 
it is prudent to take a sociotechnical perspective and hence consider various contem-
porary issues around people, process, and technology.

Based on the results of this study, it is possible to conceptualize IS/IT gover-
nance practices in health care from initiation to attaining the business value of these 
investments as Fig. 4.3 depicts. It is understood that the level to which the business 
value of existing IS/IT projects is realized affects the initiation of new IS/IT products 
based on the results of this study.

Based on the discussion above, this study has answered the two research ques-
tions by showing the impact of adopting IS/IT structures on attaining the business 
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value of IS/IT in health care and identifying three primary streams of factors that 
affect IS/IT governance structures in the healthcare contexts, namely, people, 
processes, and technology.

This study has two limitations. First the data were collected from a single case 
study. Even though the selected case comprises a number of hospitals, they all follow 
the same governance structures. Thus, conducting deeper examinations for different 
IS/IT governance structures adopted by other healthcare providers may help compare 
the results and further assess the validity of the integrative model developed in this 
study. In addition, the interviewees were not comfortable to share information on the 
cost and bottom line of their organization. Most of the findings on impacts of IS/IT 
governance on the business value of IS/IT are limited to intangible benefits. 
Monetized benefits were not easy to be captured in this study. Future directions for 
this research will benefit from its current limitations. Extending this research to 
quantitatively investigate this model in multiple case studies is one of the directions 

Table 4.2 Factors affect IS/IT governance in the selected case

Factor Initiation Implementation
Attaining business 
value

People VMOs ✓ ✓
In-house users ✓ ✓

Process Leadership ✓ ✓ ✓
Project management ✓ ✓ ✓
Change management ✓ ✓ ✓
aligning to business objectives ✓ ✓

Technology Selecting appropriate IS product ✓ ✓ ✓
Taking systems integration into 
consideration

✓ ✓ ✓

Data governance ✓ ✓ ✓

Fig. 4.3 IS/IT governance in healthcare model
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for future research. In addition, comparing public and private healthcare settings and 
their adopted IS/IT governance structure is an option for future research.

The implications of this study extend beyond the theory to cover practices in 
the area of IS/IT governance in health care. This model helps conceptualize differ-
ent IS/IT governance structures in health care. The theoretical implications of this 
chapter is building an integrative model for IS/IT governance in health care. This 
model is integrative as it has both control and stakeholders functionalities as recom-
mended by Korac-Kakabadse and Kakabadse (2001), who stated that the former is 
about featuring the necessary control of various stakeholders, while the latter is 
about meeting their needs and requirements. The model of this research addresses 
both of these arms by featuring the requirements and the needs of different stake-
holders in the context of health care, as well as the control measures required to 
strengthen IS/IT governance structures and maximize their impacts on IS/IT proj-
ects during the start-up, implementation, and post-implementation phases.

Practically, this model helps decision-makers and policy makers to enhance their 
IS/IT governance by further understanding the needs and requirements of various 
stakeholders and the impact of different contextual conditions on these practices. 
This is particularly important given the importance of robust IS/IT governance 
structures to attain the business value of IT in health care. In addition, this study 
extends the coverage of IS/IT governance practices to cover systems integration and 
data integrity issues. These are key aspects of enhancing the organizational perfor-
mance of healthcare providers (Conrad and Shortell 1996; He and Da Xu 2014; 
Hiatt et al. 2015). It also shows that assigning the leadership to the top management 
level is one of the best practices to maximize the success rates for S/IT projects and 
their perceived business value. The study also shows what roles can be played by the 
IT department and which inputs to be taken from different stakeholders (clinicians, 
users, IT personnel) to build robust IS/IT governance structures.

Our future research will focus on applying the proposed framework in other 
healthcare contexts.

4.8  Conclusion

Based on the discussion above, the need for a systematic, integrative conceptual 
model for IS/IT governance in health care was established. To address this need, a 
suitably robust model was developed based on data collected from a large not-for- 
profit tertiary private hospital in Victoria, Australia.

In closing, to ensure sound IS/IT governance strategies, we have provided a suit-
able integrative model to assist these practices by both identifying the needs and 
requirements for different stakeholders and the control measures required to 
strengthen IS/IT governance practices and maximize their impact on the success of 
IS/IT projects.
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Chapter 5
Predictive Analytics in Health Care: 
Methods and Approaches to Identify  
the Risk of Readmission

Isabella Eigner and Andreas Hamper

5.1  Introduction

Hospital readmissions have become a critical measure of the quality and cost in 
health care (Shams et al. 2015, p. 19). According to a report by Medicare (Medicare 
2007, pp. 103ff.), readmissions can indicate issues and weaknesses in coordinated 
care. A key finding of the report is that 13.3% of readmissions that occur 30 days 
after discharge are classified as potentially preventable in the USA. This results in 
expenses of 12 billion US dollars. A similar result is also found in a study by the 
US Veterans Administration, which investigates the cost of readmissions within 
30 days in 119 acute hospitals, stating that 2140 US dollars can be saved on aver-
age for a preventable, 30-day readmission (Carey and Stefos 2016, p.  241). 
According to a study by Golmohammadi and Radnia (2016, 151f.), one of ten 
hospital stays in the USA is potentially avoidable. Germany presents a similar situ-
ation, where approximately 2 million hospital stays are considered to be avoidable 
(Bohsem 2015).

A preventive measure against these trends is the introduction of predictive 
analyses that can support medical decision-makers in various tasks. On the one 
hand, the identification of high-risk patients and prognosis of readmissions can be 
specified, and on the other hand, the effects of various risk factors on the likelihood 
of readmissions can be determined.

Studies show that current risk prediction models often fail to achieve an acceptable 
level of accuracy. Comparability of these studies is often complex due to the use of 
different prediction methods and evaluation techniques. Furthermore, there is no 
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clear definition of readmissions as studies often differ in the investigated time of 
readmissions (e.g. within 30 days) or use various distinctions ranging from scheduled 
and unscheduled readmissions (Shams et al. 2015, p. 19f.), clinically related and 
unrelated, or preventable and non-preventable readmissions. The aim of this study 
therefore is to analyse current risk prediction models in health care based on their 
investigated area, applied methods and the prediction accuracy. This chapter is 
structured as follows: first, an overview and definition of predictive analytics is 
given as well as a general approach for building a predictive model. Subsequently, 
application areas of predictive risk models are presented. Finally, identified risk 
prediction models in health care are analysed and presented in detail.

5.2  Background

5.2.1  Predictive Analytics

To determine the right suggestion to the relevant stakeholders, predictive analytics 
methods are used to extract patterns from historical data to create empirical pre-
dictions as well as methods for assessing the quality of those predictions in prac-
tice (Shmueli and Koppius 2010). Predictive analytics are part of data mining, 
which aims at deriving models that can, e.g. use patient-specific information to 
predict a specific outcome. As opposed to descriptive models that aim to identify 
human- interpretable patterns and associations in existing data based on pre-
defined attributes, predictive analytics tries to foresee outcomes or classifications 
for new input data using a special response variable, thus the classification 
(Bellazzi and Zupan 2008).

Shmueli and Koppius (2010, pp. 22ff.) present a general approach for conducting 
predictive analyses. They postulate that in general, predictive analyses consist of 
two components: first, the empirical predictive model, such as statistical methods or 
data mining algorithms, and, second, methods that evaluate the predictive power of 
a model. The latter refer to the ability of a predictive model to accurately represent 
new observations. The explanatory power, in turn, is related to the strength of the 
association induced by the statistical model (Shmueli and Koppius 2010, p. 5ff.). 
Figure 5.1 illustrates the general process steps, which are carried for the creation of 
an empirical model.

Goal
definition

Data
collection &

study
design

Data
preparation

Exploratory
data

analysis
Choice of
variables

Choice of
potential
methods

Evaluation,
validation,
and model
selection

Model use
and

reporting

Fig. 5.1 Steps of building an empirical model (Shmueli and Koppius 2011, p. 563)
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5.2.2  Application Areas

Besides health care, the use of data mining and predictive analytics to gain knowledge 
of future trends and behaviours has become popular in various economic sectors. 
The most prominent areas are presented in the following:

5.2.2.1  Sales and Marketing

The use of large customer databases can enable companies to understand and segment 
their customers as well as predict future buying and behaviour patterns. Based on the 
analysis of this data, customers can be individually addressed, and thus marketing 
measures can be taken more efficiently. As a result, the consumer receives more 
appropriate offers, and the cross-selling opportunities can be identified more easily. 
Predictive analyses can also be used to adjust business models, as well as pricing 
strategies (Hair 2007, p.  307). Hit ratios or customer retention rates can also be 
increased by analysing purchase patterns of potential customers. Hit ratios determine 
how often a marketing function generates a sale for each contact with a potential 
customer. The retention rate defines the number of persistent customers depending 
on the total number of customers (Nyce 2007, p. 5f.). In addition, the increasing use 
of web and social media (podcasting, blogs, etc.) encourages customers to retrieve 
product information online before making a purchase. When using these kinds of 
media, consumers produce data that can be used to generate demographic profiles 
of the customers. As a result, the optimum time and place for the placement of an 
advertisement can be determined (Hair 2007, p. 309f.).

5.2.2.2  Insurance

In insurance companies, predictive analyses are especially useful to detect suspicious 
or unexpected claims or fraud (Mishra and Silakari 2012, p. 4435). Furthermore, analy-
ses can support the rating and prioritization of individual claims. Another application is 
the evaluation of insurance risks. By comparing common and more unusual insurance 
cases, unqualified claims can be filtered out prematurely (Nyce 2007, p. 4ff.).

5.2.2.3  Finance

According to Orem (2015), there are four essential applications of predictive analysis 
in finance:

• Better forecasting of online revenue
• Reduction of unscheduled expenses
• Improving supply chain efficiency
• The optimization of labour costs
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First, the evaluation of customer data can help to identify customer paths that 
most likely lead to a purchase and hence direct consumers to a profitable page when 
they reach the retailer’s website through an external advertisement. The reduction of 
unscheduled expenditure can be achieved by identifying areas of underperformance, 
e.g. by identifying patients at risk of readmission that might lead to financial penal-
ties. In the field of supply chain efficiency, predictive analyses can provide real-time 
forecasts of demands to optimize inventory or shipping.

5.2.2.4  Law Enforcement

Predictive analyses are also used within the area of law enforcement. Predictive 
policing uses data from different sources, analyses them and uses the results for the 
prevention of future crimes. The main aim of the analysis is the identification of 
patterns in criminal behaviour or locations. Thus, policemen can be appointed in the 
right place at the right time, thus reducing personnel costs (Pearsall 2010, p. 16ff.; 
Wang et al. 2013, p. 515f.).

5.2.2.5  Health Care

Predictive analytics in health care, or healthcare analytics, has been a growing 
research area for the past few years (Koh and Tan 2005; Raghupathi and Raghupathi 
2014), often used for fraud detection (Aral et al. 2012; Christy 1997) and risk pre-
diction (Son et al. 2010) or supporting financial and administrative actions, e.g. by 
reducing patient length of stay (Kudyba and Gregorio 2010). One application of 
healthcare analytics is clinical decision support, which aims at providing insights to 
clinical providers by “disseminating timely, actionable information” (Strome 2015) 
at the right place and time. Therefore, relevant stakeholders can be supported with 
“relevant, intelligently filtered information at appropriate times, to enhance health 
and health care” (Osheroff et al. 2007). Predictive analytics can be used to support 
clinical decision-making for prognosis, diagnosis or treatment planning (Bellazzi 
and Zupan 2008). Different methods for predictive modelling have been adapted for 
analytical healthcare purposes and decision support systems, such as the Bayesian 
classifier (Chan and Lan 2001), Bayesian networks, k-nearest neighbour (Liang and 
Gong 2015), decision trees (Chae et al. 2003; Delen et al. 2005), artificial neural 
networks (Delen et al. 2009), support vector machines (Son et al. 2010) or regression 
models (Chechulin et al. 2014; Phillips-Wren et al. 2008).

After the preceding general view on the fields of application of predictive analyses, 
an overview of predictive models specifically in risk prediction and their use in the 
healthcare sector is explained in more detail in the following abstract.
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5.3  Risk Prediction Models in Health Care

5.3.1  Overview

The result of this study is primarily based on the systematic analyses of predictive 
risk models of Kansagara et al. (2011), Ross (2008), van Walraven et al. (2011) and 
Desai et al. (2009). These analyses examine a total of 216 studies and thus provide 
a representative insight into the objectives of predictive risk models in health care. 
In addition to analysing four systematic reviews, 17 additional studies that have 
been published in the recent past are taken into consideration. The results of these 
studies show that a retrospective study design is predominantly used (Kansagara 
et  al. 2011, p.  1688), while some studies follow a prospective study design. 
Retrospective studies thereby use data that was originally documented for other 
purposes. In the field of health care, this mainly includes medical records (Hess 
2004, p.  1171ff.). The main advantage is that data already exists in the form of 
patient records and does not have to be collected. In contrast, prospective studies 
collect the data for the purpose of the study allowing to exactly define and gather the 
required data points. A disadvantage, however, lies in the required waiting time, in 
which events (e.g. readmissions of a patient group) first have to be documented, 
before they can be analysed (Song and Chung 2010, pp. 2234ff.).

5.3.1.1  Sample Size

The sample size varies greatly between the identified studies. For example, Huang 
et al. (2014, p. 1180) use only 520 treated patients with lung inflammation for the 
development of a readmission prediction model. Futoma et al. (2015, p. 230) use 
approx. 3,300,000 hospital episodes for the comparison of various predictive risk 
models. The analysis of 26 predictive risk models according to Kansagara et  al. 
(2011, p. 1690) also indicates a large variance of the sample size, varying between 
173 and 2,700,000 patients in the identified studies.

5.3.1.2  Split Ratio

The split ratio of the analysed data into a derivation cohort (DC) and validation 
cohort (VC) also varies strongly between the different predictive risk models. For 
example, Howell et  al. (2009, p.  1ff.) use an algorithm to predict readmissions 
within 12  months, using multivariate logistic regression, with 13207 (~75%) 
patients for the DC and 4492 (~25%) for the VC (Kansagara et al. 2011, p. 1691). 
Krumholz et  al. (2009, p.  407ff.) use a more balanced relationship between DC 
(226545) and VC (226706) (Kansagara et al. 2011, p. 1691).
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5.3.1.3  Object of Investigation

The object of investigation between the analysed studies also varies. For example, 
Hilbert et al. (2014) focus on the development of a model for patients with acute 
myocardial infarction, cardiac failure and lung inflammation or pneumonia. Au 
et al. (2012) also focus on patients with heart failure, and Philbin and Disalvo (1999) 
limit their study to patients diagnosed with cardiac insufficiency. In addition to 
patients with heart failure, Howell et al. (2009) also consider patients with chronic 
obstructive pulmonary disease, diabetes and dementia (Howell et al. 2009). Shulan 
et al. (2013), on the other hand, take into account all admitted patients. The analysis 
of the studies shows that most risk prediction models are based on all types of diag-
noses. The study by Ross (2008, p. 1379) also obtains similar results, with most 
studies from the USA taking into account all the diagnoses for readmissions. This is 
followed by studies investigating patients with cardiac diseases.

5.3.1.4  Readmission Period

The readmission period between the initial admission to the hospital and the read-
missions also varies between studies. The analysis of the studies shows that read-
missions are primarily investigated within a period of 30 days. Other intervals are 
2-month, 6-month and yearly readmissions. In a systematic study analysing predic-
tion models for patients with acute heart muscle infarction, Desai et  al. (2009, 
p. 501f.), on the other hand, find that most models are based on readmissions rate 
within 1 year.

5.3.1.5  Independent Variables

An overview of the most frequently used variables in predictive risk models based 
on the studies by Kansagara, Ross and Desdai is shown in Table 5.1. It is important 
to note that especially socio- demographic variables such as age, gender, insurance 
status and income are frequently used. In addition, specific variables concerning the 
patients’ disease or comorbidities are used. These include, among others, the sever-
ity of the illnesses as well as information on the mental health condition. Predictive 
risk models, which focus on specific diagnoses, such as, for example, myocardial 
infarction, also document serum values.

5.3.1.6  Issues

Regression analyses are most frequently used for the evaluation of these data, which 
are selected with regard to their practical and statistical relevance with regard to the 
available data. However, the prognosis of future results is often linked to various 
problems, some of which are described below. A fundamental problem in the 
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Table 5.1 Common independent variables in risk prediction models

Variable
Kansagara 
et al. (2011) Ross (2008) Desai et al. (2009)

Socio-demographic variables

Age X X X
Sex X X X
Race/ethnicity X X X
Insurance status X X X
Education X X X
Marital status X X
Living status X X
Income X X X
Availability of caregiver X
Access to care or limited access X
Discharge location X
Comorbid variables

Specific medical diagnoses or 
comorbidity index

X X (Heart failure) X (Myocardial 
infarction)

Mental illness/depression X X
Diabetes mellitus X X
Hypertension X X
Renal disease X X
Myocardial infarction X X
Coronary artery disease X X
Heart failure X X
COPD X X
Stroke X X
Arterial fibrillation X
Previous PTCA X
Precious CABG surgery X
Tobacco/substance abuse X X
Hypercholesterolemia X
Prior revascularization X
Severity of disease

Severity index Left ventricular 
ejection fraction

Location of myocardial 
infarction
Coronary angiographic 
findings

New York Heart 
Association Class

Length of stay
Revascularization
Physical exam results

Serum markers

Troponin X X
Haematocrit or haemoglobin X X

(continued)
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derivation of knowledge is that the present record may contain peculiarities. These 
are then included in the predictive algorithm, as well as in the prognosis. This can 
lead to incorrect conclusions drawn from the data. A basic problem is under- or 
overfitting. With underfitting, important forecast variables are not identified in the 
derived data set. This can have different causes. On the one hand, random variation 
can lead to the fact that the values of important forecast variables do not differ sig-
nificantly, within different forecast groups of the available data collection. On the 
other hand, important prediction factors cannot be taken into account due to limita-
tions in the derivation of the data set. With overfitting, on the other hand, the predic-
tion model is too much focused on the derivation data and cannot generalize well 
enough to be applied to new data. Essentially, the compatibility of the models for 
further applications has to be validated. Altman & Royston (2000, p. 454ff.) define 
a clinically validated model as such, that is, has to reach a satisfactory performance 
under defined statistical criteria. They see a need for validation of prognosis models 
to ensure that the predictors are appropriate for the purpose, and thus various prob-
lems can be identified and corrected. These issues include deficits in the application 
of standard modelling methods, the design of the prognostic studies and the trans-
ferability of the models.

5.3.2  Methods

The following table provides an overview of the methods used within predictive risk 
models in health care. Each method is presented shortly and subsequently evaluated 
(Table 5.2).

5.3.2.1  Regression Analysis

In health care, the regression analysis is one of the most important statistical methods 
for evaluating medical data. Through this method, relationships between individual 
factors such as, for example, hypertension and the age of the patient can be identi-
fied. In essence, the regression analysis allows to examine three aspects and, on the 
one hand, the relationship between the independent and dependent variables, which 
are described using a regression analysis. On the other hand, the dependent variable 
can be estimated by the observed independent variables. The third aspect is the 

Table 5.1 (continued)

Variable
Kansagara 
et al. (2011) Ross (2008) Desai et al. (2009)

Blood urea nitrogen/creatinine X X
Natriuretic peptide X X
Sodium X
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identification of relevant risk factors as well as the generation of individual predictions 
(Schneider et al. 2010, p. 776). There are different kinds of regression analyses, 
the fields of application which are as follows (Backhaus et al. 2016, p. 67):

• Causal analysis: here, we examine how a certain variable is influenced by the 
regression analysis.

• Impact analysis: the degree of change of a dependent variable can be investigated 
when an independent variable is modified.

• Time series analyses: in this application area, the change of a variable is analysed 
in the time sequence.

In essence, simple and multiple regression, as well as linear and non-linear 
regression, can be differentiated (von der Lippe 1993, pp.  259ff.). A regression 
method often used in the medical field is the so- called logistic regression (LR). 
There are two types of logistic regression: the binary logistic regression and the 
multinomial logistic regression. The former is used for dependent variables with 
two possible characteristics. For example, a patient is readmitted or not readmitted. 
The latter is for a dependent variable which can take more than two characteristics. 
The main difference between the logistic and the linear regression is that the logistic 
regression only estimates the occurrence probability of the selected characteristic of 
the dependent variable and not the magnitude of this variable itself (Albers 2007, 
p. 199). As an alternative to logistic regression models, the “penalized” regression 
analyses (PRA) apply. These are mainly used in the analysis of high-dimensional 
data. Among the most popular PRA methodologies are LASSO, adaptive LASSO 
and the elastic net (Brown 2016). Finally, the Poisson’s regression is used to model 
count data as a dependent variable and continuous or categorical independent 
variables (Schneider et al. 2010, p. 777).

5.3.2.2  Support Vector Machines (SVMs)

A support vector machine represents data objects as vectors in a d-dimensional data 
space to enable a separation of these objects by means of binary classification rules. 
For this purpose, the training data is separated from each other, depending on the 
number of dimensions, by a line, plane or hyperplane according to learned classifi-
cation rules (Harrach 2014, p. 150; Müller and Lenz 2013, p.). SVMs are used to 
describe the extent to which new examples can be classified from a learning set. 
Each learning set has n examples and is composed of a feature vector and a classifi-
cation. The classification Y can be 1 (positive) or −1 (negative). The feature vector 
summarizes all feature values of the example and must contain real numbers. The 
aim of SVM is to select the hyperplane with the maximum distance between the 
positive and negative data points (Görz 2014, S. 427ff.). In addition, the initial fea-
ture space can be represented in a higher-dimensional space, which may allow an 
easier identification of separating boundaries between the data sets. For the conver-
sion of a function of data objects into a higher- dimensional space, so-called kernel 
functions are used (Müller and Lenz 2013, p.  107). Thus, SVM can also have 
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complex non-linear classification rules (Görz 2014, p. 432). SVMs are mainly used 
when a large number of features have to be interpreted, e.g. in text classification 
(Kaiser 2009, S. 93f.). An advantage of SVMs is that if the kernels are correctly 
specified, a high classification quality can be obtained. Another advantage is that, 
after completing the classifier’s training, new data objects can be quickly catego-
rized onto the right side of the separating hyperplane. A shortcoming in the use of 
SVM is that a large number of irrelevant attributes lead to overfitting. Another draw-
back with SVM is that the kernel function and its parameters must be estimated for 
each data set. This requires a large training data set so that the classification quality 
and the cross-validation can still be reliably determined (Harrach 2014, p.  151; 
Müller and Lenz 2013, pp. 106f.).

5.3.2.3  Decision Trees (DT)

Complex, unbalanced and missing values of health data result in a non-linear rela-
tionship between health outcomes and their underlying determinants. Thus, meth-
ods that can deal with non-linear relationships, such as decision trees, are often 
applied in health care. A distinction is made between two different types of trees: 
classification trees and regression trees. The former can be used for the prediction 
of categories, whereas the latter can be used, for example, to identify relationships 
of related health data. Both are used for the investigation of dependent variables, 
whereby classification trees use a limited number of disordered values. Regression 
trees, on the other hand, use ordered, discrete values. In general, both methods are 
considered machine-based learning methods, which can generate prediction models 
from data (Loh 2011, p. 14; Speybroeck 2012, p. 243). When using decision trees 
for classifying new examples, a set of already classified examples has to be prepared 
first. This data set is divided into a training data set and a test data set. The training 
data set is used to develop the decision tree and the test data set to test the accuracy 
of the obtained model. First, all attributes (input data) that define a specific case are 
described. Next, all attributes, which are relevant for the decision of a given problem 
(output data), are selected. For each input variable, specific value classes are defined 
according to the following rules: if an attribute can only accept one of a few discrete 
values, then each value has its own class. If an attribute can hold various numerical 
values, characteristic intervals are defined. In this case, each interval can again rep-
resent a different class. Each of these attributes can then represent an internal node 
in the generated decision tree. The leaves of the decision tree characterize decisions 
by means of value classes. The derived rules that have been developed based on 
solved cases can then be transferred to new examples. In principle, a decision tree is 
generated by means of a “divide and conquer” algorithm from the objects of the 
training data set. If all objects belong to the same decision class, the resulting tree 
consists of a single node with a correct decision. Otherwise, the objects must be 
split according to the category of the selected attributes. For each branch, an induc-
tion process is repeated within the remaining objects until no further branches and 
divisions are possible (Podgorelec et al. 2002, S. 446f).
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5.3.2.4  Random Forests (RF)

The approach of random forests uses so-called bootstrap samples to build several 
decision trees (Singh and Xie 2008, S. 2). Each of these trees differs by a unique, 
random sampling of subsets of predictors (Prasad et al. 2006, p. 184) and results in 
an individual prediction. There are two methods for generating multiple classifica-
tions and the following aggregations of results, called “bagging” and “boosting”. In 
bagging, each tree is created using a bootstrap sample, which is replaced in the 
training data. This mechanism allows a simple reduction of prognosis errors for 
unstable predictors. The average prediction of all generated trees thus allows a 
reduction in the variance, which can be achieved by minimizing the correlation 
between average quantities. This can also be achieved by the random selection of 
many predictors (Segal 2004, p. 3). In boosting, extra weights are added to succes-
sive trees for incorrect predictors in previous predictions. A weighted aggregation is 
then used for the prediction (Liaw and Wiener 2002, p. 18). Random forests are 
particularly suitable for medical diagnoses, since there are a large number of input 
variables with only a small amount of information for each variable. Therefore, 
individual decision trees can only provide predictions with little precision, whereas 
a combination of multiple trees can significantly improve the predictability (Breiman 
2001, p.  6). Furthermore, the predicted output is mainly dependent on the user- 
specified parameters, with a large number of predictors randomly selected for each 
node. In addition, by using random forests, precise predictions can be made for the 
accuracy of the results if certain input variables are changed randomly. As a result, 
the relative weightings of the variables can also be filtered out (Prasad et al. 2006, 
p. 185).

5.3.2.5  Artificial Neural Networks (ANN)

Artificial neural networks consist of parallel distributed processors, which in turn 
consist of single processing units, the so-called neurons (Haykin 1999, p. 24). The 
processing of an ANN is performed analogously to that of a brain. Here, the com-
munication happens by transmitting electrical impulses via neural networks consist-
ing of axons, synapses and dendrites. Since ANNs are based on the principle of 
information processing of a biological nervous system, some analogies exist 
between the two (Krogh 2008, p. 195). One the one hand, external information form 
the basis for the information processing for ANN. On the other hand, information 
processing is based on a large number of single connected elements, which are 
referred to as neurons in both ANN and biological nervous systems. Another impor-
tant analogy is that knowledge is generated by learning processes and information 
processing is carried out in parallel (Backhaus et al. 2015, p. 298). According to 
Haykin (1999, p. 24), there is another commonality in the weights between neurons, 
also known as synaptic weights, which are responsible for storing the learned 
knowledge. Neural networks can be divided into supervised and unsupervised net-
works based on the underlying learning rules (Backhaus et al. 2015, p. 300). In the 

I. Eigner and A. Hamper



67

case of unsupervised learning, the main goal is the discovery of clusters with similar 
characteristics within the data. Supervised learning, on the other hand, focuses on 
building a model with predefined classes based on already classified training data 
(Guerra et al. 2011, p. 74f). ANNs can be further categorized in “feedforward” and 
“feedback” networks. In feedforward networks, the state of any neuron in the net-
work is determined only by the input-output patterns and is thus classified as static. 
Feedback networks, on the other hand, are characterized by at least one existing 
feedback loop; thus they are also referred to as dynamic networks.

5.3.3  Evaluation of Methods

A statistical method for evaluating the performance of a model is C-statistics or the 
area under the curve (AUC) below the receiver operating characteristic (ROC) curve 
(Uno et  al. 2011, p.  1105f.). C-statistics can be calculated for each method that 
generates predictive values. These include, among others, logistic regression and 
machine-based learning classifications. C-statistics can take values between 0.5 and 
1, with 0.5 indicating an insufficient classification and 1 a perfect classification 
(Westreich et al. 2011, p. 2). Kansagara et al. (2011, p. 1689) further specify the 
interpretation of these statistics. Thus, models with C-statistics of less than or equal 
to 0.7 have inadequate discriminative ability. Values up to 0.8 have an acceptable 
performance, and models with C-statistics greater than 0.8 show good discrimina-
tive performance. An analysis of current studies with regard to the C-statistics shows 
that a large part of the developed models show only a poor discriminative ability (cf. 
Table 5.3).

While the setups vary greatly between different studies as shown in paragraph 3, 
some studies exist that compare specific methods within the same study configura-
tion (population/subject, etc.) A study comparing the performance of SVM, DT, RF 
and LR by Sushmita et al. (2016, p. 453ff.), for example, evaluates the prediction of 
readmissions for patients within 30 days, as well as their resulting costs. The data is 
based on a large hospital group in the USA, comprising 221,000 admissions that are 
analysed according to demographic information (e.g. age, ethnicity), clinical infor-
mation (e.g. primary diagnosis), insurance information, administrative data and 
payment information. The LACE index (length of stay, acuity of admission, 
Charlson comorbidity index, number of ED visits) is used to compare the perfor-
mance of individual methods. LACE is an acknowledged method to assess the sta-
tistical risk of preventable readmissions. Table 5.4 gives an overview of the results 
of the study.

According to Sushmita et  al. (2016, p.  458ff.), three essential findings are 
obtained from the study. First, three out of five methods achieved a sensitivity of 
over 80%, while their specificity and accuracy were similar to that of the compared 
LACE algorithm. The sensitivity and precision results of the DT and SVM were 
both relatively high and also comparable to the LACE algorithm. Nevertheless, the 
specificity of both algorithms, which indicates the correct identification of low risks, 
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is quite low. Second, the sensitivity and specificity varies only slightly between the 
methods. Third, the maximum value for all methods lies between 50% and 60% 
when aiming at a perfect balance of all measurements (sensitivity, specificity, 
accuracy).

Another study by Futoma et al. (2015, pp. 230ff.) also investigates various pre-
dictive risk models for readmissions. A record of the New Zealand Ministry of 
Health is used, comprising information on approximately 3.3 million hospital 
admissions between 2006 and 2012. Independent variables included race, sex, age, 
length of stay, type of institution (private/public) and if the patient was transmitted 

Table 5.3 C-statistics of identified studies

Author Method C-statistics

Amarasingham et al. LR 0.72
Au et al. RF 0.57–0.61
Billings et al. LR 0.69
Bottle et al. LR 0.72
Futoma et al. LR, PLR, RF, SVM LR = 0.648

RF = 0.684
PLR = 0.683
SVM = 0.671

Halfon et al. PR 0.72
Hasan et al. LR 0.61
Hilbert et al. DT PN: 0.65

AMI: 0.612
HF: 0.583

Howell et al. LR 0.65
Huang et al. SVM nA
Lee LR, DT, ANN nA
Morrissey et al. LR 0.7
Philbin et al. LR 0.6
Shams et al. Hybrid approach: LR + RF 0.8
Shulan et al. LR 0.8
Sushmita et al. SVM, LR, DT, RF nA
Yamokoski et al. LR 0.6

Table 5.4 Results of the performance comparison of different methods (Sushmita et al. 2016)

Algorithm Sensitivity (%) Specificity (%) Accuracy (%)

LACE 76.42 38.95 31.63
SVM 98.1  1.84 26.98
DT 94.07  9.04 27.65
RF 84.76 25.60 29.63
LR 92.47 13.24 28.26
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from another hospital. In addition, previous hospital visits within the last year were 
considered. In this study, the predictive performance of LR, MR, PLR, RF and SVM 
is compared using C-statistics. RF (AUC value 0.684) and PLR (AUC value 0.683) 
presented the best performance. In addition, a pre-coupled neural network was 
tested resulting in significantly better AUC values compared to the PRA.

Lee (2012, p. 259ff.) compares the performance of predictive risk models using 
LR, DT and ANN, based on readmissions to a university hospital in Seoul from 
January to December 2009. They included demographic data (age, gender, etc.), 
treatment and clinical data (department, treating physician, number of comorbidi-
ties, etc.) and healthcare utilization data (type of insurance, length of stay, etc.). 
Table 5.5 shows the results of the standard error and rate of misclassification across 
all methods.

Here, DT resulted in the highest predictive performance with regard to the mis-
classification rate and the AUC value (Lee 2012, p. 262).

5.4  Discussion

Literature shows that a large number of diverse, predictive risk models with differ-
ent objectives and approaches already exist that are, however, difficult to compare 
and often result in an inadequate predictive performance. One way to assess their 
meaningfulness is to provide C-statistics. Kansagara et al. (2011, p. 1694ff.) state 
that the forecast of readmissions using predictive models is considered a complex 
and difficult process, which is also reflected in the poor C-statistics of the predictive 
risk models under study. Van Walraven et al. (2011, p. 397) propose another prob-
lem in identifying whether a readmission should be classified as avoidable or 
unavoidable. While there is a lot of potential in these methods to reduce healthcare 
costs and improve the overall quality of care by supporting more evidence-based 
decision-making and delivery of healthcare services, the performance of these mod-
els and overall understanding of readmissions still need to be improved in future 
studies.

Table 5.5 Results of performance comparison (Lee 2012)

LR DT ANN

Standard error

Training data 0.385 0.373 0.384
Validation data 0.385 0.369 0.383
Misclassification rate

Training data 0.214 0.180 0.214
Validation data 0.217 0.177 0.211
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Chapter 6
An Ontology for Capturing Pervasive  
Mobile Solution Benefits in Diabetes  
Care: Insights from a Longitudinal  
Multi-country Study

Arkland Ramaprasad, Steve Goldberg, and Nilmini Wickramasinghe

6.1  Background

Globally, two key and unconnected trends are evident: (1) the prevalence of diabetes 
is increasing exponentially (Help4Diabetes 2012), and (2) the adoption of pervasive 
mobile solutions is increasing rapidly (Degusta 2012). Globally, diabetes mellitus 
[diabetes] is one of the leading chronic diseases (Geisler and Wickramasinghe 
2005). The total number of diabetes patients worldwide is estimated to rise to 366 
million in 2030 from 171 million in 2000 (Wild et al. 2004). Contemporaneously, 
conservatively, over 6.4 billion mobile internet subscriptions are predicted by 2019, 
and by 2030 everyone is predicted to be using mobile banking.

In Australia alone, an estimated 275 individuals develop diabetes daily (Diabetes 
Australia 2016) making Australia a significant contributor to this projected global 
trend. Further, an estimated 700,000 Australians, representing approximately 3.6% 
of the population, were diagnosed with diabetes in 2004–2005. Further, between 
1989–1990 and 2004–2005, the proportion of Australians diagnosed with this dis-
ease more than doubled from 1.3% to 3.3% (Diabetes Australia 2016). Additionally, 
between 2000–2001 and 2004–2005, Australian diabetes hospitalization rate 
increased by 35% from 1932 to 2608 per 100,000 people (AIHW 2008). Hence, 
most agree that diabetes is one of the fastest growing chronic diseases in Australia 
(AIHW 2008; Catanzariti et al. 2007; Chittleborough et al. 2007).
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In addition to the unpleasantness of this disease to its sufferers, it must also be 
kept in mind that diabetes and its complications incur significant costs for careers, 
governments, and the entire health system (Geisler and Wickramasinghe 2005; 
Colagiuri et al. 2002). In the United States, in 2010–2011, costs associated with 
diabetes were US$174 billion ($116 billion direct medical costs and at least $58 
billion indirect costs) (Help4Diabetes 2012), while in 2004–2005 direct healthcare 
expenditure on diabetes in Australia was AU$907 million, which constituted 
approximately 2% of the allocable recurrent health expenditure in that year (AIHW 
2008; Catanzariti et  al. 2007; Chittleborough et  al. 2007; Colagiuri et  al. 2002; 
Wickramasinghe et al. 2013). Further costs include societal costs that represent pro-
ductivity losses for both patients and their careers (Colagiuri et al. 2002).

In Germany and China, diabetes is also a significant healthcare issues and repre-
sents a national concern for these two countries whose combined spending (with the 
United States) contributed 60% of the total global health expenditure on diabetes as 
of 2015 (International Diabetes Federation 2015). Given that China is the most pop-
ulous country, it currently is home to the largest number of adults living with diabe-
tes. According to International Diabetes Federation (2015), both countries had 
10.6% diabetes national prevalence as of 2015, while China had a higher diabetes 
age-adjusted comparative prevalence (10.6–10.9%) compared to 8.7% in Germany.

Further, the prevalence of gestational diabetes mellitus (GDM) increased in both 
Germany and China during the last 15 years. While more cases have been diagnosed 
with GDM in China as compared to Germany (adjusted for population differences), 
the two countries have similar trends in the prevalence of GDM, with slightly higher 
rate in Germany than in China. Specifically, the adjusted prevalence of gestational 
diabetes mellitus increased by 2.8 times during 1999–2008, from 2.4% to 6.8% 
(P < 0.0001 for linear trend) (Zhang et al. 2011); the highest rate was in the age 
group 30–34 (11.3%), and the lowest was among women aged 25 and under (1.2%). 
A similar trend can be seen in Germany, over a period of 11 years (2002–2013); the 
documented prevalence of GDM increased 2.9 times (compared to 208 times in 
China) from 1.5% to 4.4% (Kleinwechter et al. 2011; AQUA 2013).

In the United States, 29.1 million people or 9.3% of the population have diabe-
tes; 21.0 million people have been diagnosed with diabetes, with estimated 8.1 mil-
lion people with undiagnosed diabetes (Centers for Disease Control and Prevention 
2014). Further, The prevalence of gestational diabetes mellitus (GDM) in the United 
States may be as high as 9.2%, with 1–14% of pregnant women in the United States 
could develop GDM annually (DeSisto et  al. 2014). According to Centers for 
Disease Control and Prevention (Centers for Disease Control and Prevention 2014), 
the total medical costs and lost work and wages for people with diagnosed diabetes 
is USD 245 billion.

Recognizing the growing problem of diabetes as well as noting that simultane-
ously there has been an exponential rise in the penetration, use, and uptake of mobile 
phone solutions and applications, it seems logical to investigate the possibility of 
developing a pervasive mobile solution to support and facilitate better care of indi-
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viduals with diabetes. As diabetes is a global health concern, this longitudinal study 
examines the use of the proffered pervasive solution in several countries, namely, 
Australia, Canada, China, German, Sri Lanka, and the USA. In Australia, Germany, 
and the USA, the focus of the patient cohort is on GDM (gestational diabetes), 
while in Canada, China, and Sri Lanka the focus is on type 2 diabetes. To under-
stand the use of the proffered pervasive solution then, it is first necessary to under-
stand the key aspects of chronic disease management and diabetes self-care as well 
as the case of GDM as the following describes. Then we present the insights to date 
from the longitudinal multi-country study. However, in conducting the multiple 
studies and examining the insights collected to date, an important void became 
apparent to us, the need for a universal framework to examine the benefits of perva-
sive mobile solutions for various populations of patients with diabetes. We address 
this void by developing an ontology for diabetes care which is presented in the dis-
cussion section of the paper.

6.1.1  Diabetes Care and the Importance of Self-Management

Currently, there is no cure for diabetes. Recommended treatment protocols require 
effective and ongoing lifestyle management, together with particular attention and 
monitoring by healthcare professionals and patients (Britt et al. 2009). In order to be 
effective, it is essential that patients are both informed and be active participants in 
their treatment regimen (AIHW 2008, 2007). Thereby, continuous self-management 
is an essential part of prudent diabetes care (ICIC 2008; Colagiuri et  al. 1998; 
Poulton 1999; Rasmussen et al. 2001; Wellard et al. 2008).

Nevertheless, self-management is time-consuming and requires significant self- 
discipline (Russell et al. 2005). Current support strategies include regular assess-
ment, goal setting, action planning, problem-solving, and follow-up (ICIC 2008). 
However, since effective self-management often requires ongoing patient interac-
tion with their healthcare professionals (Knuiman et  al. 1996), difficulties often 
arise when diabetes sufferers encounter problems ranging from making appoint-
ments to needing to travel to many locations (Wellard et  al. 2008; Van Eyk and 
Baum 2002; Zgibor and Songer 2001). There may be temporal gaps in appointment, 
geographical gaps due to travel distances, and informational gaps due inadequate 
communication.

Solutions for supporting self-management to date (Chau and Turner 2007; Rudi 
and Celler 2006) have not always been effective, as they have been complex and 
awkward for patients to embrace easily (Reach et al. 2005). It has been noted that 
computer-assisted telemedicine can help diabetes sufferers improve both their self- 
management (Balas et al. 2004) and their relationship with healthcare professionals 
(Bodenheimer et  al. 2002; Downer et  al. 2006), and thus the use of a pervasive 
mobile solution would appear to have merit.
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6.1.2  Gestational Diabetes

The global problem of diabetes is well documented, and public health agencies 
globally are trying to develop appropriate awareness, education, and treatment pro-
grams to address this silent crisis (Help4Diabetes 2012; Geisler and Wickramasinghe 
2005). These discussions, however, tend to focus only on type 1 and type 2 diabetes; 
less attention is given to gestational diabetes mellitus (GDM) (Geisler and 
Wickramasinghe 2005). GDM is also an important consideration when examining 
the chronic disease of diabetes, and thus we endeavor to include it in many of our 
trials.

Gestational diabetes mellitus (GDM) is a form of diabetes which presents in 
pregnancy, and is usually detected by routine screening in asymptomatic women 
(Wickramasinghe et  al. 2013). Typically, incidence is 4.6% of pregnancies, i.e., 
greater than 12,400 women per year, in Australia (Templeton and Pieris-Caldwell 
2008). Some women, especially those in whom the diagnosis of GDM was made 
early in pregnancy, may have pre-existing undiagnosed diabetes. In Australia and 
New Zealand, universal screening for GDM is recommended by the Australasian 
Diabetes in Pregnancy Society (ADIPS) (Hoffman et al. 1998); however, the uptake 
of the recommendation is rather variable (Rumbold and Crowther 2001). Most com-
monly the diagnosis of gestational diabetes is made following routine screening at 
24–28 weeks gestation, with smaller numbers of women diagnosed earlier or later in 
pregnancy. Maternal complications of GDM include polyhydramnios and premature 
labor, preeclampsia, and perineal trauma (Hoffman et al. 1998). Perinatal complica-
tions include macrosomia, shoulder dystocia, bone fractures, and nerve palsy 
(Crowther et al. 2005a). It recurs in subsequent pregnancy in 30–80% of women, the 
incidence varying with ethnicity, being lower in Caucasian women (Kim et al. 2007).

Treatment of women with GDM aims to control maternal, and therefore fetal, 
hyperglycemia and the associated tendency to fetal hyperinsulinemia. They are at 
the root of the fetal complications (Metzger et al. 2008). Critical to the treatment of 
women with GDM is careful and systematic monitoring of maternal glycemia and 
appropriate adjustment of lifestyle, dietary, and pharmacological therapy (Crowther 
et al. 2005a; Metzger et al. 2008; Crowther et al. 2005b).

6.1.3  The Development of a Pervasive Mobile Solution

In order to develop the solution, it was first necessary to understand the key ele-
ments of chronic disease management as set out by Rachlis (2006). Integral to this 
model is the interaction between an informed patient and a proactive care team. 
Both of these are possible only with solutions that can facilitate better management 
and monitoring (Goldberg 2002a, 2002b, 2002c, 2002d, 2002e; Wickramasinghe 
and Goldberg 2003, 2004).
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To develop such a solution, a user-centered design (UCD) approach was adopted. 
UCD can be considered in general terms as a type of user interface design 
(Vredenburg et al. 2002). In addition, it is a process where attention is given to the 
needs, wants, and desires of end users of a product or solution and is characterized 
by a multistage problem-solving process including planning and feasibility, require-
ments, design, implementation, test and measure, post release, and analysis 
(Vredenburg et al. 2002). In the case of the design and development of a pervasive 
mobile solution, this included a 30-day e-business acceleration project in collabora-
tion with many key players in hospitals, such as clinicians, medical units, adminis-
tration, and IT departments. At the completion of this e-business acceleration 
project, a scope document to develop a proof-of-concept specific to the unique 
needs of a particular environment was delivered.

The web-based model (Fig. 6.1) provided the necessary components to enable 
the delivery framework to be positioned in the best possible manner. It can facilitate 
enacting the key components of the chronic disease model successfully. In addition, 
the web-based model is designed to be flexible and dynamic. It can be adapted to 
suit the complex nature of healthcare environments by iteratively, systematically, 
and rigorously incorporating lessons learnt from data into healthcare processes to 
ensure superior healthcare delivery. This method not only maximizes the value of 
past data and learning but also makes processes amendable as complex needs and 
requirements evolve.

What makes this model unique and most beneficial is its focus on enabling and 
supporting all areas necessary for the actualization of ICT (information communi-
cation technology) initiatives in health care. By design, the model identifies the 
inputs necessary to bring an innovative chronic disease management solution to 
market (Rumbold and Crowther 2001; Crowther et  al. 2005a; Kim et  al. 2007; 
Metzger et al. 2008; Crowther et al. 2005b; Rachlis 2006; Goldberg 2002a). These 
solutions are developed and implemented through a physician-led mobile e-health 
project. This project is the heart of the model that bridges the needs and require-
ments of many different players into a final (output) deliverable, a “wireless health-
care program.”

Succinctly, the final technology solution works as follows. The individual takes 
their blood glucose readings. These are then either directly transferred to the mobile 
device or manually entered and then sent to the designated member of the clinical 
care team who on reading the information can send a message back to the patient.

6.2  Methods

Given the preceding, we set out to investigate the possibility of applying the perva-
sive mobile solution in several countries. Specifically, we wanted to investigate the 
benefits of a pervasive technology to facilitate and enable superior self-care for 
patients suffering with diabetes. As highlighted in Table 6.1, in some of the coun-
tries, we only focused on GDM (gestational diabetes mellitus), while in other 
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countries we focused on type 2 diabetes. In any single trial in a particular context/
country, we did not mix type 2 and GDM patients. Thus each trial was either made 
up of a GDM patient cohort or a type 2 diabetes cohort.

Research Design The DiaMonD (Diabetes monitoring device) study used the 
established techniques adapted by Wickramasinghe and Goldberg (Goldberg 2002a, 
2002b, 2002c, 2002d, 2002e; Wickramasinghe and Goldberg 2003, 2004, 2007) to 
date, i.e., the AMR (adaptive mapping to realization) methodology. In addition, a 
crossover style unblended RCT (randomized control trial) was utilized which means 
that the control group at a predetermined time converts to using the technology solu-
tion, while the intervention group at this same point in time then reverts to the tradi-
tional solution. This strategy is deemed appropriate in studies of this nature so that 
it is possible for patients to compare with/without technology scenarios.1 We note 
that for GDM trials crossover was set at 4 weeks while for the type 2 trials crossover 
was set at 3 months.

Established qualitative and quantitative techniques have been employed to ana-
lyze the collected data. Specifically, from the qualitative data, thematic analysis was 
performed in accordance with standard approaches described by Boyatzis (1998) 
and Kvale (2009), while simple regression techniques and exploratory data mining 
techniques will form the major focus for the quantitative part.

1 www.implementationscience.com/content/4/1/69.

Table 6.1 Summary of results

Country Stage Comments

Australia—
GDM

Completed All patient and clinical users preferred the technology solution, 
and usability, fidelity, and usability were established

Canada—
type 2

Completed Pre and post levels of HbA1c were recorded to monitor glycemic 
control. The study showed that all patients using the technology 
solution recorded their blood sugar daily indicating a higher level 
of self-management which in turn led to better glycemic control

China—type 
2

Recruiting Currently the recruiting process is proving to be difficult since 
culturally Chinese do not like to take blood sugar four times a day 
as required, and some patients have been trying to sell the test 
strips

Germany—
GDM

Tailoring the 
solution

Several bespoke requirements have been requested by the 
hospital, and these are being considered and integrated into the 
mobile solution

Sri Lanka—
type 2

Recruiting We are in the process of finalizing the recruitment stage

United 
States—
GDM

Recruiting We are in the process of finalizing the recruitment stage
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6.2.1  Data Collection Strategy

The data collection strategy included collecting data at the start, at the cross over 
point, and at the end of each respective patient’s participation in the trial via an 
interview and the administration of open-ended questionnaires. In addition, clini-
cian data would be captured at the start and conclusion of the project via interview 
and the administration of open-ended questionnaires.

6.3  Results

The results to date of this research in progress are summarized in Table 6.1.
As can be seen from Table 6.1, the study is at various stages of progression across 

the different data sites in each country with the trial completed in Australia (focus-
ing on GDM) and Canada (focusing on type 2). In addition to the relative stages of 
the actual trial, the study has also established an appropriate delivery framework 
and web-based conceptual model that were tailored to each context, namely, 
Australia, Canada, China, Germany, Sri Lanka, and the United States. This was an 
essential first step in order to successfully apply the pervasive mobile solution. 
From this, it was possible to then program the solution to the required local pro-
cesses and requirements. Once the solution was approved by the clinicians and eth-
ics clearance received, it was then used in the technology arm of the trial.

6.3.1  Key Insights

From the Australian case results, we are able to note that whether patients started 
with standard care and then migrated to the technology arm or vice versa, all patients 
interviewed have preferred the technology solution over the standard care approach. 
The standard care approach in the Australian context essentially consisted of keep-
ing logs of blood sugar readings and food intake and when required insulin usage. 
One patient noted (and all patients to date have expressed similar sentiments):

…as a busy working person I have no time to note things down but with the mobile solution 
I can record things as I go so easily. I cannot believe this solution has not been used yet…. 
(patient 3)

Patients also commented about the benefit of the solution in a geographic sense, 
since they did not have to drive for regularly checkups but could through the tech-
nology solution transfer key data and be advised when they must come in for a 
checkup.

All members of the healthcare team (obstetricians, diabetic educator, and endo-
crinologists) were supportive of the technology solution. They claimed it enabled 
them to provide a higher quality of care in a timely fashion to their patients. When 

A. Ramaprasad et al.



83

the findings were discussed with hospital administration, they were supportive of 
the solution to improve quality of care for patients but were also focused on if there 
were more labor requirements for members of the clinical team especially if scale 
increased to manage the backend and provide timely replies and feedback.

From the Canadian study, patients reported that the technology solution facili-
tated them to record their blood sugar regularly which in turn led to higher levels of 
self-management with the result of higher compliance. This was considered to be of 
value to the patients and also the clinicians.

In all the trials to date, the focus has been on monitoring and self-management; 
however, when we look at the literature around diabetes care, one is also aware of 
other important aspects such as coaching and education (Wolever et  al. 2013; 
Mullins et al. 2012).

6.4  Discussion

Even though this longitudinal multi-country study is in progress, to date we have 
not had any patient prefer the standard care over the technology solution. However, 
a more pressing void than the access to a pervasive technology solution per se has 
been uncovered, while we have been conducting the respective trials and working 
with the clinicians and hospital administrators in order to move forward with our 
respective trials. Specifically, we realized that a void in the literature is the presence 
of a universal framework of diabetes care to facilitate maximization of the benefits 
of a pervasive technology solution in the context of supporting the delivery of supe-
rior care in diabetes exists. We believe this is particularly important today given the 
global problem of diabetes and the variety of technology solutions that are now 
being developed to support various aspects of diabetes care. For example, studies on 
diabetes management such as (3,4,13,50,51) discuss only a subset of all stakehold-
ers, many do not discuss GDM even though this is a recognized type of diabetes, 
and some do not discuss the geographic angle or traveling. Thus, to address this 
void, we constructed the following ontology (Fig. 6.2) and discuss key aspects of it 
below.

6.4.1  Ontology of Diabetes Care

Figure 6.2 presents the ontology for diabetes care that was derived by combining 
our literature review with results to date from the current longitudinal multi-country 
study. To understand the ontology, it is first necessary to realize that it is difficult to 
effectively present the full complexity of diabetes care using linear natural (English) 
narrative as the narrative would not only be too voluminous but also increase the 
risk of simplification and the bias of selection in its description. On the other hand, 
a structured natural English representation using an ontology can be parsimonious 
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and effective in capturing the complexity of diabetes care and making it visible and 
comprehensible. The ontology then serves as a combinatorial, visual, natural 
English representation (Churchman 1967; Ramaprasad and Syn 2014; Ramaprasad 
and Syn 2015; Cimino 2006). (It can be in other languages too.)

Thus in developing the presented ontology, we deconstruct diabetes care into 
seven dimensions, one of them with two subdimensions. These dimensions emerged 
from our pilot studies as well as the literature reviewed to date. Specifically, these 
include (a) stakeholders in the care, (b) medium of care, (c) semiotics of care, (d) 
continuity of care, (e) function of care, (f) diabetes type, and (g) value of care. The 
semiotics of care has two subdimensions—semiotic phase and semiotic process. 
The underlying argument is that the stakeholders use the media-based semiotics to 
assure the continuity of the various functions of diabetes care to manage the value 
of care. This argument can be expressed as:

Value = f (Stakeholder, Medium, Semiotics (Phase, Process), Continuity, Function, 
Diabetes)

The stakeholders in diabetes care are many—both a cause and a consequence of 
the complexity of diabetes care. They are enumerated as a two-level taxonomy 
under the Stakeholder dimension (column) in Fig. 6.3. (Notes: We will capitalize 
the words that refer to the dimensions and elements in the ontology, except in nar-
rative descriptions of full or partial components. The dimensions and elements of 

Stakeholder Medium Phase Process Con�nuity Func�on Diabetes Value
Providers Paper Data Genera�on Temporally Detec�on GDM Quality

Hospitals Person Informa�on Applica�on Geographically Treatment Pre- Outcomes
Clinics AI/Robot Knowledge Informa�onally Monitoring Type 1 Compliance
Retail Technology Private Educa�on Type 1.5 Glycemic Control

Physicians Web Confiden�al Coaching Type 2 Safety
  Endocrinologists Smart/Mobile Secure Sa�sfac�on
  GP/PCP Phone Integral Cost
  OBGYN Wearable Monetary
HCPs (non-physicians) SMS Insurance

CDEs E-mail Fees/Co-payments
Die��ans Fax Travel
DNEs Phone Non-monetary
Diabetes Rehab. Time
Pharmacists Services
Physician Assistants
Nurses
Social Workers

Payers
Private
Government

Regulators
Pharmaceu�cals
Recipients GP/PCP - General Prac��oner/Primary Care Physician

Pa�ents OBGYN - Obstetrics and Gynecology
Families HCP - Health care Professionals
Caretakers CDE - Cer�fied Diabetes Educator
Communi�es DNE -Diabetes Nurse Educator
Popula�ons GDM - Gesta�onal Diabetes Mellitus

Illustra�ve Components:

Payers-Private's person-based informa�on genera�on for geographically con�nuous educa�on for Type 2 diabetes to manage cost-non-monetary-�me of 
care.

Providers-Hospitals' paper-based data genera�on for temporally con�nuous detec�on of GDM diabetes to manage quality-outcomes-compliance of care.
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Fig. 6.2 The proposed ontology
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the ontology are defined in greater detail in the glossary in the Appendix.) The 
stakeholder can be expressed as:

Stakeholder ⊂ (Providers, Physicians, Healthcare Professionals, Payers, Regulators, 
Pharmaceuticals, Recipients)

Providers ⊂ (Hospitals, Clinics, Retail)
Physicians ⊂ (Endocrinologists, General Practitioners/Primary Care Physicians, 

Obstetricians/Gynecologists)
Healthcare Professionals (non-physicians) ⊂ (Certified Diabetes Educators, Dietitians, 

Diabetes Nurse Educators, Diabetes Rehabilitation Specialists, Pharmacists, 
Physician Assistants, Nurses, Social Workers)

Payers ⊂ (Private, Government)
Recipients ⊂ (Patients, Families, Caretakers, Communities, Populations)

Part of the complexity of diabetes care is, in addition to the individual interven-
tions of the stakeholders, one has to include the many interactions among them. The 
Stakeholder dimension helps identify the stakeholders in a specific context; a 
Stakeholder x Stakeholder table can help map the interactions among them 
systematically.

The media employed in diabetes care are shown in the Medium dimension of the 
ontology. It includes both the traditional and emerging media. The emergence of 
new media, their capabilities, and the interaction of the new and traditional media in 
innovative ways can help transform diabetes care. To unleash their power to trans-

Stakeholder Medium Phase Process Continuity Function Diabetes Value
Providers Paper Data Generation Temporally Detection GDM Quality

Hospitals Person Information Application Geographically Treatment Pre- Outcomes
Clinics AI/Robot Knowledge Informationally Monitoring Type 1 Compliance
Retail Technology Private Education Type 1.5 Glycemic Control

Physicians Web Confidential Coaching Type 2 Safety
  Endocrinologists Smart/Mobile Secure Satisfaction
  GP/PCP Phone Integral Cost
  OBGYN Wearable Monetary
HCPs (non-physicians) SMS Insurance

CDEs E-mail Fees/Co-payments
Dietitians Fax Travel
DNEs Phone Non-monetary
Diabetes Rehab. Time
Pharmacists Services
Physician Assistants
Nurses
Social Workers

Payers
Private
Government

Regulators
Pharmaceuticals
Recipients GP/PCP - General Practitioner/Primary Care Physician

Patients OBGYN - Obstetrics and Gynecology
Families HCP - Health care Professionals
Caretakers CDE - Certified Diabetes Educator
Communities DNE -Diabetes Nurse Educator

Populations GDM - Gestational Diabetes Mellitus

Payers-Private's person-based information generation for geographically continuous education for Type 2 diabetes to manage cost-non-monetary-time of care.

Providers-Hospitals' paper-based data generation for temporally continuous detection of GDM diabetes to manage quality-outcomes-compliance of care.
Recipients-families' technology-web-based knowledge application for informationally-private continuous monitoring of Type 1.5 diabetes to manage cost-
monetary of care.

Semiotics

Legend

Type II - CVH

Illustrative Components:

GDM - Epworth

Both - Epworth + 

Ontology of Diabetes Care
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Fig. 6.3 Mapping of case study data to ontology
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form, it is necessary to understand the stakeholders’ use of the media and its effects 
on semiotics (discussed next) systemically and systematically. The ontology can 
help do so. The Medium is a three-level taxonomy which can be expressed as 
follows:

Medium ⊂ (Paper, Person, AI/Robot, Technology)
Technology ⊂ (Web, Smart/Mobile, SMS, E-mail, Fax, Phone)
Smart/Mobile ⊂ (Phone, Wearable)

Semiotics is the core engine of the logical and translational work of diabetes 
care. The logical work is performed through the iterations of Data-Information- 
Knowledge in the Phase subdimension of the ontology. The translation work is per-
formed through the iterations of Generation-Application labeled the Process 
subdimension. Thus, Semiotics consists of the six combinations of Data-Generation, 
Information-Generation, Knowledge-Generation, Data-Application, Information- 
Application, and Knowledge-Application. The stakeholders, individually and inter-
actively, may use the media, individually and in combination, to perform these six 
semiotic functions. Thus:

Semiotics = (Phase, Process)
Phase ⊂ (Data, Information, Knowledge)
Process ⊂ (Generation, Application)

Continuity is a critical dimension of diabetes care. Diminution of continuity can 
diminish the value of care significantly. The emergence of new media has made it 
easier, efficient, and effective for the stakeholders to maintain the continuity of care 
through collaboration and coordination. While continuity is commonly perceived a 
temporal continuity, geographical and informational continuity are equally impor-
tant in assuring the value of diabetes care. A recipient should be able to obtain 
timely care, irrespective of location, based on the same information. It is also neces-
sary for information continuity that it be private, confidential, secure, and correct. 
Thus:

Continuity ⊂ (Temporally, Geographically, Informationally)
Informationally ⊂ (Private, Confidential, Secure, Integral)

There are five basic functions of diabetes care—detection, treatment, monitor-
ing, education, and coaching. They are in roughly ordinal—each following the 
other—and iterative. From education one may move back to treatment and then 
monitoring, etc. Different stakeholders using a portfolio of media may be involved 
in performing these functions. The semiotics of these functions too is connected but 
separate. The semiotics of treatment is related to but different from that for educa-
tion, for example. Yet, it is necessary to maintain the temporal, geographical, and 
informational continuity in performing these functions. Thus:

Function ⊂ (Detection, Treatment, Monitoring, Education, Coaching)

There are different types of diabetes each of which requires a different type of 
care. The five types considered are gestational diabetes mellitus, prediabetes, type 1 
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diabetes, type 1.5 diabetes, and type 2 diabetes. The functions, continuity, semiot-
ics, media, and stakeholders may be different for each. Thus:

Diabetes ⊂ (GDM, Pre-, Type 1, Type 1.5, Type 2)

The values sought from diabetes care are the improvement in the quality and cost 
of care. The Value can be expressed as a three-level taxonomy. Quality may be in 
terms of its outcomes, safety, and satisfaction with it. The outcomes can be further 
in terms of compliance with care and glycemic control. The cost may be monetary 
or nonmonetary. Monetary costs may be insurance costs, fees/co-payments, and 
travel costs. The nonmonetary costs may be of time and for services. The value 
profile may vary by the type of diabetes, function of care, continuity of care, semiot-
ics of care, media used for care, and the stakeholders. Further, the Quality elements 
may affect cost and vice versa. One can map the interaction among the value ele-
ments using a Value × Value table. Thus:

Value ⊂ (Quality, Cost)
Quality ⊂ (Outcomes, Safety, Satisfaction)
Outcomes ⊂ (Compliance, Glycemic Control)
Cost ⊂ (Monetary, Nonmonetary)
Monetary ⊂ (Insurance, Fees/Co-payments, Travel)
Nonmonetary ⊂ (Time, Services)

6.4.2  Interactions Among Dimensions of Diabetes Care

There are seven dimension of diabetes care in the ontology. We have discussed each 
dimension in the context of the others in the above. One may also systematically 
analyze the interaction between each of the 21 pairs of dimensions to obtain the fol-
lowing insights:

Stakeholder × Medium—Use of media by stakeholders in diabetes care
Stakeholder × Semiotics—Semiotics of diabetes care by different stakeholders
Stakeholder × Continuity—Role of stakeholders in different aspects of continuity of 

diabetes care
Stakeholder  ×  Function—Role of stakeholders in different functions of diabetes 

care
Stakeholder × Diabetes—Role of stakeholders in different types of diabetes care
Stakeholder × Value—Role of stakeholders in delivering different types of value in 

diabetes care
Medium × Semiotics—Semiotics of media in diabetes care
Medium × Continuity—Role of media in different aspects of continuity of diabetes 

care
Medium × Function—Role of media in different functions of diabetes care
Medium × Diabetes—Role of media in different types of diabetes care
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Medium × Value—Role of media in delivering different types of value in diabetes 
care

Semiotics × Continuity—Semiotics of different aspects of continuity of diabetes 
care

Semiotics × Function—Semiotics of different functions of diabetes care
Semiotics × Diabetes—Semiotics of different types of diabetes care
Semiotics × Value—Semiotics of delivering different types of value in diabetes care
Continuity × Function—Continuity of different functions of diabetes care
Continuity × Diabetes—Continuity of different types of diabetes care
Continuity × Value—Value of continuity in diabetes care
Function × Diabetes—Role of functions in different types of diabetes care
Function × Value—Value of functions in diabetes care
Diabetes × Value—Value of care of different types of diabetes

6.4.3  Components of Diabetes Care

The arrangement of the dimensions of the ontology left to right with adjacent punc-
tuations/words/phrases makes it convenient to concatenate all the logical compo-
nents of diabetes care in natural English. Each component consists of an element 
from each dimension together with the adjacent punctuation/words/phrases. Three 
illustrative components are shown at the bottom of Fig. 6.1 and reproduced below.

 1. Providers-hospitals’ paper-based data generation for temporally continuous 
detection of GDM diabetes to manage quality-outcomes-compliance of care.

 2. Recipients-families’ technology-web-based knowledge application for informa-
tionally private continuous monitoring of type 1.5 diabetes to manage cost- 
monetary of care.

 3. Payers-private’s person-based information generation for geographically con-
tinuous education for type 2 diabetes to manage cost-nonmonetary-time of care.

There are 23 × 10 × 3 × 2 × 6 × 5 × 5 × 9 = 1,863,000 potential components of 
diabetes care encapsulated in the ontology. It would be laborious and voluminous to 
enumerate all of them. The ontology provides a convenient and concise “big pic-
ture” of the diabetes care in a limited space. It helps visualize its combinatorial 
complexity. A component may be instantiated in many different aspects of the dia-
betes care. Consider the first illustrative component above. An instance of it can be 
a hospital’s paper-based system to collect GDM compliance data. An instance of the 
second can be a patient’s family’s online search and study to minimize the monetary 
cost of type 1.5 diabetes care. Last, an instance of the third can be a regional educa-
tion program instituted by an insurer to save time spent on type 2 diabetes care.

Some components of diabetes care may be instantiated frequently, some infre-
quently, and some not at all in a system. The frequently instantiated components 
will constitute the dominant themes, the infrequently instantiated ones the 
 less- dominant themes, and the un-instantiated one the non-dominant themes or 
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potential gaps in diabetes care. The frequency of instantiation of a component may 
not necessarily indicate its importance, centrality, criticality, or other priority. A 
dominant theme may simply be a product of convenience or a “herd effect”; a less-
dominant theme may be a product of inexperience or oversight; and a gap may in 
fact have been overlooked or infeasible.

In summary, the ontology can be used to study the anatomy of diabetes care 
systemically and systematically. It can be used to study both the research on and the 
practice of diabetes care. Mapping the growing research corpus on the topic will 
highlight its areas of emphasis, lack of emphasis, and oversights. Mapping its prac-
tice will highlight the priority of different elements and components in practice. The 
insights from such mappings can be used to develop a roadmap for future research 
and practice.

Returning briefly to our pilot studies, the presented ontology or universal frame-
work of diabetes care supports both the GDM trial conducted in Australia and the 
type 2 study conducted in Canada. The relevant paths are highlighted in Fig. 6.3, 
respectively. This serves to illustrate the benefits of the proposed ontology. Our 
future work will focus on validating the ontology. What Fig. 6.3 clearly highlights 
is that the studies only serve to capture part of the picture of all elements that impact 
diabetes care (the shaded parts respectively red and yellow). Indeed we can see that 
the studies do have overlap, i.e., indicated by the blue shaded cells; however, this 
figure also has many unshaded cells which are the parts not captured by the studies 
but captured by our ontology. Diabetes is a global phenomenon, and many multi-
plicity of factors need to be considered in order to provide the full benefits of the 
pervasive mobile solution. If these factors are not recognized and modeled, it is 
likely they will not be addressed. The proffered ontology thus serves to capture all 
these factors.

6.5  Conclusion

The DiaMonD study is a longitudinal multi-country study that supports a pervasive 
mobile technology solution, which, while not exorbitantly expensive, has the poten-
tial to facilitate the superior monitoring and management of diabetes suffers. The 
proposed solution enables patient empowerment by way of enhancing self- 
management. This is not only a noted desirable objective because it allows patients 
to become more like partners with their clinicians in the management of their own 
health care (Opie 1998; Radin 2006; Lacroix 1998) but also to date yet to be 
achieved in an optimal or satisfactory fashion (Colagiuri et al. 1998). Further, by 
enhancing the traditional clinical-patient interactions (Mirza et al. 2008; Gururajan 
and Murugesan 2005), the solution should provide better data management and 
effective and efficient clinical care focus.

Our results to date have served to provide directional data to support the benefits 
of using a pervasive technology solution to facilities superior care delivery. More 
importantly, however, our results underscored the need for an organizing framework 
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to facilitate the maximizing of benefits to patients suffering from diabetes. We have 
addressed this by presenting an ontology for diabetes care which has been devel-
oped by combining our results to date with our findings from analyzing the extant 
literature. Three illustrative components of diabetes care were derived from the 
ontology. Our method of constructing an ontology is explained by Ramaprasad and 
Syn (2014) and Ramaprasad and Syn (2015). It was iterative among the authors of 
the paper (a physician, a healthcare executive, and two information systems 
 professors—all involved in diabetes care and/or healthcare research). The challenge 
was to construct an ontology which is logical, parsimonious, and complete. It had to 
be logical in the deconstruction of the domain, parsimonious yet complete in the 
representation of the domain. It had to be a closed description of the diabetes care 
domain. We should note that the ontology presented is one of many possible ontolo-
gies of the mHealth domain.

Current debate on healthcare delivery in the United States and globally is focus-
ing on delivering value and being patient centered. The proffered pervasive mobile 
solution promises to deliver on both these, and our directional data to date support 
this position. However, if we are to understand the complex context of diabetes, we 
need an organizing framework so that we can systematically evaluate value and 
patient-centered aspects. To address this we present the ontology of diabetes care. A 
complex domain like diabetes care can be studied from many points of view, each 
with its own ontology. It is a “wicked” (Churchman 1967) problem with many 
potential formulations. Our future research will serve to unpack these perspectives 
in detail. We contend this is essential if we are to understand the true influences, 
barriers, and facilitators to effecting superior diabetes care. In so doing we will also 
be able to address critical issues regarding value-based health care, quality out-
comes, patient centeredness, and access, all critical considerations in today’s health-
care delivery landscape. Indeed diabetes is a pressing issue in global health care, 
and it is necessary to understand the full and far-reaching aspects of this domain, so 
we can design and develop solutions to address this problem. The presented ontol-
ogy promises to assist in this pursuit. We close by noting the benefits for using 
ontology to assist mapping problem domains in healthcare contexts.

Acknowledgments Funding for this study was received from a Schoeller Senior Fellowship and 
Epworth Research Institute seed funding grant.

References

AIHW. (2007). National indicators for monitoring diabetes: Report of the Diabetes Indicators 
Review Subcommittee of the National Diabetes Data Working Group, Diabetes series 2007. 
Canberra, ACT: The Australian Institute of Health and Welfare.

AIHW. (2008). Australian facts 2008. Canberra: Australian Institute of Health and Welfare.
AQUA. (2013). Bundesauswertung zum Erfassungsjahr. National evaluation report. http://www.

sqg.de/sqg/upload/CONTENT/Qualitaetsberichte/2013/AQUA-Qualitaetsreport-2013.pdf.

A. Ramaprasad et al.

http://www.sqg.de/sqg/upload/CONTENT/Qualitaetsberichte/2013/AQUA-Qualitaetsreport-2013.pdf
http://www.sqg.de/sqg/upload/CONTENT/Qualitaetsberichte/2013/AQUA-Qualitaetsreport-2013.pdf


91

Balas, E. A., et al. (2004). Computerized knowledge management in diabetes care. Medical Care, 
42, 610–621.

Bodenheimer, T., et al. (2002). Patient self-management of chronic disease in primary care. JAMA, 
288(19), 2469–2475.

Boyatzis, R. E. (1998). Transforming qualitative information: Thematic analysis and code devel-
opment. Thousand Oaks, CA: Sage.

Britt, H., et  al. (2009). General practice activity in Australia 2008-09. Australian Institute of 
Health and Welfare, and University of Sydney.

Catanzariti, L., Faulks, K., & Waters, A.-M. (2007). National diabetes register: A statistical profile 
1999-2005. Australian Institute of Health and Welfare.

Centers for Disease Control and Prevention. (2014). National diabetes statistics report: Estimates 
of diabetes and its burden in the United States, 2014. Atlanta, GA: US Department of Health 
and Human Services.

Chau, S., & Turner, P. (2007). Utilisation of mobile handheld devices for care management at an 
Australian aged care facility. Electronic Commerce Research and Applications, 5(4), 305–312.

Chittleborough, C. R., et al. (2007). The increasing prevalence of diabetes in South Australia: The 
relationship with population ageing and obesity. Public Health, 121(2), 92–99.

Churchman, C. W. (1967). Wicked problems. Management Science, 14(4), B-141–B-142.
Cimino, J.  J. (2006). In defense of the Desiderata. Journal of Biomedical Informatics, 39(3), 

299–306.
Colagiuri, S., Colagiuri, R., & Ward, J.  (1998). National diabetes strategy and implementation 

plan (pp. 1–281). Canberra, ACT: Diabetes Australia.
Colagiuri, S., et al. (2002). DiabCost Australia-assessing the burden of type 2 diabetes in Australia. 

In Diabetologia. New York: Springer.
Crowther, C. A., et al. (2005a). Effect of treatment of gestational diabetes mellitus on pregnancy 

outcomes. New England Journal of Medicine, 352(24), 2477–2486.
Crowther, C., et  al. (2005b). Australian carbohydrate intolerance study in pregnant women 

(ACHOIS) trial group effect of treatment of gestational diabetes mellitus on pregnancy out-
comes. The New England Journal of Medicine, 352(24), 2477–2486.

Degusta, M. (2012, October). Smart phones spreading faster than any other technology. Available from 
http://www.technologyreview.com/news/427787/are-smart-phones-spreading-faster-than-any/

DeSisto, C. L., Kim, S. Y., & Sharma, A. J. (2014). Prevalence estimates of gestational diabetes 
mellitus in the United States, pregnancy risk assessment monitoring system (PRAMS), 2007- 
2010. Preventing Chronic Disease, 11, E104.

Diabetes Australia. (2016). Diabetes in Australia. April 11, 2016. Available from https://www.
diabetesaustralia.com.au/diabetes-in-australia

Downer, S.  R., et  al. (2006). SMS text messaging improves outpatient attendance. Australian 
Health Review, 30(3), 389–396.

Geisler, E., & Wickramasinghe, N. (2005). The role and use of wireless technology in the manage-
ment and monitoring of chronic diseases. DC. http://www.businessofgovernment.org/report/
role-and-use-wireless-technology-management-and-monitoring-chronic-diseases.

Goldberg, S. (2002a). HTA quality assurance component summary. Internal INET documentation.
Goldberg, S. (2002b). Building the evidence for a standardized mobile internet (wireless) environ-

ment in Ontario, Canada. January Update, Internal INET Documentation.
Goldberg, S. (2002c). HTA presentation rendering component summary. Internal INET 

documentation.
Goldberg, S. (2002d). HTA presentational selection and aggregation component summary. Internal 

documentation.
Goldberg, S. (2002e). Wireless POC device component summary. Internal INET documentation.
Gururajan, R., & Murugesan, S. (2005). Wireless solutions developed for the Australian health-

care: A review. In International Conference on Mobile Business, 2005. ICMB 2005. IEEE.
Help4Diabetes. (2012 [cited 2012 September 2012]). Diabetes: Aa-worldwideepidemic. Available 

from http://www.hope4diabetes.info/general-information/diabetes-a-worldwide-epidemic.html

6 An Ontology for Capturing Pervasive Mobile Solution Benefits in Diabetes Care…

http://www.technologyreview.com/news/427787/are-smart-phones-spreading-faster-than-any/
https://www.diabetesaustralia.com.au/diabetes-in-australia
https://www.diabetesaustralia.com.au/diabetes-in-australia
http://www.businessofgovernment.org/report/role-and-use-wireless-technology-management-and-monitoring-chronic-diseases
http://www.businessofgovernment.org/report/role-and-use-wireless-technology-management-and-monitoring-chronic-diseases
http://www.hope4diabetes.info/general-information/diabetes-a-worldwide-epidemic.html


92

Hoffman, L., et al. (1998). Gestational diabetes mellitus-management guidelines—The Australasian 
Diabetes in Pregnancy Society. Medical Journal of Australia, 169(2), 93–97.

ICIC. (2008). Improving chronic illness care: The chronic care model. http://www.ic-ic.org/2008/
SpecialSession.htm.

International Diabetes Federation. (2015). IDF diabetes (7th ed.). Brussels: International Diabetes 
Federation.

Kim, C., Berger, D. K., & Chamany, S. (2007). Recurrence of gestational diabetes mellitus a sys-
tematic review. Diabetes Care, 30(5), 1314–1319.

Kleinwechter, H., et  al. (2011). Gestationsdiabetes mellitus (GDM). Evidenzbasierte Leitlinie 
zu Diagnostik, Therapie u. Nachsorge der Deutschen Diabetes-Gesellschaft (DDG) und der 
Deutschen Gesellschaft für Gynäkologie und Geburtshilfe (DGGG) (www.deutsche-diabetes-
gesellschaft.de).

Knuiman, M. W., Welborn, T. A., & Bartholomew, H. C. (1996). Self-reported health and use of 
health services: a comparison of diabetic and nondiabetic persons from a national sample. 
Australian and New Zealand Journal of Public Health, 20(3), 241–247.

Kvale, S., & Brinkmann, S. (2009). Interviews: Learning the craft of qualitative research inter-
viewing. Los Angeles: Sage.

Lacroix, A. (1998). International concerted action on collaboration in telemedicine: G8 sub-project 
4. Studies in Health Technology and Informatics, 64, 12–19.

Metzger, B. E., et al. (2008). Hyperglycemia and adverse pregnancy outcomes. The New England 
Journal of Medicine, 358(19), 1991–2002.

Mirza, F., Norris, T., & Stockdale, R. (2008). Mobile technologies and the holistic management of 
chronic diseases. Health Informatics Journal, 14(4), 309–321.

Mullins, C., Abdulhalim, A.  M., & Lavallee, D.  C. (2012). Continuous patient engagement in 
comparative effectiveness research. JAMA, 307(15), 1587–1588.

Opie, A. (1998). “Nobody’s asked me for my view”: Users’ empowerment by multidisciplinary 
health teams. Qualitative Health Research, 8(2), 188–206.

Poulton, B. C. (1999). User involvement in identifying health needs and shaping and evaluating 
services: is it being realised? Journal of Advanced Nursing, 30(6), 1289–1296.

Rachlis, M. (2006). Key to sustainable healthcare system. Retrieved June, 2006. Vol. 21. p. 2008.
Radin, P. (2006). “To me, it’s my life”: Medical communication, trust, and activism in cyberspace. 

Social Science & Medicine, 62(3), 591–601.
Ramaprasad, A., & Syn, T. (2014). Design thinking and evaluation using an ontology. In M. Helfert, 

B. Donnellan, & J. Kenneally (Eds.), Design science: Perspectives from Europe (pp. 63–74). 
Cham: Springer International Publishing.

Ramaprasad, A., & Syn, T. (2015). Ontological meta-analysis and synthesis. Communications of 
the Association for Information Systems, 37, 138–153.

Rasmussen, B., Wellard, S., & Nankervis, A. (2001). Consumer issues in navigating health care 
services for type I diabetes. Journal of Clinical Nursing, 10(5), 628–634.

Reach, G., et al. (2005). Adjusting insulin doses: From knowledge to decision. Patient Education 
and Counseling, 56(1), 98–103.

Rudi, R., & Celler, B. G. (2006). Design and implementation of expert-telemedicine system for 
diabetes management at home. In International Conference on Biomedical and Pharmaceutical 
Engineering, 2006. ICBPE 2006. IEEE.

Rumbold, A. R., & Crowther, C. A. (2001). Guideline use for gestational diabetes mellitus and 
current screening, diagnostic and management practices in Australian hospitals. Australian and 
New Zealand Journal of Obstetrics and Gynaecology, 41(1), 86–90.

Russell, L. B., Suh, D.-C., & Safford, M. (2005). Time requirements for diabetes self- management: 
Too much for many. The Journal of Family Practice, 54(1), 52–56.

Templeton, M., & Pieris-Caldwell, I. (2008). Gestational diabetes mellitus in Australia, 2005-06. 
Canberra, ACT: Australian Institute of Health and Welfare.

Van Eyk, H., & Baum, F. (2002). Learning about interagency collaboration: Trialling collabora-
tive projects between hospitals and community health services. Health & Social Care in the 
Community, 10(4), 262–269.

A. Ramaprasad et al.

http://www.ic-ic.org/2008/SpecialSession.htm
http://www.ic-ic.org/2008/SpecialSession.htm
http://www.deutsche-diabetes-gesellschaft.de
http://www.deutsche-diabetes-gesellschaft.de


93

Vredenburg, K., et al. (2002). A survey of user-centered design practice. In Proceedings of the 
SIGCHI Conference on Human factors in Computing Systems. ACM.

Wellard, S. J., Rennie, S., & King, R. (2008). Perceptions of people with type 2 diabetes about 
self-management and the efficacy of community based services. Contemporary Nurse, 29(2), 
218–226.

Wickramasinghe, N., & Goldberg, S. (2003). The wireless panacea for healthcare. In Proceedings 
of 36th Hawaii International Conference on System Sciences, Hawaii.

Wickramasinghe, N., & Goldberg, S. (2004). How M= EC2 in healthcare. International Journal of 
Mobile Communications, 2(2), 140–156.

Wickramasinghe, N., & Goldberg, S. (2007). Adaptive mapping to realisation methodology to facil-
itate mobile initiatives in healthcare. International Journal of Mobile Communications, 5(3), 
300–318.

Wickramasinghe, N., et al. (2013). A transaction cost assessment of a pervasive technology solu-
tion for gestational diabetes. In Healthcare information technology innovation and sustain-
ability: Frontiers and adoption: Frontiers and adoption (p. 109). Hershey, PA: IGI Global.

Wild, S., et al. (2004). Global prevalence of diabetes estimates for the year 2000 and projections 
for 2030. Diabetes Care, 27(5), 1047–1053.

Wolever, R. Q., et al. (2013). A systematic review of the literature on health and wellness coaching: 
Defining a key behavioral intervention in healthcare. Global Advances in Health and Medicine, 
2(4), 38–57.

Zgibor, J. C., & Songer, T. J. (2001). External barriers to diabetes care: Addressing personal and 
health systems issues. Diabetes Spectrum, 14(1), 23.

Zhang, F., et al. (2011). Increasing prevalence of gestational diabetes mellitus in Chinese women 
from 1999 to 2008. Diabetic Medicine, 28(6), 652–657.

6 An Ontology for Capturing Pervasive Mobile Solution Benefits in Diabetes Care…



95© Springer International Publishing AG, part of Springer Nature 2018
N. Wickramasinghe, J. L. Schaffer (eds.), Theories to Inform Superior Health 
Informatics Research and Practice, Healthcare Delivery in the Information Age, 
https://doi.org/10.1007/978-3-319-72287-0_7

Chapter 7
Clustering Questions in Healthcare  
Social Question Answering Based  
on Design Science Theory

Blooma John and Nilmini Wickramasinghe

7.1  Introduction

In healthcare social media, users connect with patients and professionals without 
time and space boundaries to seek and share healthcare-related information 
(Denecke and Stewart 2011). A classic example of a Medicine 2.0 application is a 
healthcare Social Question Answering (SQA) service. Healthcare SQA services are 
redefining healthcare delivery and supporting patient empowerment. Healthcare 
SQA services allow users to seek information, communicate with others on similar 
problems, share health guidance, and compare treatment and medication strategies 
(Blooma and Wickramasinghe 2014). Examples of healthcare SQA services are 
MedHelp, BabyHub, and Drugs.com. The growing activities in online healthcare 
communities, asking questions and sharing answers, play an important role in users’ 
health information inquiries (Zhang and Zhao 2013). Individual behaviors, in par-
ticular health-related behaviors such as physical activity, diet, sleep, smoking, and 
alcohol consumption, as well as adherence to medical treatments and help-seeking 
behavior (Hyyppä 2010), appear to be significant in SQA services.

On the other hand, there is a need to aid in assisting and mining the content 
shared to make the process of retrieving quality content, relevant to users, easier. 
For millions of users who ask questions in a healthcare SQA service like Drugs.
com, the answers for the past questions submitted comprise a valuable knowledge 
repository. As the quality and the source of the questions and answers vary widely, 
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there is a need to further study the relationship between the users and the content 
they post, particularly with respect to health-related questions and answers. Earlier 
studies (Agichtein et al. 2008; Bian et al. 2009) classified high quality content from 
various SQA services. However, there were very few studies that focused on SQA 
services in the healthcare social media. Hence, the research question addressed in 
this paper is:

• How can we cluster similar questions shared on SQA services in healthcare 
social media based on the quality of the content shared by users?

We used quadri-link cluster analysis based on various features related to ques-
tions, answers, and users to cluster similar content and a similarity measure to clas-
sify content. Based on an earlier work (Blooma et al. 2016), the similarity measure 
was developed based on the user profile and the relationship network between the 
users and the types of information disclosed. We extended the features used by ear-
lier studies (Bian et al. 2009; Agichtein et al. 2008) and used the similarity measure 
to cluster similar content based on a design science approach (Hevner et al. 2004).

This paper proceeds as follows. In the literature review, we review studies related 
to health informatics, design science, and cluster analysis. We then present the 
methodology and quadri-link cluster analysis to cluster similar questions. We 
describe our data collection and analysis procedures. We present the results of our 
pilot study and explain the precision based on a preliminary content analysis. We 
finally conclude with the contributions of this paper and propose future work.

7.2  Literature Review

Health informatics is a relentless pursuit of helping people to improve health by 
using information technology (Friedman 2012). Health informatics is an integration 
of elements from broadly defined information science and health science. On the 
other hand, studies in health informatics tend to miss either the health problem or 
the information technology problem. For example, De Vries et al. (2013) reviewed 
55 heart failure risk computational models and showed clear evidence that only a 
few had been implemented in clinical practice. In general, previous studies high-
lighted that innovations fail to achieve sustainability because the health technology 
disregards the relationship between the technology and the people involved.

Today, social media has empowered users to post content that is publicly avail-
able, and the dangers and threats of inaccurate diagnoses are formidable (George 
et al. 2013). Hence, as we propose a novel method to cluster similar content shared 
by users of SQA services in healthcare social media, we based our similarity mea-
sures on the quality and the relationship of the content and users. For the design of 
this proposed cluster analysis, we used design science guidelines as reviewed in the 
following section.

Design science is an important and legitimate research paradigm in information 
systems (Gregor and Hevner 2013). Design science research involves constructing 
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a wide range of sociotechnical artifacts, such as new software, processes, algo-
rithms, or systems intended to improve or solve an identified problem (Myers and 
Venable 2014). Hevner et al. (2004) presented seven guidelines for understanding, 
executing, and evaluating design science research. The seven guidelines are design 
as an artifact, problem relevance, design evaluation, research contributions, research 
rigor, design as a search process, and communication of research. Design science 
guidelines originated from information systems design theory originally proposed 
by Walls et al. (1992a; b) as “a prescriptive theory which integrates normative and 
descriptive theories into design paths intended to produce more effective informa-
tion systems.” Eventually, Peffers et al. (2007) expanded design theory into a design 
science research methodology by incorporating the principles, practices, and proce-
dures required to carry out research by applying design science theory. They sug-
gested that design science theory as a methodology needs to be consistent with prior 
literature, provide a nominal process model for doing design science research, and 
provide a mental model for presenting and evaluating design science research 
(Peffers et al. 2007). While we used cluster analysis, the nature of design science 
theory provides a foundation for more systematically specifying its design. Based 
on Arnott and Pervan (2012) and Xu et al. (2007), we used design science theory 
guidelines to propose a model to cluster similar questions in SQA services.

Cluster analysis groups together similar objects into meaningful clusters based 
on the similarities among the objects (Balijepally et al. 2011). Information systems 
research uses cluster analysis as an analytical tool for classifying configurations of 
various entities that comprise the information technology artifact. Because of the 
nature of the questions posed in SQA services, keywords alone do not provide a 
reliable basis for clustering user-generated questions effectively, particularly in 
SQA services for health care (Bian et al. 2009; Agichtein et al. 2008). To overcome 
the disadvantages of keyword-based clustering, extant research focuses on addi-
tional criteria. Blooma et al. (2016) used the content and user relationship to iden-
tify similar questions. Leung et al. (2008) introduced the notion of concept-based 
graphs. Bian et al. (2009) used a mutually coupled bipartite network to identify high 
quality content and users. However, there is a lack of studies that applied cluster 
analysis in health care to identify similar questions and reuse the existing answers 
for new questions.

Thus, in this paper, we propose a novel cluster analysis based on a design science 
approach by considering the relationship between the questions, answers, askers, 
and answers to cluster similar questions as detailed in the next section.

7.3  Methodology

In this section we identify a set of features related to questions, answers, and 
users to classify similar questions in healthcare social media. The features are based 
on Bian et al. (2009), Agichtein et al. (2008), Chan et al. (2010), and Angeletou 
et al. (2011).
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The four distinct sets of entities are questions, answers, users, and concepts. In 
this model we combine both answerer and asker into one entity—user. This is 
mainly because the actual role of the user is not determined a priori in this extended 
model when compared to Blooma et  al. (2016); instead, the computed values of 
features regarding the social role will resolve their final role as an asker or an 
answerer. The second major inclusion in this model is that we considered concepts 
as a new entity that contains rich information. However, we simplified the concept 
extraction as the extraction of unique nonstop words as meaningful words. Although 
we used unique nonstop words in this study, we can further extend the concepts 
using a medical thesaurus to be very specific in healthcare medical terms.

In particular, the features used to represent questions are given in Table 7.1 and 
are mainly used to focus on intrinsic content quality metrics. The features are text 
related as the questions and answers we analyzed are primarily textual in nature. In 
addition to the content itself, there is a wide array of noncontent information avail-
able, from links between items to explicit and implicit features of the content, such 
as posting time, questions, votes, punctuation, typos, and semantic complexity 
measures.

With respect to an answer, in addition to the intrinsic content quality metrics as 
well as noncontent information, we also used the relationship features of questions 
and users. Word overlap and the ratio between the lengths of the question and the 
answer are features that are based on the relationship between the question and its 
answer. Features such as positive votes and negative votes are based on the 

Table 7.1 Features for questions

Feature Description References

Question Words in the question subject and 
question detail

Bian et al. (2009), 
Agichtein et al. (2008)

Subject length Number of words in the question 
subject

Detail length Number of words in the question 
detail

Posting time Date and time when the question was 
posted

Question votes Number of positive votes
Number of answers Number of answers received
Punctuation density Number of punctuation marks divided 

by the total number of characters
Question’s category Tags/topics assigned to questions by 

the asker
Number of words per sentence Average number of words per 

sentence in the current question
Capitalization errors Number of sentences not starting with 

capitalized letters
The Flesch–Kincaid (F–K) 
reading grade level

The FK reading score indicates the 
level of difficulty in reading
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 relationship between the answer and users. The list of features used for answers is 
listed in Table 7.2.

The user features were mainly adopted from Angeletou et al. (2011) and Chan 
et  al. (2010). The features in-degree, out-degree, hub score, authority score, and 
initialization are used to reflect the structural network properties of a user within the 
community and the user’s popularity in the community. These features, along with 
their relationship with the questioning and answering in which they participate, 
helped us enhance the quality of the cluster analysis, based on the relationship 
between the content and the users. It is highly important to put emphasis on the 
authority of the users’ in a healthcare-related community to improve the quality of 
the outcome. The features used with respect to the users are detailed in Table 7.3.

Thus, to plot the relationship between the content and users, we separated the 
content and users into four distinct sets of entities and six distinct types of links as 
given in Fig. 7.1.

After we framed the quadri-link model, we calculated similar measures for ques-
tions, answers, and users. We introduced the similarity measure to compute the 
similarity score between two sets of questions, answers, or users by considering two 
components: link count to the same concepts and value of other features. We used 
the Jaccard similarity index (for a discrete set) and its extended general form for 
nonnegative real values as suggested by Charikar (2002). The equations for all three 
entities (answers, questions, and users) are similar, and they consist of four parts: 
the Jaccard index of the bag of words, the general Jaccard index of features, and the 
Jaccard indices of graph links to the two other clusters. The equations to calculate 
similarity between answers (sim(ai, aj), questions sim(qi, qj), and users sim(ui, uj) 
are given below.

Table 7.2 Features for answers

Feature Description References

Overlap Words shared between the question 
and answer

Bian et al. (2009), 
Agichtein et al. (2008)

Number of comments Number of comments added by 
other participants

Total positive votes Total number of positive votes for 
the answer

Total negative votes Total number of negative votes for 
the answer

Answer length Number of words in the answer
Unique words Number of unique words in the 

answer
QA ratio Ratio between the question length 

and the answer length
Number of words per sentence Average number of words per 

sentence in the current question
Capitalization errors Number of sentences not starting 

with capitalized letters
The Flesch–Kincaid (F–K) 
reading grade level

The FK reading score indicates the 
level of difficulty in reading
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0 1

+ ff features in theframework

     (7.1)

Table 7.3 Features for users

Feature Description References

Questions asked Number of questions asked across all Q 
and A groups

Chan et al. (2010), 
Angeletou et al. (2011)

Total answers Number of posted answers across all Q 
and A groups

Votes Total votes the user received
In-degree Number of other users answered by this 

user
Out-degree Number of other users that answered this 

user
Hub score Hub score for the user computed by the 

HITS algorithm
Authority score Authority score for the user computed by 

the HITS algorithm
Average votes 
per answer

Average votes per answer divided by the 
total number of answers

Initialization Number of questions asked by this user 
divided by all questions asked

% in-degree The in-degree of this user divided by 
unique in-degrees

Fig. 7.1 Quadri-link model
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We used the above similarity measures to cluster similar answers, questions, and 
users iteratively. We used complete linkage similarity to find the most similar clus-
ters (Defays 1977). We clustered all three entities (question, answer, and user) as we 
proceeded with the iteration. However, we needed to choose the order of clustering. 
The user needs information from the question and answer clusters rather than the 
individual questions or answers. Their user score will be computed last in the itera-
tion. Similarly, questions need information from answers (two questions do not 
share the same individual answer); thus their score will be computed second. 
Consequently, the score of answers will be computed first since they only need the 
information of the individual entities from the other three sets. Therefore, the sug-
gested order of clustering is answer, question, and user, and the proposed clustering 
algorithm is called quadri-link cluster analysis.

We also propose two ways to terminate the algorithm:

 1. Run the algorithm until completion (everything is in one cluster), plot a dendro-
gram, and then select the number of clusters based on the plot.

 2. Terminate upon reaching a certain condition (there is no similarity score above a 
certain threshold).

As we proceed, we first compute the feature value as shown in Tables 7.1, 7.2, 
and 7.3. Once we compute all the features, we feed the computed similarity scores 
to perform quadri- link cluster analysis. The steps used to calculate the quadri-link 
cluster analysis are listed below.

The steps of quadri-link cluster analysis:

 1. Obtain the maximum similarity score of all answer clusters according to the 
similarity function above.

 2. Merge the answer clusters with the highest similarity score.
 3. Obtain the maximum similarity score of all question clusters according to the 

similarity function above.
 4. Merge the question clusters with the highest similarity score.
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 5. Obtain the maximum similarity score of all user clusters according to the simi-
larity function above.

 6. Merge the user clusters with the highest similarity score.
 7. Repeat step 1–7, unless the similarity score falls below the threshold.

While merging, if several clusters shared the same maximum score, they were 
merged in the same iteration. For example, if clusters A–B had 3.5, B–C had 3.5, 
and D–E had 3.5, then after merging we will have two new clusters A–B–C and 
D–E. For the general Jaccard index of features, we used a complete linkage crite-
rion; thus during merging we used the minimum similarity score as the representa-
tive score of the new merged cluster. The similarity score between the new merged 
cluster A–B and cluster C was the minimum of {A–C, B–C}. For the graph link, the 
merge was an OR function of all sets of links. For example, when merging user 
clusters A–B, user A had links to question clusters C and D and answer cluster E, 
and user B had links to question cluster C and answer cluster F. The new user cluster 
A–B will have links to question clusters C and D and answer clusters E and F.

We conducted a pilot study by collecting publicly available data from the Drugs.
com question and answer site1 and tested the quadri-link cluster analysis to identify 
similar questions. A sample screenshot from Drugs.com is shown in Fig. 7.2. We 
collected 200 resolved questions related to obesity so that we could focus on the 
obesity domain in health care for testing and analysis. Along with the questions, we 
collected the answers for the resolved questions and the user details involved. We 
also collected the number of votes obtained for the answers.

Thus, to summarize, the main features that we collected for questions are ques-
tion ID, user ID, title, description, topic, date, and total number of answers. For 
maintaining anonymity and privacy, identifications for questions, answers, and 
users were created as we collected the respective data. Similarly, the main features 
that we collected for answers are listed as answer ID, user ID, question ID, date, 
votes, text, and total comments. The main features that we collected for users are 
user ID, total questions asked by the user, total answers answered by the user, and 

1 https://www.drugs.com/answers/.

Fig. 7.2 Drugs.com question and answer site
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points earned by the user. Based on the collected data, the features listed in Tables 
7.1, 7.2, and 7.3, respectively, for questions, answers, and users were calculated 
before we tested the proposed quadri-link cluster analysis. The results and findings 
from a pilot testing of the proposed quadri-link cluster analysis are discussed in the 
following section.

7.4  Results

We analyzed the content of the clustered questions by looking back at the answers 
and the users involved in the question to judge the similarity of the questions rather 
than the wording of the question itself. We found that the majority of the questions 
users asked contained a detailed description of a personal problem that required an 
answer. We also found that 79% of the questions had detailed descriptions with an 
average word count of 56.

The question with the longest description had 788 words, and it is a detailed 
explanation about diet, exercise, and metformin with a little personal history and 
story such as this “….So let me tell you my story and maybe you can share any ideas 
that you might have regarding what it is I suffer from,….” The question also had 
detailed answers, with the longest answer having 505 words. The answers, in turn, 
had comments that held the conversation lively. Yet another interesting fact was that 
the question was asked in 2012 and it continued getting replies, with the last answer 
posted in 2015. The first answer to the question was answered on the same day it 
was asked. Examples of the sample question and answer are given in Figs. 7.3 and 
7.4. User details are the points they earned in participation and their questions and 
answers as illustrated in Fig. 7.5.

We then evaluated the results of the proposed quadri-link cluster analysis using 
three different combinations of datasets. We compared the results by using quadri-
partite cluster analysis (Blooma et al. 2016).

Fig. 7.3 A sample question
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In quadripartite cluster analysis, the most similar questions that evolved were 
“Do Chlordiazepoxide/clidinium pills cause weight gain?” and “Can periactin 
increase your appetite?”. In this case, the user and the response were the same and 
that lead to the clustering, which is a result of the algorithm used. However, as sug-
gested by the study, there is an immense need to put more emphasis on the medical 
terms. Yet another set of similar questions identified were “Drug induced weight 
gain; any solutions?” and “Can you take this with antidepressants?”. In this case, the 
questions are very vague. The question leads to a sequence of discussions to describe 
the medicine that led to the question. The same user answered the question and the 
answer was to ask more details regarding the medicine. This process led to the ques-
tions being clustered as similar. Hence, based on the analysis, we extended the quad-
ripartite cluster analysis to gauge the features as in quadri-link cluster analysis.

In the quadri-link cluster analysis, the first pair of questions that were clustered are 
“Does trazodone cause constipation or weight gain?” and “Does buspar cause weight 

Fig. 7.5 A sample user profile

Fig. 7.4 A sample answer
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gain or constipation?”. In this case, they were found to be similar. On analysis, it was 
interesting to note that both of the questions were asked by the same user on the same 
day. The questions had a different cohort of users answering the question; however, 
the answers were not the same but did agree that the drugs caused weight gain or 
constipation. This is clear evidence of the precision of quadri-link cluster analysis. 
Another example of similar questions is “Kindly inform me about the recommended 
medicine that causes weight to lose?” and “Just to get rid of obesity, which drug is 
beneficial?”. On analysis, it is not only the questions that were similar but also the 
same user asked both questions. The answers for the questions were differently 
worded but had the same meaning. Hence, this is yet more clear evidence of the pre-
cision of quadri-link cluster analysis. Another example of similar questions asked 
and answered by different users that were clustered is “Feedback on prozac? Can 
anybody give me feedback on Prozac, especially, energy level, weight loss …” and 
“Prozac—like it? Can someone give me some information about Prozac?”

On the other hand, quadri-link cluster analysis did not distinguish between dif-
ferent medical terms when the questions were phrased the same except for the medi-
cal terms. For example, “Does cyclobenzaprine cause weight gain?” and “Does 
polyethylene glycol 3350 cause weight gain?” were clustered, and “Does cymbalta 
(60 mg) cause weight gain?” and “Does this effexor cause weight gain?” were found 
similar. “Does Lupron injections cause weight gain in women?” and “Does Trileptal 
or the Generic cause weight gain?” are yet another combination of questions that 
were found similar. Although quadri-link cluster analysis was found to be more 
precise than quadripartite cluster analysis, there is a need to emphasize the use of a 
medical thesaurus to identify similar medical terms to avoid clustering questions 
that have all of their features similar except for the medical terms (Zhang and Zhao 
2013; Blooma and Wickramasinghe 2016).

7.5  Discussion

The application of design science theory as a cluster analysis technique is a novel 
step toward identifying similar questions. We present the findings of this study 
based on the five activities as detailed by Peffers et al. (2007).

Activity 1—Problem identification and motivation: The specific research problem is 
identifying similar questions in healthcare SQA services. Health information 
needs and the omnipresence of social media have made users seek and answer 
queries in various arenas like SQA services. Hence, the motivation for this study 
was significant as the quality and the source of the questions and answers varied 
widely. Moreover, little is known about how to identify similar questions to reuse 
the content collected in healthcare SQA services.

Activity 2—Define the objective of a solution: We focused on developing quadri- 
link cluster analysis based on the relationship between content and the users 
involved to solve the complexity of searching through user-generated content in 
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healthcare social media. Most importantly, we produced a viable artifact in the 
form of quadri-link cluster analysis. Thus, applying design science theory, we 
aided in assisting and mining the content shared to make the process of retrieving 
quality content relevant to users easier.

Activity 3—Design and Development: The designed artifact in this study is an 
instantiation of quadri-link cluster analysis. As we designed the artifact, we 
defined the list of features used with respect to questions, answers, and users. We 
then framed the quadri-link model comprised of questions, answers, users, and 
concepts to calculate the similarity measure. We finally developed the similarity 
measure and the algorithm to cluster similar questions.

Activity 4—Evaluation: We evaluated the artifact based on a pilot study as detailed 
in the results section. The evaluation resulted in clear evidence of improved pre-
cision of quadri-link cluster analysis. Although the findings from this study are a 
pilot attempt, there is a need to extend the analysis to various variations of simi-
larity measures and datasets collected from other SQA services, like MedHelp, 
to evaluate the precision of quadri-link cluster analysis. This study can be 
extended to apply and evaluate other types of content in social media to cluster 
similar content, like tweets in Twitter and postings and comments in Facebook.

Activity 5—Communication: We published the algorithm and its applicability on 
healthcare social media. We also emphasize the fact that the nature and use of 
design science theory and quadri-link cluster analysis will be compared and con-
trasted in future studies.

7.6  Conclusion

Healthcare SQA services enable patient empowerment and the better transfer of 
pertinent information and germane knowledge with the potential end result being 
superior healthcare delivery. Furthermore, regarding the nature of chronic diseases 
where prevention is a key factor, a healthcare SQA service plays a major role in 
supporting healthier lifestyle practices. The pervasive nature of healthcare SQA ser-
vices means that this is a benefit that most, if not all, people can enjoy. In many ways 
a healthcare SQA service has the potential to revolutionize current healthcare deliv-
ery practices and/or roles. In addition, it has a key role to play regarding public 
health and enabling education and change of lifestyle for all. Hence, this research 
sheds light on how various factors that influence specific types of health outcomes 
contribute to both theory and practice.

In particular, the proposed quadri-link cluster analysis contributes to the health-
care informatics domain by introducing content-, user-, and concept-based cluster-
ing applicable to sort the issues faced in content-based similarity. Based on a design 
science approach, the quadri-link model, similarity measures, and the cluster analy-
sis algorithm showed that similarity was improved with respect to not only the 
words in the questions but also the context, which in turn improved the precision. 
Although the results in this paper were tested using 200 questions and the top results 
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analyzed, there is a need to test quadri-link cluster analysis for various combina-
tions of data as part of future work. As highlighted in the earlier section, there is also 
a need to integrate a medical thesaurus so that we can further extend the concepts to 
be very specific for medical terms.
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Chapter 8
Using SWOT to Perform a Comparative 
Analysis of the German and Australian 
e-Health Systems

Isabella Eigner, Andreas Hamper, Nilmini Wickramasinghe, 
and Freimut Bodendorf

8.1  Introduction

The use of technology to increase efficiency and transparency in organizations has 
been widely accepted worldwide and transformed operations in many sectors, e.g. 
commerce, finance or education. In health care, the need for technological support 
is becoming even more prominent. Developed countries are suffering from increas-
ing cost pressure and rising consumer expectations. The lack of trained profession-
als leads to an expanding need for more efficient communication and collaboration 
between healthcare professionals. Even though many countries already adopted 
information and communication technologies to support individual healthcare pro-
cesses, a comprehensive solution and infrastructure for integrated healthcare pro-
cesses has yet to be developed. The requirements for the success and a positive 
effect of e-health strategies are threefold. Firstly, the acceptance and access of both 
providers and consumers, i.e. healthcare professionals and patients, highly influ-
ences the actual increase in efficiency and speed of adoption. Secondly, governmen-
tal support and legal requirements have to be established to determine how and 
which processes in the healthcare ecosystem can be improved or have to be adapted. 
The required technology and nationwide standards are lastly essential to facilitate 
the introduction of networked applications. The forecast for the development of the 
global digital health market shown in Fig. 8.1 projects a continuous rise for e-health 
applications worldwide, e.g. telehealth and electronic health records (Little 2016). 
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To support this steady growth and enable scalability throughout various e-health 
application areas, national strategies for setting an e-health vision and its implemen-
tation have been introduced by a majority of nations. Although healthcare systems 
in developed countries are confronted with similar issues, e.g. an aging population 
and increasing cost pressure, approaches of national e-health solutions vary in their 
execution.

This chapter aims at identifying strategies for the successful adoption of national 
e-health projects, by comparing the Australian and German e-health systems. While 
both countries’ healthcare systems bear similar traits in the “offline” setting consid-
ering insurance and financial administration, the execution and goals of their nation-
ally initiated e-health solutions show vast differences.

8.2  Background

8.2.1  Healthcare Systems in Germany and Australia

Both Australia and Germany follow a universal two-tiered system, offering private 
and statutory health insurance. While public and private insurance can be taken 
complementary in Australia, Germany only allows one type of primary insurance 
and limits the transfer to the private system with a minimum required level of 
income. With health expenditures of 11.3% of the country’s GDP, Germany spends 
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slightly more on health care compared to Australia’s 9.4% (OECD 2015). Both 
countries are also among the top rates in life expectancy and quality of care. Besides 
demographic similarities, hospital administration and billing follow similar 
approaches due to corresponding patient classification systems based on diagnosis- 
related groups.

“Diagnosis-related groups” (DRG) are admitted patient classification systems 
which provide a clinically meaningful way of relating a hospital’s casemix to its 
required resources. Patients with similar clinical conditions requiring similar hospi-
tal resources are categorized in groups and priced accordingly (Fetter et al. 1980). 
Initially originating in the USA in 1980, the development of the Australian National 
DRG (AN-DRG) system began in 1988 and was released in July 1992. It is based 
on the US-developed “All Patient Diagnosis-Related Groups” (AP-DRG). The sys-
tem has been renamed to Australian Refined DRG (AR-DRG) after introducing the 
ICD-10-AM diagnosis and procedure codes (Lüngen and Lauterbach 2002). The 
current AR-DRG version 6.0 is mainly based on the seventh edition of ICD-10-AM, 
classifying patients based on major diagnostic categories (MDC), procedures, med-
ical conditions and other factors that differentiate processes of care (AIHW 2016).

In 2003, Germany adapted the Australian DRG (diagnosis-related groups) sys-
tem to bill patients according to diagnosis-related case rates. The goal behind this 
adaption was to reduce variation in pricing and provide more efficiency and trans-
parency of hospital services. As the AR-DRG system was not commercially bound, 
but managed by the Australian government, the choice of adopting it to the German 
healthcare system was mainly supported by the lack of licencing costs and interna-
tional acceptance (Lüngen and Lauterbach 2002). Since then, hospital costs for 
health services have been reduced by 0.6% a year in Germany until 2012 with clear 
indication for this to be a result of the DRG implementation (Haeussler et al. 2014). 
However, even with this increase in efficiency, hospitals have suffered a funding gap 
of over 11 billion euro since 2004 due to continuously reduced compensation by 
health insurances (Neumann 2014). Since the implementation in 2003, the DRG 
system has undergone major revisions and changes from the first adaption of the 
Australian DRG system. The basis for the German DRG system relies on the ICD- 
10- GM, the international classification of diseases and health problems, and the 
OPS, the classification for operations and procedures (InEK GmbH 2016).

8.2.2  e-Health

The rapid development of information and communications technologies in the past 
years has led to an increased usage of the Internet and electronical devices to search, 
access and monitor health information, communicate with peers or health profes-
sionals and manage personal health records. This phenomenon termed e-health has 
been broadly defined as the transfer of health resources and support of healthcare 
processes by electronic means. It comprises three main areas, i.e. the “delivery of 
health information, for health professionals and health consumers, through the 
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Internet and telecommunications”, “using the power of IT and e-commerce to 
improve public health services” as well as “the use of e-commerce and e-business 
practices in health systems management” (WHO 2016). According to the 5 “Cs” 
model by Eng (2001), the functions and capabilities of e-health encompass content, 
community, commerce, connectivity and care. Alongside these fields of e-health, 
Eysenbach (2001) proposes ten characterizations for e-health and its goals. The 
overall purpose of e-health is the improvement of efficiency and enhancing quality 
of care by using evidence-based methods and approaches. To improve community 
and connectivity, Eysenbach (2001) emphasizes the empowerment of consumers 
and patients and the encouragement of better relationships between patient and 
health professionals. By educating physicians through online services and by 
enabling information exchange and communication in a standardized way, the scope 
of health care can be extended beyond its conventional boundaries. Ethical concerns 
arising through new methods of patient-physician interaction have to be considered 
as well as the assertion to make access and usage of e-health equitable to all 
populations.

Dietzel (2001) identifies three core problems in today’s healthcare delivery that 
can be supported by e-health:

 – Patient information: The medical biography of patients is not complete, and its 
documentation is still unfit for efficient communication between stakeholders.

 – Integrated treatment chain: Treatment often occurs as an addition of individual 
diagnosis and treatment episodes that result in unnecessary duplicate actions.

 – Isolated solutions: e-health applications and IT solutions are isolated and follow 
individual goals. A holistic scope and introduction of standards is required to 
support e-health on a broader scale.

Key to a successful use of e-health technologies is the controlled access of infor-
mation for relevant stakeholders. Although the concept of electronic medical records 
to store and share patient and treatment information has already been implemented 
in some countries, including Australia and Germany, acceptance is not at a peak yet. 
Castillo et al. (2010) identify six main issues for the adoption of electronic medical 
records comprising user attitude towards information systems, workflow impact, 
interoperability, technical support, communication among users and expert support. 
This research shows that especially user acceptance and the technical infrastructure 
are vital to ensure successful e-health operations. The framework for assessing 
e-health preparedness proposed by Wickramasinghe et al. (2005) determines four 
main areas that influence a country’s e-health potential, i.e. Information and 
Communication Technology Architecture and Infrastructure, Standardization, 
Policies, Protocols and Procedures, User Access and Accessibility Policies and 
Infrastructure and Governmental Regulations and Roles. Based on these prior find-
ings, influencing aspects for a national e-health strategy can be viewed according to 
macro-environmental aspects, i.e. political, economic, social, technological, legal 
and environmental factors (Kotler and Armstrong 2010).
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8.3  Comparison of e-Health Systems

To enable successful e-health development, the various motivations and perspec-
tives of key stakeholders have to be considered. According to Eng (2001), major 
stakeholders can be categorized into consumers, application developers, clinicians, 
policymakers, healthcare organizations, public health professionals, employers and 
purchasers. The interactions and decisions of these individual groups have a high 
impact on acceptance and enablement of e-health initiatives. Furthermore, Boonstra 
and Broekhuis (2010) identify eight critical factors for the adoption of electronic 
medical records including financial, technical, time, psychological, social, legal, 
organizational and change process. Hage et al. (2013) argue that e-health only leads 
to sustainable adoption when the implementation carefully considers and aligns the 
e-health content, the pre-existing structures in the context and the interventions in 
the implementation process. Successful e-health implementation therefore relies on 
the infrastructural prerequisites and technical standards, governmental and policy 
support as well as user acceptance and accessibility. Based on these influencing 
areas, the following sections analyses the implementation, key challenges and 
opportunities of e-health systems in Germany and Australia and develop sugges-
tions with regard to their present experiences.

Figure 8.2 summarizes the scope of e-health and its influencing macro-economic 
factors that are considered in our analysis.

8.3.1  e-Health in Germany

The German healthcare system is suffering from demographic change, increasing 
costs and lack of skilled professionals. Telemedicine can help counter these prob-
lems (Krüger-Brand 2011) by improving treatment efficiency and quality, increas-
ing access speed to relevant information and enabling networking between all 
stakeholders of the care value chain. e-Health can support current issues regarding 
coordination, integration and networks between stakeholders and enhance decision-
making and planning throughout the entire value care chain.

8.3.1.1  Governmental and Policy Support

Until 2004, Germany offered a basic health insurance card (KVK) providing mini-
mum information about a patient’s personal and insurance information as a creden-
tial for patients to claim health services. Due to limitations in storage and applications 
of this insurance card, the modernization act by the statuary health insurance in 
January 2004 proposed the extension of the insurance card to the electronic health 
card (EHC), which was finally implemented in early 2006. The goal behind the 
EHC was to provide health service providers access to patient information through 
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IT to increase treatment quality and control health service processes and quality for 
medical treatments (GKV Spitzenverband 2015a).

Since January 1, 2015, the “electronic health card (EHC)” is the mandatory cre-
dential in Germany to claim services covered by the health insurance. Table 8.1 
summarizes the required and optional information on the EHC with their respective 
legal codes.

Data security is provided by following a two-key principle. Both an electronic 
healthcare ID by the professional and the personal healthcare card and PIN code of 
the patient are required to access their medical data. Although not yet implemented, 
the EHC is designed to include electronic patient records, medical reports, care 
records and medication records in the future.

Besides internal regulations and investments, Germany can additionally benefit 
from EU initiatives and funding schemes. The topic of health, demographic change 
and wellbeing addressed in the Horizon2020 programme provides extensive fund-
ing possibilities for e-health applications and development. The Digital Agenda for 
Europe focuses an entire pillar of their Europe 2020 strategy on ICT-enabled bene-
fits for the EU society, including actions to enable secure online access to medical 
health data and a widespread telemedicine deployment (Action 75); define a mini-
mum common set of patient data (Action 76); foster EU-wide standards, 
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 interoperability testing and certification of e-health (Action 77); and reinforce the 
Ambient Assisted Living (AAL) Joint Programme (Action 78) (European 
Commission 2015).

8.3.1.2  Technology and Infrastructure

Germany is a leading country in technology development considering financial and 
human resources devoted to R&D as well as patents granted per capita (Florida 
et al. 2011). In health care, Germany currently ranks high considering quality of 
care, access to health care services, efficiency and equity as well as expenditure per 
capita. Especially access to health care shows above-average results in international 
comparisons. Space for improvement is still found in the area of coordinated care, 
which constitutes a major issue to be solved by e-health (Davis et al. 2014).

Besides access to advanced technology, a main requirement for a successful 
national e-health strategy is the underlying infrastructure to integrate applications 
and provide and access data in a structured and protected environment. For a strate-
gical conception and implementation of the EHC and telematics infrastructure, the 
company for EHC telematics applications gematik was founded in Germany in 2005 
(gematik 2016). The company’s core responsibility lies in managing the  development, 

Table 8.1 Required and optional information on the EHC

Information
Required/
optional Legal code

Name of the issuing health insurance Required SGB §291a (2), SGB 
§291 (2)First and last name of the insurant

Date of birth
Sex
Address
Insurance number
Insurance status
Out-of-pocket payment
Date of insurance commencement
Date of expiration time (for fixed-term insurance)
Medical prescriptions in electronic and machine-usable 
form

Optional SGB §291a (2)

Credential for health treatment in an EU or EEA 
member state and Switzerland
Medical data Optional SGB §291a (3)
Medical reports
Electronic patient record
Additional data provided by the insurant
Information and consent form on organ and tissue 
donation
Information to verify drug therapy security
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implementation and maintenance of a countrywide telematics infrastructure. 
Although first rollout was projected for mid-2015, security issues and the highly 
technical requirements for connecting hospitals, apothecaries, medical practices 
and care facilities throughout Germany are still delaying deployment. In December 
2015, the German parliament passed a new legislation for secure digital communi-
cation and applications in health care, legally replacing the preceding health insur-
ance card with the EHC. This legislation lays down a timeframe for a nationwide 
integration of hospitals and practices into the developed infrastructure until 2018 
(Bundestag 2015).

8.3.1.3  User Access and Accessibility

From a professional standpoint, the e-health acceptance rate in Germany shows a 
below-average increase on an EU level of 31% since 2007. While the country’s 
professional-to-patient initiatives in telehealth, e.g. remote monitoring and consul-
tation, show good results in international comparisons, the professional-to- 
professional dimension including online education and joint consultation is still 
lagging behind. The combination of a mandatory insurance proof and an optional 
extension for further information lowers the barriers of adopting a new system for 
users. Since over 97% of the insured population is now provided with an EHC 
(GKV Spitzenverband 2015b), the extension of additional services, e.g. electronic 
health records, can be added more easily to the already distributed systems. Issues 
with user participation for the basic system can therefore be eliminated; however, 
the use of additional services could still be obstructed by user acceptance.

8.3.1.4  Key Challenges

Although the EHC was already implemented in 2006, an integrated, accessible and 
data security-compliant infrastructure for telemedical services has yet to be devel-
oped. Through many regional projects, individual solutions have been brought up 
that already exploit parts of what e-health can offer, but further reinforce redundan-
cies in development. Investments in healthcare structures and concepts are still 
scarce, leading to a pool of isolated applications within a diverse, fragmented mar-
ket. Another issue obstructing e-health development stems from the lagged develop-
ment of IT standards in the healthcare sector and missing secure networks. Lack of 
investments, scarce awareness and indolence of decision-makers also hinder a fast 
development of national e-health initiatives. Questions of liability and security also 
cause for delay.
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8.3.2  e-Health in Australia

The Australian healthcare system is argued to be among the best providers of out-
standing quality of care. In comparison to Germany, the unrestricted access to 
healthcare services is not as prominent, but the coordination of care shows overall 
better results (Davis et al. 2014). This stems from the early attempts on utilizing 
e-health to increase transparency and efficiency in care, starting with the introduc-
tion of the e-health technology programme in 1991. Since then, the Australian 
e-health strategy has been continuously refined and analysed to adapt to emerging 
issues in health care.

8.3.2.1  Governmental and Policy Support

In 2004–2005 the National E-Health Transition Authority (NEHTA) was estab-
lished to develop the e-health agenda with the development of e-health standards, 
clinical terminologies and patient and provider identifiers. In 2008, the new Labour 
government asked consultants from Deloitte to help develop a new direction. They 
found that lack of financial support was one of the main problems. Three months 
after the submission of Deloitte’s report, the government introduced its national 
e-health strategy. This adoption strategy of e-health in Australia was implemented 
incrementally following three main principles (Australian Health Ministers’ Council 
2008):

 – To leverage currently existing resources in the Australian e-health landscape
 – To manage underlying variation in capacity across health sector and states and 

territories
 – To allow scope for change during the implementation process

In 2009 the National Health and Hospitals Reform Commission released a report 
advocating the introduction of personal electronic health records. In 2010–2012 the 
Personally Controlled E-Health Records (PCEHR) platform was founded and 
launched in July 2012. The objective behind this system was the establishment and 
operation of a voluntary national system for the provision of access to health infor-
mation. The main goal of the PCEHR system was to improve availability and qual-
ity of health information and reduce fragmentation, minimize the occurrence of 
adverse medical events and duplication of treatment and support coordination of 
health care provided to consumers by different healthcare providers.

Australia has passed a legislative framework that includes governance arrange-
ments, a privacy and security framework and a registration regime or the My Health 
Record system (Australian Government 2012). However, in contrast to Germany, 
Australia still lacks appropriate governance and regulatory mechanisms to manage, 
monitor and control the system.
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8.3.2.2  Technology and Infrastructure

Although Australia doesn’t rank as high in international comparisons considering 
technology and R&D in general (Florida et al. 2011), the use of healthcare technolo-
gies has been developed. Similar to Germany’s gematik, Australia’s NEHTA is 
leading a national approach to develop a national e-health infrastructure and IT 
standards to enable connected health. So far, a national terminology for medicines 
(AMT), a clinical terminology (SNOMED) and a Secure Message Delivery (SMD) 
system were implemented as a first step for setting national standards. The goal is to 
build these foundations within the My Health Record platform as the national 
e-health infrastructure. Table 8.2 summarizes the main components of the PCEHR 
system, intended services and solutions and the underlying infrastructure.

8.3.2.3  User Access and Accessibility

Up until today, only 11% of the Australian population are yet registered on the plat-
form and just slightly over 8000 healthcare provider organizations, mainly general 
practices (Australian Department of Health 2015). Without legal enforcement to 
adapt the platform for, e.g. billing or insurance claims, usage rates have not yet 
reached the lower limit for a comprehensive adoption of e-health services. Due to 
the lack of meaningful use of the PCEHR system, the platform will be changed to 
an opt-out solution and renamed to My Health Record in 2016. A resulting wider 
uptake of the system is projected to increase the value for healthcare professionals 
and consequently their willingness to use the system. Registration barriers for 
healthy persons or disadvantaged patients thus should be eliminated (Australian 
Department of Health 2013).

8.3.2.4  Key Challenges

The aging population, increasing incidence of chronic disease, rising customer 
demand for more costly, complex and technologically advanced procedures and the 
simultaneous lack of skilled health sector workers are causing a major rise in cost 

Table 8.2 Australian e-health infrastructure (Bunker 2011)

Personally controlled 
electronic health 
record

Clinical 
information

Individual 
information

Shared 
information Others

e-Health services Shared health 
profile

Event 
summaries

Self-managed 
care

Complex care 
management

e-Health solutions e-Diagnostics e-Discharge e-Referral e-Medications
National infrastructure 
components

Clinical 
terminology 
information

Secure 
messaging

Identifiers Authentication
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and complexity for the Australian healthcare system. Pre-existing e-health solutions 
to counter these issues are implemented as discrete islands of information with sig-
nificant barriers to effective sharing of information between healthcare participants. 
Without proper national coordination, extensive service duplication, avoidable 
expenditures and solutions that cannot be scaled or integrated can drastically 
decrease the potential of e-health. In addition, Australia still lacks the required legal 
and infrastructural foundations to enable a nationwide implementation of their 
e-health platform.

8.4  SWOT Analysis

8.4.1  Comparison of the Systems

Table 8.3 summarizes the advantages and handicaps of the German e-health system 
in a SWOT analysis. The resulting strategies give suggestions on further develop-
ments e-health can endorse to enhance quality of health care in Germany.

8.4.2  Strategies Derived from the SWOT Analysis

Germany and Australia pursue different approaches with their national e-health 
strategy. Whereas Australia initially invested in an open, voluntary platform solu-
tion, Germany instructed a long-term statutory basis for an integrated infrastructure 
for extensive e-health services based on a mandatory insurance card. Changing the 
My Health Record platform to an opt-out model can reduce the barriers for user 
registration; meaningful use of the proposed service, however, will require addi-
tional effort by the Australian government. The German example shows that the 
utilization of national technology resources and know-how can be used to system-
atically invest and plan for comprehensive e-health applications. Applications can 
therefore be developed on a common ground, facilitating the reuse of key insights 
and results. The downside in the implementation of a nationwide e-health project is 
reflected in protracted legal changes and limited reaction to changing requirements. 
On the other hand, although development of individual applications may increase 
implementation flexibility and speed and allow for modular adjustments, the subse-
quent integration of fragmented solutions can result in major adaption requirements, 
insufficient scalability and unnecessary duplicates.

Tables 8.4 and 8.5 summarize the derived insights from the SWOT analysis, 
indicating strategies for Germany and Australia to utilize the countries’ capabilities 
for exploiting the proposed opportunities and handle emerging threats.
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Table 8.3 SWOT analysis of German and Australian e-health system

Germany Australia

Strengths
S1: Advanced technological foundation and 
development

S1: General guidelines based on the 
commonwealth privacy act 1988 and the 
Australian privacy principles (APP)

S2: Legal requirements for e-health explicitly 
defined in fifth social security code

S2: Flexible infrastructural solutions

S3: Regulations for data safety and security S3: First attempts at national standards
S4: High mobile penetration and broadband 
coverage

S4: Secure messaging system

S5: Governmental support S5: High quality of care
S6: Funding opportunities on international 
level (EU)

S6: Adaptability of e-health strategy

S7: Integrated solution of mandatory EHC and 
optional e-health applications in one system

S7: Nationwide platform for interaction and 
information exchange
S8: Lower usage barriers through change to an 
opt-out model

Weaknesses
W1: Lack of IT standards in health care W1: No legal binding to use or adapt e-health
W2: Isolated solutions W2: Isolated solutions
W3: High bureaucracy through governmental 
involvement

W3: Fragmented system

W4: Common infrastructure still not available W4: Missing nationwide governmental 
cooperation

W5: Lack of experience with patient 
involvement

W5: Dispersed data storage

Opportunities
The mandatory cross-linkage between 
healthcare providers can enable an 
uninterrupted communication network

Flexibility in strategical decision enables fast 
adjustments

Lower adoption barriers through combination 
of mandatory and voluntary services

Lower adoption barriers through change to an 
opt-out model

Better information exchange Better information exchange

Increase in efficiency and transparency of 
healthcare delivery

Increase in efficiency and transparency of 
healthcare delivery

Citizen’s mobility requires increased data 
sharing

Citizen’s mobility requires increased data 
sharing

Increased computer literacy and ICT skills Increased computer literacy and ICT skills

Reuse of knowledge and applications Reuse of knowledge and applications
Reduced unnecessary and duplicate treatments Reduced unnecessary and duplicate treatments

Increased scalability of e-health solutions Increased scalability of e-health solutions
Threats
Delayed roll-out of holistic infrastructure Low adoption rates by healthcare professionals
Protracted legal changes Weighing between effort and benefits for 

individual providers

(continued)
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8.5  Discussion and Conclusion

In this chapter, we analysed the potentials and challenges of national e-health strate-
gies in Australia and Germany. Based on macro-environmental factors, i.e. govern-
mental support and policies, technology and infrastructure and user acceptance and 
accessibility, key capabilities and handicaps were identified for each country. Based 
on these results, we derived strategies on how to exploit the positive effects and 
opportunities of e-health and how to handle challenges that might arise concurrently. 
Our results suggest similar findings for developed countries, especially with regard 
to major challenges in health care that are planned to be addressed by e- health 
solutions. Both countries attempt to increase efficiency and transparency in health 
care, increase communication and collaboration between healthcare participants and 
provide overall better quality of care. The meaningful use of health information, 
development of national standards and regulations and application integration are 
also focused in the individual e-health strategies. Two approaches to reach these 
goals have been identified: The German strategy combines partly statutory and vol-
untary information sharing within an integrated system, whereas the Australian 
platform-based solution relies on an entirely optional system. Both countries can 
profit from different insights already gathered from other national e-health 
approaches. With Germany as a leading player in technology advancements and an 
already well-established legal foundation for e-health regulations on the one hand 
and Australia’s flexible adaptions and early experiences within e-health in contrast, 
both countries can provide different knowledge aspects for successful e-health 
implementation and a high level of quality of care to other countries. At the moment, 
however, major changes are also taking place in both countries. In Germany, a new 
e-health law has laid down an obligation to link healthcare providers in the national 
telematics infrastructure currently under development. First results and the impact 
of this regulation will be seen in the following years. The change of an opt-in to an 
opt-out model for the Australian e-health platform My Health Record will also 
entail major alterations in the country’s e-health strategy and development that 
should be addressed in future studies. Finally, we note in closing that a SWOT 
analysis can be a suitable tool to assist in conducting a systematic analysis of vari-
ous factors both strengths and weaknesses from which it is then also possible to 
develop appropriate strategies to assist with developing sustainable solutions for 
specific healthcare contexts.

Table 8.3 (continued)

Germany Australia

High bureaucracy implications for nationwide 
decisions

Difficulties integrating fragmented e-health 
market

User acceptance of e-health innovations User acceptance of e-health innovations
Lack of skilled professionals Lack of skilled professionals

Incomplete documentation Incomplete documentation

Data privacy, confidentiality, liability and data 
protection

Data privacy, confidentiality, liability and data 
protection
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Table 8.4 Opportunities for Germany and Australia

Opportunity Germany Australia

O1: Integrated 
healthcare data + 
applications

S1/S2: Use the mandatory linkage of 
all healthcare providers to combine 
health information from all linked 
partners as well as patients in an 
integrated system to gain holistic 
insights over bigger patient cohorts
W4/S1/S5/S6: Support and contribute to 
infrastructural development with 
funding projects

W1/W2/S2: Two-sided 
approach to integrate currently 
isolated solutions and adapt 
infrastructure accordingly

O2: Cross-linking of 
healthcare providers

S2/S5: The cross-linkage of healthcare 
providers is already determined by law 
and currently tested in field studies. 
Collaboration should be further 
supported and monitored by the 
government

W1/S1: Provide more binding 
regulations to join the 
nationwide network
S4: Create awareness for 
e-health advantages in field 
studies

O3: Increasing user 
acceptance + IT 
literacy

S4: With high mobile penetration and 
broadband coverage of German 
citizens and healthcare providers, 
mobile applications and IT solutions to 
link healthcare consumers should be 
implemented

S7/S8: Engage consumers in 
participating in voluntary 
e-health services by providing 
comprehensible personal 
insights

O4: Better 
information exchange

S3/S4/S7: Provide easy and secure 
methods to share and exchange data

S3/S4: Provide easy and secure 
methods to share and exchange 
data

O5: Increase 
efficiency and 
transparency of 
healthcare delivery

S2/S5: Continuous monitoring of 
healthcare expenditure and health 
quality indicators to monitor 
performance and impact of e-health 
solutions

W4/S5/S6: Continuous 
monitoring of healthcare 
expenditure and health quality 
indicators to monitor 
performance and impact of 
e-health solutions

W5/S7: Engage consumers in 
participating in voluntary e-health 
services by providing comprehensible 
personal insights

S8: Engage consumers in 
participating in voluntary 
e-health services by providing 
comprehensible personal 
insights

O6: Increased 
communication and 
collaboration

S1/W5: Implement secure messaging 
service to enable communication and 
coordination between patients and 
healthcare providers

S4: Secure messaging system 
already in place.

O7: Reuse of 
knowledge and 
applications

W1: Develop open IT standards based 
on insights from pre-existing solutions
S1: Initiate national open source 
platform for e-health development to 
share experiences

S1/S7: Extend national 
platform for to share 
experiences in e-health service 
development

(continued)
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Table 8.4 (continued)

Opportunity Germany Australia

O8: Reduce 
unnecessary and 
duplicate treatments

S7: Create structured overviews/
templates for patients including 
treatments, medications and personal 
data as a single source of truth
W2: Integrate existing isolated 
solutions into national infrastructure

W2/S2: Two-sided approach to 
integrate currently isolated 
solutions and adapt 
infrastructure accordingly
S7: Aggregate collected data on 
my health record platform to 
provide a structured history for 
each patient

Table 8.5 Threats for Germany and Australia

Threat Germany Australia

T1: Incomplete 
documentation

S3/S4/S7: Provide easy and secure 
methods to share and exchange data
S7: Create structured overviews/
templates for patients including 
treatments, medications and personal 
data as a single source of truth

W1/S1: Provide more binding 
regulations to participate in 
the nationwide network
S3/S4/S7: Provide easy and 
secure methods to share and 
exchange data
S7: Aggregate collected data 
on my health record platform 
to provide a structured history 
for each patient

T2: Legal changes W3/S2: Systematically monitor issues 
in e-health development to enable fast 
reactions for necessary changes

W4/S1: Introduce legal 
regulations for e-health on a 
national level

T3: Bureaucracy 
implications

W3: Encourage close cooperation 
between government and healthcare 
providers for shorter discussion paths

W4: Increase national 
governmental cooperation

T4: User acceptance S4: With high mobile penetration and 
broadband coverage of German citizens 
and healthcare providers, mobile 
applications and IT solutions to link 
healthcare consumers should be 
implemented

S7/S8: Engage consumers in 
participating in voluntary 
e-health services by providing 
comprehensible personal 
insights

T5: Data privacy, 
confidentiality, liability 
and data protection 
lack of skilled

S1/S3/S5: Ensure secure and stable 
networks and regulate data access 
according to different stakeholders; 
data authority lies with the consumer
S5: Offer training and raise 
transparency for e-health services

W5: Appoint a single 
institution to store, manage 
and secure healthcare data in 
a structured and reliable way
S5: Offer training and raise 
professionals transparency for 
e-health services
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Chapter 9
The Advantages of Using a Two-Arm 
Crossover Study Design to Establish Proof 
of Concept of Technology Interventions: 
The Case of a Mobile Web-Based Reporting 
of Glucose Readings in the Management 
of Gestational Diabetes Mellitus (GDM)

Nilmini Wickramasinghe and Steve Goldberg

9.1  Introduction

The need for improvement in the delivery of health care is paramount. Today, much 
of the literature pertaining to health care continually discusses the many severe 
challenges such as exponentially increasing costs, pressures to provide appropriate 
quality and access as well as incorporate best practice and recent new findings at the 
point of care (Wickramasinghe and Schaffer 2010; Geisler and Wickramasinghe 
2009; Wickramasinghe et al. 2012). Government agencies and the private sector are 
alarmed with rising costs and the decline in quality, access and availability of care. 
In addition, we are now witnessing the increased role of chronic diseases as a major 
contributor to cause of death and morbidity, replacing communicable diseases 
which only serves to further stress the resources of an already strained healthcare 
delivery system.

Without a question then, there is a clear need for short- and long-term solutions 
to this current crisis in the delivery of care. Such a search for a solution has led to 
the growing focus on technology, especially telemedicine and remote care, as a use-
ful alternative to the prevailing models of inpatient care. The utilisation of informa-
tion communication technologies (ICT) seems particularly attractive given its allure 
in the support and enablement of a cost-effective model of care for patients with 
chronic diseases. Moreover, mobile phone penetration has been exponentially 
increasing over the last decade with most individuals now having at least one mobile 
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device. (Business insider Australia 2013) However, the implementation of new ICT 
infrastructures needs to consider the users and the management of the information 
that can be captured and shared by such systems.

This chapter sets out to describe a two-arm crossover research design that was 
adopted to assess the usability and fidelity issues and establish proof of concept of 
a unique technology solution that focusses on a specific issue to address this current 
dilemma, the use of smart phones to effect better information access and sharing 
between patients and clinicians and, thus, improved control of a chronic illness.

9.2  Prevalence of Diabetes

Today, chronic diseases have replaced infectious diseases as the top global causes of 
deaths and morbidity (Zimmet 2000; Zuvekas and Cohen 2007). Noncommunicable 
diseases—such as cardiovascular disorders and strokes, respiratory illnesses such as 
asthma, arthritis and diabetes—now account for more deaths, and for a dispropor-
tionate burden on healthcare budgets of governments, than infectious diseases such 
as tuberculosis, HIV/AIDS and malaria. This trend is magnified by the demographic 
realities of this century. The aging of the population and the increased longevity of 
major segments of the population are key contributors to the emerging picture of a 
crisis in the delivery of health services. More patients afflicted by chronic diseases 
will continue to be a burden on an already drained healthcare delivery system 
(Windrum 2008; Wickramasinghe and Geisler 2008). Diabetes, the leading chronic 
disease, has been described by the WHO as the silent epidemic (WHO 2012; Wild 
et al. 2004).

Chen et al. (2012) indicate that over the last three decades, the number of people 
with diabetes mellitus worldwide has more than doubled. Their comment is based 
on data collected up to 2011 and reinforces the concern of other research that identi-
fied the continued global prevalence of diabetes mellitus. The 2012 update of the 
International Diabetes Federation Atlas (IDF 2012) indicates that 8.3% of the global 
adult population live with diabetes, and of these, 50% are undiagnosed, usually type 
2 (non-insulin-dependent) diabetics. The Federation predicts that by 2030 the prev-
alence of diabetes will have risen to 9.9% of the global adult population (IDF 2012).

Uncontrolled diabetes can lead to other very unpleasant complications, and thus 
there is a broader medical impact of diabetes which includes co-morbidities and 
higher risks of contracting other diseases (WHO 2012). One of the measures of 
diabetic control and management is the haemoglobin A1c (or HbA1c) blood test, 
which is used to indicate the average blood sugar control over a period of time, 
generally 3-month intervals (WHO 2013). Stratton (2000) indicated that a 1% 
decrease in the results of the A1c test can lead to substantial decreases in the risk of 
associated conditions. The results of Stratton’s (2000) study suggest that this could 
be a 43% decrease in the risk of peripheral vascular disease, 37% decrease in micro-
vascular disease and 14% decrease on myocardial infarction (heart attack). This 
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reinforces the importance of controlling diabetes as tighter control leads to less 
complications and therefore to less impact on the medical infrastructure.

Where tighter control is explicitly required is in the management of gestational 
diabetes mellitus (GDM) (Hoffman et al. 1998). Diabetes Australia estimates that 
between 3% and 8% of pregnant women will develop GDM (Diabetes Australia 
2012). Unmanaged GDM has many problematic concerns including the impact of 
the mother passing high levels of glucose to the baby, which may then lead to sev-
eral complications at birth and beyond for both mother and baby. Tight control and 
management of GDM is therefore necessary, and a team of medical practitioners, 
diabetic nurses and dieticians are needed to assist the mother to manage her blood 
sugar during the pregnancy. Getahun et al. (2008) note that there is an increased 
prevalence of GDM in women ages between 25 and 34 years.

9.3  The Management of Diabetes

Diabetes is a chronic disease and therefore by definition there is no cure for diabe-
tes. This makes the adoption of various management strategies paramount in the 
successful care of diabetic patients (Britt et al. 2007; AIHW 2007; AIHW 2008).

The management of diabetes is typically based on a mixture of self-management 
protocols linked with the support of a dedicated medical care team (Victorian 
Government 2007). An essential element of self-management relies on regular test-
ing of blood glucose, using a glucometer or blood glucose monitor. These monitors 
provide a point in time reading of blood sugar, which then inform the diabetic of the 
need for insulin (if type 1) or activity/exercise (if type 2). The preferred range of 
readings for type 1/2 diabetic is between 4 and 8 mmol/L (Hoffman et al. 1998).

Gestational diabetes mellitus (GDM) requires tight control of blood sugar levels, 
with a preferred range of readings between 4 and 6 mmol/L (Hoffman et al. 1998; 
Siri and Thomas 1999; Diabetes Australia 2012). The management of GDM is con-
ducted over a shorter period of time (that of the pregnancy), and thus a tighter man-
agement of sugar levels is required. The need for such control draws into question 
the information that a diabetic may need when self- managing their condition.

In 2008, Hedtke posed the question as to whether “wireless technology enable 
new diabetes management tools?” (Hedtke 2008). The question was raised in rela-
tion to the ways that mobile phone technology could assist in the recording and 
management of blood glucose monitor. More specifically, can mobile communica-
tion and data sharing be integrated with the process of glucose reading? Hedtke 
(2008) suggested that mobile technology and glucose monitoring technology could 
be integrated in 3 ways. The first is “user integration”, where the technology is not 
physically integrated, but rather the information is by having the user rekey data 
from glucose monitor into a mobile phone application. The second is “cable/
Bluetooth integration”, where the glucose monitor and phone are connected through 
a direct (physical) cable or through a close vicinity network (Bluetooth or infrared 
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communication). And the third approach is “physical integration”, where the glu-
cose monitor is built into or attached to the mobile phone.

This paper extends the notion of integration, by reporting on the development of 
a pilot solution to support GDM which has been adapted from a technology solution 
developed in North America. The study has demonstrated proof of concept but also 
has uncovered other important aspects. Blood glucose monitors and even smart-
phone apps tend to act as recording devices. Any information is transferred to medi-
cal practitioners as a ‘batch’ data transfer, usually at the time of medical visit. This 
study, however, proposes that diabetes control may be more easily managed if there 
is integration of the captured mobile data with the e-health systems employed by 
key medical staff in real time.

Specifically, this exploratory study is examining usability and fidelity issues focus-
ing on:

Can the mobile phone “integrate” glucose monitoring as real-time data for the effec-
tive management of GDM?

How do patients and clinicians find the use of such a mobile solution for GDM 
management?

The focus is on GDM as this short-term form of diabetes may benefit from 
immediate feedback that an integrated information and communication process can 
provide. Moreover, the patient population in GDM is highly motivated and gener-
ally technology savvy and desirous to have better strategies to effectively and effi-
ciently monitor their blood sugar levels.

9.4  The Information and Support Model

A comprehensive review of the literature around the development of technology 
solutions to assist in diabetes care was performed by Le Rouge and Wickramasinghe 
(2013). They found that an integral key success criterion is the incorporation of a 
user-centred design approach (ibid). It is precisely this, a subscription to a user- 
centred paradigm, that has guided the development of the mobile web-based solu-
tion developed by INTEL Intl. Inc. (2013). This mobile solution is web-based and 
has been developed over several years (Goldberg 2002a, b, c, d, e; Wickramasinghe 
and Goldberg 2004, 2007; Wickramasinghe et al. 2010).

The development of this mobile solution and information sharing model aims to 
assist in the information management processes needed for the self-care and self- 
management of diabetes. Often a system-based development focusses on the tech-
nology and how it can be adopted and integrated. This project, however, explores 
the potential of mobile development from the perspective of the patient and the 
clinical team, thus the user-centred nature of the project. However, the project team 
is also drawing on principles of information need and information management that 
stem from the understanding of library science. Thus, the project will examine 
whether increased access to information and feedback can assist in patient self-care. 
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Chronic illnesses, such as GDM, rely on the ability of the patient to self- monitor 
their daily condition. Blood glucose readings form the basis for this process. 
However, such self-monitoring also needs to draw on the “knowledge base” of the 
clinical professionals. This is usually done during clinical visits, where the blood 
readings over a period of time are accessed and discussed. If aspects of the “knowl-
edge base” can be accessible on a daily basis, then there is a potential that this 
information can alter the patient behaviour earlier and lead to and maintain tighter 
control of the diabetic condition. The blood monitoring processes provide patients 
with information about their glucose readings at any given time. However, the infor-
mation solution proposed in this study adds to this a layer of knowledge access that 
is not readily available for individual readings. That is, the “real-time” nature of the 
information sharing between the patient and the clinical team means that feedback 
can be accessed on readings that are out of the norm.

Winter et al. (2001) suggests that “Information management in hospitals is the 
sum of all management activities in a hospital that transpose the potential contribu-
tion of information processing to fulfill the strategic hospital goals into hospital’s 
success”. The existing information management of patient glucose readings would 
be based on the record of HbA1c results of tests ordered by the clinical team. The 
daily glucose readings of the patient will be reviewed at clinical appointments, but 
they may not be recorded and stored, unless the data is batch uploaded from the 
monitor and then stored against the patient record. However, such information man-
agement processes would generally not be conducted, and rather the daily readings 
may be reviewed only during the patient/clinician discussion. The model, being 
tested in this research, captures and stores the daily glucose readings and makes this 
accessible to the clinical team. These readings can be displayed graphically and the 
patterns of daily reading can be easily monitored. This information can then com-
plement other patient tests, such as the HbA1c data. Thus, the project has the poten-
tial to offer an information management process that improves access to the daily 
glucose readings of a patient. This information can then assist in identification of 
trends in daily care that can support the information decisions associated with 
HbA1c data. However, as Winter et al. (2001) suggests, this then needs to form part 
of the overall information management practice and systems employed by a hospi-
tal. This study can also examine how the clinical team use, monitor and exploit the 
additional information processes that the project’s mobile solution can provide.

Figures 9.1 and 9.2 depict the respective web-based model and how the solution 
actually works. In particular Fig. 9.1 highlights the key inputs (people process, pro-
tection and platform) all essential considerations for a solution of this type that 
impacts a clinical environment of care. In addition, the dynamic nature of health care 
is captured by ensuring ongoing updating and integration of new research findings as 
well as the sustainability of the solution is achieved through the broad based of 
financing options. Lastly, the model supports the necessary delivery framework and 
the interaction of the patient and clinician with the clinician being the lead on all 
projects and the patient being the empowered consumer of the data and information.

From Fig. 9.2 we see how the solution works: (1) the patient must take their 
blood sugar reading, then enter it into the mobile solution and submit it. Once the 
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Fig. 9.1 Web-based model

Fig. 9.2 Solution in a nutshell
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solution is received by the designated clinician, it is processed and reviewed by the 
clinician in conjunction with all other relevant medical data before a recommenda-
tion is then sent back to the patient. To the right of Fig. 9.2, it is possible to see a 
typical screenshot showing the four readings normally taken for GDM patients, i.e. 
before breakfast, 2 h after breakfast, 2 h after lunch and 2 h after dinner. Patients can 
also write messages about their food and exercise consumption to the right, and the 
clinician can review all these aspects on receipt.

The process means that there is a continued information sharing between the 
patient and clinician. While not unique in the management of glucose readings, the 
graphic representations assist clinicians in identifying trends associated with the 
glucose management. The ability to add further information to the digital record 
(e.g. food intake or increased exercise) can assist the clinician in interpreting what 
may be impacting on these trends or changes in the glucose readings. What is dif-
ferent to current glucose recording processes is the ability for the clinician to then 
send feedback to the patient if there are concerns with the readings. Usually such 
feedback is provided during a patient’s physical visit with the clinical team; how-
ever, this mobile-based solution provides the opportunity for ongoing or “real-time” 
feedback if required. As suggested above, this assists in the communication dia-
logue between the patient and clinical team and has the potential to, therefore, 
change the information exchange and knowledge sharing between the two parties. 
In a review of literature associated with GDM, Devsam et al. 2013 p.70) suggests 
that “Women reported feeling ‘shocked’, ‘upset’, ‘panicked’, ‘scared’, ‘numbed’, 
‘depressed’, ‘fearful’, ‘terrified’, ‘disappointed’, ‘surprised’, ‘horribly sad’, ‘anx-
ious’ and ‘worried’ when first diagnosed with GDM”. Devsam et al. 2013 p.70) then 
indicates that when information about the condition was presented, “Women 
expressed they felt unprepared and unable to assimilate this knowledge because 
everything was new and uncertain to them”. While this initial shock may still be 
evident for the participants in this study, the mobile data collection and information 
management processes, proposed in this pilot, may assist in alleviating the informa-
tion uncertainty that Devsam et al. (2013) has identified.

Carolan (2013) indicates that “In terms of support from health professionals, the 
women’s experiences differed quite substantially, and information and support were 
rated from excellent to poor. When the woman felt she had sufficient information at 
her disposal to self- manage her condition, then she generally was satisfied”. The 
near real-time information exchange that is made possible by this pilot study may 
assist in reinforcing women’s need for adequate information access during the man-
agement of their GDM. An outcome of the study may be perceived improved sup-
port for the participants as they will engage in a potential two-way dialogue through 
the mobile model being tested.
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9.5  Methodology

A quasi-experimental approach was adopted (Campbell and Stanely 1963) employ-
ing a two-period crossover clinical trial strategy (Hills and Armitage 1979; Rigby 
2003; Senn 2002) over a 10-week duration. Specifically, 2 groups were used. The 
first group experienced “standard care” protocols and treatments, and the second 
group was introduced to the “technology solution”. Patients were offered the oppor-
tunity to participate in the trial once a diagnosis of gestational diabetes had been 
made, based on a glucose tolerance test administered between 26 and 28 weeks in 
pregnancy. Enrolment in the study was done by the endocrinologist under the super-
vision of the consultant obstetricians and was totally optional. At the time of enrol-
ment, all pertinent information regarding the study was shared with patients 
including the crossover strategy employed. Following enrolment in the study, 
patients were randomly allocated to either the “technology solution” or “standard 
care” arms of the study. All patients were then educated in the technique of blood 
glucose monitoring (BSLs) by a diabetic educator, as per standard clinical practice. 
They were also then educated in the use of “technology-based” or “traditional” 
recording techniques for BSLs. Decisions regarding the need for insulin or other 
medical therapy were always made at the discretion of the clinician and based on 
current treatment guidelines and standard care. At the time of enrolment into the 
study, patients were asked to complete a short questionnaire, exploring demographic 
details, their familiarity with technology in general and their understanding of ges-
tational diabetes. Five weeks into the study, crossover occurred; thus patients ini-
tially in the “standard care” arm now entered the “technology solution” arm and 
vice versa. Once again the diabetic educator provided the necessary education 
regarding the use of “technology-based” or “traditional” recording techniques for 
BSLs. Also at this time a short questionnaire was administered to patients regarding 
their experiences during the first 5 weeks. At the completion of the study, patients 
again completed a questionnaire, this time also evaluating their experiences with the 
respective techniques. In addition, data was collected on patient outcomes, includ-
ing the use of insulin, frequency of “out of target range” BSLs, compliance with 
monitoring (number of readings actually completed) and baby birth weight and 
delivery outcomes. At the completion of the study, the clinicians involved (diabetic 
educator, endocrinologist, obstetricians) also completed a questionnaire evaluating 
their experiences, in particular their opinions of the technology, relative to standard 
techniques. All participants participated in a debriefing session at the conclusion of 
the study.

Established qualitative techniques have been employed to analyse the collected 
data (Kvale 1996; Boyatzis 1998; Yin 1994). Specifically, from the qualitative data, 
thematic analysis was performed in accordance with standard approaches described 
by Kvale (1996) and Boyatzis (1998).
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9.5.1  Anticipated Benefits and Potential Outcomes

The study aims to determine if this approach to diabetic information management 
can assist in maintaining a tighter control of GDM. It hopes that the mobile solution 
may provide a more enticing way to maintain information associated with glucose 
reading logs. While glucose monitors have a memory of readings, there are still 
some who maintain a written journal as an approach to information capturing for 
their glucose readings. The mobile phone (as a personal information device) may 
add an enticement for a more frequent recording of glucose readings. The feeding 
back of this information to the clinical team may also provide reassurance to the 
patient that their management is being monitored and that the information that they 
collate is being accessed regularly.

9.6  Initial Results

It is noted that the sample size (7 participants) in this pilot is small; thus while not 
statistically significant, we have established proof of concept and demonstrated the 
benefit of a real-time smart phone solution to facilitate the self-management and 
monitoring of GDM patients. Most notably all patients preferred the technology 
solution to the standard care, and those patients who start with the technology solu-
tion found the change to the standard care disappointing. “Can’t I just stay with the 
smart phone” [Patient 1] was what one patient said, and this sentiment was repeated 
by all the others who had the technology solution for the first 5 weeks. In addition 
the clinical care team (obstetricians, diabetic educator and endocrinologist) pre-
ferred the technology solution over the standard care approach. The questionnaires 
and debrief sessions also generated many useful and innovative suggestions for 
additional features such as an interactive food diary. In keeping with a user-centred 
design approach, these suggestions will now be incorporated into the technology 
solution for the next larger-scale trial.

9.7  Discussion and Conclusion

This paper serves to report on a research in progress that focused on the application 
of a smart technology solution to assist in the enablement of self-management and 
patient empowerment for sufferers of GDM. The technology solution itself has been 
designed and developed following a user-centred design approach, and this pilot 
trial represented the first of its type in an Australian healthcare context. The direc-
tional data obtained to date has served to establish proof of concept and that patients 
and clinicians alike for similar and different reasons prefer the solution to standard 
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care approaches. Clearly, future studies will serve to provide statistically significant 
results to support this and confirm hypotheses that this study will generate.

The study also serves to uncover some important implications from an informa-
tion management perspective. In particular, it would appear that presenting patients 
with pertinent information in an easy to understand form (i.e. a graph of blood sugar 
results) anytime anywhere has the result of facilitating better and appropriate behav-
iour modification towards control of blood sugar. We know that pregnant women 
represent a group in the population that is highly motivated to follow suggested 
beneficial behaviour modifications for the benefit of their unborn child, but our study 
shows that the way the information is presented as well as the time and regularity 
appears to be effective in facilitating the rapid adoption of appropriate and prudent 
behaviour modification for their own and baby’s better health and wellbeing.

In conclusion, we believe that solutions of this type that try to incorporate lead-
ing edge technology possibilities to support better patient care represent a key 
imperative for the future of healthcare delivery especially in regard to superior 
chronic disease management in today’s challenging healthcare environment.
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Chapter 10
Modelling the Business Value of IT 
in Health Care: Technical 
and Sociotechnical Perspectives

Peter Haddad, Jonathan L. Schaffer, and Nilmini Wickramasinghe

10.1  Introduction

Driven in large by success stories in other industries, digitizing healthcare processes 
is a relatively common practice today (Haddad and Wickramasinghe 2014; Nguyen 
et al. 2015), and more healthcare providers are now moving to IT-enabled solutions. 
These moves require both upfront and ongoing investments for optimizing out-
comes that defy precise prediction (Weill and Ross 2004). This trend provides 
researchers with the possibility to study the impacts of different information systems/
information technology (IS/IT) solutions in various healthcare contexts. Although 
there is a plethora of such studies, most of these studies have two key limitations: 
first, the lack of a comprehensive framework that looks at these systems in their 
respective contexts; and, second, the scope of these studies is mostly limited to the 
impact of one system on limited measurements regarding outputs. This chapter rep-
resents part of a larger research project to comprehensively assess the business 
value of IS/IT in health care.

The remainder of this chapter is arranged with a literature review on the use of 
information systems in health care followed by a discussion of the concepts of ‘value’ 
and ‘business value of IT’ in health care. Based on this discussion, the business 
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value of IT in healthcare model is introduced, by, first, introducing its theoretical 
underpinnings and then compiling its various components based on a literature 
review focusing on the subject of using information technology in health care.

10.2  Literature Review

This section discusses the use of information systems for health care and the ‘con-
cepts of value’ and ‘business value of IT’ in this context.

10.2.1  Information Systems for Health Care

The healthcare industry is investing heavily in IS/IT to enhance different outputs, 
such as patient outcomes (Brenner et al. 2015; Freedman et al. 2014; Kellermann 
and Jones 2013; Nurek et al. 2015; Piette et al. 2015; Roshanov et al. 2013), safety 
(Elliott et  al. 2013; Kaushal et  al. 2003; Nanji et  al. 2014; Nuckols et  al. 2014; 
Shekelle et al. 2011; Tang 2003), efficiency (DesRoches et al. 2013; Georgiou et al. 
2011; Kellermann and Jones 2013; Lippi et al. 2015; Waterson 2014; Wickramasinghe 
et al. 2016), and financial performance (Appari et al. 2012; Frisse et al. 2012; Kern 
et al. 2012; Low et al. 2013; McCoy et al. 2012; Unertl et al. 2012).

This increased use of IS/IT in health care can also be seen from the figures for IS/
IT investments (OECD 2013), with more healthcare providers moving towards digi-
tizing their processes and different levels of care delivery (Haddad et  al. 2015). 
Most recently, Gartner (2015) has ranked the healthcare industry as the fifth largest 
spender on IS/IT with about USD108 billion, behind banking, communications, 
education, and government and with growth of 2.7% compared to 2013 (Table 10.1). 

Table 10.1 IT spending by industry in 2014–2015 (Gartner 2015)

Industry 2014 spending 2014 growth (%) 2015 spending 2015 growth (%)

Banking and securities 498,377 2.1 486,278 −2.4
Communications: 
media services

444,639 1.5 428,675 −3.6

Education 66,524 1.0 64,182 −2.5
Government 447,114 −1.2 424,660 −5.0
Health care 107,934 2.7 104,982 −2.7
Insurance 187,958 1.8 182,572 −2.8
Manufacturing and 
natural resources

498,995 1.0 476,546 −4.5

Retail 179,538 2.5 176,916 −1.5
Transportation 133,785 1.6 129,696 −3.1
Utilities 149,379 1.3 143,479 −3.9
Wholesale trade 87,707 0.69 82,011 −3.2
Total market 2,798,950 1.2 2,699,998 −3.5
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In this list, health care was ahead of other industries which had previously invested 
heavily in IS/IT such as manufacturing and natural resources, retail, and transport. 
Even with the worldwide decline in IT spending in 2015 across divergent vertical 
industries due to the rising US dollar and the relative slowdown in emerging mar-
kets (particularly Russia, Brazil, and China), the healthcare industry was ranked 
fourth in investing in IT in 2015 after retail, banking and securities, and education 
(Gartner 2015) as demonstrated in Table 10.1.

The data in Table 10.1 supports other forecasts that rank the healthcare industry 
first in the list of fastest growing industries in adopting IS/IT over the 2015–2019 
forecast period with a 5-year compound annual growth rate (CAGR) of 5.5% ((IDC) 
2016). According to the same source, spending on software will be the fastest grow-
ing market with a 6.7% CAGR, led by the healthcare and financial services invest-
ments. In addition, the healthcare industry will also represent, with telecommunication 
industry, the strongest opportunities for the IS/IT hardware market (IDC 2016).

Today, investing in IS/IT within healthcare contexts covers a broad range of 
applications and systems to facilitate the healthcare delivery at different levels, from 
detection to recovery (Rouse 2009). Table 10.2 describes the main healthcare IS/IT 
applications that have been widely used in a quest to enhance healthcare outcomes. 
In addition to this array of clinical information systems, healthcare providers use 
another array of systems that facilitate the business part of healthcare organisations. 
This is not any different from other industries (Anderson et al. 2006).

Investing in IS/IT for health care is not limited to healthcare organisations on a 
meso level. Today, governments around the world are deploying initiatives on a 
macro level to leverage the possibilities of IS/IT nationally. These initiatives have 
different names in different countries but are all centred on providing so-called 
e-health. While this term has been used widely to describe digitized healthcare 
delivery on a national level, the literature has different definitions of this term (Oh 
et  al. 2005). However, all of these definitions are centred on leveraging IS/IT to 
provide care. For example, Eysenbach (2001, p. 4) defines e-health as

an emerging field in the intersection of medical informatics, public health, and business, 
referring to health services and information delivered or enhanced through the Internet and 
related technologies. In a broader sense, the term characterizes not only a technical devel-
opment, but also a state-of-mind, a way of thinking, an attitude, and a commitment for 
networked, global thinking, to improve health care locally, regionally, and worldwide by 
using information and communication technology.

Different countries have different structures of their e-health initiatives (Troshani 
and Wickramasinghe 2016), such as the National Program for IT in the UK 
(Greenhalgh and Keen 2013; Waterson 2014), the Electronic Health Card (eHC) in 
Germany (Muhammad et al. 2013b; Wirtz et al. 2012), and Australia’s My Health 
Record (Andrews et al. 2014; Muhammad and Wickramasinghe 2014).

These increasing investments in health IS/IT have created numerous studies to 
evaluate the impact of these investments on the different levels of healthcare deliv-
ery (Chaudhry et  al. 2006; Das et  al. 2011). The following section focuses on a 
holistic literature review regarding the business value of IT in general and then 
delineating this concept to cover the healthcare domain.
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Table 10.2 The most popular clinical IS/IT in today’s clinical practices. Adapted from (HIMSS 
2013; HIMSS Analytics 2009)

IS system Definition/description

Clinical data 
repository 
(CDR)

A centralised database that allows organisations to collect, store, access, and 
report on clinical, administrative, and financial information collected from 
various applications within or across the healthcare organisation that 
provides healthcare organisations with an open environment for accessing/
viewing, managing, and reporting enterprise information

Clinical decision 
support systems 
(CDSS)

An application that uses pre-established rules and guidelines that can be 
created and edited by the healthcare organisation and integrates clinical data 
from several sources to generate alerts and treatment suggestions
Example: All patients who have potassium below 2.5 mg% should not have a 
cardiac glycoside. The physician would enter into the system the prescription 
for a cardiac glycoside, and the system would pop up an alert to the fact that 
the patient should not be given this medicine due to the low level of 
potassium in their blood

Computerised 
practitioner order 
entry (CPOE)

An order entry application specifically designed to assist clinical 
practitioners in creating and managing medical orders for inpatient acute care 
services or medications. This application has a particular electronic signature, 
workflow, and rules engine functions that reduce or eliminate medical errors 
associated with practitioner ordering processes. It is a computer application 
that accepts the provider’s orders for diagnostic and treatment services 
electronically instead of the clinician recording them on an orders sheet or 
prescription pad

Laboratory 
information 
systems (LIS)

An application to streamline the process management of the laboratory for 
essential services such as haematology and chemistry. This application may 
provide general functional support for microbiology reporting, but does not 
generally support blood bank functions. It provides an automatic interface to 
laboratory analytical instruments to transfer verified results to nurse stations, 
chart carts, and remote physician offices. The module allows the user to 
receive orders from any designated location, process the order, and report 
results and maintain technical, statistical, and account information. It 
eliminates tedious paperwork, calculations, and written documentation while 
allowing for easy retrieval of data and statistics

Nursing 
documentation 
(ND)

This software documents nursing notes that describe the care or service. 
Health records may be paper documents or electronic documents, such as 
electronic medical records, faxes, emails, audio or videotapes, and images. 
Through documentation, nurses communicate their observations, decisions, 
actions, and outcomes of these actions for clients. Documentation software 
tracks what occurred and when it occurred

Order entry (OE) A legacy HIS application that allows for entry of orders from multiple sites 
including nursing stations, selected ancillary departments, and other service 
areas allows viewing of single and composite results for each patient order. 
The function creates billing records as a by-product of the order entry 
function

(continued)
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10.2.2  The Business Value of IT in Health Care

The health informatics literature is relatively new (Dalrymple 2011). In the past 
decade, the healthcare industry has started to invest heavily in various health IS/IT 
programs to enhance the quality of care and control the escalating costs. These two 
aspects have been among the major criteria to be addressed by health informatics 
researchers (Jones et al. 2014). Today, there exists a plethora of studies that investi-
gate the impact of IS/IT on specific aspects of healthcare delivery such as patient 
outcomes (e.g. Goldzweig et al. 2013; Tucker et al. 2014), patient safety (e.g. Farley 
et al. 2013; Middleton et al. 2013), quality of care (e.g. Kellermann and Jones 2013), 
the efficiency of healthcare delivery operations (e.g. Goldzweig et  al. 2013; Lee 
2013), and the cost of these operations (e.g. Balabanova et al. 2013). The majority 
of the reviewed studies, however, share two types of limitations: (1) they tend to 
study specific systems and their impacts on a particular output. Therefore, their 
results are not easily generalisable, and (2) most of these studies lack the adoption 
of sociotechnical aspects to cover the different levels of healthcare delivery, making 
their findings questionable, especially when issues around patient outcomes and 
safety are of concern (Haddad et al. 2014a).

Table 10.2 (continued)

IS system Definition/description

Pharmacy 
management 
system (PMS)

An application that provides complete support for the pharmacy department 
from an operational, clinical, and management perspective, helping to 
optimise patient safety, streamline workflow, and reduce operational costs. It 
also allows the pharmacist to enter and fill physician orders and, as a 
by-product, performs all of the related functions of patient charging, general 
ledger updating, resupply scheduling, and inventory reduction/statistics 
maintenance. During order entry, the module automatically checks for 
drug-drug and food-drug interactions and monitors for allergy 
contraindications. Maintenance of an on-line patient medication profile 
allows easy access by the pharmacist and may be viewed by nursing stations, 
ancillary departments, and physicians

Physician 
documentation 
(PD)

The use of structured template documentation by physicians to capture any 
of their patient findings that are part of the electronic medical record (e.g. 
history and physicals, diagnostic findings, discharge notes, etc.). The 
structured template documentation captures discreet data that is used for 
interaction with the clinical decision support system relative to evidence- 
based medicine guidelines and/or protocols

Radiology 
information 
system (RIS)

An automated RIS system manages the operations and services of the 
radiology department. This functionality includes scheduling, patient and 
image tracking, and the rapid retrieval of diagnostic reports. The RIS can be 
integrated with the hospital information system and a picture archiving and 
communication system (PACS) to provide an efficient environment for users 
to collect, process, and manage data
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Furthermore, a considerable portion of the current studies on the impact of IS/
IT in health care tended to be vague in terms of specifying the examined IS/IT 
(Haddad et al. 2015), which also raises questions about the usefulness of these 
studies and their findings. For example, Frimpong et al. (2013) examined the rela-
tionship between ‘health information technology capacity’ and quality of care in 
776 federally qualified health centres (FQHCs) in the USA. The study found a 
positive association between health information technology capacity and quality 
of care in terms of receipt of discharge summaries, the use of a patient notification 
system for preventive and follow-up care, and timely appointment for specialty 
care. The problem with these findings is the lack of analysis to show which IS/IT 
in the studied centres helped enhance and those that did not enhance the quality 
of care.

Similarly, Lee et al. (2013) studied the relationship between ‘health information 
systems’ and cost in 577 US hospitals. Using structural equation modelling, they 
found that ‘health information systems’ were negatively but not statistically signifi-
cantly associated with the hospitals’ total expenses. The major flaw this study shares 
with many other studies is being generic, and the examined IS/IT systems were not 
specified (Chaudhry et al. 2006; Lee et al. 2013).

This lack of IS/IT system specificity is a flaw that has represented a gap in the 
current health IS/IT literature and which has encouraged some researchers to con-
duct studies that address this limitation by adopting classifications of health IS/IT 
according to varied criteria. For example, Menon et al. (2000) analysed the impact 
of IT in a healthcare setting using a longitudinal sample of hospital data from 1976 
to 1994 in the USA by classifying hospitals’ IS/IT into three components: IT capi-
tal, medical capital, and medical information technology capital. IT capital included 
data processing and communication capital (mainly for administrative purposes) 
(Menon et al. 2000). Medical information technology capital included equipment 
used for diagnosis and therapeutic purposes, i.e. to collect data from patients or 
report information to medical personnel (e.g. X-ray machines, magnetic resonance 
imaging, etc.). Medical capital consisted of equipment used solely for therapeutic 
purposes (e.g. improvements in acute care wards or lasers). Labour was also classi-
fied into two components: medical and IT labour (Menon et al. 2000). The results 
obtained from this study showed that both IT and medical IT capital exhibited a 
positive influence on output. In addition, results indicated that IT labour and medi-
cal labour exhibited a positive influence on output as well as a positive impact on 
mean marginal revenue (Menon et al. 2000).

Similar to prior research that aggregates across various types of capital, this 
study is subject to problems that occur when the productivity impacts of different 
information technologies are averaged (Williams et al. 2011). Furthermore, hospi-
tals today are way faster in adopting new IS/IT compared to the time this study was 
conducted (Maklan et al. 2015).

In another study, Das et  al. (2010) developed a framework that disaggregates 
investments in IT in the healthcare industry into four categories: investments in 
patient management IT (PMIT), transactional support IT (TSIT), communications 
IT (CIT), and administrative IT (AIT). This study investigated two problems related 
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to the effect of IT investments on productivity in a healthcare setting (as a branch 
of the tree of service industry)—the lag (i.e. when the effect is observed, which can 
be immediate, i.e. near term or late) and the durability (i.e. duration of the effect, 
which can be short or long term). The authors of this paper concluded that invest-
ing in IT in a healthcare setting was associated with improvements in several per-
formance measures, with their model also revealing the types of healthcare IT 
investments that have an immediate effect and those that have a later effect (Das 
et al. 2010).

Although this study claims IS/IT investments were classified into four ‘distinct’ 
categories, their findings have two limitations. Firstly, it ignored the need for a socio-
technical perspective (Muhammad et al. 2013a) when examining the role of health 
IS/IT in enhancing the organisational performance in favour of economic value, lag, 
and duration. Secondly, the four categories of health IS/IT cover non- clinical IS/IT, 
leaving the complexity of examining the role of clinical IS/IT neglected (Haddad 
et al. 2014a).

Furthermore, the majority of the current literature examines different IS/IT apart 
from their business objectives, which raises questions about their findings and how 
valid they are to be used in various contexts (Kumar et al. 2008; Weill and Woerner 
2013). This gap was the reason for adopting the IT Portfolio of Weill and Broadbent 
(1998) as one of the theoretical bases for this research.

In addition, the current literature shows contradictory results from different stud-
ies on the impact of IS/IT on different outputs such as quality of care, patient safety, 
patient outcomes, cost, and efficiency (Chaudhry et al. 2006; Jones et al. 2014). Not 
only do these results call for a deeper examination of the business value of IS/IT in 
health care, but they also mirror the need for developing a comprehensive frame-
work that takes the contextual conditions into consideration when investigating the 
impact of IS/IT on the organisational performance of healthcare providers.

10.2.3  Value in Health Care

Given the difficulties faced by different healthcare systems around the world, many 
initiatives have been established to support the move to adopting value-based care 
delivery systems (Kaplan and Witkowski 2014; Kawamoto et al. 2015; Rotar et al. 
2016). Particularly, creating rational approaches to lessen healthcare cost growth 
and enhancing the centredness of healthcare procedures around patients has been 
shown as an essential step to building such value-based healthcare systems (CMS 
2013; OECD 2010). In addition, one of the predominant perceptions with value- 
based health care is identifying and encouraging care delivery patterns that are not 
only of higher quality but also more cost-efficient (CMS 2013). The current state of 
care delivery, though, tends to be on the other side in many cases, i.e. delivering care 
of poorer quality at higher costs (Wilson et al. 2016).

Porter (2010) and Porter et al. (2013) expound that lacking a precise definition of 
‘value’ in health care and adopting it is the central dilemma that has been challenging 
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the efforts to enhance healthcare outcomes. Instead of adopting such a definition to 
guide different initiatives to reform healthcare systems, these initiatives have used 
other aspects such as economic measures like profitability and cost containment 
(Blumenthal and Jena 2013; VanLare and Conway 2012), safety (Chatterjee et al. 
2012), patient experience (Hibbard et  al. 2012), and quality (OECD 2010). The 
problem with adopting different goals in health care is that they cannot be used as a 
reliable indicator of value in health care because of flawed reimbursement and lack 
of competition based on actual results (Porter 2010, p. 2480).

It is important to emphasise that the business value of IT is not a value by itself; 
rather, it is a model that suggests the value that might be generated by implementing 
specific IS/IT solutions (Haddad et al. 2014a, p. 78).

10.3  The Business Value of IT in Healthcare Model

This section presents the business value of IT in healthcare model as developed in 
this research. Firstly, the theoretical underpinnings are presented followed by the 
model itself.

10.3.1  Theoretical Underpinnings

This section presents the theoretical foundations used in this study, namely, the IT 
Portfolio (Weill and Broadbent 1998) and the Enterprise of Health Delivery (Rouse 
and Cortese 2010).

10.3.1.1  IT Portfolio

Weill and Broadbent (1998) argue that IT in the service industry is the production 
technology, i.e. the equivalent of the machine tools and production lines of manu-
facturing. They define IT in this setting as:

A firm’s total investments in computing and communications technology. This includes 
hardware, software, telecommunications, the myriad of devices for collecting and repre-
senting data, all electronically stored data, and the people dedicated to providing these 
services (human resources). That includes information technology investments imple-
mented by internal groups (insourced), and those outsources by other providers. The sum of 
these investments is viewed as the information technology portfolio, which must be man-
aged like a financial portfolio, balancing risks and returns to meet management goals strate-
gies for customer and shareholders. (p. 6)

Principally, firms invest in IT to achieve four fundamentally different management 
objectives: transactional, infrastructure, informational, and strategic. These manage-
ment objectives then lead to informational, transactional, infrastructural, and strategic 
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systems, which make up the information technology investment portfolio (Weill and 
Broadbent 1998). Figure 10.1 depicts these different management objectives and 
their relationships as they form the information technology portfolio.

The four categories of IT investments have unique characteristics and are used 
differently in different contexts and industries (Weill and Broadbent 1998). Table 10.3 
briefly describes the objectives of these four categories of IT investments.

The underpinning theory states that the use of information technology in a firm 
is governed by a set of rules and policies, which is called ‘information technology 
architecture’ (Weill and Broadbent 1998). One of the main roles of this architecture 
is to draw the path to the way business will be done in both the near and far futures. 
This architecture is not expected to give rules of decision-making; rather, it provides 
the technical guidelines for the decision-making process (Weill and Broadbent 
1998). This architecture, which needs to be dynamic and subject to regular reviews, 
is necessary for a firm-wide infrastructure to:

• Achieve compatibility among various systems
• Specify the policies and mechanics for delivering the information technology 

strategy
• Describe the technological model of the organisation
• Cut through multivendor chaos and move towards vendor independence (Weill 

and Broadbent 1998, p. 15)

According to this model, the ultimate objective of information technology is to 
provide business value in two related ways: to successfully implement current strat-
egies and to use the technology to enable new strategies (Weill and Broadbent 
1998). The alignment between information technology portfolio and strategy is 
tough, as they fundamentally have different characteristics. There is enough evi-
dence of better payoff of the information technology investments if well aligned 
with business strategies (Weill and Broadbent 1998). This alignment, however, is 
hard to achieve and maintain, due to the constantly changed business circumstances 
(Weill and Broadbent 1998). Nevertheless, each unique strategic context leads to 
different strategic objectives and different types of information technology portfo-
lios. Thus, a firm’s information technology capabilities are a top management 
responsibility (Weill and Broadbent 1998). As the size of investments in IT and the 
strategic role it may play make investing in IT a very challenging business decision, 

Informational Strategic

Transactional

Infrastructure

Increased control
Better information
Better integration
Improved quality

Cut costs
Increased throughput

Increased sales
Competitive advantage
Competitive necessity
Market positioning
Innovative services

Business integration
business flexibility and agility
Reduced marginal cost of business units’IT
Reduced IT cost over time standarization

Fig. 10.1 The IT Portfolio model, adapted from (Weill and Broadbent 1998)
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these are far too important to be left to the technical people or, worse, to outsource 
these resources to third parties or sub-contractors with their own business objectives 
(Weill and Broadbent 1998).

The use of this classification to be one of the theoretical underpinnings of this 
study is justified by the need to avoid one of the biggest flaws in the current health 
information systems literature (Haddad et al. 2014a, b). That is, approaching differ-
ent IS/IT from a heterogeneous perspective, i.e. generalising the findings from evalu-
ating specific information systems to all other information systems that have different 
business objectives (Berg 1999; Eysenbach et al. 2002; Haddad et al. 2015).

Table 10.3 The objectives of the IT Portfolio model, adapted from (Weill and Broadbent 1998, 
pp. 26–28)

Objectives Description

Infrastructure • The foundation of information technology capacity which is delivered as 
reliable services shared throughout the firm and coordinated centrally, usually 
by the information technology group (IT Department)

• Include both the technical and the managerial expertise required to provide 
reliable services

• Having the required infrastructure services in place significantly increases the 
speed with which new applications can be implemented to meet new 
strategies, thus increasing the firm’s strategic agility and flexibility

Transactional • Process and automate the basic, repetitive transactions of the firm. These 
include systems that support order processing, inventory control, bank cash 
withdrawal, statement production, account receivable, accounts payable, and 
other transactional processing

• Transactional systems aim to cut costs by substituting capital for labour or to 
handle higher volumes of transactions with greater speed and less unit cost. 
These systems build on and depend on a reliable infrastructure capacity

Informational • Provide information for managing and controlling the firm
• Systems in this category typically support management control, decision- 

making, communication, and accounting. These systems can summarize and 
report this firm’s product and process performance across a wide range of 
areas

• Two examples of these systems come from Ford Australia (Electronic 
Corporate Memory) and from the consulting firm Bain & Company which 
developed Bain Resources Access for Value Addition (BRAVA)

Strategic • The objective of strategic technology investments is quite different from those 
of the other parts of the portfolio

• Strategic investments are made to gain competitive advantage or to position 
the firm in the marketplace, most often by increasing market share or sales

• Firms with successful strategic information technology initiatives have usually 
found a new use of information technology for an industry at a particular point 
in time

• Two good examples of theses strategic initiatives are inventing automatic 
teller machines (ATMs) and designing a system that provides immediate 
24-hour, 7-day-a-week loan approvals in car dealerships using expert systems 
technology. Both of these innovative systems have changed their industries 
forever
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10.3.1.2  The Enterprise of Healthcare Delivery

The second theoretical basis of this study is the Enterprise of Healthcare Delivery 
by Rouse and Cortese (2010). In their book Engineering the System of Healthcare 
Delivery, Rouse and Cortese propose an architecture of the enterprise of healthcare 
delivery as shown in Fig. 2.6. According to this architecture, the healthcare delivery 
consists of four main layers:

• The Healthcare Ecosystem: Covers the society of the healthcare organisations 
from a macro perspective

• The System Structure: Meant to cover the healthcare organisations on a meso 
level

• The Delivery Operations: Covers different stages of healthcare delivery from 
detection to recovery on a micro level

• The Clinical Practices: Covers different clinical practices within healthcare 
organisations that target people from a functional perspective

These four layers are interrelated in a way that the efficiencies can be gained at 
the lowest level and are limited by the nature of the next level (Fig. 10.2). For exam-
ple, functionally organised practices are much less efficient than delivery organised 
around processes. Similarly, the efficiencies that can be gained in operations are 
limited by the level above (system structure). Functional operations are driven by 
organisations structured around specialties, e.g. anaesthesiology and radiology. 
Furthermore, efficiencies in system structures are limited by the healthcare ecosys-
tem in which healthcare organisations operate (Rouse and Cortese 2010).

According to this model, the interaction between different sequential levels is 
bidirectional. For example, prudent clinical practices positively affect the delivery 

Healthcare Ecosystem
(Society)

System Structure

Delivery Operations
(Processes)

Clinical Practices
(People)

Human productivity and 
healthcare costs

Economic returns and 
performance information

Patient care and 
healthcare outcomes

Economic model and 
incentive structure

Competitive position and 
economic investments

Care capacities and health 
information

Fig. 10.2 The enterprise of healthcare delivery, adapted from (Rouse and Cortese 2010)
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operations from patient care and healthcare outcome perspectives, and good deliv-
ery operations serve to provide higher care capabilities and better health informa-
tion to clinical practices (Rouse and Cortese 2010). At the same time, these good 
delivery operations help create economic returns and usable performance informa-
tion, while well-structured healthcare organisations help delivery operations take 
competitive positions and benefit from firms’ investments’ portfolios (Rouse and 
Cortese 2010).

The use of this framework to support this study is justified by the potential of this 
model to cover the sociotechnical aspects of healthcare delivery. Looking at health-
care delivery from this perspective is an increasingly used and needed approach to 
evaluating health information systems, in particular with the increasing recognition 
of the importance of the interaction between human, social, and organisational con-
texts and the role it plays to determine the success or failure of health information 
systems (Aarts et al. 2010). In other words, the interrelation between technology 
and its social environment is crucial to evaluating the role of health information 
technology that can play to enhance the outcomes of the healthcare delivery in gen-
eral, either on a macro level such as national e-health initiatives (Muhammad et al. 
2013a, b; Waterson 2014) or on a meso and/or micro level (Singh et  al. 2013; 
Westbrook et al. 2007).

10.3.2  Developing the Conceptual Framework

The model builds on two prior structures: the first is the theory of IT Portfolio by 
Weill and Broadbent (1998), who classified IT investments into infrastructural, 
transactional, strategic, and informational. This classification is based on their busi-
ness objectives. The second is the model of the Enterprise of Healthcare Delivery by 
Rouse and Cortese (2010), which covers the sociotechnical aspects of the healthcare 
delivery. This includes the healthcare ecosystem (society), system structure (organ-
isation), delivery operations (processes), and clinical practices (people) (Rouse and 
Cortese 2010). In addition, the conceptual mode of this study is based on a rigorous 
literature review to cover different aspects of healthcare delivery (Fichman and 
Melville 2014; Kohli and Grover 2008; Maklan et al. 2015; Melville et al. 2004; 
Melville and McQuaid 2012; Ramirez et al. 2010). The following subsections serve 
to explain the elements of the conceptual model.

10.3.2.1  Healthcare Ecosystem (Society)

Healthcare intervention is complex and typically involves a multiplicity of factors 
that might be conceptualised as a web of healthcare players (Wickramasinghe and 
Schaffer 2010). These players together form the health ecosystem (Fig. 10.3). By 
analogy with natural life ecosystem, Serbanati, Ricci, Mercurio, and Vasilateanu 
(2011, p. 628) defined a health ecosystem as ‘the network of a multitude of agents: 
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care providers (physicians, nurses, pharmacists, and other health professionals), 
health suppliers, together with their organisations and information systems, care 
consumers, plus the socio-economic environment and including the health institu-
tional and regulatory frameworks’.

Digitizing the concept of ecosystem enables the dynamic networking of the 
organisations, which, in turn, drives the dynamic cooperation of the players on the 
territory and the connection of the resources in a system, resulting in a community 
that shares business, knowledge, and infrastructures (Nachira 2002). It is a self- 
organising digital infrastructure aimed at creating a digital environment for net-
worked organisations that support the cooperation, the knowledge sharing, and the 
development of open and adaptive technologies and evolutionary business models 
(Serbanati et al. 2011). In order to achieve the cooperation and knowledge sharing 
among the components of the health ecosystem, relevant data, pertinent informa-
tion, and knowledge can be obtained only via the prudent structure and design of 
technology (von Lubitz and Wickramasinghe 2006; Wickramasinghe 2007; 
Wickramasinghe et al. 2006).

10.3.2.2  System Structure (Organisation)

The evolution of technology during the last few decades has caused tremendous 
changes in the organisational structures of healthcare organisations (Dahlgren and 
Cokus 2007). Traditional hierarchical constructs no longer exist, at least in practice 
(Eybers et al. 2013). The use of IS/IT to reshape organisational structures began 
with the use of voice communications (telephone) and then started to evolve using 
high-speed data lines and facsimiles, which in turn opened the door to the use of 
computers and related technologies like e-mail, Internet, intranet, extranet, etc. in 

Fig. 10.3 Healthcare 
ecosystem, adapted from 
(Wickramasinghe and 
Schaffer 2010)

10 Modelling the Business Value of IT in Health Care: Technical and Sociotechnical…



154

the different levels of organisational processes. The amount of information generated 
by these technologies and the ease of information sharing (in theory) between 
different stakeholders within and across organisations, coupled with other social 
changes since the World War II, have had significant influences on the conventional 
organisational structures (Dahlgren and Cokus 2007).

The evolution of information technology to information systems is still playing 
key roles in reshaping organisational processes or business process improvement 
(BPI) (Raschke and Sen 2013). Today, BPI projects aim at achieving better collabo-
rations between different stakeholders, higher integration between the various levels 
of operations, and improved communications and knowledge sharing internally and 
externally (Dahlgren and Cokus 2007). Facilitating these projects is one of the prin-
cipal justifications of more investments and spending on IS/IT nowadays, especially 
from collaboration and integration perspectives, both within and among healthcare 
providers (Laliberte 2012).

The trend of using IS/IT to facilitate BPI initiatives has created an interest in 
measuring the impact of IS/IT on the organisational structures in different industries 
(Bank 2015; Pope and Mays 2013). The lack of clear frameworks and measurement 
for their impacts on the organisational structures, and acutely in health care, has 
caused the majority of these projects to fail (Business Process Improvements 2011), 
which necessitates the design of a framework that is capable of measuring the 
mutual impacts of IS/IT and organisational structures (Raschke and Sen 2013).

10.3.2.3  Delivery Operations (Processes)

A typical care cycle consists of four interrelated processes: detection, diagnosis, 
treatment, and recovery (Rouse 2009). Each stage utilises both labour and techno-
logical resources (Fig. 10.4). In order to reduce healthcare delivery costs, IS/IT has 
been shown as a ‘labour eliminator’ in all of these four stages. For example, web- 
based scheduling and account management can enable patients to substitute their 
labour for that of providers, as has been experienced in the airline, banking, and 
retail industries. Adopting information technology in this area could result in better 
care, greater patient satisfaction, and lower cost (Rouse 2009).

The above suggested the use of information technology instead of labour is limited 
to transactional IT, whose primary concern is to perform repetitive duties online 
instead of communicating with human resources (labour). This trend can be found 
in different industries, such as banking and manufacturing, and is not limited to the 
healthcare contexts (Weill and Broadbent 1998). However, the use of IS/IT to handle 
more complex processes within the care cycle may be prone to risk (Jones et al. 
2014). Given the use of IS/IT in the operationalisation of the actual care delivery has 
potential impacts and risks at the time. Thus, a comprehensive framework to assess 
the impact of different IS/IT on the different stages of care delivery is crucial.
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10.3.2.4  Clinical Practices (People)

Nowadays, electronic medical records (EMRs) and electronic medical administra-
tion records (eMAR) are the most popular emerging clinical IS/IT in the healthcare 
industry. HIMSS (2013, p. ii) defines an EMR as a ‘longitudinal electronic record 
of patient health information generated by one or more encounters in any care 
delivery setting. Included in this information are patient demographics, progress 
notes, problems, and medications, vital signs, past medical history, immunizations, 
laboratory data and radiology reports’.

EMRs and eMAR have been in use for more than 20 years (Ilie et al. 2007; Park 
et al. 2014), and they are gradually replacing the paper-based medical and adminis-
tration records. Today, EMRs as enterprise systems are not only integrating most of 
the departments within a healthcare provider but also creating an integrative environ-
ment between different healthcare providers. In doing so, EMRs use a compilation of 
clinical practices, such as clinical data repositories (CDR), clinical decision support 
systems (CDSS), laboratory information systems (LIS), nursing documentation 
(ND) systems, order entry (OE), pharmacy management systems (PMS), physician 
documentation (PD), and radiology information systems (RIS). A summary of these 
systems and their definitions and functions were presented in Sect. 10.2 (Information 
Systems for Health Care).

In combining the two models (IT Portfolio and the Enterprises of Healthcare 
Delivery) with the literature review conducted to cover the different aspects of 
healthcare delivery, the conceptual model of this study is shown in Fig. 10.5.
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Fig. 10.4 Four stages of care cycle, adapted from (Rouse 2009)
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Fig. 10.5 The conceptual mode of the research: the BVIT in healthcare model
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10.4  Summary

This chapter has discussed different issues pertaining to the business value of IT in 
health care. It started with giving an overview of the challenges facing healthcare 
delivery systems globally, the increasing costs and pressures to improve patients’ 
outcomes and quality of care. These problems have encouraged policy- and decision- 
makers to adopt IS/IT, which was also discussed in this chapter. Following this 
increased use of IS/IT in health care, the impacts of these costly investments have 
started to be questioned. This was covered in the third section of this chapter. In 
order to help answer some of the questions on the business value of IS/IT in health 
care, this study develops a conceptual model that takes into consideration two 
points: the first is the need of a prudent classification of IS/IT based on their busi-
ness/management objectives, and the second is the need for sociotechnical lenses to 
examine the healthcare domain. These two points clearly represent a current void in 
the health IS literature. The two models that serve to provide these platforms were 
discussed in this chapter. Then, the different levels and elements of the conceptual 
model of this study were presented in details.

The literature review has shown a clear evidence that a comprehensive concep-
tual model to evaluate the business value of IT in health care is crucial, in particular 
with the notable trend to invest heavily in health IS/IT with little to show for it in 
the output.
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Chapter 11
Persuasive Technologies and Behavior 
Modification Through Technology: Design 
of a Mobile Application for Behavior Change

Andreas Hamper, Isabella Eigner, and Alexander Popp

11.1  Introduction

As of 2017, smartphone usage is still rapidly increasing, even in developed coun-
tries. Almost two-thirds of the entire US population is expected to own a smart-
phone at the end of the year, in comparison to 2012, where the penetration rate was 
below 40% (Statista: Smartphone Market 2016). Even though, only 2.97% of all 
available apps at the Apple App Store are in the Health & Fitness category (Statista: 
App Store Categories 2016), about 60% have downloaded at least one of them 
(Krebs and Duncan 2015). The reasons for using these kinds of apps are the adop-
tion of a healthier lifestyle or tracking numbers, like weight or calories (Dennison 
et al. 2013).

However, there are two problems with the usage of health and fitness applica-
tions. On the one hand, there is a significant proportion of users (45.7%) who dis-
continue using the downloaded apps (Krebs and Duncan 2015). Making people 
reopen the app for a long period of time is not only desirable for the developer but 
also the only way to support a long-term behavior change, like a healthier lifestyle 
(Dennison et al. 2013).

On the other hand, only about 30% of users reported that their health improved 
considerably (Krebs and Duncan 2015). Although there are currently over 75,200 
apps in the Health & Fitness category at the App Store (Apple: Health and Fitness 
Apps 2016), most of them have the same features as well as the same functionality. 
Additionally, this majority is developed only for people that are already physically 
active and does not support a long-term behavior change (Hofer 2016).

The two problems can be summarized to a low usage of downloaded health and 
fitness apps as well as limited effects for the majority of users, which lead to the 
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following research question: How can behavioral interventions, in form of fitness 
apps, be tailored to specific users to increase their usage as well as effects?

The goal is to develop a process to identify apps for individual users at a specific 
point of time to support a long-term behavior change.

In order to achieve this, there has to be a methodology in place to describe and 
discover characteristics of users that are connected to influencing factors of behavior 
change. Furthermore, multiple applications have to be analyzed regarding the same 
influencing factors. This analysis can be built on the already existing examination of 
29 different fitness apps regarding their characteristics of the transtheoretical model 
(TTM) and Fogg’s Behavior Model (FBM) (Hofer 2016).

By translating these common factors to interventions for behavior change, they 
provide a method to match users with applications. The image below outlines this 
principle (Fig. 11.1).

Finally, a prototype will be built to demonstrate this process. It will analyze the 
user and match him with a suitable health and fitness service. Previous studies, 
though, discovered a lack of applications for certain characteristics (Hofer 2016), so 
the missing functionality will also be implemented to complete this demonstration.

11.2  Influencing User Behavior for Health and Fitness

Behavioral interventions appear to be more effective if they are individually tailored 
to the target (Bock et al. 2001), as well as perceived more positively and with a 
greater impact (Spittaels et al. 2007). However, tailoring behavioral interventions 
for each target individually leads to an exponentially increasing effort. There are 
numerous factors altering and affecting the behavior which make it challenging to 
limit or control their correlations. As a consequence, the exponential effort can be 
confined by clustering all possible targets into target groups. These represent a 
distinct set of properties and characteristics to which interventions, to a certain 
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Fig. 11.1 Matching users with applications
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degree, can be tailored to. It might be necessary for some use cases to have extremely 
individual behavioral interventions, which can be achieved by increasing the number 
of target groups up to the number of original targets. For the results of this work, it 
is sufficient to have ten different groups.

There are many studies developing or elaborating new models for target groups. 
Most of them differ on the applications or purposes they are intended for. However, 
Rütten et al. (2007) take one model into account, the transtheoretical model (TTM), 
which focuses on behavior change. It describes a process with five different stages 
(precontemplation, contemplation, preparation, action, and maintenance), which 
individuals must go through to change and maintain a certain behavior (Glanz et al. 
2008). The TTM has been used in multiple studies and can be used to develop and 
apply behavioral interventions (Fig. 11.2).

Nevertheless, these five stages are not enough to tailor precise interventions 
since there is no distinction between different types of people within one stage. 
TTM and FBM can be seen as a two-dimensional matrix. The FBM lists different 
personal factors, which influence human behavior. It helps to understand how and 
why people move from one stage of the TTM to the next (Fogg 2009). To simplify 
the resulting target groups, participants will be differentiated only by their combined 
core motivators and simplicity factors. These two factors will be referenced as “lack 
of motivation” and “lack of ability”.

The combination of the TTM and FBM results into a matrix with ten different 
values (Fig.  11.3). Each of these values represents one sociodemographic target 
group. In this work, the term “sociodemographic target group” is defined by a target 
group that can be identified by exactly one TTM stage and a set of components from 
the FBM.

In order to decide how to classify participants into sociodemographic target 
groups, psychological questionnaires can be used:

The first one identifies the TTM stage by asking questions about the past, pres-
ent, and future of the intended behavior. It is based on the staging algorithm, 
described by the Psychologisches Institut Freiburg (2001), which exploits the fact 
that the stages are linked in a timely manner (Prochaska et al. 1992).The second one 

Fig. 11.2 Sociodemographic target groups
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simply asks for the presence and significance of elements of motivation and ele-
ments of simplicity from Fogg’s Behavior Model (Fogg 2009).

As a result, ten sociodemographic target groups, associated with processes of 
change from the TTM and behavior influencing factors from the FBM, can be 
differentiated. Furthermore, with the two questionnaires, there is a reliable and 
repeatable method to categorize people into these target groups.

Since the goal of this work is to change a behavior and preferably also maintain 
it, people have to get to the last stage of the TTM. This is where the desired behavior 
is already achieved and “people are working to prevent relapse” (Prochaska and 
Velicer 1997, p. 39). To get there, according to the TTM, the processes of change 
can be utilized to help targets proceed to the next stages. According to Prochaska 
and Velicer (1997, p.  39), “processes of change provide important guides for 
intervention programs.” As explained above, tailored interventions are more 
effective; thus a tailored intervention to a specific target group helps them to move 
to the next stage and ultimately change and maintain a certain behavior.

Derived from the processes of change, this work will use services to create and 
apply interventions. As a result, one or more services that incorporate a process of 
change can be applied to progress to another stage.

Furthermore, these services should not only be tailored to the TTM stage but also 
to the influencing factors of the FBM to fully match with the target groups. The 
classification of services into target groups has been demonstrated by Hamper et al. 
(2016) with a Delphi study. By analyzing applications regarding their usefulness for 
each TTM stage and appealing to each Fogg factor, they can “be placed inside a 
two-dimensional matrix” (Hamper et al., 2016, p. 3353), which in turn represents all 
sociodemographic target groups.

One important difference between the two dimensions of the target groups is that 
the categorization into the TTM is temporally based (Prochaska and Velicer 1997), 
in contrast to the FBM. The influencing factors of the FBM do not necessarily have 
to be static, but they can be (Fogg 2009). The image below demonstrates the progress 
of a user through the different stages with the help of different services. For each 
target group, there is one individually tailored service.

However, it is quite complex to differentiate and work with so many services, 
especially if the vertical axis may be broken down further into more fine-grained 
FBM factors. To achieve an additional layer of standardization and abstraction, the 
term “service archetype” will be used for services that are in one TTM stage. It is 
based on the definition by the openEHR Foundation (2007) which states that 
archetypes are “expressions of a domain content model,” “are all expressed in the 
same formalism,” and are “defined for a wider reuse.” In this work, a service 
archetype is an abstract structure, consisting of at least one service, which has an 
objective and several manifestations that explain how to achieve that objective.
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11.2.1  Technical Requirements for Tailored Interventions

To translate the tailored interventions from the section before into actual software, 
it is necessary to develop concrete requirements to “reap the benefits of reduced 
integration and test costs, higher software reliability and maintainability, and more 
user-responsive[ness]” (Boehm 1984, p. 75) and, of course, simply to understand 
what it has to do and how (Wiegers and Beatty 2013). This section will first describe 
the theoretical background of requirements and then combine it with the service 
archetypes. The final result will be detailed requirements that can be used to actually 
implement this concept.

Software requirements describe a necessity for something, often combined with 
a prioritization and time specification. Nevertheless, there are many different levels 
and types of requirements for multiple purposes like project management or quality 
assurance. In order to keep it as clear and simple as possible, the focus will be on 
two very specific types that are used to describe systems: functional and nonfunctional 
requirements (Wiegers and Beatty 2013). Since the differentiation is of great 
importance for an exact tailoring, this section will introduce and describe both 
types.

Functional requirements describe “the necessary task, action or activity that must 
be accomplished” (Lightsey 2001, p. 36). It is not about in what way or manner this 
can be achieved but only about what it “must be able to do.” The Institute of 
Electrical and Electronics Engineers (1984, p.  20) tries to summarize functional 
requirements into specifying the “inputs, processing, and outputs” of the software 
so that it can behave like a “finite state machine.” It basically means that the system 
behaves solely, but also repeatable and predictable, based on its input and past 
behavior (Institute of Electrical and Electronics Engineers 1984). To summarize, 
functional requirements specify a concrete task, its necessary information, and 
possible results.

Nonfunctional requirements, on the other hand, are not related to the functional-
ity of the software (Chung and do Prado Leite 2009). Although there are many dif-
ferent definitions and there is “still no consensus in the requirements engineering 
community what non-functional requirements are” (Glinz 2007, p. 21), the most 
common interpretation is that they are “attribute[s] of or constraint[s] on a system” 
(Glinz 2007, p.  25). They describe nonfunctional characteristics and general 
attributes of the software, like “efficiency, human engineering or understandability” 
(Chung and do Prado Leite 2009, p. 365).

A visualization by Glinz (2007) demonstrates the different classifications of 
requirements (Fig.  11.4). It indicates that functional as well as nonfunctional 
requirements are part of the system requirements. The important conclusion of this 
visualization is that it is necessary to define both types, functional and also 
nonfunctional, to properly design and develop a whole system.

A. Hamper et al.
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11.2.2  Defining Requirements for Services

Concrete functional, as well as nonfunctional requirements, can now be derived 
from the service archetypes. Five different archetypes with multiple manifestations 
are necessary to change and maintain a certain behavior.

Due to the fact that each service archetype has an exact “objective,” it can be 
matched with the definition of functional requirements, which can be described as a 
“concrete task” with a result. Furthermore, the manifestations of service archetypes 
“explain how to achieve that objective,” have multiple constraints, and are 
individually tailored to the FBM.  Considering the definition of nonfunctional 
requirements by Glinz (2007, p. 25), which states that they are “attribute[s] of or [a] 
constraint[s] on a system,” it can be matched with the different manifestations.

As a consequence, the objective of a service archetype is determined by the TTM 
stage and represents functional requirements. The manifestations, in turn, are 
determined by the FBM factors and influence nonfunctional requirements. 
Figure 11.5 documents these correlations.

Consecutively, the requirement derivations for one service archetype can be 
applied to Fig. 11.6. This results into five service archetypes with distinct functional 
but a common set of two different nonfunctional requirements.

The next step is to define concrete requirements for each archetype, which can be 
used in the following sections to implement it into a prototype.

Functional requirements are already established by Prochaska et al. (1992) by 
means of the processes of change within the TTM. These are defined as “activities 
people use to get through stages” and “provide guides for intervention programs” 
(Glanz et al. 2008, p. 101), hence they directly relate to the definition of functional 
requirements. Moreover, there are “systematic relationships between people’s 
stages and the processes” (Glanz et al. 2008, p. 105). Considering this and the fact 

Fig. 11.4 Classification of requirements
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that each service archetype is placed at exactly one stage, the processes of change 
can be mapped to the five different archetypes.

• Service archetype 1 (risk and fitness)

• Raising consciousness for a particular behavior and its “causes, consequences, 
and cures” (Glanz et al. 2008, p. 101).

• Service archetype 2 (coaching and advice)
• Combining “increased emotional experiences” with an “anticipated relief” as 

soon as the desired behavior has taken place (Glanz et al. 2008, p. 101).
• Service archetype 3 (progress monitoring)
• Illustrating, cognitively as well as affectively, effects and consequences of the 

desired behavior to one’s self-image (Glanz et al. 2008).
• Service archetype 4 (rewards)
• Reconfirming and supporting the “belief that one can change and the commit-

ment and recommitment to act on that belief” (Glanz et al. 2008, p. 101).
• Service archetype 5 (social and competition)

Fig. 11.5 Requirement derivation for a service archetype

Fig. 11.6 Requirements for service archetypes
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• Adding signals to carry out the desired behavior as well as removing or avoiding 
signals for unwanted behaviors (Glanz et al. 2008).

In contrary to the section above, nonfunctional requirements have to be devel-
oped manually, because they are not directly related to the FBM factors.

Since there are many different nonfunctional requirements, the first step is to 
detect which ones can actually influence FBM factors. Distinct keywords, so-called 
indicator terms, in a text can be used to identify nonfunctional requirements. By 
applying the top 15 indicator terms of this study to the description of the FBM 
factors by Fogg (2009), the relevant requirements can be extracted.

Especially two requirements, “look and feel” and “usability,” have an actual 
influence on multiple FBM factors. Another finding is that some of the factors 
cannot be influenced at all by nonfunctional requirements.

The next step is to specify the influence of “look and feel” as well as “usability” 
on both types of manifestations of service archetypes. They can be described as 
“lack of motivation” and “lack of ability,” which in turn means that either elements 
of motivation or elements of ability have to be supported. This can be achieved by 
comparing characteristics of existing software with both types of FBM elements 
and the corresponding nonfunctional requirements. A list of 29 different health- 
related services, assembled by Wendt and Hofer (Hofer 2016), served as a base for 
this examination. Subsequently, a set of features can be described for both 
manifestations, lack of ability and lack of motivation, based on the, previously 
discovered, influencing requirements.

11.3  Prototypical Implementation of Tailored Interventions 
for Mobile Devices

Based on the requirements of the previous section, technical guidelines for the 
implementation as a mobile application will be described in the following section. 
The structure of the software, as well as the interactions with the user, is also laid 
out and explained. Furthermore, several rules and guidelines for organizing and 
building up the code base are mentioned along with the underlying reasons. The 
result does not only provide basic knowledge for other developers to further improve 
this prototype but also as a demonstration of how the previously described theoretical 
model can actually be implemented.

As already described, the platform has two tasks: firstly, it has to analyze the user 
and, secondly, it has to recommend suitable services. These recommendations have 
the form of simple links or redirections to existing services from other developers. 
This leads to two external parties. The use case diagram below (Fig.  11.7) 
demonstrates the connections and relations between the platform and the external 
actors.
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The first external actor is the developer who provides the necessary services. 
There may be multiple developers, but they can be regarded as one entity, especially 
when the Google Play Store is taken into account. 

The second external actor is the user, who has two different interactions. On the 
one hand, he can enter some information about himself, which consists of data 
about his influencing FBM factors and current TTM stage. And on the other hand, 
he has access to service recommendations. These are based on the personal 
information about himself as well as the available third-party services.

We create a so-called feed. Since the classification into one TTM stage is not 
completely reliable, there won’t be just one service recommendation. Instead, one 
service for each stage will be presented and arranged according to its relevance. As 
a result, there are five sorted “ServiceCards,” one for each TTM stage (Prochaska 
and Velicer 1997), which act as links to services and have additional information, 
like the name of the service or the relevance. These are displayed within the feed 
and represent the service archetypes from Sect. 11.3.2. This structure fits perfectly 
to the role as a prototype. It does not focus on the user experience but on the 
demonstration of this concept. Future enhancements should tackle this issue and 
move the focus from a prototype to a release version. The image below (Fig. 11.8) 
visualizes this concept.

There are five ServiceCards, sorted by their relevance according to the TTM 
stage, the user is currently in, with multiple links. As stated in the requirements, 
there might be the case that there is only one link with an adapting service. This 
scenario is demonstrated for “ServiceCard 3” at Fig.  11.8. Another scenario, as 
displayed for “ServiceCard 5,” is two links: one for lack of motivation and one for 
lack of ability.

Nevertheless, it is possible that the user simply does not like the recommended 
service. For this scenario, there will be another adaption. Some ServiceCards do not 

Fig. 11.7 Use case diagram for the platform
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just have one alternative but a list of equally matching services, the user can choose 
from (“ServiceCard 1”).

11.3.1  Software Design Pattern and Abstraction

To “reduce system complexity” and build “reusable software,” the goal is to use 
appropriate design patterns to structure the code. However, in this prototype, they 
have been used on two different tiers but for the same above- described purposes.

On a very abstract level they ensure “high reusability and interoperability” 
(Cortez and Vazhenin 2013, p. 132) of the code itself. Correspondingly, they have 
nothing to do with the concrete requirements but only with general code quality. 
Examples for this are the “abstract factory” or the “chain of responsibility.”

On a more detailed level, these patterns are not designed on a class level but on a 
software component level, which means they are modeled out of entire fully 
functional components. The platform itself is built out of three software components: 
the data layer, logic layer, and presentation layer. It is important not to confuse this 
division into three with the model-view-controller pattern, which can rather be 
classified into the previously described, abstract type of patterns (Cortez and 
Vazhenin 2013). Instead, each of these three components can consist of multiple 
other patterns; they are only named after their main responsibility (Fig. 11.9).

Fig. 11.8 Feed with five ServiceCards
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The main task of the data layer is to provide the FBM and TTM related data. This 
includes retrieving it from the user as well as storing and keeping it up to date. 
Based on the information, provided by the data layer, the logic layer will generate a 
list of five ServiceCards. These have to be filled with content and sorted according 
to the current TTM stage of the user. Additionally, the corresponding services have 
to be filtered by the influencing FBM factors. The main responsibility of the 
presentation layer is to render these ServiceCards properly on the user interface. 
Furthermore, it has to provide the necessary information and ensure a smooth 
redirecting of the user to the external services.

The following three sections will give a more detailed insight into how these 
components are structured as well as their concrete tasks, interfaces, and relations.

Previous sections already indicated that the system of linking to other services 
has one flaw. Necessary applications with matching FBM factors for the right TTM 
stage might not exist. According to Hofer (2016), this problem is especially serious 
for the first two stages, since there are almost no applications tailored for the 
precontemplation and contemplation stage. In contrast, there are a huge number of 
services for the later stages. As a consequence, this section will outline the structure, 
design, and implementation of a service, tailored for the first stage of the 
TTM. Additionally, this service will adapt automatically to match to the influencing 
FBM factors of the user. To illustrate the software design, the following section 
describes the design of services for the precontemplation stages in technical detail 
based on software design patterns.

11.3.2  Implementation

People are usually in the precontemplation stage “because they are uninformed or 
underinformed about the consequences of their behavior” (Prochaska and Velicer 
1997, p. 39). They can be moved to the next stage by raising consciousness and 
awareness of the consequences and effects of their lifestyle. They need to understand 
that there is a problem that has to be solved, which can be done with education as 

Fig. 11.9 Overview of the 
platform system 
architecture
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well as confrontation (Prochaska and Velicer 1997). The main goal of the prototype 
is to increase the physical activity of the user, so this service should focus on 
educating and confronting about problems that can actually be tackled by that.

As a result, the implemented service has two tasks. Firstly, it has to calculate 
some risk factors, based on the health and physical condition of the user. Secondly, 
it has to adapt its nonfunctional factors dynamically according to the FBM, which 
relies on data provided by the platform. The use case diagram below (Fig. 11.10) 
visualizes these tasks with its corresponding external actors.

On the one hand, there is the user, who can enter information about his physical 
condition. This data is necessary to calculate the risk to suffer from selected 
problems and diseases. On the other hand, there is the platform that can provide 
information about the FBM profile of the user. This separation highlights the 
concept of service archetypes. The whole service is one archetype with exactly 
specified functional requirements: calculating risks according to fixed algorithms. 
These risks, however, are presented differently to the user, depending on the 
influencing FBM factors, which translate to different nonfunctional requirements.

11.3.2.1  Data Layer

The algorithms and questionnaires to calculate health risks rely on multiple types of 
data. As already mentioned, some need the user to enter a simple number or a free 
text, while others are developed in a multiple-choice style. Additionally, some 
information are not known to the user or are constantly changing which leads to 
accessing external sources to obtain it. However, not all users are using external 
services, for example, for tracking their daily steps, so this service has to handle this 
case as well. In a nutshell, obtaining the data has to be abstract, to support multiple 

Fig. 11.10 Use case diagram for the service
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data types, reusable for multiple algorithms that need the same information, and 
flexible in case of unreliable sources.

To achieve these three requirements, the concept of “InfoProviders” has been 
developed. One InfoProvider is responsible for obtaining exactly one specified 
information and has a reusable interface. It is decoupled from data sources which 
makes it abstract and can be used for multiple risk algorithms that need the same 
information. Each InfoProvider, in turn, consists of at least one “InfoLink.” Their 
main task is to actually retrieve information from a source. In contrary to the 
InfoProviders, InfoLinks have a fixed data source but can return multiple types of 
information. To further increase reusability, they can be reused for various 
InfoProviders. Furthermore, each InfoLink has the possibility to signal that it cannot 
retrieve the desired information at the moment, which makes it possible to connect 
them in series and create a fallback system. Due to their abstract interface, InfoLinks 
can be used in any order and combination for every InfoProvider.

As a result, this concept has a high degree of abstraction, because of the fixed 
InfoProvider interfaces, and reusability, because of the possibility to reuse on the 
one hand the same InfoProvider for multiple algorithms and on the other hand the 
same InfoLink for multiple InfoProviders. Moreover, the arbitrary order and 
combination of InfoLinks lead to more flexibility.

The concrete implementation is done with the “chain-of-responsibility” design 
pattern which is highlighted in the class diagram below (Fig. 11.11). This design 
pattern should be used, whenever there are “more than one object [that] may handle 
a request” (Vlissides et al. 1995, p. 253), like retrieving a certain information, and 
results in reduced coupling between a sender and receivers as well as added 
flexibility.

Fig. 11.11 Class diagram of InfoProvider with InfoLinks
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There are two abstract classes, InfoProvider and InfoLink, which have concrete 
inheritances for certain information and data sources. The InfoRetriever acts as a 
unified interface for the logic layer to conveniently access the data. The most 
important detail is the “GetData(...)” method. Whenever it is called, the concrete 
implementation of an InfoProvider first has to set up its InfoLinks (setupLinks()). 
This basically creates all necessary InfoLink objects and orders them correctly. 
After that, the first InfoLink will be called for the desired information. The concrete 
InfoLink implementation, in turn, implements two methods that are structured and 
called by their abstract superclass, as demonstrated in “GetInfo(...).” The first 
method checks whether it can provide this exact data from the data source, and the 
second one actually returns it. Additionally, it has a reference to the next InfoLink, 
so it can redirect the request if it cannot provide the data.

11.3.2.2  Logic Layer

The main responsibility of the logic layer is to calculate health risks. However, it is 
quite difficult, especially for a non-expert user, to correctly understand and interpret 
the results. Without any background knowledge or comparisons, it is hard to know 
whether a value, for example, the risk to suffer from a stroke, is good or bad. As a 
consequence, there won’t be just the calculation of the result but also a percentage- 
based valuation. This classifies the absolute values into a scale from 0 to 100%, 
whereby “100%” means that it is the best and correspondingly “0%” the worst 
possible outcome. Another adaption will be the possibility to swap out algorithms. 
There are numerous ways to calculate these health risks. Some are more suitable for 
certain demographics (Li et al. 2014) and some proof to be correct only after a long 
period of time (Assmann et al. 2002). Furthermore, science will progress so there 
might always be the case to change an algorithm. To tackle this problem, the six 
health risks will be fixed, but their way of calculation can be changed dynamically. 
Just like the data layer, the logic layer is also based on the principles of well-known 
design patterns. The main part is structured according to the template pattern which 
“lets subclasses redefine certain steps of an algorithm without changing the […] 
structure” (Vlissides et al. 1995, p. 360). This is useful, since there are always the 
same three parts in the same order but with different implementations: retrieving 
necessary data, calculating the health risk, and evaluating the result.

The class diagram above (Fig. 11.12) outlines the structure of the logic layer. To 
have access to information about the user, each “RiskAlgorithm” has a reference to 
the InfoRetriever, which was already described in the data layer. The method 
“calculate(…)” of the abstract class RiskAlgorithm is the core of the template 
pattern. It structures the flow of the calculation by combining functions of subclasses 
with the InfoRetriever. However, there is one addition to the classical pattern. There 
is not only one level of subclasses below the RiskAlgorithm but two. The first level 
represents the six different health risks and the second one the actual implementations 
of the different algorithms. In combination, the lowest level, e.g., 
“RiskAlgorithmCardioPROCAM,” incorporates the calculation of health risks. Its 
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superclass in turn, e.g., “RiskAlgorithmCardio,” can evaluate this calculation. The 
final superclass “RiskAlgorithm” actually calls these functions and redirects their 
results.

To be able to swap out algorithms, preferably during run time, the strategy pat-
tern is put on top of the template. Its use case is to “define a family of algorithms, 
encapsulate each one, and make them interchangeable” (Vlissides et  al. 1995, 
p. 349) so that they are independent from the code that uses them. As illustrated 
above, there is an “AlgorithmInterface” on top of the RiskAlgorithm to have fixed 
interfaces, which can be used by the compositor. In this scenario, the 
“AlgorithmBuilder” is the compositor, whose responsibility is to have a reference to 
one AlgorithmInterface and calls its “calculate” function or swap out the entire 
reference whenever the algorithm needs to be changed. Whenever an object wants 
to trigger the calculation of an algorithm, it needs to call the corresponding function 
of the AlgorithmBuilder. This abstraction decouples the RiskAlgorithm from the 
triggering object.

11.3.2.3  Presentation Layer

The next step is to display the calculated and evaluated health risks properly, accord-
ing to the influencing FBM factors of the user. To achieve this, the view has to be 
able to adapt or change to different requirements that are presented in Table 11.1: 
look and feel and usability. Since not only the user interface has to change (look and 
feel) but also its behavior (usability), the concept of fragments fits perfectly. They 
are Android-specific elements whereby “each fragment defines its own layout and 
its own behavior” (Android: Fragments 2016). This also highlights why the system 

Fig. 11.12 Class diagram of the logic layer

A. Hamper et al.



179

architecture of the service cannot be compared with the model- view- controller pat-
tern. The presentation layer consists not only of a plain view, which would only 
affect the look and feel, but also some logic, or controller code, to influence the 
behavior and thereby the usability differently.

This leads to two fragments with different user interfaces and actions, depending 
on the FBM factors. One for “lack of motivation” and one for “lack of ability.” 
Nonetheless, they receive exactly the same data from the logic layer. This can be 
realized with the builder pattern which allows to “separate the construction of a 
complex object from its representation so that the same construction process can 
create different representations” (Vlissides et  al. 1995, p.  110). In this case, the 
representation is a fragment with only two different manifestations. The second 
section indicated that the split of the FBM into two groups might be broken down 
even further in the future. This architecture combined with the builder pattern 
supports this change since it would be easy to simply add more representations 
(Fig. 11.13).

Table 11.1 Features for service archetype manifestations

Features for
Lack of ability Lack of motivation

Usability • Simple and efficient usage
• Style of usage according to OS
 guidelines
• Easy to understand
• No frills

• Informational
• Clear and distinct status information

Look and 
feel

• Simply structured
• Identical/similar 

representations
• Succinctly

• Extreme colors
• Clear connection between progress and UI
• Emotional pictures and text

Fig. 11.13 Class diagram of the presentation layer
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The central point of the presentation layer is the “RiskViewDirector.” It contains 
the “AlgorithmHolder” which encapsulates the six AlgorithmBuilder, presented in 
the previous section. Additionally, it will be instantiated with a “RiskViewBuilder,” 
depending on the FBM factors that can be retrieved from the shared preferences. 
The initial instantiation might look like the following.

Summed up, the presentation layer combines fragments with evaluated health 
risks, depending on FBM factors. The health risks, in turn, are calculated and 
evaluated at the logic layer and are combined and accessible through one 
AlgorithmHolder. To be able to calculate these risks, the logic layer needs access to 
information that can be provided by the data layer through the InfoRetriever. These 
fixed interfaces enable fast and easy changes for future developments.

11.4  Solutions and Impact for Consumers

The objective of this work was to demonstrate with the help of a prototype how 
behavioral interventions, in form of fitness apps, can be tailored to specific users to 
increase their usage as well as their effects. These interventions aim to lead to a 
long-term behavior change, like being more physically active.

We described the theoretical framework behind tailored interventions. We stated 
that users can be classified into ten different target groups, based on a questionnaire 
that analyzes their TTM stage as well as influencing FBM factors. The goal was to 
move users to the last TTM stage which is synonymous with maintaining the 
changed behavior.

The target groups, in turn, can be divided into five service archetypes, whereby 
each of these has the goal to move the user to the next target group regarding its 
TTM stage. The archetypes differ only in the way they try to achieve this goal, the 
processes of change. Additionally, each service archetype has two manifestations 
that indicate different ways to influence the user. These two variants are derived 
from a set of influencing FBM factors.

The prototype is modeled strongly on this theoretical framework. It first navi-
gates the user through a tutorial with a questionnaire to determine the most suitable 
target group. Afterward, a list of ServiceCards is displayed. Each one represents 
exactly one service archetype. Based on the target group of the user, these 
ServiceCards can be sorted, so that the most relevant service archetype is at the first 
and the least relevant at the last position.

By just linking from a ServiceCard to an already existing app, which incorpo-
rates the matching process of change, they do not have to be developed all over 
again. However, there is a lack of suitable applications for the first service archetype 
or the first TTM stage. For this reason, a service, the risk test, has been implemented 
to fill this gap. To address the two manifestations, there is not just one link to a fixed 
service; instead, the user will be redirected to another application depending on the 
target group he is currently in whenever the service is not capable of adapting what 
was demonstrated at the risk and fitness test.
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To develop a process to decide to which services can be linked from which arche-
types and which manifestations, the two components of the target groups, the TTM 
and FBM, are translated to functional and nonfunctional requirements. This leads to 
a set of different tailored requirements for each target group which allows to either 
match existing applications with them or to exactly tailor new services.

The image above (Fig. 11.14) demonstrates the combination of the theoretical 
framework and the actual implementation. There is still the classification into ten 
target groups, whereby the shape indicates the service archetype and the color the 
manifestation. By means of a questionnaire, users can be put into one target group. 
In this example, user A is in the white rounded rectangle, user B in the white triangle, 
and user C in the black diamond.

As a result, each one of these users will get recommendations for different ser-
vices. User A starts at the beginning with the motivational version of the self- 
implemented service. As he progresses through the TTM stages, he will finally get 
the same recommendation as user B currently has. User C has a different set of 
influencing FBM factors, so he will be redirected to different applications. The 
sequences below (Fig. 11.15) highlight that users will have different, individually 
tailored recommendations to services that incorporate the exact process of change 
with the matching influencing FBM factors to move them to the next TTM stage, 
which ultimately leads to a behavior change. The task of the last service is to keep 
the user at this stage and maintain the changed behavior.

Fig. 11.14 Matching users with applications
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Two problems of current health and fitness applications are addressed. They very 
often have only a limited effect, and many users stop using them after a while. Both 
issues prevent the change and maintaining of a healthier lifestyle. The prototype, 
resulting from this work, tackled these problems by incorporating a theoretical 
framework to increase usage as well as effects of fitness apps. However, the purpose 
of the implementation was to move from a theoretical to a practical perspective and 
demonstrate this framework in form of an Android application. It is not yet intended 
for normal users because there are some features that serve well for demonstrating 
the theory but not for a practical usage.

As already described, the feed, the list of five ServiceCards, should be simplified. 
Early test users, who were not familiar with the TTM concept, were confused by the 
amount of content. Only the first ServiceCard is important, so the last four can be 
hidden. Since this basically makes the list layout ineffective, a complete change of 
the main screen can be useful. A similar problem occurred at selecting a concrete 
service. At the moment, the user can choose between several applications, which 
appeared to be too confusing.

According to Krebs and Duncan (2015), a big proportion of users discontinue 
using an app because it takes too much time to enter data. This is likely to be the 
case for the questionnaire at the beginning. Solutions might be to reduce the number 
of questions or delay them until they are absolutely necessary. The FBM 
classification, for example, is only needed when the actual service has to be selected 
and not for rendering the list of ServiceCard at the beginning.

Fig. 11.15 Tailored recommendations of different services
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Eventually, it might be interesting to implement these recommended changes 
and compare the long- term success of this application with several others that are 
currently available. By increasing the number of target groups, which allows more 
precise recommendations, or adjusting the match with services, there are multiple 
changes that can be made to perform extensive A/B tests.

In conclusion, users can be analyzed and receive individually tailored recom-
mendations to different services. These services have various functionalities and are 
each one step to changing and maintaining the desired behavior to be more physi-
cally active.
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Chapter 12
Integrating Two Sociotechnical Theories 
to Develop a Suitable Analytic Framework 
to Assess the Development of a Hospital 
Secure Messaging and Communication 
Platform

Imran Muhammad and Nilmini Wickramasinghe

12.1  Introduction

Pagers and phone conversations have been the stalwarts of hospital communication 
with good reason; they are simple, reliable and relatively inexpensive. However, 
with the increasing complexity of patient care and the need for greater speed and 
revolutionary progress of health technology, hospital communication systems 
appear to be increasingly inefficient, non-secure and inadequate (Coiera 2006; 
Grisot and Vassilakopoulou 2011).

In a broader context, implementing health information systems has been viewed 
as a potential solution to addressing issues faced in healthcare service provision, 
such as process inefficiencies, high healthcare costs, poor access to high-quality and 
safe health care and low patient satisfaction (e.g. see Edwards et  al. 2008; Lau 
2007). Consequently, there is an impetus towards the use of technology in many 
areas of healthcare administration and care processes. However, the complexities 
associated with the coordination, communication and delivery of health care at the 
point of care present challenges for the design and implementation of hospital 
secure messaging and communication system. According to surveys conducted by 
the American College of Physicians and American EHR Partners (2013), user satis-
faction and usability ratings for health information systems (HISs) decreased 
between March 2010 and December 2012. During this period, overall user satisfac-
tion decreased by 12%, and users who were “very dissatisfied” increased by 10%. 
Overriding of the system, duplication of documentation and a reversion to familiar 
systems such as paper recording have been reported as workaround strategies used 
to continue delivery of safe and reliable clinical communication and care in the face 
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of technological solutions that do not meet clinicians’ needs (Dowding et al. 2009; 
Lau et al. 2010; Viitanen et al. 2011).

In the information systems literature, development and sequential implementa-
tion of a technology solution have been commonly agreed to be a process of social 
change involving active and interwoven relationships between the social and techni-
cal systems (Alexander and Silvis 2014; Cho et al. 2008; Hanseth et al. 2004; Iyamu 
and Sekgweleo 2013; Tatnall and Gilding 2005). Particularly in health care, end 
users and the socio-organisational context have been argued to play a crucial role to 
the success of technology implementation (Meijden et  al. 2003; Stevenson et  al. 
2010; Vimarlund and Timpka 2002). Among different sociotechnical approaches, 
actor-network theory (ANT) (Latour 2005; Law and Hassard 1999) and activity 
theory (AT) (Leontiev 2009) have been adopted to develop a rich understanding into 
the complexity of the heterogeneous network of multiple social and technical actors 
and the process of social change associated with technology introduction. Thus, this 
study draws from these two theories to develop a conceptual framework for the 
theoretical underpinning of the research study and to answer the key research ques-
tion: “How can a sociotechnical perspective-based integrated theoretical framework 
help us understand the complexities and challenges regarding communication inef-
ficiencies within health care, and, furthermore, how can this framework aid in the 
development, implementation and adoption of ICT (information communication 
technology)-based hospital communication solutions?”

12.2  Study Background

A recent report by the Ponemon Institute examined the financial burden resulting 
from communication inefficiencies in health care (Ponemon Institute 2014). An 
average US hospital is estimated to lose USD1.75 million annually due to poorly 
implemented communication among health staff. Some of the key findings included 
(Ponemon Institute 2014):

• The average healthcare provider wastes 45 min every day by using substandard 
communication systems such as pagers.

• During admission of a patient, a significant portion of time is wasted due to 
inefficient communication, costing USD 728,000 per year per hospital.

• Secure text messaging has the potential to reclaim 20  min per patient in the 
patient transfer alone.

• The use of two-way secure text messaging has the potential to improve produc-
tivity, saving an estimated USD 918,000.00 per hospital annually.

It is unsurprising then that methods other than pagers and phone calls are often 
utilised—be it residents communicating with other residents, nurses seeking con-
sultant feedback or patients seeking advice from their clinicians (Wu et al. 2013). 
These methods include smartphone text and image messaging, email, VOIP, video 
calls, etc. While efficient, these methods are insecure, and with the introduction of 
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new health privacy laws, there has been increased scrutiny on the way staff involved 
in patient care share information about their mutual patients (Wu et al. 2013).

Mobile health platforms (mHealth) offer a promising solution to some of the 
more important problems facing the current healthcare messaging systems (Harvey 
and Harvey 2014). Mobile technologies have become the platform of choice with 
more than 6 billion mobile subscribers worldwide (Smith 2012). Integral to mobile 
health is the use of mobile and wireless devices to improve health outcomes, health-
care services and health research (Varshney 2014). The topic of mobile health 
(mHealth) seeks to capture the dynamics of using mobile devices for various aspects 
of healthcare delivery such as access to government resources, social networking 
and interactions between organisations, institutions, individuals and all relevant 
interested parties (Vogel et al. 2013).

Mobile health has many applications. It can be used to facilitate data collection 
and to encourage healthcare consumers to adopt healthy lifestyles or to self-manage 
chronic conditions. It can also be used to improve healthcare service delivery pro-
cesses by targeting healthcare providers or communication between these providers 
and their patients. So, for example, mobile technologies can be used to provide 
clinical management support in settings where there are no specialist clinicians, and 
they can be used to send patients’ test results and timely reminders of appointments 
(Free et al. 2013).

In 2013, Free at al. conducted a systematic review to investigate the effectiveness 
of mobile health technologies to improve healthcare service delivery. 334 studies 
and 42 mHealth trials, published between January 1990 and September 2010, were 
included in the review. The study found that some mHealth interventions designed 
to improve healthcare service delivery processes are modestly effective, but it also 
highlighted the need for more trials of these interventions (Free et  al. 2013). In 
terms of mHealth interventions targeting communication between healthcare pro-
viders and communication with patients, the study concluded that SMS appoint-
ment reminders have modest benefits. Researchers suggested that such solutions be 
implemented more broadly to improve all aspects of healthcare communication 
(Free et al. 2013). However, such a broad application is often challenging, due to 
concerns regarding the security of smartphone technologies when dealing with per-
sonal health information.

Thus, this study attempts to answer the research question: “How can a sociotech-
nical perspective-based integrated theoretical framework help us understand the 
complexities and challenges regarding communication inefficiencies within health 
care, and, furthermore, how can this framework aid in the development, implemen-
tation and adoption of ICT (information communication technology)-based hospital 
communication solutions?”

To answer this question, this study has developed an integrated theoretical frame-
work for the evaluation of the hospital communication ICT secure messaging solu-
tion at a private hospital in Melbourne, by applying two strong theories, actor-network 
theory (ANT) and activity theory (AT), to make a robust body of knowledge for the 
proposed solution.
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12.3  Methodology

Based on the criteria given by Yin (2010), the choice of methodology for this 
research study is a qualitative single-case study. This study is about health informa-
tion systems implementation and adoption and subsequently, its use. To understand 
the phenomenon, it is important to understand the processes, interactions between 
human and non-human actors and their perceptions and expectations, which can be 
best served by a qualitative approach as it can serve better in providing the insights 
necessary to understand the participant’s role in the event and their perceptions of 
the experience (Yin 2010).

The part one of this study is theoretical underpinning of the study. To answer the 
research question and development of the theoretical framework, several archival 
records and documents relating to the health information and communication tech-
nology implementation and adoption in healthcare service delivery settings were 
critically analysed. These documents were of great value in developing an under-
standing of the need for a hospital communication tool and factors important for the 
implementation and adoption of hospital communication tool. This analysis assisted 
in developing the theoretical research framework and in planning the primary data 
collection strategies for the larger study. A priori themes were developed through a 
pilot survey, and then literature was analysed using thematic analysis and herme-
neutic analysis, and then we performed a gap analysis. The analysis led us towards 
the sociotechnical perspective of this study. A comprehensive review of two socio-
technical theories, namely, ANT and AT, was conducted that leads to the develop-
ment of a conceptual framework for the study that serves to build the theoretical 
foundations of the study. Phase two of this multimethod study will then serve to test 
this model and build the artefact.

12.4  Theoretical Foundations of the Study

Healthcare systems are complex systems especially when they integrate informa-
tion technology. The challenge of this study is further complicated by the interac-
tion of different human and non-human actors that mainly leads to failed 
technology-based healthcare interventions and implementations. As a result, failure 
rates are unsurprisingly high and costly and have far-reaching impacts (Cresswell 
et al. 2011). Thus, it becomes necessary and important to evaluate these interven-
tions with theoretically informed techniques to enable a deeper understanding 
which in turn can facilitate a successful development, implementation and adoption 
of health information technology such as hospital communication application 
(Cresswell et al. 2011).

We believe that a sociotechnical systems perspective can provide the foundations 
for a better understanding of these systems so that there is a better evaluation and 
provision of specific solutions to address gaps in their current development, 
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 implementation and adoption. Furthermore, it can also enhance our understanding 
by providing a mechanism to study the relationships between technology organisa-
tion, people, social and financial factors that influence the success of hospital com-
munication application development as well as implementation and adoption. We 
believe that a viable healthcare system can only be improved if these considerations 
are jointly optimised.

Our goal here is to investigate this in the specific context of a hospital communi-
cation application, in a private hospital in Melbourne, Australia. The initial analysis 
and the conceptual framework presented for the application development in hospi-
tals to date show that the processes underlying the development, implementation 
and adoption of hospital communication application are inherently sociotechnical 
in nature. A sociotechnical approach of study therefore will allow more flexibility in 
system design and adoption.

We have argued here that this approach will be of benefit to both practitioners for 
better design and implementation and researchers for better evaluation. The 
researchers, however, acknowledge that sociotechnical theory as Berg et al. (2003) 
rightly indicate does have its shortcomings and suggest that to overcome these one 
should combine such an analysis with other theories, namely, actor-network theory 
and activity theory which provided the impetus to proceed as follows.

12.4.1  Actor-Network Theory (ANT)

Actor-network theory (ANT) is a sociological theory developed by French sociolo-
gists Bruno Latour and Michel Callon and British sociologist John Law (Latour 
2005; Law 1999). Its fundamental premise is that technologies and people are linked 
in an often complex network. ANT tries to bridge the gap between a sociotechnical 
divide by denying the existence of purely social or technical relations. In doing so, 
it takes a very radical stance and goes as far as challenging many of the conventional 
epistemological ideas and rejecting any distinction between subject or object, nature 
or culture and technology and society.

ANT assumes that each entity (such as technologies, organisations and humans) 
is an actor. Therefore, the actors have the potential to transform and mediate social 
relationships (Cresswell et al. 2011). ANT further emphasises that entities regard-
less of their nature, whether human, technologies, activities or process, are not 
fixed. Thus, they do not have any significance on their own, but rather their signifi-
cance depends on the nature of their relations with other entities in the network and 
their role which may change as their relations change (Law 2004). This means that 
neither actors nor their relations are static and permanent; they change over time and 
across social and political contexts (Singleton and Michael 1993).

Actors are essentially considered heterogeneous in nature, representing negotia-
tions at different levels (e.g. political, social, technical and/or economic levels). 
Further, the degrees of commitment, skills, constraints and prejudice among actors 
also can vary. Often, these represent a mixture of one or two of social, technical or 
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personal levels (Latour 2005). At the technical level, the role of technology may be 
involved to facilitate users by giving them accurate and up-to-date information 
when it is needed. For example, in health care, the accuracy (effectiveness and 
efficiency) of the technology would be best determined or disputed by the users 
(nurses, clinicians, pharmacists and patients). To better understand relationships 
and how they create meaning and describe the role of different actors (e.g. the 
patient, GPs, nurses, different diagnostic tests, different medical technologies, 
different communication channels, standards, protocols and decision-makers and 
policymakers), ANT suggests we should think in terms of networks of relations or 
actor-networks (Williams-Jones and Graham 2003).

In the context of hospital messaging, a new technology actor is to be introduced 
to an existing sociotechnical network to replace an existing actor (communication 
tool/pager) who has a long-term established role in the network. This change is 
both complex and risky especially in an acute care hospital environment. This has 
been acknowledged in health care, which is a strongly people-centred sector where 
technology is dealt with more as an intruder, disrupts the healthcare professionals’ 
way of doing things and can be considered as a competitor to this people-centred 
model (Berler et al. 2005). Among many problems attributing to this complexity, 
acceptability and usability are well-known reasons (Darbyshire 2004; Stevenson 
et al. 2010).

Therefore, impacts of a specific system on the health service providers and their 
reactions are difficult to predict and need to be examined carefully. ANT can help to 
understand how the resistance to sociotechnical change can be met by reorganising 
the relations in actor-networks and translating their interests into common goals. 
Counterclaims and disagreements that arise from different actors in a network can 
harm the stability of the network. The concerns regarding aggravated costs, health-
care quality, safety and efficiency of communication channels and most importantly 
acceptance of a new system shape the problemisation stage. The Hospital Secure 
Messaging and Communication Platform is the primary actor as well as the obliga-
tory passage point between other actors. Competing roles between the incoming 
primary actor (Hospital Secure Messaging and Communication Platform) and the 
outgoing actor (old hospital messaging and communication tools) require that links 
between the latter (old hospital messaging and communication tools) and other 
actors (e.g. nurses, medical staff, allied health professionals and patients) are weak-
ened. In addition, the ties (interests) between the incoming actor (Hospital Secure 
Messaging and Communication Platform) and the other actors need strengthening, 
through interessement, to be successful. If this process succeeds, then it can facili-
tate the enrolment stage in which actors accept and align their positions in new 
networks where the actor old hospital messaging and communication-based tools 
leaves the network and the Hospital Secure Messaging and Communication Platform 
enters the network. Mobilisation happens when the new networks become active 
and stable with the new actor.

The foundation of networks is built upon the rules of interactions between actors. 
Therefore, continuous translation of interests at different levels is a primary source 
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of social order. It is, therefore, also important to understand the role of controlling 
elements and their influences and contribution (Law, 2004).

12.4.1.1  Critique and Limitations of ANT

Although ANT has been applied to the implementation and adoption of many 
IT-based healthcare innovation studies (Berg et  al. 2003; Cresswell et  al. 2010, 
2011; Hall et al. 2010), it is important to note that ANT has also been criticised for 
its limitations (Cresswell et al. 2010, 2011; Greenhalgh and Stones 2010 Walsham 
1997). Some of the key limitations of ANT identified in the literature include a lack 
of ability to consider the broader social structures (Walsham 1997) and a lack of 
ability to consider the macro-environmental factors (McLean and Hassard 2004). 
However, the advocates of ANT have argued that the macro level structures of the 
system or society are made up of the same artefacts and activities so they can be 
analysed in the same way as micro level structures and activities. Further the advo-
cates of ANT have argued that ANT is flexible enough to allow different levels of 
analysis. As (Latour 2005) argues, the difference between network and actor are two 
faces of same phenomenon. Combining activity theory with ANT can help in over-
coming this problem as it can link multiple levels of analysis. Further, it is argued 
that this can help to understand the transformation from individual activities to 
organisation level settings (Walsham 1997).

Another criticism of ANT is concerned with its inability to explain the formation 
of relationships between actors and different changes of events in networks because 
individual events and activities take place because of change in circumstances 
(Cresswell et al. 2011; Greenhalgh and Stones 2010; Kaghan and Bowker 2001). 
This criticism can also be dealt with by combining activity theory as it can explain 
the role of mediating factors and transformation. ANT’s assumption of symmetry 
between the social and technological actors has also been criticised (Mutch 2002). 
There is an argument that all actors are not the same as some can have more influ-
ence than others and human feelings and emotions can play a strong role in different 
circumstances (Mutch 2002; Walsham 1997).

Yet another criticism of ANT relates to its methodological standing. It has been 
argued that ANT is a method of describing rather than explaining; however, Latour 
(2005) counters this criticism by explaining that ANT does not try to explain the 
actor’s reasons for joining the network but searches for procedural activities that 
happen during negotiations between different actors. Thus ANT never intends to 
explain the behaviour, but ANT is a way to understand why and how the actors 
behave (Law and Hassard 1999), a subtle but significant distinction.

To overcome these limitations, many researchers have suggested that ANT can 
be combined with other theoretical lenses such as activity theory (AT) (Kaptelinin 
and Nardi 2006; Engeström 2001; Miettinen 1999), which is what is proffered in 
this chapter.
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12.4.2  Activity Theory (AT)

Activity theory, or cultural-historical theory of activity (Vygotsky 1978), was first 
developed in the 1920s and 1930s by Lev Vygotsky, a Russian psychologist, together 
with his colleagues. The fundamental building block of the theory is a human activ-
ity involving a subject, i.e. a human agent, and an object, i.e. an objective or goal of 
activity. This subject-object relationship is mediated by a tool(s), i.e. an instrument(s) 
that can be physical tools, signs and/or cultural means. Activity theory with its core 
triangle of subject-object-tool aims to study the human doer and his/her complex 
and mediated activity in context.

Activity theory was extended by Leontiev (2009) to describe a three-layer model 
of human activity consisting of activity, actions and operations. Along with these, 
there is another hierarchy of motivation consisting of motive, goals and conditions. 
An activity is associated with motive at the top level and can be characterised as 
high level, significant and holistic. Activity can be achieved through a set of actions 
and each consisting of operations. An action can be associated with an intention (to 
achieve a specific goal) and operations. An operation is to be performed routine to 
complete the action under certain conditions.

Activity theory was further extended by Engeström (1987) and Engeström 
(1999) to include the collective characteristic of the human activity system. The 
extended model includes additional collective elements of rules, community and 
division of labour. Rules and division of labour can be explicit or implicit. Rules 
refer to conventions, regulations and social relations within a community, and divi-
sion of labour refers to the organisation of a community to enable the transforma-
tion. Therefore, rules mediate the relationship between subject and community, 
while division of labour mediates the relationship between object and community. 
The mediating roles of tools, rules and division of labours are historically formed 
and evolve over time. Further, Engeström’s (1987) structure of activity also empha-
sises the transformation of an object to an outcome.

As shown in Fig. 12.1, the structure of an individual human activity includes a 
subject, e.g. an individual worker or member of the workplace community; tools, 

Fig. 12.1 Structure of human activity in activity theory
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e.g. conceptual models, tools and/or equipment he/she uses to work; the rules 
that govern their work; and the purpose to which the subject directs their activity. 
This structure of individual human activity can be further extended to denote the 
interaction between multiple human activities where the activities share common 
goals, rules and division of labours.

Engeström (1987) described human activity as goal-oriented and culture- 
mediated tool. Furthermore, he added the dynamic, historical dimension to the 
human activity through the concepts of externalisation and internalisation. 
Externalisation can be described as the process of change driven by tensions and 
conflicts motivating for changes and improvements; as a result, new tools are cre-
ated and introduced. Internalisation can be described the process of reproduction of 
culture through training of members of the community to adopt changes and fit in 
the new culture. These two processes are referred to as the dynamic cycle of learn-
ing and enable both the historical continuity and adaptation of the culture of the 
human activity system.

12.4.2.1  Use of Activity Theory in Information Systems

Activity theory has been first argued for use in the information systems (IS) disci-
pline by Nardi (1996) and Kuutti (1995). Both these authors emphasise the notion 
of technology mediation in activity theory. Technology can be seen as tools or 
“mediators of human thought and behaviour” (Nardi 1996). Thus, to design an 
effective mediating technology solution, we should understand users’ thoughts and 
behaviours in the context of use. In the context of IS development, software devel-
opment can be seen as an activity in which the developer (subject) creates a software 
application (object) using various tools including analysis and design methods, 
computers and programming tools (Kuutti 1995; Fjeld et al. 2002). In the context of 
IS use, an information system can be seen as a mediating tool used by a human 
agent to pursue an object, according to the workplace rules, coordinated with other 
members of the community (Hashim and Jones 2007). It has been postulated that in 
this context, activity theory can be useful to study how people collectively under-
take their activities towards an outcome using IS as a mediating tool in a specific 
workplace environment.

Activity theory has been explored and argued to be a useful theoretical lens to 
study in information systems (Crawford and Hasan 2006; Häkkinen and Korpela 
2007; Hasan and Banna 2010; Sadeghi et al. 2014). A framework has been proposed 
to describe each research study as a human activity using this theory (Crawford and 
Hasan 2006). In this framework, the researcher is the individual undertaking 
research activity using a research tool to achieve a research objective. Activity the-
ory has been found to be useful to explore and elicit users’ requirements for an 
information system as a mediating tool to achieve their professional goals in the 
healthcare context (Häkkinen and Korpela 2007; Sadeghi et  al. 2014). Activity 
 theory was found to be an effective framework to unpack communication activities 
when assessing hospital communication application in private hospitals in 

12 Integrating Two Sociotechnical Theories to Develop a Suitable Analytic…



194

Melbourne. In the context of IS design, activity theory was found to be a powerful 
unit of analysis to gain deep understandings of the complexity and dynamics of 
human activities in health care (Hasan and Banna 2010).

12.5  Conceptual Framework

The initial conceptual framework for the current study identifies the human and 
non-human factors for a successful hospital communication device development, 
implementation and adoption as can be seen in Fig. 12.2. At this stage, we have 
combined the two presented sociotechnical theories to form the conceptualization 
of the framework. Documents and archival records of healthcare service provider 
organisations, government agencies and private organisations involved in health-
care service delivery and hospital communication mobile application development 
and implementation were also analysed in developing this framework. Important 
activities involved in hospital communication were identified coupled with key 
considerations and enabling and inhabiting factors for the successful implementa-
tion and adoption of communication solutions. All these financial, organizational 
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and social/people and technological factors were analysed at the micro, meso and 
macro level, respectively. This has facilitated the development of the proposed 
conceptual framework.

The proposed model identifies a network of different actors interconnected to 
each other. It further illustrates that a central issue with the evaluation of IT-based 
health care is influenced by the complexity of the evaluation objects and includes 
both social and technical considerations (Ammenwerth et al. 2003). For instance, 
the nature of the integration of healthcare information systems with the culture and 
business processes of healthcare organisations puts more emphasis on the evalua-
tion methods and goes beyond the technology aspects of hardware and software. 
Furthermore, external and internal environmental factors as well as an understand-
ing of the diverse nature of system effects in the healthcare settings are required 
(Ammenwerth et al. 2003). This emphasis is on creating a better fit between human, 
contextual and technological factors for the successful implementation and adop-
tion of health information systems (Dansky et al. 2006; Kukafka et al. 2003; Yusof 
et al. 2008).

To study this complex network of interactions of humans with technology in 
organisations and certain individual levels, a sociotechnical system (STS) perspec-
tive is indeed prudent (Cresswell et al. 2011).

The researchers note that in the conceptual model (Fig. 12.2), it is possible to 
view these factors at different levels. In particular, micro level issues (i.e. issues 
related to the individual user level, such as technology acceptance and communica-
tion failures), meso level issues (i.e. issues related to the organisational level such as 
organisation-wise communication policy) and macro level issues (i.e. issues related 
to the governance such as national health standards) are dealing with policy regard-
ing funding and privacy aspects. However, it is important to remember that the 
actual factors concerned to the activities in hospital information and communication 
delivery and distribution are relevant at all levels (micro, meso and macro levels) 
and together form a heterogeneous network as per actor-network theory (Latour 
2005), and thus it is important at least initially to view them at the same level much 
like the way actants are all treated equally in ANT (Latour 2005).

Therefore, to study this complex network of interactions of humans with tech-
nology as the hospital communication platform project necessitates, the holistic 
approach is a necessity. Holistic means that analysis should be done as a whole 
including all the interdependent parts of the system and avoid any separate or indi-
vidual analysis (Latour 2005). This approach serves to capture all issues relating 
to financial such as funding, organisational such as policy and procedures and 
social, people and technological factors such as technology acceptance and use 
during the design, implementation and adoption phases of the hospital communi-
cation application.

Our initial investigation into hospital communication solutions and their adoptions 
has served to indicate a great need to start focusing on social and organisational 
issues and shift away from the current technocentric obsession of how the technical 
system can be made to work right. The literature clearly outlines that the failure is 
not just because of a poor understanding of technological issues but also, and more 
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importantly, about a lack of understanding and interest in organisational, cultural 
and social issues (Sharma et al. 1999). Ignoring the existing organisational work-
flows and social interactions in redesigning the organisational processes may hinder 
the implementation and adoption process, which could have adverse effects on 
healthcare service outcomes (Muhammad et al. 2012). Therefore, the information 
system alone might not be the decisive factor, but the social factors are likely to have 
much more importance in the decision-making process. A sociotechnical design 
provides a well-thought-out approach to acknowledge the complexities of the 
healthcare environment and explain the interaction between a social system, hospi-
tal activities and a technology (Altman 1997; Atkinson et al. 2001; Coiera 2011). 
Hence the researchers believe it is only through the adoption of a sociotechnical 
approach that it will be possible to not only fully capture the complexities and rich-
ness of healthcare operations but also be able to analyse them effectively and appro-
priately and thereby assess critical issues for successful development and 
implementation to ensue.

12.6  Conclusion and Recommendations

The need for IT-based interventions in the healthcare service delivery to improve 
information and communication flow is well recognised all around the globe. 
Different e-health solutions are being implemented with mixed success to address 
this challenge (Protti and Smit 2006; Basch 2005; DesRoches et al. 2008; Greenhalgh 
and Stones 2010). It is, therefore, important to evaluate these technologies with 
theoretically informed approaches to enjoy more successful outcomes.

We believe it is important to develop a deeper understanding of the sociotechni-
cal complexities to the development, adoption, implementation and diffusion of 
various hospital communication solutions. Specifically, we suggest that a sociotech-
nical approach can inform and facilitate such evaluations, and we illustrate this by 
presenting a conceptual framework for the development and implementation of hos-
pital communication system in a private hospital based in Melbourne, Australia. To 
achieve the required level of robustness, we combined ANT with AT. We are confi-
dent that this approach can be beneficial to both practitioners and researchers.

This paper has served to outline the key concepts of ANT and AT that are relevant 
in the context of the hospital communication system adoption and implementation 
and discussed the appropriateness of a theoretical lens for the evaluation of hospital 
communication system in very complex environment of healthcare service delivery. 
We have also noted that ANT has been criticised by several scholars based on its 
appropriateness as an ontology and/or epistemology (Latour 2005). Therefore, we 
recommend that to reduce the negative impact of these limitations, the use of activ-
ity theory along with actor-network theory be incorporated. A theoretically concep-
tualised framework in Fig. 12.2 offers a practical approach to viewing a complex 
sociotechnical phenomenon such as the development, implementation and adaption 
and deployment of ICT-based communication tools in hospital environment and its 
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integration into healthcare services and delivery. Practically, this sociotechnical 
framework offers analytical tools that can assist managers, policymakers and other 
actors to make sense of the underlying factors surrounding the implementation of 
technology policies in the societal settings at different levels local in hospital and at 
macro level including government levels. Further, it will serve to establish proof of 
concept by theoretical conceptualization of hospital messaging system and usability 
and feasibility of the proffered solution.
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Chapter 13
Using Structuration Theory to Assist 
in Understanding the Implementation 
and Adoption of Health Information Systems

Imran Muhammad and Nilmini Wickramasinghe

13.1  Background

Increasingly health information systems (HIS) are introduced into health care as a 
facilitating tool to support patient care delivery and to improve care quality, safety 
and efficiency. The introduction of HIS comes with many challenges. These are due 
to the complexity of healthcare operations such as multidisciplinary characteristics, 
high stakes of life and death, the tensions between orderly routines and the need for 
flexibility, the tension between rationale and intuitive clinical judgement and vari-
ous organisational and regulatory settings (Fichman et al. 2011; Thompson et. al 
2008; Shaban 2005). In such a complex context, a good understanding of the facili-
tating role, i.e. whether and how HIS can support the clinician user in care delivery 
and also patient in managing and monitoring his/her health, is important. This can 
enable successful HIS design and implementation as well as superior care 
delivery.

Health care is an information-rich industry. The motivating notion in support of 
the introduction of IT (information technology) in healthcare service delivery is to 
improve the access and delivery of healthcare-related information across healthcare 
systems locally as well as globally for key stakeholders (e.g. service providers, con-
sumers, government agencies and healthcare managers) reliably and securely so 
that improved health outcomes and quality of care can be increased significantly 
(Mort et al. 2009). Use of HIS can also help with cost savings, improving patient 
involvement and producing useable secondary data for further research and training 
(Car et al. 2008). However, the transformation from cabinets and paper files to com-
puters and HIS software is not a candid proposition and is sometimes faced with 
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many known and unknown hurdles, such as technological, organisational, financial 
and people issues, as a result of the complex and multifaceted environment of 
healthcare service delivery where different and important healthcare stakeholders 
(e.g. service providers, consumers, government agencies and healthcare managers) 
and technology interact with each other in very complex ways (Ammenwerth et al. 
2006; André et al. 2008; Catwell and Sheikh 2009; Cresswell et al. 2010; DesRoches 
et al. 2008; Lorenzi et al. 2009).

Given the inherent complexities of healthcare operations, it is argued in this 
chapter that human and non-human actor interactions are challenging and need to 
be evaluated with theoretically informed techniques (Wickramasinghe and Schaffer 
2010); one approach identified in the literature used to facilitate correct and accurate 
capturing of the complexities and levels of interactions in healthcare operations is to 
use a structuration theory (ST) (Muhammad et al. 2012; Cresswell et al. 2010). To 
determine the functionality of a system, it is important to understand the fit between 
technical subsystems and social subsystems in an organisation (Mitchell and Nault 
2008). The emphasis is then not only on studying the impact of the technology on 
organisations and their work processes but also on the impact of social and people 
issues pertaining to technology and work processes (Cresswell et al. 2010). For this 
reason, it is also important to understand the interrelationship and interactions of the 
technical and social systems between each other (Coiera 2004).

The lens of structuration theory (ST) can be applied to analyse the data collected 
during the research. This can assist the researcher to understand the user require-
ments and their perceptions and expectations from the HIT implementation and to 
understand their needs and intentions to adopt the new e-health system.

This chapter shows the benefits of applying a structuration theory (ST) lens of 
analysis to the collective data set to further understand the richness and potential 
challenges, complications and general complexities of any/all people/technology 
interactions as the HIS implementation and adoption move forward. We believe that 
this can be achieved by the incorporation of an ST analysis as is illustrated in this 
chapter, and by doing an ST analysis a successful and more realistic mapping of the 
rich and complex environment which ultimately will ensure the appropriate design, 
development, implementation and adoption of the HIS solution will be enabled. 
This process serves to illustrate the power of such an ST analysis for a healthcare 
delivery context.

13.2  Theoretical Foundations

Healthcare systems are complex systems especially when they integrate with infor-
mation technology. The challenge of this study is further complicated by the inter-
action of different human and non-human actors that mainly lead to failed 
technology-based healthcare interventions and implementations. As a result, failure 
rates are unsurprisingly high, costly and have far-reaching impacts (Cresswell et al. 
2011). Thus, it becomes necessary and important to evaluate these interventions 
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with theoretically informed techniques to enable a deeper understanding which in 
turn can facilitate a successful implementation and adoption of health information 
technology (Cresswell et al. 2011).

We believe that a sociotechnical systems perspective can provide the foundations 
for a better understanding of these systems so that there is a better evaluation and 
provision of specific solutions to address gaps in their current development, imple-
mentation and adoption. Furthermore, it can also enhance our understanding by 
providing a mechanism to study the relationships between technology, organisation, 
people, social and finance factors that influence the success of e-health implementa-
tion and adoption. We believe that a viable healthcare system can only be achieved 
if these considerations are jointly optimised.

Our goal was to investigate this in the specific context of the HIS, in Australia. 
The initial analysis and the conceptual framework presented for the HIS develop-
ment in Australia to date show that the processes underlying the HIS development, 
implementation and adoption are inherently sociotechnical in nature. A sociotechni-
cal approach of study therefore will allow for more flexibility in system design and 
adoption.

13.3  Structuration Theory (ST)

Structuration theory was developed by British sociologist Anthony Giddens 
(Giddens 2013). The purpose of this theory was to investigate the phenomenon of 
integrating two divergent standards of social thinking, namely, structuralism and 
functionalism, emphasising notions of social structure and interpretivism and 
bestowing prominence to human agency and meaning. It is important here to note 
that the experience of social actor and the existence of any form of social totality are 
not any concern of Giddens’ investigation (Giddens 2013). Instead, in structuration 
theory, his main emphasis is on understanding how social practices are ordered 
across time and space. In structuration theory, Giddens (2013) tries to re-form struc-
ture and human agency as the duality of structure and action. In other words, social 
structure is drawn upon by agents in their day-to-day actions and is therefore pro-
duced and reproduced by this action. At the same time, action is both inhibited and 
empowered by structure (ibid). Accordingly, action is only possible then because of 
structure, and structure itself can only be instituted through action. It is important 
here to understand the Giddens (2013) meanings of agency and its operational pro-
cesses in a structure.

In social science research, there exists a standing debate over the primacy of 
structure or agency in shaping human behaviour. According to Barker (2011) struc-
ture is the recurrent patterned arrangements which influence or limit the choices and 
opportunities available, whereas agency deals with the capacity of individuals to act 
independently and to make their own free choices. In structuration theory, micro- or 
macro-level analysis is done in isolation, and their individuality is not satisfactory 
(Barker 2011).
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The goal of structuration theory is to interpret the relationship between human 
actions and social structures. The notion of structure is thought of as an immaterial 
notion. According to Walsham (1997), there are two basic elements of ST:

 1. The way of capturing the two different levels of actions and structures with the 
help of duality of structure

 2. The identification of vehicles or modalities that can help to link those two 
levels

This duality of structure is important in explaining how structures behave. 
Structures try to restrain the actions, and at the same time these structures are the 
product of human actions. Moreover humans produce or re-form structures by their 
actions through a linking expedient known as modalities (Hanseth et al. 2004).

In Hanseth and Monteiro, (1998) three modalities are identified—interpretative 
scheme, facility and norms. The interpretative scheme defines the phenomenon of 
agents understanding and then the procedures to institutionalise this developed 
understanding. It facilitates the shared stock of knowledge that humans extract 
while interpreting situations that lead to shared meanings and open communication 
channels. Facility refers to the mobilisation of dominant resources; in other words, 
it encompasses the media through which power is implemented.

For example, any IT-based system tries to build a system of domination (Hanseth 
and Monteiro 1998). The last modality, known as norms, controls actions through 
mobilisation of endorsements and defines the validity of relations (Hanseth and 
Monteiro 1998).

13.4  The Structuration Theory Approach to Evaluate HIS

To fully comprehend the successful development, implementation and use of HIS, 
it is important to investigate beyond the linear models of technology adoption, dif-
fusion and transfer. Simple binary models are not enough because of the complex 
and dynamic nature of healthcare settings. The complex nature of interaction 
between the technology and social often renders the two inseparable (Williams- 
Jones and Graham 2003).

ST is considered an appropriate choice to analyse HIS because it can be used to 
identify and acknowledge the impacts of human and non-human, social or policy 
issues within the healthcare setting (Hanseth and Monteiro 1998). Further, ST is 
robust enough to accurately capture the complexities, nuances and richness of 
healthcare operations. In so doing, ST can also be used to investigate and theorise 
questions about how to identify the broader social structures of an organisation and 
consider the macro-environmental factors (McLean and Hassard 2004) for the anal-
ysis of the HIS.

The ability of agency and end-users to contest the problematisation of the tech-
nology can be affected by power structures already present in the network of human 
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and non-human entities. These considerations are naturally relevant to the context 
of the HIS implementation and adoption in complex healthcare settings.

Any translation may succeed or fail, but only when failures of technology and 
networks occur one will be able to reveal the underlying reasons and embedded 
norms and values (Greenhalgh and Stones 2010; Law and Hassard 1999; Williams- 
Jones and Graham 2003). In an ST context, translation that has not properly incor-
porated the differences in social (nurse’s perceptions, requirements and needs) and 
technology/system offerings has led to these issues arising. However, without ST it 
is also easy to dismiss the user perspective as “they just do not get it”, which hap-
pens frequently in the implementation of information systems into healthcare con-
texts (Greenhalgh and Stones 2010).

Structuration theory is considered an appropriate choice for HIS implementation 
and adoption because it can identify and then acknowledge all human and non- 
human actors within the healthcare setting and any impact of their interaction on 
social or policy issues that might occur (Latour et al. 1996).

ST can also assist in understanding the active role of objects in shaping social 
realities by challenging the assumption of the separation between non-human and 
human worlds (Greenhalgh and Stones 2010; Law and Hassard 2004; Rydin 2010; 
Tobler 2008; Walsham 1997). This would assist researchers in studying the com-
plexities of the relationships between human and non-human actors, the sustain-
ability of power relationships between human actors and what kind of influence 
artefacts can have on human actors’ relationships in transforming health care 
(Cresswell et al. 2010).

13.5  Development, Adoption, Implementation and Diffusion 
of the HIS Technology

A large number of health information systems have been implemented around the 
globe with mixed results, despite the claims that electronic health records (EHRs) 
can play a significant role in efficiency and effectiveness of healthcare service deliv-
ery. The literature provides evidence of failed clinical systems and lack of adoption 
by users (Basch 2005; DesRoches et al. 2008; Protti et al. 2009). Challenges and 
barriers to implementation and adoption of electronic health record have been 
extensively debated. We have divided these barriers into different categories ranging 
from environmental, social, technical and organisational (André et al. 2008). These 
factors can play a very crucial role in the decision-making process of technology 
adoption (Huang and Palvia 2001). In a healthcare service context where organisa-
tions are now required to work as a networked framework, health information tech-
nology implementation and adoption would be a more complex and challenging 
endeavour because of the different business processes, the available infrastructure, 
compatibility issues, decision centres, authorisation mechanisms and hierarchies, 
enterprise systems and data semantics (Avgerou 2008; Liu et al. 2011; Trudel 2010) 
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and the nature of healthcare system as a complex adaptive system as stated by 
Leykum et al. (2009).

The most commonly discussed topics in Australian healthcare IT transformation 
include legal issues, individual privacy, health information security and ethics. 
Information is considered as the private property of the person about whom this 
information describes, so information privacy is defined as the ability of an individual 
to control the access to their own personal information (Culnan and Armstrong 1997; 
Staples 2007). Information privacy, security and confidentiality are very strongly 
observed in healthcare settings and, thus, are closely related to the use of e-health 
systems. Even though confidentiality, privacy and security are closely related, they 
are very much different concepts from each other. The right of a person or entity to 
be left alone and undisturbed is perceived as his/her right of privacy (Staples 2007). 
The right of someone in protecting his/her information from intentional or uninten-
tional disclosure is confidentiality (Staples 2007). Security does not necessarily lead 
to privacy because trust must be considered in privacy protection. Hovenga et  al. 
(2010, p. 77) described the relationship between security and privacy as:

The concepts of security and privacy in health information systems are distinct but inextri-
cably linked, like Siamese twins. The distinction can be expressed as follows: security is the 
protection of computers from people, and privacy is the protection of people from comput-
ers. The maintenance of privacy and security are two of the goals of a health informatics 
system.

The breach of privacy is a common concern among consumers and privacy advo-
cates despite the HIS draft’s (Personally Controlled Electronic health Record Act 
2012) emphasis on the security and privacy of electronic health record of individu-
als as well as any information that is protected by law. Despite the placement of 
these requirements, the standards applied and the language used are vague, which 
can aggravate more confusion and raise concerns among both healthcare providers 
and consumers (Hoffinan and Podguski 2008).

The invasion of patient privacy can have a negative impact on the quality of 
patient health care (Parente and McCullough 2009). Hence, any technology use 
without proper security and privacy measures can pose a serious threat to patient-
doctor relationships and it can lead to mistrust (ibid). Consequently, the patient may 
withhold important information from a healthcare service provider that can nega-
tively impact healthcare service quality (ibid). Further standardisation is important 
for the setting of security and access rules for the system (Hoffinan and Podguski 
2008). This has been identified as a policy issue, and a need for direct involvement 
of patients in consultation regarding development and implementation of the HIS 
system, these patients not being involved in interest groups and citizen privacy and 
information security groups, has been emphasised as policy issues mainly concern-
ing EHR and e-health have been proved challenging and contentious (Showell 
2011).

Financial issues such as initial implementation and adoption cost and total cost 
of ownership have been identified as a significant hurdle in adoption and 
 implementation of health information technology, especially electronic health 
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records (Aaronson et al. 2001; Aarts et al. 2004; Aarts and Koppel 2009; Abbott 
2005; André et al. 2008; Ash et al. 2006; Ashish 2009; Bahensky et al. 2008; Bates 
2005; Bernstein et al. 2007; Boonstra and Broekhuis 2010; Culnan and Armstrong 
1997; Goldstein and Blumenthal 2008; HFMA 2006; Kaplan and Harris-Salamone 
2009; Kennedy 2011; Liu et  al. 2011; Thweatt and Kleiner 2007; Trudel 2010; 
Weimar 2009). These issues range from start-up costs to software upgrades and staff 
training. This is acknowledged that for sole practitioners, the capital cost of health-
care ICT is very high and not considered as a good investment for returns (Ashish 
2009). The lack of incentives, budget overruns and high time costs are other finan-
cial concerns (Boonstra and Broekhuis 2010; Cohn et al. 2009; DePhillips 2007; 
Liu et al. 2011; Trudel 2010).

The common perception is that primarily economic benefits in using e-health 
technologies would benefit consumers and that they can use online services for 
simple health information and will undertake fewer GP visits and fewer consulta-
tions and tests and that governments would benefit from this where healthcare sys-
tems are more dependent on public funding. This scenario does not benefit healthcare 
service providers because they will lose business or will not be compensated for 
online consultations (Bates 2005; Cohn et al. 2009; Hikmet et al. 2008). The busi-
ness model used in compensating healthcare service providers is a retrospective 
form of payment, e.g. a fee for service, the prospective form of payment, and this 
form of payment is not necessarily encouraging factors for e-health adoption for 
service providers (Cohn et al. 2009; Hennington and Janz 2007).

IT implementations can cause serious disruptions in services deliveries and in 
result productivity; healthcare services are one of the very critical areas of services 
that cannot afford disruptions (Bates 2005; Kralewski et al. 2010; Scott et al. 2005). 
Suspending operations whilst the healthcare system is being implemented and the 
staff is being trained is not possible in the healthcare industry; this can result in 
increased workload for staff as they may have to spend after hours’ time for learning 
and training (Bates 2005; Kralewski et al. 2010; Scott et al. 2005). Private health-
care practices cannot afford suspension of their services for an extended period of 
time because of the permanent nature of patient visits and consultations; by doing 
so they would be running a risk of losing patients.

Many organisational barriers to implementation and adoption of e-health tech-
nologies in organisations have been reported in the literature, for example, poor 
governance, organisational culture and proper management of the change process 
that could harm the flow of transformation (Bernstein et al. 2007; Greenhalgh and 
Stones 2010; Hoffinan 2009; Kennedy 2011). These issues can aggravate the resis-
tance to the change process and complicate the dissemination of the e-health tech-
nology. Due to the complexity of healthcare delivery systems, assimilation of 
information technology in health care needs a deeper understanding of organisa-
tional and environmental aspects of technology adoption and use (Catwell and 
Sheikh 2009; Yusof et al. 2008). Technological issues can also exacerbate the resis-
tance to the adoption of health information technology. The lack of infrastructure 
and standards and protocols results in a fragmentation of healthcare information 
systems, and this contributes to creating a very complex situation for coordination 
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(Davidson and Heslinga 2007; HFMA 2006; Hoffinan and Podguski 2008; Kennedy 
2011; Kralewski et al. 2010; Trudel 2010; Vitacca et al. 2009). The lack of interpret-
ability between different healthcare delivery and management systems can hinder 
the expansion of the use of this technology and its sustainability (André et al. 2008; 
Gaylin et al. 2005; Kennedy 2011; Liu et al. 2011). Pre-implementation and post- 
implementation vendor support is another key concern for organisations (Kralewski 
et al. 2010; Cohn et al. 2009; Kennedy 2011; Liu et al. 2011; Trudel 2010; Tang 
et al. 2006). The lack of technical resources and experience with information tech-
nology implementation within healthcare settings are other problems faced by many 
(Torda et al. 2010; Trudel 2010; Liu et al. 2011; Kennedy 2011; André et al. 2008; 
Bath 2008; DePhillips 2007; Davidson and Heslinga 2007; McReavy et al. 2009). 
The accuracy of data obtained through a health information system and its ability in 
sorting, querying and validating data in some cases is very poor and is considered as 
a barrier for HIT adoption (Kimaro and Nhampossa 2004; Rosebaugh 2004; 
Rosenbloom et al. 2006).

People issues, ranging from user acceptance (Agarwal and Prasad 1997; Frame 
et al. 2008), perceived ease of use (Al-Azmi et al. 2009), lack of knowledge about 
the system (André et al. 2008; Bath 2008; Elrod and Androwich 2009; Kaplan and 
Harris-Salamone 2009; Liu et al. 2011), lack of training, lack of stakeholder consul-
tation (Showell 2011), lack of willingness to assimilate the technology into daily 
routines and processes (Cash 2008; Davidson and Heslinga 2007; Kaplan and 
Harris-Salamone 2009; Ross et  al. 2010), conflict between system and user- 
embedded values (Cash 2008; Kaplan and Harris-Salamone 2009), complex and 
complicated user interfaces (Yusof et al. 2007), conflict between physician activities 
and training schedules (André et al. 2008; Yusof et al. 2007; Kaplan and Harris- 
Salamone 2009) and complications in patient-provider communications, are some 
of the major concerns. It is paramount that the systems are user centric and have a 
good fit with user values as well as existing healthcare systems. Table 13.1 below 
further explains the nature of these issues and factors as they relate to the adoption 
and implementation of e-health technologies in complex healthcare settings.

Healthcare systems are complex systems especially when they integrate with 
information technology. This environment is further complicated by the interaction 
of different human and non-human actors that often lead to failed technology-based 
healthcare interventions and implementations, and hence, failure rates are unsur-
prisingly high, costly and have far-reaching impacts (Cresswell et al. 2011). Thus, 
it becomes necessary and important to evaluate these interventions with theoreti-
cally informed techniques to enable a deeper understanding which in turn can facili-
tate a successful implementation and adoption of health information technology 
(Cresswell et al. 2011).

Given the complex nature of healthcare system and the HIS adoption complexi-
ties described in previous sections, conceptualising and framing the critical factors 
for evaluating the system is important. Hence the next section of this chapter will 
explain the conceptual model derived from this literature review.

We contend that sociotechnical systems perspective can provide the founda-
tions for a fuller understanding so that there is a better evaluation and provision of 
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specific solutions to address gaps in their current development, implementation 
and adoption. Furthermore, it can also enhance our understanding by providing a 
mechanism to study the relationships between technology organisation, people, 
social and financial factors that influence the success of e-health implementation 

Table 13.1 Key factors and issues regarding the adoption and implementation of e-health 
technologies

Factors and issues Nature of factors and issues

Fit between task and technology Sociotechnical
Technical support Sociotechnical
Different HIT systems and their communication standards Purely technical
Fragmentation Purely technical
Fit between HIT and user skill Sociotechnical
Protocols and standards Purely technical
Provided security Sociotechnical
Access rules Sociotechnical
Technology infrastructure Purely technical
Complex user interface Purely technical
Difficult terminologies Purely technical
User beliefs Purely social
User attitude Purely social
Alignment of technology with the values of the user Sociotechnical
User training Sociotechnical
Staffing and skills Sociotechnical
Resistance to change Purely social
Lack of user involvement in all the stages of system life 
cycle

Sociotechnical

Legislative and legal issues Purely social
Stakeholder support Purely social
Trust Purely social
Ethics and privacy Purely social
Complex nature of healthcare settings Purely social
Lack of sustainable models for e-health solutions Sociotechnical
Contextual and environmental factors Purely social
Clarification of roles and responsibilities Purely social
BPR Sociotechnical
Health organisation and technology fit Sociotechnical
Poor governance of health institutions and technology Sociotechnical
Leadership Sociotechnical
High time cost Sociotechnical
Budget overruns Sociotechnical
Technology cost Sociotechnical
Business case Purely social
Lack of incentives for service providers Purely social
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and adoption. We believe that a viable healthcare system can only be achieved if 
these considerations are jointly optimised.

13.6  Conceptual Framework

The initial conceptual framework for this chapter by identifying the human and non- 
human factors for successful HIS implementation and adoption was developed and 
presented. Five key considerations and factors were identified for the successful 
implementation and adoption of e-health solutions in general, namely, financial, 
organisational, social, people and technological factors at micro, meso, and macro 
level. These have facilitated the development of the proposed conceptual framework 
as presented in Fig. 13.1.

The Table 13.2 below maps the key identified factors specifically to the health-
care environment in Australia.

Considering the HIS shares many similar factors to other e-health solutions, it is 
logical to use these factors as the basis of our model. This conceptual model serves 
to capture the important aspects of the barriers and facilitators for the prediction of 
the successful adoption and implementation of the HIS. The proposed model identi-
fies a network of different actors interconnected to each other. It further illustrates 
that a central issue with the evaluation of IT-based health care is influenced by the 
complexity of the evaluation objects and includes both social and technical consid-
erations (Ammenwerth et al. 2006). For instance, the nature of the integration of 
healthcare information systems with the culture and business processes of health-
care organisations puts more emphasis on the evaluation methods and goes beyond 
the technology aspects of hardware and software, furthermore, external and internal 
environmental factors, and an understanding of the diverse nature of system effects 
in the healthcare settings is required (Ammenwerth et al. 2006). This emphasis is on 
creating a better fit between human, contextual and technological factors for the 
successful implementation and adoption of health information systems (Dansky 
et al. 1999; Kukafka et al. 2003; Yusof et al. 2008).

To study this complex network of interactions of humans with technology in 
organisations and certain individual levels, a sociotechnical system (STS) perspec-
tive is indeed prudent (Cresswell et al. 2011).

We note that in the conceptual model (Fig. 13.1), it is possible to view these fac-
tors at different levels, in particular micro-level issues (i.e. issues related to the 
individual user level), meso-level issues (i.e. issues related to the organisational 
level) and macro level issues (i.e. issues related to the government level) dealing 
with policy regarding funding and privacy aspects. However, it is important to 
remember that the actual factors are relevant at all levels (micro, meso and macro 
levels) and together form a heterogeneous network as per actor-network theory 
(Latour 2005), and thus it is important at least initially to view them at the same 
level much like the way actants are all treated equally in ANT (Latour 2005).

I. Muhammad and N. Wickramasinghe



211

F
ac

to
rs

/
C

o
n

si
d

er
at

io
n

s 
fo

r 
S

u
cc

es
sf

u
l P

C
E

H
R

 
im

p
le

m
en

ta
ti

o
n

 
&

 A
d

o
p

ti
o

n
 

P
eo

p
le

F
in

an
ci

al

T
ec

h
n

o
lo

g
y

S
o

ci
al

O
rg

an
is

at
io

n

B
u

si
n

es
s 

C
as

e

L
ac

k 
o

f 
in

ce
n

ti
ve

s

H
ig

h 
tim

e 
co

st

C
o

st

B
u

d
g

et
 o

ve
r 

ru
n

s

La
ck

 o
f 

su
st

ai
na

bl
e 

m
od

el
s 

P
ro

to
co

ls
 &

 
S

ta
nd

ar
ds

In
fr

as
tr

uc
tu

re

C
o

m
p

le
xi

ty

P
ro

vi
de

d 
S

ec
ur

ity
 

B
P

R
P

oo
r 

G
ov

er
na

nc
e

Le
ad

er
sh

ip

T
ec

h
n

ic
al

S
u

p
p

o
rt

R
es

is
ta

nc
e 

to
 C

ha
ng

e

A
lig

nm
en

t 
w

ith
 v

al
ue

s

T
ra

in
in

g

B
el

ie
fs

 a
nd

 
A

tti
tu

de
s 

D
ec

re
as

e 
in

 
P

ro
du

ct
iv

ity

O
rg

an
is

at
io

n
al

 C
ul

tu
re

C
la

rif
ic

at
io

n 
of

 R
ol

es

T
ru

st

Le
gi

sl
at

iv
e 

&
 

Le
ga

l I
ss

ue
s

S
ta

ke
ho

ld
er

 
S

up
po

rt

E
th

ic
s 

an
d 

P
riv

ac
y

La
ck

 o
f U

se
r 

In
vo

lv
em

en
t

F
ra

gm
en

ta
tio

n

La
ck

 o
f 

In
te

gr
at

io
n

C
om

pl
ex

 N
at

ur
e 

of
 

H
ea

lth
ca

re
 S

et
tin

g
D

iff
ic

ul
t 

T
er

m
in

ol
og

y

C
on

te
xt

ua
l a

nd
 

E
nv

iro
nm

en
ta

l 
fa

ct
or

s

F
it 

be
tw

ee
n 

te
ch

no
lo

gy
 

an
d 

sk
ill

O
rg

an
iz

at
io

n 
an

d 
T

ec
hn

ol
og

y 
fit

F
it

 b
et

w
ee

n
 T

as
k 

an
d

 T
ec

h
n

o
lo

g
y

F
ig

. 1
3.

1 
C

on
ce

pt
ua

l f
ra

m
ew

or
k

13 Using Structuration Theory to Assist in Understanding the Implementation…



212

Therefore, we believe that to study this complex network of interactions of 
humans with technology in organisations and certain individual levels, a holistic 
approach is a necessity. Holistic means that analysis should be done as a whole 
including all the interdependent parts of the system and avoid any separate or indi-
vidual analysis (Latour 2005). This approach serves to capture all issues relating to 
financial, organisational and social, people and technological factors during design, 
implementation and adoption phases of the HIS.

Our initial investigation into e-health solutions and their adoptions has served to 
indicate a great need to start focusing on social and organisational issues and shift 
away from the current techno centric obsession of how the technical system can be 
made to work right. The literature clearly outlines that the failure is not just because 
of a poor understanding of technological issues but also, and more importantly, 
about a lack of understanding and interest in organisational, cultural and social 
issues (Sharma et  al. 1999). Ignoring the existing organisational workflows and 
social interactions in redesigning the organisational processes may hinder the 
implementation and adoption process, which could have adverse effects on health-
care service outcomes (Muhammad et al. 2012). Therefore the information system 
alone might not be the decisive factor, but the social factors are likely to have much 
more importance in the decision-making process. A sociotechnical design provides 
a well-thought-out approach to acknowledge the complexities of the healthcare 
environment and explain the interaction between a social system and a technology 
(Altman 1997; Atkinson et al. 2001; Coiera 2011). We believe, it is only by adopting 
a sociotechnical approach that it will be possible to not only fully capture the com-
plexities and richness of healthcare operations but also be able to analyse them 
effectively and appropriately and thereby assess critical issues for successful 
e-health solutions to ensue.

The mainstream e-health and health information system implementation and 
adoption researchers tend to adopt a strong positivistic stance; they have used vari-
ance theories and factor-based approaches to create new knowledge about the phe-
nomenon under investigation.

The basic assumption of these approaches is that cause-and-effect relationships 
are indistinct and prevalent when studying e-health implementations. Alternatively, 

Table 13.2 Mapping of key factors to the Australian healthcare environment

Key factors Mapping with health care

Technology HIS, fragmented healthcare systems such as radiology and labs
People Healthcare consultants, GPs, specialists, allied healthcare service providers, clinic 

and hospital administrators, and healthcare insurance individuals
Social Health-related legislation and laws, user trust, ethics and privacy rules, 

stakeholder support
Organisation Hospitals, doctor clinics, allied health organisations, healthcare ministries, state 

and federal health organisations
Financial Payers, funding organisations, private insurance, public insurance, healthcare 

direct and indirect cost, healthcare budgets, e-health costs. Doctor and other 
health service provider incentives
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there are researchers whose argument is that the study of health information systems 
and e-health implementation is a relatively new phenomenon and needs theoreti-
cally rich and informed research approaches to investigate the problem in hand.

For this chapter, the researchers have used sociotechnical theory supported by an 
interpretivist framework to better understand the complexity of implementation and 
adoption of HIS. This choice is consistent with many other researchers’ view that 
structuration theory (ST) can help to understand the sociotechnical nature of infor-
mation system in healthcare settings (Walsham 1997; Tobler 2008; Greenhalgh and 
Stones 2010; Cresswell et al. 2010; Timpka et al. 2007; Wickramasinghe and Bali 
2009). In contrast of using popular adoption and diffusion theories to understand the 
implementation, adoption and use of the HIS—such as, the theory of reasoned 
action (TRA), the theory of diffusion and the technology acceptance model 
(TAM)—this chapter’s choice was to use sociotechnical theory-based analysis lens 
because the HIS implementation and adoption in healthcare services sector need to 
understand the interaction between human and non-human actors. This chapter 
acquaints with the HIS and e-health researchers specifically to structuration theory 
(ST) as suitable theoretical framework for understanding the relationships between 
technologies, a non-human actor, and human actors such as key stakeholders in the 
HIS implementation and adoption and interpreting the processes and structures of 
organisations such as NEHTA and department of health and ageing.

A foremost issue in this study was to improve the understanding of the complexi-
ties of the HIS implementation and adoption. The use of structuration theory can 
explain the interactions and roles of some key actors.

Structuration theory was considered an appropriate choice for this chapter 
because it has helped the researcher to identify and then acknowledge all human and 
non-human actors within the healthcare setting and then study the impact of their 
interaction on social or policy issues that had impact on the HIS implementation and 
adoption (Latour 2003).

In summary, the way for academics to analyse future e-health implementation 
and adoptions is by understanding the interconnected perspectives of meaning, con-
text, process, structure and technology.

13.7  Conclusion

The need for IT-based interventions in the healthcare services delivery to improve 
information and communication and thereby provide superior value-based care is 
well recognised globally. Different e-health solutions are being implemented with 
mixed success to address this challenge (Protti and Smit 2006; Basch 2005; 
DesRoches et al. 2008; Greenhalgh and Stones 2010). It is, therefore, important to 
evaluate these technologies with theoretically informed approaches to enjoy more 
successful outcomes.

We believe it is important to develop a deeper understanding of the constraint to 
the development, adoption, implementation and diffusion of these various HIS 
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 solutions. Specifically, we suggest that a sociotechnical, e.g. ST-based, approach 
can inform and facilitate such evaluations.

A sociotechnical approach of study will allow more flexibility in system design 
and adoption. We have argued that this approach will be of benefit to both practitio-
ners for better design and implementation and researchers for better evaluation. One 
of the main challenges of technology-based organisational change research is to 
find the answer of an ontological question of balance between agency and structures 
(McPhee and Poole 2001; Tobler 2008).

This chapter has served to outline the key concepts of ST that are relevant in the 
context of the HIS adoption and implementation and discussed the appropriateness 
of an ST-based theoretical lens for the evaluation of HIS in very complex environ-
ment of healthcare service delivery.
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Chapter 14
Actor-Network Theory to Assist 
in Understanding the Implementation 
and Adoption of Health Information Systems

Imran Muhammad and Nilmini Wickramasinghe

14.1  Background

Globally, governments are increasingly investing in healthcare information technol-
ogy (HIT), with an emphasis on electronic health records. This is in response to the 
immense and diverse pressures of changing patient demographics, healthcare ser-
vices provision, financial implications, workforce shortages, advancements in med-
ical technologies and their impact on healthcare demand and delivery as well as a 
move towards a system where interaction between healthcare providers and con-
sumers can achieve maximum output with limited human and financial resources 
(Wickramasinghe and Schaffer 2010).

Healthcare services are very well established as an information-rich industry 
(ibid). The motivating notion in support of the introduction of IT (information tech-
nology) in healthcare service delivery is that if we can improve the ways of access-
ing and sharing information across healthcare systems by moving away from pen, 
paper and human memory towards a new environment, where key stakeholders (e.g. 
service providers, consumers, government agencies and healthcare managers) can 
reliably and securely share information electronically, health outcomes and quality 
of care can be improved significantly (Mort et al. 2009).

Use of HIT can also help with cost savings, improve patient involvement and 
produce useable secondary data for further research and training (Car et al. 2008). 
However, the transformation from cabinets and paper files to computers and HIS 
software is not a candid proposition and is sometimes faced with many known and 
unknown hurdles, such as technological, organisational, financial and people issues, 
as a result of the complex and multifaceted environment of healthcare service 
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 delivery where different human and non-human actors interact with each other in 
very complex ways (Ammenwerth et  al. 2006; André et  al. 2008; Catwell and 
Sheikh 2009; Cresswell et al. 2010; DesRoches et al. 2008; Lorenzi et al. 2009).

Given the inherent complexities of healthcare operations, it is argued in this 
chapter that human and non-human actor interactions are challenging and need to 
be evaluated with theoretically informed techniques (Wickramasinghe and Schaffer 
2010). One approach identified in the literature used to facilitate correct and accu-
rate capturing of the complexities and levels of interactions in healthcare operations 
is to use an ANT (Muhammad et al. 2012; Cresswell et al. 2010; Wickramasinghe 
et al. 2009).

To determine the functionality of a system, it is important to understand the fit 
between technical subsystems and social subsystems in an organisation (Mitchell 
and Nault 2008). The emphasis is then not only on studying the impact of the tech-
nology on organisations and their work processes but also on the impact of social 
and people issues pertaining to technology and work processes (Cresswell et  al. 
2010). For this reason, it is also important to understand the interrelationship and 
interactions of the technical and social systems between each other (Coiera 2004). 
The lens of actor-network theory (ANT) is useful in such contexts as it can be 
applied to analyse the data collected during the research. This can assist the 
researcher to understand the user requirements, their perceptions and expectations 
from the HIT implementation and to understand their needs and intentions to adopt 
the new e-health system.

This chapter shows the benefits of applying an actor-network theory (ANT) lens 
of analysis to the collective data set to further understand the richness of the actor- 
network theory (ANT) and potential challenges, complications and general com-
plexities of any/all people/technology interactions as the HIS implementation and 
adoptions move forward to a large-scale implementation. We believe that this can be 
achieved by the incorporation of an ANT analysis as is illustrated in this chapter, 
and by doing an ANT analysis a successful and more realistic mapping of the rich 
and complex environment which ultimately will ensure the appropriate design, 
development, implementation and adoption of the HIS solution will be enabled. 
This process serves to illustrate the power of such an ANT analysis for a healthcare 
delivery context.

Healthcare systems are complex systems especially when they integrate with 
information technology. This environment is further complicated by the interaction 
of different human and non-human actors that often leads to failed technology- 
based healthcare interventions and implementations which are also costly and have 
far-reaching impacts (Cresswell et al. 2011). Thus, it becomes necessary and impor-
tant to evaluate these interventions with theoretically informed techniques to enable 
a deeper understanding which in turn can facilitate a successful implementation and 
adoption of the intended health information technology (Cresswell et al. 2011).

We contend that a sociotechnical systems perspective can provide the founda-
tions for a fuller understanding so that there is a better evaluation and provision of 
specific solutions to address gaps in their current development, implementation and 
adoption. Furthermore, it can also enhance our understanding by providing a 
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 mechanism to study the relationships between technology organisation, people and 
social and financial factors that influence the success of e-health implementation 
and adoption. We believe that a viable healthcare system can only be achieved if 
these considerations are jointly optimised.

14.2  Actor-Network Theory (ANT)

Actor-network theory (ANT) is a sociological theory developed by French sociolo-
gist Bruno Latour and Michel Callon and British sociologist John Law (Latour 
2005; Law and Hassard 1999; Muhammad et al. 2013). Its fundamental stand is that 
technologies and people are linked in an often-complex network. ANT tries to 
bridge the gap between a sociotechnical divide by denying the existence of purely 
social or technical relations. In doing so, it takes a very radical stance and goes as 
far as challenging many of the conventional epistemological ideas and rejecting any 
distinction between subject or object, nature or culture and technology and society.

ANT assumes that each entity (such as technologies, organisations and humans) 
is an actor. Therefore, the actors have the potential to transform and mediate social 
relationships (Cresswell et al. 2010). ANT further emphasises that entities regard-
less of their nature, whether human, technologies or process, are not fixed. Thus, 
they do not have any significance on their own, but rather their significance depends 
on the nature of their relations with other entities in the network and their role which 
may change as their relations change (Law 2006). This means that neither actors nor 
their relations are static and permanent; they change over time and across social and 
political contexts (Singleton and Michael 1993).

Actors are essentially considered heterogeneous in nature, representing negotia-
tions at different levels (e.g. political, social, technical and/or economic levels). 
Further, the degrees of commitment, skills, constraints and prejudice among actors 
also can vary. Often, these represent a mixture of one or two of social, technical or 
personal levels (Latour 2005). At the technical level, the role of technology may be 
involved to facilitate users by giving them accurate and up-to-date information 
when it is needed. The accuracy (effectiveness and efficiency) of the technology 
would be best determined or disputed by the users (nurses, clinicians, pharmacists 
and patients). To better understand relationships and how they create meaning and 
describe the role of different actors (e.g. the patient, GPs, nurses, different diagnos-
tic tests, different medical technologies, different communication channels, stan-
dards, protocols and decision-makers and policymakers), ANT suggests we should 
think in terms of networks of relations or actor networks (Williams-Jones and 
Graham 2003).
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14.3  Key Concepts of ANT

To apply ANT appropriately, it is first necessary to become familiar with the follow-
ing key constructs and map them with the implementation and adoption of HIS.

Actor/Actant Actors are the web of participants in the network including all 
human and non-human entities. Because of the strong biased interpretation of the 
word actor towards human, the word actant is commonly used to refer both human 
and non-human actors (Wickramasinghe et al. 2012). Examples include humans, 
organisations, technology, technical artefacts and graphical representations.

Heterogeneous Network A network of aligned interests formed by the actors/
actants. This is a network of materially different actors that is achieved by a great 
deal of work that both shapes those various social and nonsocial elements and dis-
ciplines them so that they work together, instead of making off on their own 
(Wickramasinghe et al. 2012).

Tokens/Quasi Objects Created through the successful interaction of actors/actants 
in a network and are passed between actors within the network. As the token is 
increasingly transmitted or passed through the network, it becomes increasingly 
punctualised and increasingly reified especially when the token is decreasingly 
transmitted or when an actor fails to transmit the token (Wickramasinghe et al. 2012).

Punctualisation Central to ANT. Within the domain of ANT, every actor/actant in 
the web of relations is connected to others and will be considered as a single object 
or concept in the same way as the concept of abstraction is treated in object-oriented 
programming. These sub-actors are sometimes hidden from normal view and can 
only be viewed in the case of a network breakdown. This concept is often referred as 
a depunctualisation. Because ANT requires all actors or sections of a network to 
perform required tasks and therefore maintain the web of relations, this becomes 
more focused when a breakdown in the network occurs. In case any actor ceases to 
operate or maintain its link, the entire actor network would break down resulting in 
punctualisation. Punctualisation is thus a process and cannot be achieved indefinitely 
rather it is a relational effect and is recursive in nature (Law and Hassard 1999).

Obligatory Passage Point (OPP) Broadly refers to a situation that must occur for 
all the actors to satisfy the interests that have been attributed to them by the focal 
actor. The focal actor defines the OPP through which the other actors must pass 
through and by which the focal actor becomes indispensable (Callon 1986).

Irreversibility The degree of irreversibility depends on the extent to which it is 
subsequently impossible to go back to a point where that translation was only one 
among others (Callon 1986) and the extent to which it shapes and determines sub-
sequent translations (Latour 2005).
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Given the very complex nature of healthcare operations (Lubitz and 
Wickramasinghe 2006), irreversibility is generally not likely to occur. However, it 
is vital that chains of events are continuously analysed in order that future events 
can be addressed as effectively and efficiently as possible.

To realise the importance of the application of ANT into the study of evaluation 
of the implementation and adoption of HIS, it is important to understand the key 
concepts of ANT and map them to the critical issues endured in HIS implementation 
and adoptions. An initial assessment of these key concepts and their mapping is 
provided in Table 14.1.

Irreversibility In the context of a very complex nature of healthcare operations, 
irreversibility is very less likely to occur and would be more dependent on social 
networks and the nature of interaction between human and non-human actors in the 
network. Here it is important to remember though the chain of events needs to be 
monitored carefully so the future events can be addressed in best possible 
manners.

14.4  Actor Networks

Actor networks are highly dynamic and inherently unstable in their nature. 
Understanding the alignment between people, technology, their roles, routines, val-
ues, training and incentives and the role of technology and how it can facilitate or 
negatively impact the work processes and tasks in an organisation can serve to sta-
bilise these networks (Greenhalgh and Stones 2010; Wickramasinghe et al. 2011). 
Actor networks need to be continually maintained through the engagement (e.g. a 
process known as enrolment in ANT) of the different actors/actants involved in the 
process.

At times, actor networks may fail and hence may need to be replaced by other 
networks or by integrating new enrolments. The enrolment of new actors/actants 
leads to the reconfiguration of the networks as interests are translated to suit the 
needs of the wider body of actors. These actors then take part in a negotiation pro-
cess to define the new identity of the actor networks. In this process, importance is 
placed on the actions of actors and networks and the interactions between different 
actors (e.g. social institutions, individuals, government, technology, communication 
channels, rules and regulations, protocols and work environment) (Wickramasinghe 
et al. 2011; Muhammad et al. 2013).

The origin of power and structure are the main sources and drivers of the exis-
tence of such actor networks. Thus, if there needs to be an understanding of the 
essential dynamics within such an actor network, it is important to understand and 
consider all the components that collaborate, co-operate and compete to lead to 
propagation and perseverance of ANT and how to unpack and then understand the 
underlying process and important components of actors and their networks that are 
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hidden and cannot readily be seen or understood (Harding 2004; Singleton and 
Michael 1993).

ANT assists in mapping the actors involved in the development, use and imple-
mentation of the HIS at micro, meso and macro levels, as well as the actor network 
of their engagement and some of the actors’ connections. This task is complicated 
because the actors participate in many networks which may or may not overlap with 
the introduction of a technology solution nationwide.

Actor networks can be thought of as being fractal and expanding all the time with 
each actor becoming a node for another network (Law 1999). This complexity 

Table 14.1 Mapping of the HIS Implementation and Adoption with ANT

Key concepts of 
ANT Mapping of the HIS implementation and adoption with ANT

Actor/actant In the HIS context, actors/actants are different stakeholders in healthcare 
delivery settings such as technology (Web 2.0, databases, graphical user 
interfaces, IHI and different computer hardware and software) and people 
(service providers, healthcare funders, healthcare service recipients, 
healthcare organisations, suppliers and private health insurers as well as 
clinical administrative technologies, work process and health records) in the 
form of paper or electronic

Heterogeneous 
network

The HIS technology here is clearly a network of different applications in this 
context
But it is important to understand that heterogeneous network in ANT requires 
to conceptualise the network as aligned interest including people, 
organisations, standards and protocols and their interaction with technology. 
The key here is a better alignment and representation of interests so the 
healthcare delivery can be improved

Tokens/quasi 
objects

In the HIS context, this translates to successful cost-effective and efficient 
healthcare delivery, such as for GPs treating patient by having a capability of 
sharing health information with other service providers and for patients who 
are on long-term medicine having capability to print prescription from home 
issued by their doctor through the HIS portal. It is important to understand 
here that to maintain the integrity of the network all the time is very 
important because if wrong information is passed through the network, the 
errors would be devastating because they can propagate quickly and will 
multiply

Punctualisation For example, a computer on which one is working would be treated as a 
single block or unit. Only when it breaks down and needs help with spare 
parts can reveal the hidden chain of network consisting of different actors 
made up of people, computer parts and organisations. Similarly, in the HIS 
context, uploading health record of a patient is a consequence of the 
interaction and coordination of many subtasks. This only can be revealed if 
breakdown at this point occurs and depunctualisation of the network happens 
and all subtask would be carefully examined

Obligatory 
passage point 
(OPP)

In the HIS context, one can illustrate this by taking the example of access 
rights. The interface of the system is developed in a way that no service can 
access any record without using their IHI, which in this case constitute an 
obligatory passage point through which they must pass for their everyday 
activities
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makes it very difficult to separate the foreground from the background, and such a 
network is thus challenging to analyse. To overcome this complexity, it is useful to 
simplify the actor network, and this can be done using the concept of punctualisa-
tion or creation of black boxes (Law 2006).

For the purpose of analysis and despite a risk for oversimplification, networks 
that are stable and strong can be treated as an obligatory passage point (OPP) for 
some larger networks. The supporting network can then be black boxed. For exam-
ple, within Fig. 14.1, each box of different levels are complex black boxes, each 
with its own internal network that can be further expanded or opened to create its 
own network. The actors of each black box not only interact with each other but also 
with various actors from additional external networks. Such networks are complex 
and dynamic in nature. For example, a change (government funding scheme, hospi-
tal policy, introduction of a new technology) will impact different actors and their 
interactions from multiple aspects, and the networks will reorganise and realign as 
acceptance and/or resistance is manifested.

ANT also advocates a focus on the multiple factors influencing the alignment of 
linkages between actors and their networks (Mol 2002), but does not emphasise the 
specific shape or structure of the actor network. For example, in the case of a health-
care decision support system, the technology could be different for different pur-
poses. It may serve the purpose of its targeted audience and be accepted promptly 
or not serve the purpose and be resisted strongly by other actors. Hence, it is impor-
tant to understand how actors can be brought together in a network and help them to 
keep participating in the network. The concept of translation can assist with this task 
(Law and Hassard 1999).

The Four Moments of Translation 

Problematisation

At this stage Problem 
is Identified as well 
as actors/actants and 
their interests are 
identified and framed. 
Then a primary actor 
is chosen who act as 
a OPP between other  

Primary actor/actant 
convince other allies 
to join network and 
lock them into 
problematisation. 

The successful 
outcome of 
previous stages 
and acceptance of 
roles led more allies 
to attach  

Maintaining the network 
by persuading the 
actants that the interests 
of translates and actants 
are same so the 
enrolment can become 
active support 

Obligatory Point of Passage (OOP)

The partial and temporary but only Negotiation route for problem solving 

Interessement Enrollment Mobilization

A state of stable network 

Framing

Fig. 14.1 Moments of translation in ANT (adapted from Muhammad et al. (2012))
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14.5  Three Stages of ANT

In addition to the aforementioned commentary, it is also necessary to be aware of 
the three key stages of ANT, which are as follows:

Inscription
Inscription is a process of creating technical text and communication artefacts to 
protect an actor’s interests in a network (Latour 2005; Monteiro 2000; 
Wickramasinghe and Bali 2009). This is a term used for all text and communication 
in different media including journal articles, conference papers and presentations, 
grants proposals and patents. Given the functions of an e-health record in general, 
the inscription stage is most beneficial to facilitate an in-depth analysis regarding 
the content of the record and how this is communicated. Inscription takes place dur-
ing the development of the technological system and its placement into the actor 
network that means the physical existence of technology is not necessary for inscrip-
tion to happen. It needs to be convinced once in place and convinced it is forceful 
enough to be negotiated (Latour 2005). If inscription is strong enough, the program 
prescribed by it will be followed by other actors (Latour 2005). The stage of inscrip-
tion starts as soon as system is conceptualised and documented. Inscription can help 
to understand the underlying assertions of actors; it asserts that technological arte-
facts always are embedded in developer’s beliefs, social norms, user’s beliefs and 
patron of use and assumptions about the system.

Translation
Translation is used to explain the process of creation of actor networks and the for-
mation of ordering effects (Callon and Law 1988; Law 1991). As Latour (2005, 
p. 64) explains:

ANT is the name of a movement, a displacement, a transformation, a translation, and enrol-
ment. It is an association between entities which are in no way recognisable as being social 
in the ordinary manner, except in the brief moment when they are reshuffled together.

At this stage, all actors decide to be part of a specific network if it is worth build-
ing (Wickramasinghe and Bali 2009). A good example of this function is the forma-
tion of the National E-Health Transition Authority (NEHTA) in the Australian case 
study and the identification of GPs ( general practitioners) as primary actors in the 
case of the HIS adoption and implementation. Translation is a vital element of 
ANT. This term is used to explain the process of creating actor networks and the 
formation of ordering effects (Callon 1986; Law and Callon 1992). The translation 
stage provides insights into how the HIS system can be integrated into the very 
complex work environment of healthcare services and delivery.

Translation encourages actors to be involved in the formation of the network and 
helps the primary actor to overcome resistance. Each actor in the network is an 
independent entity and regardless of its formation (e.g. a person, group, institute, 
company, process, hardware or software) will have its own set of diverse interests 
(Law and Callon 1992). Therefore, the network can only be stable if the interests of 
different actors can easily and continually be translated (Callon 1986).
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The process of translation can also be called a process of negotiation. After the 
creation of a network, in the presence of many actors, a strong or primary actor 
would translate the interests of other actors into his/her own by negotiating with the 
other actors. At this stage, all actors decide to be (or not to be) part of the new net-
work, which is usually dependent on the perceived benefit to themselves 
(Wickramasinghe and Bali 2009). Among human actors, the translation process is 
analogous to the negotiation of common interests, whereas the translation among 
human and non-human actors is typically negotiated through the design of scripts 
(Callon 1986).

The process of translation of actor/actant interests is achieved through a series of 
four moments of translation as shown in Fig. 14.1 (Callon 1986):

 1. Problematisation
 2. Interessement
 3. Enrolment
 4. Mobilisation

The concept of translation and its four moments is important. This aspect helps 
the reader to understand how different groups of actors/actants can be brought 
together to support a common goal and achieve successful enrolment to stabilise the 
network.

Any resistance to sociotechnical change can be met by reorganising the relations 
in actor networks and translating their interests into common goals. Counterclaims 
and disagreements that arise from different actors in a network can harm the stabil-
ity of the network. In the vision for the HIS, concerns regarding aggravated health-
care costs, disparate patient information system and healthcare quality, safety and 
efficiency shaped the problematisation stage. The HIS is the primary actor as well 
as the OPP between other actors. Competing roles between the incoming primary 
actor (HIS) and the outgoing actor (paper-based documentation) require that links 
between the latter (paper) and other actors (e.g. nurses, medical staff, allied health 
professionals and patients) are weakened. In addition, the ties (interests) between 
the incoming actor (HIS) and the other actors need strengthening, through interes-
sement, to be successful. If this process succeeds, then it can facilitate the enrolment 
stage in which actors accept and align their positions in new networks where the 
actor paper-based documentation leaves and the HIS enters. Mobilisation happens 
when the new networks become active and stable with the new actor.

The foundation of networks is built upon the rules of interactions between actors. 
Therefore, continuous translation of interests at different levels is a primary source 
of social order. It is therefore also important to understand the role of controlling 
elements and their influences and contribution (Law 2006).

Framing
Framing is an operation that can help to define actors and distinguish different 
actors and goods from each other (Callon 1999). This last and final stage in the ANT 
process can help a network to stabilise. At this stage, key issues and debates would 
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already have been negotiated within the network, and technologies can become 
more stabilised over time (Wickramasinghe and Bali 2009).

14.6  The Actor-Network Theory Approach to Evaluate HIS

To fully comprehend the successful development, implementation and use of a new 
technology known as the HIS in health care, it is important to investigate beyond the 
linear models of technology adoption, diffusion and transfer. Simple binary models 
are not enough because of the complex and dynamic nature of healthcare settings. 
The complex nature of interaction between the technology and social often renders 
the two inseparable (Williams-Jones and Graham 2003).

ANT is considered an appropriate choice to analyse the HIS evaluation study 
because it can be used to identify and acknowledge the impacts of human and non- 
human, social or policy issues within the healthcare setting (Latour 2005). ANT is 
robust enough to accurately capture the complexities, nuances and richness of 
healthcare operations. In doing so, ANT can also be used to investigate and theorise 
questions about why and how networks come into existence, what sort of associa-
tions and impacts they can have on each other, how positions move and change in a 
network, how actors enrol and leave the network and most importantly how net-
works can achieve stability (Callon 1999; Doolin and Lowe 2002; McLean and 
Hassard 2004). An assumption of ANT theory is that if any new actor is enrolled or 
an old actor leaves a network it affects the whole network (Cresswell et al. 2010; 
Doolin and Lowe 2002).

The ability of actors and end users to contest the problematisation of the technol-
ogy can be affected by power structures already present in the network. These con-
siderations are naturally relevant to the context of the HIS implementation and 
adoption in complex healthcare settings.

Any translation may succeed or fail, but only when failures of technology and 
networks occur then one will be able to reveal the underlying reasons and embedded 
norms and values (Greenhalgh and Stones 2010; Law and Hassard 1999; Williams- 
Jones and Graham 2003). In an ANT context, translation that has not properly incor-
porated the differences in social (nurse’s perceptions, requirements and needs) and 
technology/system offerings has led to these issues arising. However, without ANT 
it is also easy to dismiss the user perspective as “they just do not get it”, which hap-
pens frequently in the implementation of information systems into healthcare con-
texts (Greenhalgh and Stones 2010).

Actor-network theory is considered an appropriate choice for HIS implementa-
tion and adoption because it can identify and then acknowledge all human and 
 non- human actors within the healthcare setting and any impact of their interaction 
on social or policy issues that might occur (Latour et al. 1996).

In doing so, ANT can also help to investigate the question of why and how net-
works come into existence, what sort of associations and impact they can have on 
each other, how they move and change their position in a network, how they enrol 
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and leave the network and most importantly how these networks can achieve stabil-
ity (Doolin and Lowe 2002; Callon 1986; McLean and Hassard 2004) that would 
lead to successful implementation and adoption of proposed system. ANT’s assump-
tion that if any new actor is enrolled in the network or old actor leaves the network, 
it would affect the whole network (Cresswell et al. 2010; Doolin and Lowe 2002) 
will help us to understand the impact of the HIS on underlying structures of health-
care settings.

ANT can also assist in understanding the active role of objects in shaping social 
realities by challenging the assumption of the separation between non-human and 
human worlds (Greenhalgh and Stones 2010; McLean and Hassard 2004; Rydin 
2010; Tobler 2008; Walsham 1997). This would assist researchers in studying the 
complexities of the relationships between human and non-human actors, the sus-
tainability of power relationships between human actors and what kind of influence 
artefacts can have on human actors’ relationships in transforming health care 
(Cresswell et al. 2010).

The rational to choose ANT to evaluate the HIS system is the strength of ANT’s 
ability to identify and explore the real complexities involved in healthcare service 
delivery. Other approaches used to study information systems adoption, such as dif-
fusion of innovation (DOI) theory, emphasise the properties of the technology or 
individual and organisation itself in isolation without considering the rules of their 
interaction. This approach can oversimplify the very complex nature of healthcare 
service delivery setting (Wickramasinghe and Bali 2009), whereas ANT’s approach 
of investigation can cover these complexities by thoroughly studying the network of 
actors and their associations. Thus, ANT can provide a unique way to view HIS 
implementation and adoption studies.

14.7  Critique and Limitations of ANT

Although ANT has been applied to the implementation and adoption of many 
IT-based healthcare innovation studies (Berg et  al. 2003; Cresswell et  al. 2010, 
2011; Hall et al. 2010), it is important to note that ANT has also been criticised for 
its limitations (Williams 2007; Cresswell et al. 2010, 2011; Greenhalgh and Stones 
2010; Walsham 1997). Some of the key limitations of ANT identified in the litera-
ture include a lack of ability to consider the broader social structures (Walsham 
1997) and a lack of ability to consider the macro-environmental factors (McLean 
and Hassard 2004). However, the advocates of ANT have argued that the macro 
level structures of the system or society are made up of the same artefacts so they 
can be analysed in the same way as micro level structures. Further the advocates of 
ANT have argued that ANT is flexible enough to allow different levels of analysis. 
Latour (2005) argues that differences between network and actor are two faces of 
the same phenomenon. Mixing structuration theory with ANT can help in overcom-
ing this problem as it can link multiple levels of analysis from individual to organ-
isation level settings (Walsham 1997).
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Another criticism of ANT is its inability to explain the formation of relationships 
between actors and over changes of events in networks (Cresswell et  al. 2011; 
Greenhalgh and Stones 2010; Kaghan and Bowker 2001). ANT’s assumption of 
symmetry between the social and technological actors has also been criticised 
(Mutch 2002). There is an argument that all actors are not same as some can have 
more influence than others and human feelings and emotions can play strong role in 
different circumstances (Mutch 2002; Walsham 1997).

Another criticism of ANT relates to its methodological standing. It has been 
argued that ANT is a method of describing rather than explaining (Bloomfield 
1991); however, Latour (2005) counters this criticism by explaining that ANT does 
not try to explain the actor’s reasons for joining the network but searches for proce-
dural activities that happen in negotiations between different actors. Thus, ANT 
never intended to explain the behaviour, but ANT is a way to understand why and 
how the actors behave (Law and Hassard 1999).

Lastly, the position of the researcher in the research is another criticism of 
ANT. The researcher’s role in labelling actors, defining the passage point and scop-
ing the actor network can be influential and can have an impact on the results. Thus 
the researcher should be critical in their labelling of actors and analysis in general 
and thereby be guided by the actors themselves.

To overcome these limitations, many researchers have suggested that ANT can 
be combined with other theoretical lenses such as structuration theory (ST) and 
strong structuration theory (SST) (Cresswell et  al. 2011; Greenhalgh and Stones 
2010; Trudel 2010; Walsham 1997).

14.8  Conclusion

The need for IT-based interventions in the healthcare service delivery to improve 
information and communication and thereby provide superior value-based care is 
well recognised globally. Different e-health solutions are being implemented with 
mixed success to address this challenge (Protti and Smit 2006; Basch 2005; 
DesRoches et al. 2008; Greenhalgh and Stones 2010). It is, therefore, important to 
evaluate these technologies with theoretically informed approaches to enjoy more 
successful outcomes.

We believe it is important to develop a deeper understanding constraint to the 
development, adoption, implementation and diffusion of these various HIS solu-
tions. Specifically, we suggest that a sociotechnical, e.g. ANT-based, approach can 
inform and facilitate such evaluations.

A sociotechnical approach of study will allow more flexibility in system design 
and adoption. We have argued that this approach will be of benefit to both practitio-
ners for better design and implementation and researchers for better evaluation. One 
of the main challenges of technology-based organisational change research is to 
find the answer of an ontological question of balance between agency and structures 
(McPhee and Poole 2001; Tobler 2008). This chapter has served to outline the key 
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concepts of ANT that are relevant in the context of the HIS adoption and implemen-
tation and discussed the appropriateness of an ANT-based theoretical lens for the 
evaluation of HIS in very complex environment of healthcare service delivery. We 
have also noted that ANT has been criticised by several scholars because of its 
appropriateness as an ontology and/or epistemology (Latour 2005). Therefore, we 
recommend that to reduce the negative impact of these limitations, the use of struc-
turation theory can be incorporated.
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Chapter 15
Activity Theory: A Comparison of HCI 
Theories for the Analysis of Healthcare 
Technology

Fabian Wiser, Carolin Durst, and Nilmini Wickramasinghe

15.1  Introduction

Information technology gains more and more significance in businesses all over the 
world. IT serves as an enabler for companies, and new opportunities and trends arise 
frequently: cloud computing, internet of things, or big data, for example. More than 
two trillion U.S. dollars have been spent in IT in 2016 (Statista 2016) and the branch 
will, as assumed, grow annually by 3.3% until 2020 (IDC 2016). By far the most 
rapidly growing IT sector is health care, with a compound annual growth rate of 
5.7%, almost double the average percentage of all IT industries (IDC 2016). With 
this growth emerge more and more technical innovations.

Electronic health records, for example, revolutionize the handling of patient data, 
medical prescriptions, immunization dates, as well as allergies and progress notes. 
The electronic health record enables health institutions to transmit digital patient 
information between each other. Communication channels among clinics have 
become more efficient, which decreases work and costs for them. Also, a new tech-
nology called computerized physician order entry system has improved many pro-
cesses within the healthcare sector. It features the automatization of medication 
ordering and guarantees more reliable orders.

However, there exist challenges: IT systems in health care are considered to be 
complex and critical due to the fact that they deal with human lives. An example of 
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the dangers of using IT in health care is the case of the medical electron accelerator 
Therac-25, which caused several human deaths by massive radiation overdoses 
(Leveson and Turner 1993). For this reason, it is important to design, develop, and 
operate systems, bearing in mind the system’s risks. Healthcare systems should not 
have any flaws which affect the patient’s experience or the workflows in health 
institutions negatively.

In order to prevent such errors and risks, it is suggested to describe IT systems in 
health care with the social context they are embedded in. This approach has been 
confirmed as useful in former research (Riechert et al. 2016; Wiser et al. 2017).

Therefore, we want to investigate the use of a rich theoretical lens which is not 
yet applied extensively in the research of healthcare information technology, namely 
Activity Theory (AT). This paper presents the foundations of AT, as well as high-
lights its advantages for human–computer interaction analysis by comparing it with 
four other theories.

15.2  Methodology

The current investigation involves the comparison of five different human–com-
puter interaction theories by means of the best suitability in the context of health 
care. These theories were selected due to their popularity and include: Activity 
Theory, Actor-Network Theory, Distributed Cognition, Structuration Theory, and 
Situated Action. The theories are compared in terms of a qualitative single case 
study literature review. Theories will be described in detail and finally compared in 
eight disciplines. The result of the case study should highlight the importance of AT 
in the analysis healthcare IT systems and undergird the reasons why AT is to be 
preferred over other HCI theories in health care.

15.3  Activity Theory

AT is a descriptive tool which tries to illustrate human practices and the social con-
text in which they are embedded (Allert and Richter 2007). The history of AT can 
be divided into three generations.

15.3.1  Evolution of Activity Theory

First, the Russian psychologist Lev Vygotsky (1978) introduced the mediated act. 
For Vygotsky (1978) the interactions between human agents and objects are always 
connected by a mediating object. This mediator can be a tool, sign or cultural mean. 
For instance, a radiologist (subject) examines a patient (object) by the help of an 
MRI (mediating object).
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Second, the Soviet developmental psychologist Leontiev (1978) extended 
Vygotsky’s (1978) theory by the collective notion of activity (Bertelsen and Bødker 
2003). He identified that, in order to describe an activity, it is necessary to take 
account of the community and the social context in which the activity is embedded 
(Leont’ev 1978). Regarding the example described above, the radiologist (subject) 
examines a patient (object). Throughout the process he is supported by nurses or 
other assistant doctors (community).

Further, Leontiev (1978) outlined the hierarchy of activity. According to him, an 
activity is driven by a motive and consists of several actions (Leont’ev 1978). These 
actions are following specific goals and again can be divided into operations 
(Leont’ev 1978). An operation is the smallest entity of the hierarchical structure and 
depends on its environmental conditions (Leont’ev 1978).

Lastly, Yrjö Engeström (1987) progressed the theories of Vygotsky and Leontiev 
into an applicable model of systemic structure of human collective activity (see 
Fig. 15.1) (Korpela 2000). Engeström’s activity system is still today the most com-
mon variant for collective activities and, therefore, lays with Leontiev’s hierarchical 
activity structure the foundation for today’s research on AT (Kaptelinin and Nardi 
2012).

Engeström’s activity system incorporates subject, object, and community, as 
well as the mediating objects: tools, rules, and division of labor. All these elements 
then are transformed into an outcome. Table 15.1 describes briefly each component 
of the activity system.

Continuing the example, the radiologist (subject) would examine the patient 
(object) with the help of MRI (tool), in a hospital setting (community), in which 
several nurses, doctors and chief physicians work (division of labor). During exami-
nation the doctor must stick to general medical ethics and follow the principles of 
the hospital (rules). When the examination is done, a diagnosis protocol is written 
and the patient gets educated about their results (outcome).

Mediating Object

Community

CommunityRules

Subject

Tool

Object Outcome

DoL

ObjectSubject

ObjectSubject

1. Mediated Act (Vygotsky 1978)

3. Activity System (EngestrÖm 1987)

2. Collective Activity (Leont’ev 1978)

Fig. 15.1 Evolution of activity theory
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15.3.2  Contradictions in Activity Theory

Due to the fact that activities continuously evolve and alter, they are fundamentally 
marked by contradictions (Bertelsen and Bødker 2003). Contradictions are “histori-
cally accumulating structural tensions within and between activity 
systems”(Engeström 2001, p. 137). Engeström (1987) notes that they are a crucial 
factor for innovation and human learning. Moreover, he explains that there are four 
key kinds of contradictions in AT (Yrjö Engeström 1987):

First-level contradictions are contradictions which appear inside of a component 
(e.g. the existence of a conflict between rules).

Second-level contradictions occur between two components, such as subjects not 
complying with given rules.

Third-level contradictions describe potential problems caused by the relation 
between an existing activity system and its more evolved object or outcome 
(Kaptelinin and Nardi 2012). There can be resistance to alter and update an exist-
ing system.

Fourth-level contradictions refer to tensions in the network of neighboring activity 
systems. Whenever components or results are part of more than two activities a 
conflict can occur.

15.3.3  Principles of Activity Theory

The core principles describing rules and details of AT were elaborated by Leontiev 
(1978) and categorized in the work of Kaptelinin and Nardi (2006). The five prin-
ciples are outlined in the subsequent paragraphs.

Table 15.1 Activity theory—Description of elements (Kuutti 1996)

AT element Description

Subject The subject acts according to its own motives and goals. It is transforming the 
object into a specific outcome

Object An object can be physical, less tangible (e.g. a plan) or not tangible at all (e.g. 
ideas). The object can alter and evolve during the activity is performed

Community The community is the group or team in which the subject is performing the 
activity. It also includes persons who take an interest in the activity 
(stakeholders)

Tools Tools mediate the relationship between subjects and objects. They can be of 
both physical (e.g. computers) and non-material nature (e.g. software, language)

Rules Rules are explicit as well as tacit laws, norms, conventions and expectations.
They determine the interaction between subject and its community

Division of 
labor

The definition of labor defines implicitly and explicitly the roles and hierarchy 
of the community with regards to the object

Outcome The outcome is the modified and altered object after the execution of the activity
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Object-orientedness describes the subject-object relationship in AT. It explains 
how all human activities are aimed towards their objects. These objects encourage 
and steer activities, which makes it necessary to analyze them in detail. Moreover, 
object-orientedness portrays the motivation of subjects to interact with particular 
objects to achieve an outcome. Here one can find a significant difference between 
the interaction with objects by humans and animals. In the animal world only physi-
cal things can be objects as they have no consciousness for immaterial things, such 
as language or information. Humans, though, can interact both with material and 
immaterial objects to accomplish a desired outcome.

Hierarchical structure: Hierarchy was already described in the prior section on 
the evolution of AT (see Fig. 15.2). In AT, the activity is divided into three layers: 
the activity layer, the action layer, and the operational layer. The activity layer illus-
trates how an activity is directed towards a motive. To satisfy the motive, several 
goal-related actions have to be conducted. A difference between humans and ani-
mals can be determined also in this principle. Unlike humans, most animals cannot 
differentiate between motives and goals, as they always act to their instincts and do 
not know that there are multiple solutions to solve a single problem. Actions consist 
out of operations which are dependent on the environmental conditions. Operations 
are either unconscious, e.g. using one’s tongue while speaking, or automated proce-
dures. Whenever an automated process fails, it becomes transformed into a manual 
and conscious action.

Kaptelinin and Nardi (2006) stress that mediation is the core dimension in which 
humans and animals differ. The success of the human species is owed by the usage 
of tools, whereas animals usually rely on claws, muscles, and other physical char-
acteristics. AT argues that there is always a mediator with which humans interact to 
fulfill a motive and that this circumstance determines how humans behave. Car driv-
ers, e.g., know the maps of their cities better than pedestrians, because the car allows 
them to see more from its infrastructure (Kaptelinin and Nardi 2012).

Internalization and externalization explain the distribution and re-distribution of 
tacit knowledge throughout the human world. In simple words, it emphasizes learn-
ing and teaching. By internalization, the actor deepens and incorporates external 
knowledge. Kaptelinin and Nardi (2012) provide the example of a young child who 
uses their fingers to count, but over time learns to count without any external means. 
On the other side, externalization delineates how tacit knowledge becomes explicit. 
This can be achieved by documentation, speaking, or just the modification of objects.

Fig. 15.2 Hierarchical structure of activity theory (adapted from Leont’ev 1978)
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The final principle is development. It explains how activity systems alter over 
time and highlight the analyzation of the evolutionary process, which it gives 
insights on the modification of objects and shows how a society adapts to its envi-
ronment and changes over time.

15.4  Other Human–Computer Interaction Theories

“If we focus only on practical usefulness and exclude explanation and interpreta-
tion, we do serious harm to our very nature as researcher” (Kuutti 2010, p. 717). 
With this statement, Kuutti (2010) highlights the key role of theory in activity 
assessment of human–computer interaction (HCI) systems.

Albeit there are many theories which try to describe complex actions and matters 
in information technology, it is a challenge to select the most suitable theory for 
one’s own research purposes.

In the following sections, we want to introduce four other theories which are 
relevant for HCI and finally compare them with AT to highlight its suitability in the 
context of health care.

15.4.1  Actor-Network Theory

Actor-network theory (ANT) was developed by Bruno LaTour (1987) in the 1980s 
to understand innovation and knowledge creation in science. The theory aims to 
describe and uncover complexities in sociotechnical settings and emphasizes on the 
participation of non-human actors in social processes (Cressman 2009).

ANT consists of the following entities:

Actors, also called actants, can be either human or non-human and constitute every-
thing which “accomplishes or undergoes an act” (Dankert 2011, p. 1). In AT they 
would represent subjects, objects and tools.

Networks connect actants with each other. They can be seen as the counterpart of 
the activity systems in AT. The network of ANT is not related to society or com-
munity. Networks appear, change, evolve and vanish during time (Principle of 
translation). A network only exists as long as its actants are interacting with 
each other.

The most central aspect of ANT is the principle of generalized symmetry (Reijo 
Miettinen 1999). This principle prescribes that networks consist out of actants, 
which can either be a human or a technological entity. Moreover, every actant, 
human or non-human, is assigned equal amounts of agency.

Another essential aspect of ANT is bilaterality of actants because every unit con-
sists of social as well as technological portions. E.g. a website is technically based 
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on programming code and servers, as well as socially based on the development 
team of the website.

Literature raises doubts on the usefulness of ANT in HCI. Firstly, problems arise 
out of the symmetrical language ANT uses. It contradicts the principle of 
Machiavellianism, dominating in western society, which argues that an actor always 
has to be human (Reijo Miettinen 1999). Secondly, the principle of symmetry does 
not show any hierarchical relationships, which makes application in corporations 
difficult. Therefore, Miettinen (2009) criticises that the semiotic vocabulary of ANT 
is not the right concept for describing HCI. Thirdly, Engeström has criticized ANT 
for reducing all actors into “black boxes without identifiable internal systemic prop-
erties and contradictions.” (Engeström 2005).

15.4.2  Structuration Theory

Structuration theory (ST), developed by Giddens (1984), explains the interplay 
between society and the individual. Giddens outlines in his theory that social 
structures both have an impact on human activities and result from them. In one 
simple sentence: “Structure is both the medium and outcome of action”(Gehman 
2008, p. 1). ST is premised on the three principles of structures, systems, and duality 
of structure.

Structures “are the resources and rules organized as properties of social systems” 
(Nyandiere et al. 2012, p. 388), whereby rules can be seen as universalizable proce-
dures applied during social interaction, and resources are described as either author-
itative, responsible for the distribution of power in a system, or of material nature 
(Gehman 2008). Moreover, agents play an elementary role for structure, as they 
consciously observe their environment and evaluate the actions of themselves and 
others (Gehman 2008).

According to Giddens (1984, p. 377), systems are “the patterning of social rela-
tions across time-space, understood as reproduced practices.” That being said, sys-
tems constitute the routines for a context (Nyandiere et al. 2012).

The duality of structure explains that structure is both a mediator for actors and 
a result of social interaction. This means that actors have to align to certain struc-
tures while interacting with one another. As a cause of this interaction, new rules 
and resources can emerge which alter the system structure (Gehman 2008).

All in all, the focus of structuration theory is to explain how system structures 
change during time rather than how systems work in particular (Craib 1992).

The theory is criticized for its high level of abstraction (Nyandiere et al. 2012) 
and moreover does not provide descriptive tools to illustrate processes and uncover 
system problems. This circumstance makes it difficult to analyze specific HCI sys-
tems in detail and leads to the conclusion that structuration theory tends to be a 
useful tool to describe the evolution of a corporate culture rather than to illustrate 
specific activities (Jones and Karsten 2008).
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15.4.3  Distributed Cognition

Hutchins (1986) developed the theory of distributed cognition (DCog) during the 
1980s. His theory is grounded in cognitive sciences and cognitive anthropology. 
Hutchins (1986) contends that knowledge is not only existent in the individual but 
also within an individual’s social and physical environment, respectively sociotech-
nical context. DCog encompasses the coordination between internal, which dis-
plays the individual’s mind, and external structures, which is the individual’s 
surrounding.

The “distributed” in DCog refers to dividing or splitting apart cognition among 
time, space, society, and artifacts, while “cognition” means the perception and inter-
pretation of information by reading, watching, listening, learning, reasoning, etc. 
(Hutchins 1986).

DCog involves systems, environments, humans, and physical artifacts, and illus-
trates the interaction between these elements. E.g. a collaborative patient care sys-
tem (system and physical resource) is implemented in a hospital (environment). 
Doctors, nurses, and patients (individuals) interact with the system. The theory is 
applied in the research areas of HCI, computer supported collaborative work, and 
computer supported collaborative learning. In literature DCog is applied in exam-
ples and case studies for ship navigation, aircraft cockpits, and the coordination of 
programmers (Hutchins 1986; Flor and Hutchins 1991).

DCog has profound similarities with AT because they share a common intellec-
tual heritage (Halverson 2002). However, they diverge in the following points 
(Halverson 2002):

• Contrary to DCog, AT provides terms for its theoretical elements. Therefore, AT 
supports description and communication.

• In both theories, a system or activity has a certain outcome. In DCog this out-
come is obtained by the work of several individuals, while in AT the focus is 
clearly on one protagonist who transfers an object into a result.

• The theoretical language between both theories is different: In AT exists the 
“social, cultural, historical and artifactual world” (Halverson 2002, p.  247). 
DCog is less complex and focuses on sociotechnical systems to describe humans 
and non-humans on an equal footing.

• The static activity systems highlight processes for both analysts and readers and, 
thus, feature descriptive and rhetorical power. In DCog the representation of pro-
cesses lies in the hands of the researchers and provides no standardization, which 
would encourage comparability.

• The Venn-Diagram in Fig.  15.3 clarifies the differences and commonalities 
between AT and DCog.
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15.4.4  Situated Action

Situated action (SAct) was first introduced in 1987 in the book “Plans and Situated 
Action: the problem of human-machine communication” by Suchman (1986). SAct 
is principally based on anthropology and social sciences and has the intention to not 
only produce a formal model for knowledge and action, but to explore their relation 
in particular contexts in which they unanimously appear (Suchman 1986).

SAct underlines the wisdom of people and “how they use common-sense prac-
tices/procedures to produce, analyze and make sense of one another’s actions and 
their local or situated circumstances” (Doerry 1995, p. 1). SAct portrays how indi-
viduals act in their situation and environment.

Suchman argues that, although people make plans for solving problems or inter-
acting with their environment, in the end the situation can be different than expected 
and may alter the plan and therefore the behavior of the individual (Suchman 1986). 
She gives the example of going canoeing over falls to clarify this point (Suchman 
1986): a canoeist can map their actions of paddling according to what they see. But 
when the paddler begins their adventure, they always have to adapt their plan 
according to the water streams or obstacles they have not spotted before.

The prior example illustrates that the “structuring of activities is not something 
which precedes it but can only grow directly out of the immediacy of the situation” 
(Nardi 1993, p.  36). Thus, only a temporal activity can be examined, but not an 
enduring pattern of interaction across situations (Nardi 1993). This makes the theory 
suitable for investigations regarding usability, as the handling of technology by 
diverse individual practitioners can be analyzed. However, an analysis of an overall 
process with all its interactors and social facets, like in AT, cannot be provided.

Fig. 15.3 Comparison of activity theory and distribute cognition
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15.5  Comparison of HCI Theories

Now that four other theories to AT have been introduces, they will be evaluated in 
the next two sub-sections. First, the theories will be ranked according to their weight 
in research. Second, they will be examined and compared from eight different 
aspects.

15.5.1  Relevance of Theories

Looking for the occurrence of the previous presented theories in research literature 
gives insights on their relevance and popularity, even though the result of searching 
for certain strings in digital libraries provides rather a tendency than a clear evidence 
(Kaptelinin and Nardi 2012).

In this case, all four theories and AT were searched both on their names and, 
moreover, in relation to HCI. The results (see Table 15.2) show that AT is less popu-
lar than ST but with regards to HCI it is by far the most applied theory in research. 
ANT and SAct are the least popular theories. DCog is not as regularly applied as AT, 
but still has its reason for existence as several case studies have shown (Hutchins 
1986; Flor and Hutchins 1991).

15.5.2  Final Comparison of HCI Theories

Due to the fact that this paper analyzes HCI theories in health care, we take the 
 following eight aspects for a final comparison into account:

• Social context: Are human interactions and the social setting of a process or 
rather activity adequately represented?

• Technical specifications: Can the interaction with technology be depicted 
precisely?

• Graphical tool: Does the theory provide a model to illustrate and analyze HCI 
systems?

Table 15.2 Occurrence of theories in ACM Library—from 2.5 million references in computing 
(14.06.2016)

Search string Number of hits Search string Number of hits

“Activity theory” 562 “Activity theory” && HCI 135
“Actor-network theory” 225 “Actor-network theory” && HCI 20
“Structuration theory” 1440 “Structuration theory” && HCI 21
“Distributed cognition” 397 “Distributed cognition” && HCI 78
“Situated action” 136 “Situated action” && HCI 29
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• Equality of technology and humans: Are equal amounts of agency assigned to 
humans and non-humans?

• Enhancements: Is the theory evolving and slightly altering through time?
• Popularity: How relevant are the theories in today’s research? (see Table 15.2)
• General suitability: Is it reasonable to apply the theory in a common organiza-

tional context?
• Healthcare suitability: Is it reasonable to apply the theory in a healthcare 

context?

The results of the comparison show that AT differentiates between clinicians and 
patients, defines information technology as a mediator and describes processes 
embedded in a medical context precisely by the application of activity systems (see 
Table 15.3). This makes it suitable for usage in health care, as the theory is more 
operational than ANT or other theories and capture the dynamics of IT in medical 
institutions accurately.

15.6  Discussion

Prior work has documented that Activity Theory is an effective tool for the analysis 
of sociotechnical systems in health care (Riechert et al. 2016; Wiser et al. 2017). 
However, these studies did not compare Activity Theory with other relevant HCI 
theories to stress the advantage of AT over them. For this reason, we conducted a 
qualitative case study in terms of a literature review. The results of this work have 
shown the following:

The application of Situated Action in health care is limited, but a reasonable case 
for an analysis with this theory could be for investigation of user-friendliness of 
newly introduced technology in clinics.

By the means of Structuration Theory the evolution of medical environments 
over a longer timespan can be investigated. However, technology is of secondary 
importance and therefore the theory is not appropriate for finding flaws in health-
care technology.

In Distributed Cognition and Actor-Network Theory technology and humans are 
on an equal footing regarding their power and rights within an activity. The disad-
vantages they have against Activity Theory in a health care is that the patient cannot 
be positioned as the central aspect of an activity. Moreover, in those theories the 
group is in focus. Thus, the theories cannot specifically illustrate how each indi-
vidual behaves.

Activity Theory, in contrary, records a multifaceted network with all of the activ-
ity’s social and technological units in order to illustrate the object oriented action 
triggered by the clinical person towards the patient using tools, like electronic 
patient health records. Finally, Activity Theory and its four levels of contradictions 
allows a precise documentation of flaws and categorizes them which can, when 
resolved, reduce risks for the patient’s health and safety.
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15.7  Conclusion

Concluding, Activity Theory is considered to be a useful theory for facilitating a 
better understanding of technologies in a healthcare context. Its contradiction layers 
help to unveil key issues which, when resolved, can lead to smoother system imple-
mentation and more streamlined processes.

Although Activity Theory is an appropriate method to analyze STS in health 
care, adding functionalities from the other HCI theories could lead to advanced 
insights: for example, aggregating situated action elements to AT for an empha-
sized analysis of people’s reaction on IT or adding structuration theory for a sophis-
ticated examination of the hierarchical changes caused by IT. However, changes in 
theory should be carried out with care so that principles of Activity Theory are not 
infringed upon (Kaptelinin and Nardi 2012).
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Chapter 16
Fit-Viability Model Examination  
of e-Health Solutions
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Imran Muhammad, and Doug Vogel

16.1  Introduction

The successful adoption and implementation of health information systems (HIS) 
has been the subject of extensive research. However, the effect of cross-cultural 
issues including macro level or external factors such as political, social, economic, 
environmental infrastructure/technology, laws and regulations; messo-level or 
organisational factors such as leadership, management style, polices, structure; and 
micro-level or tactical factors such as information sharing, training and learning, 
technical staff or user behaviour have been less widely studied (OECD 2010a; b; 
Pearce and Haikerwal 2010; Porter and Guth 2012; Porter and Teisberg 2006; 
Wickramasinghe and Schaffer 2010). Yet, it is precisely these issues that separately, 
or in combination, derail numerous HIS implementations. To examine this dilemma, 
we proffer a fit viability model (FVM) to facilitate a better understanding of key 
issues. In so doing, we answer the research question: “How can a FVM assist in 
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unpacking cross-cultural issues in the adoption and implementation of HIS?” An 
exploratory multiple case study methodology is adopted.

16.2  Development of an Appropriate Conceptual 
Framework: The Fit-Viability Model

Tjan (2001) proposed fit viability dimensions for evaluating Internet initiative proj-
ects. Liang and Wei (2004), using these two dimensions and adding Task Technology 
Fit (TTF) theory, proposed a fit-viability model to study m-commerce applications. 
In their framework, viability measures the readiness of the organization for the tech-
nology adoption and implementation, and fit measures capabilities of the systems to 
optimally perform the required tasks. These two dimensions make a simple matrix 
with fit on horizontal and viability on vertical axes, as shown in Fig. 16.1.

By using the four corners of the matrix, organizations can make an informed 
decision for technology adoption and implementation and adjust accordingly. For 
example, developing countries could have better political stability, economic growth, 
better environment, and more stable telecommunication and information technology 
infrastructure, which in turn means that the system could rate high on viability but 
the task does not fit the nature of the designed system and hence would lead to 
unsuccessful results. For example, a multinational corporation (MNC) having oper-
ations in two different geographical locations such as USA and China could have 
high viability and high fit in the USA for a specific system, but high viability and 
low fit in China due to different data structures, reporting procedures and business 
processes. This means that the system has to be customized according to the local 
organizational and cultural requirements or the business has to go through organiza-
tional restructuring or Business Process Re-engineering (BPR), which could lead to 
complications, delays and budget overruns. Only those systems with both high task-
technology fit and high viability are good and thus deemed likely to succeed.

16.3  Task-Technology Fit

The theoretical basis of the fit construct is derived from the Task-Technology Fit 
model which according to Goodhue (1995, 1998) argues that a fit between task 
characteristics and system features needs to be high for better performance and 

Fig. 16.1 FIT-Viability 
framework (Liang and Wei 
2004)
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success. Further, this will have an effect on the decision making process of an orga-
nization. Research (Soh et al. 2000; Goodhue 1998) has indicated that if a system is 
more aligned with the requirements of the users there are greater chances of system 
success which leads to better performance. Hence, if the features offered by the 
system fit with the task requirements, users will be more inclined to adopt the 
system.

16.3.1  Viability

Viability refers to the degree of impact of national and organizational factors on a 
system adoption and implementation decision. At the national level, these factors 
include political and social, economic, environmental as well as infrastructure/
technology factors. At the organizational level, literature has proposed many fac-
tors with strategic and tactical aspects (Umble et  al. 2003; Poon and Wagner 
2001). These factors include leadership, management style, polices, information 
sharing, training and learning, technical staff, and user behaviour. Taking the 
example of China, Huang and Palvia (2001) suggest that economic and techno-
logical factors are crucial in cross-cultural ERP system implementations, and 
ignoring these factors could lead to unsuccessful projects; Molla and Bhalla 
(2006) argue that stable economic growth and strong IT infrastructure could cre-
ate better business environments and innovation adoption, positively affecting 
viability of the system.

16.3.2  Proposed Framework

The research framework shown in Fig. 16.2 illustrates the key constructs and factors 
affecting system implementations. Fit will be measured by matching the require-
ments of the organization with the functionalities offered by the system e.g. data 
format, operating procedures, and output format. Viability will be measured by 
assessing the impact of national and organizational factors on the adoption decision 
of the organization. This paper proffers that this is a robust and rich framework to 
evaluate large scale e-health systems. To do this we adopt a multiple case study 
approach as described in the Methodology section.

16.3.3  Methodology

Based on the criteria given by Yin (2014); the appropriate choice of methodology 
to test the use and usability of the proposed framework (Fig. 16.2) is qualitative 
multiple case study research because this is an exploratory study of a new or 
emerging phenomenon; namely health informatics solutions at national or 
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regional levels. Further, we wish to explore how solutions in different countries 
can be implemented successfully and what are the factors that impact on the 
implementation and adoption of these IS based interventions in healthcare con-
texts. Qualitative research is holistic, humanistic, and interactive to provide more 
focus support on the study of a complex phenomenon of human and system 
interaction and relationship; as in our research (Creswell 2009; Yin 2014), quali-
tative research can provide deeper understanding of the phenomenon as com-
pared to quantitative study because of the exploratory nature of the study and 
focus which would not be on quantitative measures (Trochim and Donnelly 
2008). The chosen case studies are from Australia, China, Germany, South Africa 
and the United States.

16.3.3.1  Case Vignettes

Multiple case studies of various solutions and technologies are now presented in 
turn. Data was collected using several techniques including unstructured interview, 
surveys and analysis of archival material. As far as possible the multiple stake-
holder views in health care (i.e., provider, regulator, payer, hospital and patient 
perspectives) were captured. Data analysis included standard qualitative tech-
niques such as thematic analysis where a priori themes were derived from the com-
ponents in the conceptual model. The case studies all exemplify various aspects of 
the proffered conceptual model in this way serving to validate the model and dem-
onstrate its usefulness in unpacking critical aspects with HIS implementation.

National Factors
Political and Social

Economical

Environmental

Infrastructure and 
Technology

Organization Factors
Strategic Level
Leadership
Management Style
Polices

Tactical Level

Information Sharing
Training and Learning
Technical Staff
User Behavior

Viability

Performance
System Use

User Satisfaction

Task

Technology

Fit

Fig. 16.2 Research framework

N. Wickramasinghe et al.



255

16.3.4  The German e-Healthcard

The basis for the German e-healthcard is the law requiring the upgrading of the 
public healthcare system (Gesetz zur Modernisierung der gesetzlichen 
Krankenversicherung), which passed the parliament November 14th, 2003 and is 
coded in § 291a of the 5th book of Code of Social Law (Sozialgesetzbuch). There 
were two different kind of functions defined: mandatory and optional functions. 
Mandatory functions are, for example, administrative data and electronic prescrip-
tions. Optional functions include medical functions such as the emergency data 
record and the electronic patient record. Originally the e-healthcard should have 
been implemented by January 1st, 2006. In 2011 the e-prescription function was 
stopped. Now, since January 2014 the old card is replaced by the new chip style 
e-healthcard. (Federal Ministry of Health 2008; Gematik 2014).

As the project to implement the e-healthcard started in 2003 this means that the 
basic architecture is not state of the art anymore; eg regarding the specification that 
a maximum number of prescriptions of eight could be stored on the card. (Gematik 
2008) For people with chronic diseases, this number is inadequate. Nowadays, the 
question is ‘Is it necessary to store prescriptions on the card?’ In 2003 the maximum 
bandwidth in Germany was 1.536 Mbit/s downstream and 0.384 Mbit/s upstream; in 
2014 the maximum bandwidth is 50 Mbit/s upstream and 10 Mbit/s downstream 
(Telekom Deutschland GmbH 2014). In the age of cloud computing, the data volume 
of a single prescription is very small and the bandwidth is not a limiting issue. Data 
storage on the e-healthcard is no longer necessary or even desired. The more impor-
tant aspect is data security. The existing encryption algorithms can provide adequate 
data protection. The key length of the asymmetric RSA algorithm is not limited to a 
certain length. Of course, nowadays with a shorter key, encrypted data can be 
decrypted in the future much faster. The length of the key can be defined depending 
on the life expectancy of the data and the criticality of the value of the data.

There are approximately 700 million prescriptions in Germany each year 
(Schweim 2007). The Ministry of Health estimated that nearly one billion Euro can 
be saved if these prescriptions are transferred to e-prescriptions. (Handelsblatt 
2004) The whole process can be implemented as a process without any media dis-
ruptions. Ven if less than 100% of the prescriptions can be transferred to 
e- prescriptions, significant monetary savings can be experienced. Of course, it is 
neither efficient, nor effective to have two processes simultaneously: a paper-based 
process and an electronic process. As the acceptance is low and there will never be 
support of all stakeholders, the only opportunity to benefit from the electronic pro-
cess without media disruptions is to offer the choice in which way a prescription is 
issued. In the process of a prescription we have at least three parties: the patient, 
the prescribing clinician and the pharmacy. Compared to money transfer using 
online banking, this process is more complex. The online banking process has at 
least two partners: the customer and the bank. Although this process is simpler, 
Germany has roughly 45 per cent of the population between 16 and 74 years of age 
who use online banking and approximately 40 million out of 93 million current 
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accounts are online accounts (Leichsenring 2012). Positive experiences allow 
patients, prescribing clinicians and pharmacists to change their mind. There are 
techno phobic patients, clinicians and pharmacists, also in combination, which 
means a very much slower change of the process. But compared to no existing 
change in the process, this is more effective. Eight years have passed without an 
existing electronic process, without the opportunity to provide a tech savvy popu-
lation to benefit from the transformed process. A tech savvy patient and a tech 
savvy clinician are essential for ultimate success.

Step by step the number of patients, the number of clinicians and the number of 
pharmacies will increase because they will benefit from the electronic processes. 
For example, besides young clinicians and new highly specialized ambulatory 
healthcare centers, hospitals also perceive the pressure of competition. They need 
an efficient and effective organization and can benefit from information technology 
adoption (Fähling et al. 2009a; b; Köbler et al. 2010). The data are available online 
and there are no media disruptions which have to be overcome. In contrast, well 
established clinicians with a stellar reputation, who don’t store their data electroni-
cally even nowadays because they have their patients, don’t have the pressure to 
change their processes and systems. They often have long waiting lists and their 
perception is that any change in the process and their behaviour means an invest-
ment which is, from their point of view, not worth making. (Dünnebeil et al. 2012).

It is often criticized that the informational self-determination is not provided (e. 
g. Gardt 2012; Chaos Computer Club e. V. 2014; Bündnis ‘Stoppt die e-Card!’ 
2014). The idea of the system is that patients control which clinician or medical doc-
tor has access to stored data like diagnostic findings (§ 295a 5th book of Code of 
Social Law). A medical doctor typically has access to these data only in the presence 
of a patient. The e-healthcard in combination with the PIN of the patient is needed 
to authorize access. There is, of course, no guarantee that the process works securely 
all the time and that there isn’t any misuse of data. But the misuse of data results 
from the mistakes of people and criminal activities. Some of the published mistakes 
of people occurred in the early stage of implementation, where we still are, when the 
processes were not fully implemented in organizations (e. g. Gruhn 2014; Gruhn 
and Reisener 2014). Mistakes in the process shouldn’t be reasons held against the 
e-healthcard itself. The card always worked properly. On the other side, the process 
without the e-healthcard also has its risks: correspondence between medical doctors 
takes place via email without any encryption, patient documents can be found every-
where in a doctor’s office or a hospital without any protection, the access control to 
archives with patients documents is insufficient, and IT service staff have nearly full 
access to patients data and they are also able to manipulate data (Weichert 2006). 
For decades, medical doctors and hospitals have transferred data to clearing centers 
and insurance companies without any significant data protection.

Finally, it seems that there isn’t a big difference between the old insurance card 
and the new e-healthcard. Both cards are used to identify and authorize people. 
But even if there aren’t data stored anymore on the e-healthcard (except emer-
gency data), the improvement of data security is significant because patients have 
the opportunity to control data flows between doctors as well as the data flow. 
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Further, the data stored in the telematics infrastructure are encrypted. The legal 
requirements for data privacy and data security are significant. In a case of emer-
gency, people will probably not care about data privacy and data security if their 
lives depend on the availability of data.

16.3.5  China1

China has persistent and pervasive healthcare problems due to a paucity of resources 
and population pressure, not the least of which is a dramatic increase in the number 
of elderly with chronic diseases (Yun et al. 2012). The problems cannot be solved 
with new entrants into the medical profession mainly due to a relative lack of young 
people as a function of the one-child policy that has been in place for decades. 
Hospital visits can require 3 h of waiting in a queue for a 3 min appointment fol-
lowed by another 3 h for payment consummation. However, not all is bleak since 
innovative solutions are emerging at community levels to deal with medical issues 
in a creative fashion. A salient example is the case of the Lujiazui Smart Community 
project in greater Shanghai.

The Lujiazui community has gone through a dramatic transformation (Lujiazui 
2017). Located across from the Bund in Shanghai, the region was historically farm 
land that was prone to floods. More recently, the region has been transformed into a 
business district with over 160,000 people. However, the previous community was 
not displaced and still exists, primarily as a comparatively poor collection of relative 
illiterate elderly people with increasing prevalence of chronic diseases e.g., hyper-
tension and type-2 diabetes. A large portion of this population is housebound. 
Interestingly, though, another part of the Lujiazui community population is charac-
terized by professionals of various ages associated with the newly created business 
district. These professional have a variety of needs, including vaccinations for their 
children as well as normal population medical requirements (Yun et al. 2012).

A distinct portion of the professional portion of the population can be catego-
rized as “young-elderly” (Lujiazui 2017). By nature, these are people between the 
ages of 60 and 75 who are entering a phase of life in which they are not working full 
time but still are energetic and wish to donate some time to society. As such, they 
can stay mentally active and ease the transition from a busy work-life to retirement. 
These young elderly come from a variety of backgrounds but, for the most part, are 
not medically trained (although there are some retired doctors and nurses).

To meet the diverse needs of the Lujiazui community, a non-profit organization 
has been created with a relatively small grant from the government (Yun et al. 2012). 
The organization is led by an energetic (and charismatic) former surgeon who points 
out that he can now affect the lives of hundreds of thousands of people rather than 
just thousands (as a surgeon). He regularly goes out in the community and is widely 
respected by the population in general.

1 For this section – internal documents in Chinese which were translated to English were also used 
to provide the background.
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The system supporting the community is not overly sophisticated and, for the 
most part, has been assembled by integrating various pieces of open-source soft-
ware with heavy use of the Internet. Services delivered include online booking for 
clinic visits and help in locating drugs as well as home monitoring support, health 
data collection, coordinating follow-up by doctors and emergency help if necessary 
including finding an appropriate hospital. Additional services are information ori-
ented e.g., advice on self-examination and healthcare alternatives.

A collection of small neighbourhood clinics deliver the services for those patients 
who are mobile. Unlike the hospitals, the visits are better scheduled in advance and 
organized around use of a community “smart-card” to handle administrative details. 
The clinics can deal with a wide range of “normal” medical issues but, of course, are 
not in a position to handle medical emergencies requiring hospital level attention. 
As such, they are only the first line of defence but can take a lot of pressure off of 
hospitals and, needless to say, are quite accessible e.g., within walking distance of 
patients requiring service.

A key element of service delivery is the use of 165 young-elderly volunteers who 
go out into the homes of those patients who are not mobile and require personal 
attention e.g., in measuring blood pressure and monitoring glucose levels. Training 
is provided in the organization’s “university”. The young-elderly volunteers are 
responsible for a given set of patients and have established trust along with the ability 
to recognize change over time (for better or worse) and recommend a visit to a medi-
cal professional if appropriate (or not). Volunteers are rewarded through recognition 
as well as discounts from local businesses appreciative of their community service.

Where possible, results are transmitted directly using wireless technologies e.g., 
smart-phone use by the patient or young-elderly care giver. Accumulated results are 
displayed visually on a patient-by-patient basis and reviewed by medical personnel 
to identify treatment effects and trends. If necessary, the patient can be transferred 
into a clinic (or hospital) if situations warrant but, for the most part, the patients 
remain at home confident that they are being properly cared for. Increasingly avail-
able sensor-based devices are anticipated to further automate data collection and 
transmission.

Over the past 8 months, the organization has dealt with over 10,000 patients and 
has been widely recognized as successful. It indeed has many visitors from other 
communities seeking to establish something similar in their own communities and 
has become self-supporting through minimal direct patient payment as well as 
insurance reimbursement. The success factors are many but can be categorized into 
macro, messo and micro issues in the general context of task-technology fit.

16.3.6  Macro

At a macro level, a variety of extenuating circumstances provided the opportunity for 
the Lujiazui community initiative. The general healthcare environment is fraught 
with problems and universally recognized as not being able to meet population needs, 
both in the present and, especially, in the future. As such, the government is willing 
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to provide seed funding for alternatives, albeit envisioning that solutions will become 
self-sustaining as non-profits. The legal environment in China is relatively unrefined 
for these health related issues which further encourages new initiatives. Internet-
based technology is widely available and highly accepted by the population in gen-
eral e.g., a very high percentage of all ages have smart-phones. China has provided 
global leadership in IP6 implementation and looks forward to high levels of sensor-
based and mobile applications. Components are not only manufactured in China but 
also made available for evaluation in a fashion uncommon to the rest of the world. 
Vendors are eager to supply prototypes for promotion and gathering of usage data.

16.3.7  Messo

At a messo level, a number of organizational factors have been especially influential in 
its success. As previously noted, the organization’s gregarious leader is a unique indi-
vidual with medical training as a surgeon but, more importantly, a commitment to 
community service and willingness to engage that is seldom witnessed. The manage-
ment style is very participative, collaborative and transparent such that the (relatively 
few) employees enjoy access and have a consensual view of organizational objectives. 
The organization further relies on a strong group of dedicated volunteers (including 
young-elderly as previously noted). Policies are relatively few and the structure is fluid 
as a function of the circumstances. The organic nature of meeting community needs 
through beneficial services is well received and helps focus organizational effort.

16.3.8  Micro

At a micro level, information sharing is paramount and learning through the organi-
zation’s “university” is highly encouraged. There is a relative minimal technical 
staff with a high level of involvement and presence in interactions as well as a focus 
on component integration, rather than traditional systems development, resulting in 
reasonably rapid response to change and a high level of system success in support-
ing relevant stakeholders. User behaviour is accordingly positive with respect to 
willingness to use existing system functions in addition to recommending change as 
warranted. Patients are grateful to have the services as a vital healthcare component 
and complement to hospital visits, which can be minimized.

16.3.9  Task-Technology Fit

From a task-technology fit perspective, the cumulative macro, messo and micro 
factors as previously noted work well in combination to get the system used and 
useful as intended, extending implementation beyond technical issues alone. 
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Careful monitoring (along with lots of stakeholder feedback) and evaluation with 
subsequent revision in mind assures that the system will continue to support the 
organization in a fruitful fashion and maximizes the probability of success. A key 
element of system evolution and development process success is working “with” 
stakeholders, not just “for” them in designing in an organic fashion focused on 
progressive removal of uncertainties. The system components are loosely (rather 
than tightly) coupled which enables flexibility and ease of change over time to meet 
evolving community needs and technological advances.

16.4  Australia: The Personally Controlled Electronic Health 
Record (PCEHR) or MyHealth Record

The terminology adopted in Australia for electronic record keeping and its e-health 
solution is known as the Personally Controlled Electronic Health Record (PCEHR) 
[later re-named MyHealth Record] which sits between individually-controlled 
health records and healthcare provider health records (DoHA and NEHTA 2011; 
Fig. 16.3). Thus, the PCEHR has a shared use and mixed governance model (DoHA 
and NEHTA 2011; Fig. 16.1).

Specifically, the PCEHR is a person-centric secure repository of electronic health 
and medical records of an individual’s medical history that acts as a hub for linking 
hospital, medical and pharmaceutical systems using a unique patient identifier 
(NHHRC 2009, p. 134). One of its key features is that it captures information from 
different systems and presents this information in a single view to consumers and 
authorised service providers for better decision making about health and service 
delivery (DoHA and NEHTA 2011). This is a hybrid health information system that 
integrates web based personal health records with a clinical electronic health record 
system and allows shared access to both consumers and healthcare providers based 
on a shared responsibilities and mixed governance model. (Leslie 2011).

The PCEHR is designed to be a person-centric system where technology is 
implemented in a complex clinical and organisational environment and users con-
sist of different sets of stakeholders including healthcare service providers, health-
care managers, government bodies, healthcare pressure groups and (most 
importantly) patients (DoHA and NEHTA 2011). Further, the PCEHR is a patient 
centric system and a model for increasing engagement by patients in their health-

PHR
Individually 
controlled

EHR
Provider

controlled
PCEHR

Fig. 16.3 The position of the PCEHR in the e-health solution spectrum
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care and empowering them in this undertaking (DoHA and NEHTA 2011). The 
PCEHR utilises advances in technology most notably that of Web 2.0 which makes 
it possible to engage users by providing them interactive user interfaces (DoHA and 
NEHTA 2011). However, since going live in July 2012, it still continues to suffer 
from low adoption.

16.4.1  Macro

At a macro level the PCEHR was designed to fit the relatively unique and multifac-
eted Australian healthcare system which has federal and state jurisdictions. This 
structure serves to create quite a complex set of nested information flows as depicted 
in Fig. 16.4. Given the low adoption, it may have been more prudent to first stream-
line the macro processes and information flows and then deign a suitable technology 
solution to facilitate and support these.

16.4.2  Messo

The majority of healthcare providers are sceptical and concerned about aspects of 
the PCEHR. As was identified in several interviews, some legitimate concerns exist 
regarding who is liable for wrong data, the extra administrative tasks are not com-
pensated and, until the PCEHR becomes the only system, all providers would need 
to maintain the previous legacy system(s) as well as the PCEHR solution. Thus, 
rational reasons around costs, increase in workflow and liability risks were among 
the most significant reasons for the lack of support for the PCEHR from healthcare 
providers.

16.4.3  Micro

Probably the most important aspect at the micro level is patient understanding. To 
date most Australian do not understand the PCEHR, how it impacts healthcare 
delivery and how it can help them manage their healthcare data. Further, and 
especially for those citizens who are not particularly IT savvy, there exists a sig-
nificant learning curve to be overcome before one can easily enter data and/or 
monitor one’s health records. In addition, if all of one’s doctors have not opted 
into the system, then the previous system plus the PCEHR system must be main-
tained which adds a further burden to citizens at a time they are unwell and vul-
nerable. Further, patients were also concerned about the privacy and security of 
their medical data.
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16.4.4  Task-Technology Fit

From a task technology fit perspective, it can be seen that while the PCEHR might 
have had laudable intentions and theoretically appears to be a sound solution to 
facilitate better healthcare delivery, in reality (at the macro, messo and micro levels) 
there are very real concerns pertaining to actualising this solution in practice. In 
fact, by applying the proffered task-technology fit framework to the case example of 
the PCEHR many of the critical issues that are proving to be significant barriers to 
the adoption of the PCEHR can be clearly identified.

16.4.5  South Africa

South Africa currently is faced with a burden of diseases and healthcare issues 
which deteriorate the quality of health care (Department of Health 2011) such as:

• HIV/AIDS and TB;
• Maternal, infant and child mortality;
• Non-communicable diseases; and
• Injury and violence.

In South Africa, the national health ministry is increasingly taking a stewardship 
role as part of a renewed focus on improving health information systems (Nel 2011). 
Further, the South African primary health care (PHC) system is undergoing a pro-
cess of revitalisation in which the currently fragmented community-based ‘out-
reach’ functions are being prioritised for greater development, through integration 
with and management by the health department (Leon et al. 2012). However, the 
health sector’s share of total government expenditure, allocations to the health sec-
tor in South Africa have been gradually declining from over 13% in 1997 to 11% in 
2006 (Govender et al. 2008) making superior healthcare delivery challenging.

There are some instances of leadership in the health information field and the 
emergence of new technological platforms in South Africa of note such as a web- 
based routine district health information system (DHIS), an electronic record sys-
tem for antiretroviral treatment and an eHealth strategy (Bowman 2014; Leon 
et al. 2012). However, there are several barriers related to broader health systems 
such as practices of healthcare workforce, the integration of new technology with 
existing information systems, sustainable funding and appropriate leadership to 
steer shifts to e-health technologies (Foster 2013; Horner et al. 2013; Leon et al. 
2012) which serve to negate many of the positive benefits that might otherwise 
ensue. Furthermore, South Africa is faced with various challenges, including 
(Masilela et al. 2013):

• Widely differing levels of e-health maturity across and within provinces;
• Large number of disparate systems between which there is little or no inter- 

operability and communication;
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• Inequity of e-health services provided and expenditure on eHealth across 
Provincial and National Departments of Health;

• Expensive broadband connectivity; and
• Lack of capacity within the public health sector to drive the development and 

implementation of e-health.

The South Africa national eHealth strategy consists of the 10 strategic priorities 
for 2012 to 2017 (eHealth Strategy South Africa 2012), outlined below:

• Strategic Priority 1:

• Strategy and leadership international experience has shown that the successful 
implementation of eHealth is complex and that it requires a strong national 
e-health strategy.

• Strategic Priority 2:
• e-health stakeholder engagement needs effective collaboration in order to 

succeed.
• Strategic Priority 3:
• Standards and interoperability standards are the cornerstone of the e-health strat-

egy implementation.
• Strategic Priority 4:
• e-health governance and regulation affects multiple stakeholder types and 

extends across multiple domains, including personal health, healthcare provi-
sion, ICT and management.

• Strategic Priority 5:
• Investment, affordability and sustainability before beginning any e-health proj-

ect, financing must be procured and its sustainability protected over the duration 
of the project.

• Strategic Priority 6:
• Benefits realisation specific actions are required to ensure that e-health imple-

mentations deliver on their promise and that anticipated benefits are realised for 
all stakeholders.

• Strategic Priority 7:
• Capacity and workforce having adequate human resource capacity is essential to 

successful delivery on this e-health strategy.
• Strategic Priority 8:
• e-health Foundations incremental approach adopted by this strategy aims to 

deploy eHealth capability in a step-wise manner.
• Strategic Priority 9:
• Applications and tools to support healthcare delivery There is a wide range of 

digital applications and tools with the potential to support and improve health-
care delivery.

• Strategic Priority 10:
• Monitoring and evaluation of the e-health strategy It is essential to monitor and 

evaluate performance on the eHealth strategy on an ongoing basis.
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A report provided in 2013 by Masilela et al., shows that, sadly, limited progress 
has been made towards addressing the following five strategic priority areas of the 
eHealth Strategy namely: Investment, Affordability and Sustainability; Benefits 
Realisation; Capacity and Workforce; eHealth Foundations; and Applications and 
Tools to support healthcare delivery (Masilela et al. 2013). In order to better address 
some of these strategic priority areas, Mxoli et al. (2014) believe that a Personal 
Health Record system (PHR) has the potential to improve the current state of health 
for South Africa through better decision-making, diagnosis and treatment, which 
will yield better health outcomes (Mxoli et al. 2014). This will need to be revisited 
in the future.

Given the current state of healthcare delivery and possible roles for technology 
solutions in this country, it is apparent that many of the challenges for South Africa 
with regards to embracing technology solutions to facilitate superior healthcare 
delivery reside at the macro and messo levels and until required policy, legislation 
structures and infrastructures are in place, it will not be possible to achieve signifi-
cant and beneficial e-health solutions in this region.

16.5  US: Cleveland Clinic

In the US, healthcare delivery enabled through and supported by technology 
solutions varies across institutions and health systems. One leading example of 
realising benefits of e-health can be seen with the Cleveland Clinic, in Cleveland 
Ohio, USA.  The Cleveland Clinic MyConsult application, an on-line second 
medical opinion system, serves to remove the geographic barriers to care by 
providing an online second medical opinion for those diagnoses with sufficient 
objective data for which a remote evaluation can be completed. The focus is to 
determine if the diagnosis is correct and if the patient is receiving optimal treat-
ment. These patients can receive a second opinion without leaving their homes or 
travelling. Integration with the existing IT infrastructure includes network, inter-
face engine, LDAP, DB, upload, EMR, security, financial, and materials manage-
ment. Three structural layers are especially significant in this solution: first the 
external system to receive and organize these requests; second, the internal sys-
tem to coordinate, consolidate, and organize per diagnosis; and third, the geo-
graphic issues from the international, national and regional unique markets. We 
suggest that this solution is possible because the necessary macro and messo 
requirements to enable this solution to be designed and implemented have been 
satisfied, and thus it is possible to focus on ensuring that micro level require-
ments are addressed and satisfied and, thus, the fit–viability model is satisfied. In 
particular, as there is a strong fit respectively between patient- user and clinical-
user tasks and requirements, a high level of adoption and satisfaction is seen by 
both groups.
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16.6  Discussion

As can be seen, the fit-viability model enables us to examine the role of various 
e-health solution is a systematic fashion. Further, it enables us to examine simultane-
ously the macro, messo and micro environments with their relative strengths and 
weaknesses to identify the potential success of any e-health solution. To illustrate the 
benefits of this approach and framework we have examined various solutions such as 
the PCEHR in Australia, the e-health solution in South Africa, the German e-health 
card, developments such as those by Google and Apple as well as e-health develop-
ments in China and the MyConsult solution at the Cleveland Clinic. We emphasise 
that these solutions are varied and the respective healthcare environments also differ, 
with some being predominantly private, others predominantly public and others (nota-
ble Germany and Australia) two tier in structure. In addition, we note that given the 
magnitude of the challenges in both US and South Africa we did not iterate all key 
issues under the micro, messo and macro levels but underscore the need for significant 
attention. Irrespective of the structure of the healthcare system, the fit-viability model 
is rich enough to enable us to map the respective system and thus compare and contrast 
both within and between e-health solutions. This makes it a powerful model indeed.

16.7  Conclusion

This chapter has set out to proffer a systematic approach to evaluate e-health solu-
tions. We did this by first presenting the fit-viability model and then using this model 
to evaluate various e-health solutions throughout the world. This has served to pro-
vide a systematic analysis of these various e-health solutions at three levels; namely, 
the macro, messo and micro levels. In addition it is possible to identify the many 
strengths and weaknesses in the various e-health solutions and thereby begin to 
develop appropriate corrective measures to address current limitations as well as 
leverage strength of the respective solutions. We contend that this provides a very 
powerful analysis and will thus enabled better e-health solutions to exist. To date 
most e-health solutions have yet to realise their full potential and too many e-health 
solutions exceed their budgeted cost structure, have many problems, poor user sat-
isfaction and/or uptake and increase, rather than decrease, healthcare costs. Hence, 
we are confident that use of the aforementioned model will serve to address this 
current dilemma with regarding to e-health solutions around the world.
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Chapter 17
Using Foucault to Understand  
Self-Monitoring in Chronic Disease 
Management

Nilmini Wickramasinghe and Steve Goldberg

17.1  Introduction

Today we are witnessing a rise in mobile solutions geared to assist in the monitoring 
and management of various health and wellness contexts such as diabetes and obe-
sity. What is still unanswered is why some of these solutions work and some fail. 
We contend that this is connected to the issue of self-monitoring and explore this 
drawing upon Foucault to explain results from a clinical trial looking at the use of 
mobile solutions to facilitate superior diabetes self-care.

17.2  Background

In Australia alone, an estimated 275 individuals develop diabetes daily (Diabetes 
Australia 2016) making Australia a significant contributor to this projected trend. 
Further, an estimated 700,000 Australians, representing approximately 3.6% of the 
population, were diagnosed with diabetes in 2004–2005, while between 1989–1990 
and 2004–2005, the proportion of Australians diagnosed with this disease more than 
doubled from 1.3 to 3.3% (Diabetes Australia 2016). Additionally, between 2000–
2001 and 2004–2005, Australian diabetes hospitalizations increased by 35% from 
1932 to 2608 hospitalizations per 100,000 people (AIHW 2008). Hence, most 
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agreed that diabetes is one of the fastest-growing chronic diseases in Australia 
(AIHW 2008; Catanzariti et al. 2007; Chittleborough et al. 2007).

In addition to the unpleasantness of this disease to its sufferers, it must also be 
kept in mind that diabetes and its complications incur significant costs for carers, 
governments, and the entire health system (Geisler and Wickramasinghe 2005; 
Colagiuri et al. 2002). In the USA, between 2010 and 2011, costs associated with 
diabetes were US$174 billion ($116 billion direct medical costs and at least $58 
billion indirect costs) (Help4Diabetes 2012), while in 2004–2005 direct healthcare 
expenditure on diabetes in Australia was AU$907 million, which constituted approx-
imately 2% of the allocatable recurrent health expenditure in that year (AIHW 2008; 
Wickramasinghe et al. 2013). Further costs include societal costs that represent pro-
ductivity losses for both patients and their carers (Colagiuri et al. 2002).

Recognizing the growing problem of this chronic disease as well as noting that 
during this same time there has been an exponential rise in the penetration, use, and 
uptake of mobile phone solutions and applications, it seemed logical to investigate 
the possibility of developing a mobile pervasive technology solution to support and 
facilitate better monitoring and management of individuals with diabetes, i.e., 
“DiaMonD” a pervasive smart diabetes monitoring solution.

17.3  Diabetes Care and the Importance of Self-Management

Today, there is no cure for diabetes. Successful treatment protocols require effective 
and ongoing lifestyle management in conjunction with careful attention and monitor-
ing by healthcare professionals and patients (International Diabetes Federation 
2015). In order to be effective, it is essential that patients are both informed and active 
participants in their treatment regimen (AIHW 2008; Zhang et  al. 2011), thereby 
making self-monitoring an essential part of recommended diabetes care (ICIC 2008; 
Colagiuri et al. 1998; Poulton 1999; Rasmussen et al. 2001; Wellard et al. 2008).

However, self-monitoring is time-consuming and requires substantial self- 
discipline (AIHW 2007). Contemporary support strategies include regular assess-
ment, goal setting, action planning, problem-solving, and follow-up (Kleinwechter 
et al. 2011).

Nevertheless, since effective self-monitoring often requires patient interaction 
with their healthcare professionals (ICIC 2008), difficulties often arise when diabe-
tes sufferers encounter problems ranging from making appointments to needing to 
travel to many locations (Colagiuri et al. 1998; Poulton 1999; Britt et al. 2009).

Solutions for supporting self-monitoring to date (Rasmussen et al. 2001; Wellard 
et al. 2008) have not always been effective, as they have been complex and awkward 
for patients to embrace easily (Reach et al. 2005). It has been noted that computer- 
assisted telemedicine can help diabetes sufferers improve both their self-monitoring 
(Balas et al. 2004) and their relationship with healthcare professionals (Van Eyk and 
Baum 2002; Zgibor and Songer 2001), and thus the use of a pervasive smart mobile 
solution appears to be beneficial.
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17.3.1  Gestational Diabetes

Gestational diabetes (GDM) is a form of diabetes and presents in pregnancy, usually 
detected by routine screening in asymptomatic women (Wickramasinghe et  al. 
2013). Typically, incidence is 4.6% of pregnancies, i.e., greater than 12,400 women 
per year in Australia (Crowther et al. 2005). Some women, especially those in whom 
the diagnosis of GDM was made early in pregnancy, may have preexisting undiag-
nosed diabetes. In Australia and New Zealand, universal screening for GDM is rec-
ommended by the Australasian Diabetes in Pregnancy Society (ADIPS) (Hoffman 
et al. 1998); however, the uptake of the recommendation is rather variable (Rumbold 
and Crowther 2001). Most commonly the diagnosis of gestational diabetes is made 
following routine screening at 24–28 weeks’ gestation, with smaller numbers of 
women diagnosed earlier or later in pregnancy. Maternal complications of GDM 
include polyhydramnios and premature labor, preeclampsia, and perineal trauma 
(Rudi and Celler 2006). Perinatal complications include macrosomia, shoulder dys-
tocia, bone fractures, and nerve palsy (Balas et al. 2004). It recurs in subsequent 
pregnancy in 30–80% of women, the incidence varying with ethnicity, being lower 
in Caucasian women (Bodenheimer et al. 2002).

Treatment of women with GDM aims to control maternal and therefore fetal, 
hyperglycemia, and the associated tendency to fetal hyperinsulinemia, which is at 
the root of the fetal complications (Metzger et al. 2008). Critical to the treatment of 
women with GDM then is careful and systematic monitoring of maternal glycemia 
and appropriate adjustment of lifestyle, dietary, and pharmacological therapy 
(Metzger et al. 2008; Crowther et al. 2005).

17.4  Foucault and Self-Monitoring

Foucault (1980, 1998) suggests an appropriate frame in which to understand self- 
monitoring behavior as surveillance. He claims that self-monitoring activities pri-
marily serve the controlling principles of society and only secondarily serve the 
self-monitoring individuals themselves. Techniques and technologies align individ-
ual goals with organizational/institutional or societal goals, as prescribed in man-
agement control literature (Foucault 1980, 1998; Kelley 1990; Townley 1993).

Within regimes of disciplinary control (e.g., total institutions, such as the prison), 
Foucault describes how “architectures” (like Bentham’s Panopticon) can be designed 
to induce people, regardless of their personality traits, to monitor their own behavior 
in conformance to specific guidelines or norms. Central to this understanding is the 
idea that power/knowledge is a unit of operation that can be  exercised to exert con-
trol over others through dividing practices, scientific classifications, and subjectifi-
cation. “Power is not something that is acquired, seized, or shared, something one 
holds onto or allows to slip away…” (Townley 1993). Power is relational; “…it 
becomes apparent when it is exercised … [and] is not associated with a particular 
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institution, but with practices, techniques, and procedures” (Foucault 1980). 
Similarly, knowledge does not exist in isolation as independent and detached; “[k]
nowledge is the operation of discipline. It delineates an analytical space and … 
provides the basis for action and intervention” (Townley 1993). “It is not possible 
for power to be exercised without knowledge, it is impossible for knowledge not to 
engender power” (Foucault 1980).

While Foucault’s analyses draw examples from eighteenth and nineteenth cen-
tury historical contexts to shape integrated concepts of power, knowledge, and con-
trol (Poster 1990), contemporary historians, sociologists, and philosophers have 
linked those concepts to current processes of organization (Poster 1990; Rabinow 
1991; Bourdieu 1990). Rules and professional norms are seen as social constraints 
that define the appropriate form of behavior in a specific context. Studies have 
shown that an individual will follow these guidelines even if it is not in his or her 
self-interest to do so (Bourdieu 1990). Although plausible explanations of this 
behavior do not necessarily demand a Foucauldian perspective, these findings have 
been interpreted as evidence of “subjectification.” The idea of subjectivity and the 
role of the individual are recurrent themes throughout Foucault’s work. “From a 
Foucauldian perspective, the human subject is not ‘given’ but produced …consti-
tuted through correlative elements of power and knowledge” (Foucault 1980).

More importantly for this discussion, in the face of these processes of control, the 
individual is continually seeking techniques and strategies to increase or regain power/
knowledge (Foucault 1980; Rabinow 1991). In terms of individual activity, subjecti-
fication involves three related practices with which individuals seek to shape their 
social worlds: self- understanding, self-observation (also understood as a form of sur-
veillance that often involves computerized monitoring), and self-description (includ-
ing many forms of computerized recording, profiling, and tracking) (Rabinow 1991). 
By engaging in these activities, individuals are, ironically, complicit in their own con-
trol. Poster (Poster 1990; Rabinow 1991; Bourdieu 1990) has further described the 
ways in which databases, intranets, and other ICTs serve to augment this participatory 
surveillance and the associated discourses of power/knowledge. Taken altogether, 
these empirically based extensions of Foucault’s theoretical work into contemporary 
settings have spawned assertions that ideas about an information society are better 
understood as concepts about “societies of control” (Rabinow 1991).

17.5  Methodology

To examine the connections between self-monitoring, Foucault’s power/knowledge 
dynamic, and chronic disease management, we analyze qualitative data gathered 
from a clinical trial that examined the use of a pervasive mobile technology solution 
to effect superior diabetes self-monitoring and management.

The central research question is as follows: how can we understand the drivers 
and effects of self-monitoring practices in the context of diabetes management and 
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how can this in turn facilitate the use of mobile solutions to effect superior diabetes 
self-monitoring?

A single case study approach was adopted and the gathered qualitative data was 
evaluated using recognized qualitative techniques most notably thematic analysis. 
The data was gathered from a non-blinded clinical trial in Australia focusing on 
women suffering from GDM, carried out after all appropriate ethical clearances 
were received.

17.5.1  The Proffered Mobile Solution

The pervasive mobile solution used was grounded in a recognized chronic disease 
management as set out by Rachlis (2006). Integral to this model is the interaction 
between an informed patient and a proactive care team both of which is possible 
only with solutions that can facilitate better management and monitoring (Goldberg 
2002a, b, c; Wickramasinghe and Goldberg 2003, 2004).

Succinctly, the final solution works as follows (Fig.  17.1a, b): the individual 
takes their blood glucose readings. These are then either directly transferred to the 
mobile device or manually entered and then sent to the designated member of the 
clinical care team who on reading the information can send a message back to the 
patient.

Fig. 17.1 The system in a nutshell
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17.5.2  Research Design

The conducted clinical trials subscribed to the established techniques adopted by 
Wickramasinghe and Goldberg (Goldberg 2002a, b, c, d; Wickramasinghe and 
Goldberg 2003, 2004) to date, i.e., the AMR (adaptive mapping to realization) 
methodology. In addition, a crossover style unblended RCT (randomized control 
trial) was utilized which means that the control group at a predetermined time con-
verts to using the technology solution, while the intervention group at this same 
point in time then reverts to the traditional solution. This strategy is deemed appro-
priate in studies of this nature so that it is possible for patients to compare with/
without technology scenarios.1

17.5.3  Data Collection

Data was collected at the start, at the crossover point, and at the end of each respec-
tive patient’s participation in the trial via an interview and the administration of 
open-ended questionnaires. In addition, clinician data was captured at the start and 
conclusion of the project via interview and the administration of open-ended 
questionnaires.

17.6  Summary of the Clinical Findings

The results to date of this research in progress include the establishment of an 
appropriate delivery framework and web-based conceptual model that are tailored 
to the private healthcare context in Australia. This is an essential first step in order 
to successfully apply the pervasive mobile solution. From this, it was possible to 
then program the solution to the required local processes and requirements. Once 
the solution was approved by the clinicians and ethics clearance received, it was 
then used in the technology arm of the trial.

Whether patients started with standard care and then migrated to the technology 
arm or vice versa, all patients interviewed have preferred the technology solution 
over the standard care approach. It is noted that the standard care approach essen-
tially consisted of keeping logs of blood sugar readings and food intake and when 
required insulin usage. One patient noted (and all patients to date have expressed 
similar sentiments):

…as a busy working person I have no time to note things down but with the mobile solution 
I can record things as I go so easily. I cannot believe this solution has not been used yet… 
(patient 3)

1 www.implementationscience.com/content/4/1/69.
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In addition, on the clinical care team (obstetricians, diabetic educator, and endo-
crinologist) again without exception, all clinicians preferred the technology solution 
over the standard care approach. The questionnaires and debrief sessions also gen-
erated many useful and innovative suggestions for additional features such as an 
interactive food diary. In keeping with a user-centered design approach, these sug-
gestions will now be incorporated into the technology solution for the next large- 
scale clinical trial. Moreover, the large-scale clinical trial will also enable us to test 
the generated hypotheses (Fig. 17.2).

As this was a pilot study, we cannot unequivocally state the benefits of such a 
pervasive technology solution in the enablement of heightened self-care by patients 
and providing clinicians to assist in the superior management, monitoring, self-care, 
and patient empowerment in the context of diabetes. We do however believe that 
fidelity and usability of the solution has been established and there is strong 
 directional data to support the benefits of a pervasive technology solution in this 
context. We also note that key facilitators include clinician support and patient pref-
erence. The major limitation of this study is the small patient cohort or generally 
similar “typical” GDM patients; however, this was necessary to first establish proof 
of concept and comply with ethics requirements. Now that this has been established, 
we plan to expand the study to a larger patient population.

Fig. 17.2 Web-based model. Adapted from Wickramasinghe and Goldberg (2007)

17 Using Foucault to Understand Self-Monitoring in Chronic Disease Management



278

17.7  Discussion

Integral to effective and prudent diabetes care is self-monitoring by the patient. 
Traditionally, this has been done using logbooks. The proffered pervasive mobile 
solution serves to shift the dynamics of self-monitoring and enables the patient to 
have access to critical data and information to assist in monitoring and managing 
their chronic condition.

In our study, ICT-enabled monitoring and self-monitoring resulted in an increase 
in goal-aligned behavior. The impetus for this increase resides with the patient who, 
in addition to standard practice of meeting with the clinical care team, has the 
appropriate data and information when required and as required so that prudent 
decision-making can take place at the time it is required, i.e., choice of meal and/or 
type of exercise.

By analyzing this in terms of Foucault’s power/knowledge dynamic, we can 
explain not only the dynamics of self- monitoring but also the benefits that accrue 
to both patients and the clinical team who can effectively leverage self- monitoring 
activities.

We find some evidence that ICT-enhanced self-monitoring is a widely practiced 
professional (and semiprofessional) activity in a survey study conducted by Kirsch 
et al. (2002), Kohli and Kettinger (2004), and Doolin (2004). Their research respec-
tively addresses various aspects of control and management of information systems 
(IS) in both healthcare and non-healthcare contexts. We note, however, that our 
application of Foucault is one of the first in the context of patient-clinical care team 
dynamics where ICT has been used to enable and facilitate effective and efficient 
self-monitoring. The studies noted, however, do all identify that, “self-control will 
be exercised when behavior observability is low, or when outcome measurability is 
high” (Kirsch et al. 2002). This is definitely the case when monitoring and manag-
ing blood sugar readings in the context of diabetes as our trial data supports. We 
interpret this finding as further evidence of a power/knowledge dynamic in which 
the individual is continually seeking techniques and strategies to increase or regain 
power/knowledge (i.e., be in control of the disease) and of the effectiveness of ICT- 
enhanced self-monitoring to benefit not only the patient but also the clinical care 
team. Hence, our own findings, thus, strongly indicate that ICT-enhanced self- 
monitoring can establish a win-win scenario for patients and the clinical care team.

We believe our research has provided the uncovering of a new theoretical appli-
cation. By combining the multidisciplinary work of Foucault in the context of 
chronic disease management in connection to ICT use provides a powerful lens in 
which to better understand how ICTs can be used more effectively and efficiently to 
effect superior chronic disease management. Moreover, it provides an opportunity 
to incorporate the methods and concepts discussed by Foucault, which some have 
noted surprising that it is lacking in the IS field (Rabinow 1991). Moreover, we note 
that given the current focus on the value agenda with diabetes being identified as a 
critical comorbidity, the role of self-monitoring in order to manage this chronic 
disease becomes vital. Our unpacking of self-monitoring using Foucault’s power/
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knowledge constructs helps to identify low-cost high-quality benefits of pervasive 
smart mobile solutions to address this current critical need which in turn serve to 
contribute to increasing and support value-driven healthcare delivery.

In addition, we believe the study starts to shed light on why some solutions are 
not as effective as others to impact behavior change in the context of noncommuni-
cable chronic disease. Specifically, it would appear that solutions that do not aid the 
power/knowledge dimension, i.e., provide the patient with better and appropriate 
data, information, and/or knowledge, are likely not to be successful in facilitating 
self-monitoring and therefore also effecting the appropriate behavior modification.

17.8  Conclusions

The proceeding has served to describe a facet of the DiaMonD study which supports 
a pervasive smart mobile technology solution, which, while not exorbitantly expen-
sive, has the potential to facilitate the superior monitoring and management of dia-
betes sufferers. The proposed solution enables patient empowerment by way of 
enhancing self-monitoring. Using Foucault’s power/knowledge constructs, we have 
analyzed the dynamics of self-monitoring in this context to identify why it does 
indeed lend itself to superior outcomes as observed by the data from the clinical trial 
conducted. Clearly a small pilot trial cannot provide statistically significant results, 
but the goal of the study was to establish proof of concept and fidelity of the solu-
tion. Our directional data to date does, however, enable us to do this as well as 
answer the posed research question: can a pervasive mobile solution be used as an 
adjunct to support better blood sugar control of GDM patients? In particular, the 
benefits of such a technology are in the enablement of heightened self-care by 
patients by enabling superior and more effective and efficient self-monitoring to 
ensue and providing clinicians with germane data and relevant information to assist 
in their patients’ control of blood sugars. Given the growing importance of self- 
management and self-monitoring to ensure better outcomes especially in regard to 
chronic disease, a deeper understanding of the underlying nuances regarding self- 
management becomes important. This chapter has assisted our understanding using 
the powerful lens of Foucault’s power/knowledge dynamic. In closing we call for 
more confirmatory research to explore this further.
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Chapter 18
Healthcare Information Systems (HIS) 
Assimilation Theory

Hidayah Sulaiman and Nilmini Wickramasinghe

18.1  Introduction

Over the years, various innovations have been introduced into healthcare organisa-
tions in order to incorporate better use of technology, to aid decision-making and to 
facilitate the search for medical solutions. This allows integration between experts 
in the medical field either throughout the organisation or globally (Fadlalla and 
Wickramasinghe 2004).

Innovations such as electronic health record (EHR), hospital information system 
and telemedicine will generally bring about the usage of information systems as a 
means to provide better health services for the community and overcome challenges 
that have been perceived as cumbersome for people seeking medical treatment (Jha 
et al. 2008). Nevertheless, these innovations have not escaped from various chal-
lenges and issues both from internal and external factors (Wager et al. 2005).

The main aim is to eliminate manual processes that are now seen as a major hin-
drance to increasing organisational performance in terms of providing fast and effi-
cient health services. The assimilation and use of information systems and 
information technology (IS/IT) have an important role in enhancing firm perfor-
mance (Devaraj and Kohli 2003). Assimilation can be defined as the extent of which 
IS/IT are being used within the key processes and activities in an organisation. The 
stages of assimilation begin from the organisation’s initial evaluation to its formal 
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adoption and end with a well-accepted deployment of the system to a point where it 
becomes part of the value chain activities in the organisation (Cooper and Zmud 
1990; Fichman 2000; Setia et al. 2011). The final routinisation stage is where the 
system becomes part of the organisation’s value chain activities (Zhu et al. 2006).

This chapter sets out to examine the implication of assimilation theory within the 
healthcare information systems’ (HIS) use in public hospitals. HIS is a healthcare 
information system that integrates computer systems throughout the hospital in 
order to enhance the clinical and administrative function of a hospital (Kim et al. 
2002). The HIS applications are also developed to communicate with the relevant 
medical departments at the health ministry especially in areas relating to human 
resources, finance and procurement. Through the development of a focused theory 
on innovation assimilation (Fichman 2000; Fichman and Kemerer 1999), 
technology- organisation-environment (Tornatzky and Fleischer 1990) and resource- 
based view of the firm (Bharadwaj 2000; Grant 1991, 1995; Huang et  al. 2006; 
Khatri 2006; Ross et al. 1996), it was possible to provide a technology assimilation 
model for information technology (IT) managers, hospital chief information offi-
cers and IT executives involved in acquiring or deploying HIS.  Combination of 
these theories was tailored specifically to the technology implemented in the health-
care setting, aimed at delivering better healthcare services.

The introduction of new technology begins with great enthusiasm and an exten-
sive spread of initial excitement about the acquisition. However, the new technology 
fails to be deployed and sustained in many acquiring firms due to not meeting spe-
cific user requirements or too complicated to be used by the users (Fichman and 
Kemerer 1999). This then causes the existence of an assimilation gap for technology 
innovation as the initial acquisition of the technology does not always lead to sus-
tained use of the technology (Fichman and Kemerer 1999; Mu et al. 2015).

Previous literature on technology innovation and diffusion was mostly based on 
the work of Rogers (1983) through the diffusion of innovation (DOI) theory 
(Agarwal et  al. 1997; Ahmed et  al. 2007; Burke et  al. 2002; Gallivan 2001; 
Greenhalgh et al. 2004). The diffusion of innovation model by Rogers (1983) has 
been extended (Moore and Benbasat 1996) and has created an insightful role in 
producing concepts, terminologies and scope of the innovation field. Nevertheless 
the extended models are not always suitable for different innovations at different 
adoption context (Fichman 2000; Lee et al. 2013).

Rogers (2003) suggested that innovations in the non-profit sector often encounter 
huge diffusion difficulties especially with innovations that could provide benefit to 
the public. Hence a study that explores innovation issues is worth undertaking 
(Mcgrath and Zell 2001; Lee et al. 2013). A study that examines the organisation, 
people and technological level focusing on how technology can be sustained 
throughout the innovation assimilation stages is also deemed important. This study 
serves to fill a key void in the existing literature through the exploration of ‘how’ 
and ‘why’ people in the organisation reject or refuse to make use of a specific inno-
vation after the acquisition process, which can ultimately cause discontinuance of 
the innovation (Greenhalgh et al. 2004). There is also a lack of theories being devel-
oped for a specific type of technology and for a particular adoption context such as 
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the healthcare organisation due to the lack of generic theory in technology innova-
tion (Fichman 2000; Yoo 2013). These factors together provide the motivation for 
this study in developing a technology innovation assimilation model for hospitals to 
successfully assimilate their healthcare information systems (HIS). Successfully 
assimilating HIS is also seen as having a possible impact on decreasing technology, 
organisation, environment and process issues pertaining to acquisition and deploy-
ment. As a result, successful assimilation of HIS would realise the objective of 
assisting work processes of the medical professionals to the benefit of the commu-
nity at large.

18.2  Literature Review

The introduction of healthcare IS/IT technologies into the healthcare environment 
has led to increased efficiency in providing better services and improved processes 
for healthcare practitioners. Adoption of IS/IT in the healthcare industry is seen as 
a way of innovating with technology in order to bring about positive outcomes espe-
cially in assisting the work processes of the clinicians in the adopting organisation. 
Positive outcomes are not always the case in the healthcare environment (Allen 
2000; Snyder-Halpern 2001; Cresswell and Sheikh 2013). Table  18.1 describes 
some research findings pertaining to IS/IT technology innovation that has been 
implemented in the healthcare industry and highlighting key issues, success stories 
and recommendations.

Table 18.1 provides a summary of healthcare IS/IT innovation adoption com-
plexity which is similar to that of other industries. The healthcare IS/IT innovations 
are influenced by a wide variety of factors such as external environment, character-
istics of the healthcare organisation, the technology readiness, knowledge readiness 
and process of implementing the technology (Snyder-Halpern 2001). Innovating 
with IS/IT does not always lead to success after immediate adoption (Swanson 
2004; Wu and Chen 2014). Various publications in the literature highlight problems 
with healthcare IS/IT implementation and identify facilitators to assist firms in 
being successful with IS/IT implementation (Bradford and Florin 2003; Chatzoglou 
and Diamantidis 2009; Fehse et al. 2002; Fichman and Kemerer 1999; Øvretveit 
et al. 2007; Skok et al. 2001; Swanson 2004; Varonen et al. 2008; Walley and Davies 
2002; Wickramasinghe 2000; Wickramasinghe and Goldberg 2008; Ahmadi et al. 
2015b). Although IS/IT implementation success remains an essential focus area of 
IS/IT research, there is an increasing interest in addressing the issue of organisation 
assimilation of IS/IT innovation due to the importance of IS/IT efficiency in the 
adopting healthcare organisation (Fichman 2000; Gallivan 2001; Keim et al. 2005; 
Swanson 2004; Zhu et al. 2006; Ahmadi et al. 2015b). This study emphasises the 
focus on assimilation of HIS as an innovation to healthcare organisations through 
the influence of various established theories in information systems. The following 
sections will discuss the major theories that are significant to this context.
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Table 18.1 Technology innovation evolution in health care

Technology 
innovation Findings

Radio frequency 
identification 
(RFID)

The key factors in determining the successful adoption of RFID are the 
presence of a champion, technology push and need pull. Organisations also 
need not consider in adopting new technology unless reasons such as 
performance gap and market uncertainty were seen as crucial to the 
organisation (Lee and Shim 2007)

Electronic patient 
record (EPR)

Surgeons welcomed the EPR system as long as it provides direct clinical 
benefits to their work and eased their work practices (Jensen and Aanestad 
2007)

Computerised 
physician order 
entry (CPOE)

Pathology laboratory had to go through various changes and adjustments in 
their work practices, responsibilities and procedures which cause frustration 
(Georgiou et al. 2007)

Electronic health 
record (EHR)

There is a need to have end-user participation in successfully implementing 
EHR. However, the EHR has to also provide relevance to the work practices 
of the end users in order to motivate users to participate. There should also 
be a careful balance in providing relevance and gaining participation from 
end users (Katsma et al. 2007)

Electronic 
medical record 
(EMR)

In assimilating EMR technology, these factors are associated with the 
physician’s practices: Overcome learning barriers, related knowledge and 
diversity (Reardon and Davidson 2007)

Personal digital 
assistant (PDA)

PDAs have the potential to be accepted by nurses provided it contains more 
rich information about the patients, knowledge resources and functions for 
their daily work (Berglund et al. 2007)

Electronic 
signature

These are some of the significant factors which contribute to the adoption of 
electronic signature: Hospital size, adequate resources, vendor support and 
government policy (Chang et al. 2007)

Electronic 
medical record 
(EMR)

Challenges in implementing EMR include cost, difficulty in calculating 
return on investment, lack of education, physicians’ and staff concerns, 
technology-related concerns, inadequate complementary changes to 
organisational processes, lack of IT support and lack of incentives. In order 
to overcome these challenges, the recommended measures include 
government level intervention and institutional level interventions 
(Radhakrishnan et al. 2008)

Electronic 
medical record 
(EMR)

The EMR failed to be introduced at hospitals in Japan due to the 
introduction costs to be very high. Besides that communication between 
EMR systems should also be standardised for future integration and 
interoperability (Yasunaga et al. 2008)

Mobile health 
applications

M-health is attracting a great deal of attention worldwide because it presents 
a unique way to provide information and resources to healthcare 
professionals and patients alike and may be a promising tool to support 
health care (Gagnon et al. 2016)

Big data analytics 
in health

Healthcare industry has not fully grasped the potential benefits to be gained 
from big data analytics. Big data analytics was suggested to be beneficial for 
healthcare information technology (IT) infrastructure, operational, 
organisational, managerial and strategic areas (Wang et al. 2016)

Internet of things 
(IoT) in health 
care

The use of IoT concept brought ease of use for the clinicians and patients 
since it could be applied to a variety of medical functionalities such as 
health monitoring and health management (Senthilkumar et al. 2016)
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18.2.1  Diffusion of Innovation Theory

The diffusion of an innovation can be described as the process by which knowledge 
of an innovation spreads across a population and through the decisions made by a 
unit in the organisation whether or not the innovation is adopted or rejected (Carter 
et al. 2001; Rogers 2003). Rogers’ (1983) work is considered ground-breaking with 
regard to technology innovation and diffusion; therefore most studies that focus on 
the diffusion of innovation with respect to technology begin with Rogers. Findings 
for Rogers’ research indicate that adopters of most new innovations or ideas can be 
categorised as innovators, early adopters, early majority of adopters, late majority 
of adopters and laggards, based on the mathematically based Bell curve. Adoption 
over time will indicate an ‘S-shaped curve’ (an S curve) to show that the technology 
adopters may be slow at start, more rapid as adoption increases, and then ultimately 
arrive at a more stagnant rate. This is more widely known as the diffusion of innova-
tion model (Rogers 2003). Table 18.2 provides a summary of the key findings from 
the diffusion of innovation literature.

Based on the cited literature in Table 18.4, there is a clear need for more research 
to be done on the IT innovation assimilation area grounded through the diffusion of 
innovation theory(s) in investigating the failure or rejection of innovation usage 
amongst a population in a particular context. The review of relevant theoretical 
research carried out in the area of IS/IT innovation assimilation based on the diffu-
sion of innovation literature and specifically focused on the healthcare industry is 
discussed in the next section.

18.2.2  Theory of Innovation Assimilation

Innovation can be defined as an idea, practice, technology or entity that is consid-
ered to be new by an individual, a group or any other units of adoption (Rogers 
2003). With innovation comes the processes initial discussion and idea for innova-
tion generation, introduction of the idea for innovation, evaluation of the idea for 
innovation through the identification of needs and priorities of this new innovation. 
The process of innovation assimilation involves decisions made by members of the 
organisation relating to the possibility of the innovation being potentially useful in 
solving the organisational issues, followed by the adoption of the innovation and 
finally the institutionalisation of the innovation (Wu and Chen 2014; Greenhalgh 
et al. 2008; Li et al. 2005; Zhu et al. 2006).

The need for innovation assimilation can be seen in many of the HIS implemen-
tation literature (Heeks 2002; Jayasuriya and Anandaciva 1995; Littlejohns et al. 
2003; Ahmadi et al. 2015a). In a study of the implementation of HIS in developing 
countries such as South Africa and the Philippines, the results of HIS evaluation 
reveal that three quarters of HIS applications were found to have failed with no 
evidence that the system has actually improved healthcare professional’s  productivity 
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(Littlejohns et al. 2003; Willcocks and Lester 1996). Some of the problems high-
lighted at the South African hospitals were related to infrastructure and implementa-
tion processes, such as delay in the network upgrades, delay in the development of 
the proposed modules, features that were too advanced for the healthcare personnel 
which required them to have intensive training, failure of maintenance support to 
provide quick and reliable services and frustration of personnel having to use selec-
tive passwords in accessing certain modules (Littlejohns et al. 2003). As a response 
to the resentment of the HIS usage, a new contract was given to a different company 

Table 18.2 Findings in relation to diffusion of innovation literature

Category Findings

Organisation Organisations must understand and manage their implementation process 
especially management’s recognition of critical issues to be raised and 
resolved throughout the implementation process. There is a need for strategy 
development and resource allocation by managers between design stage and 
implementation stage. Managerial influence is most likely higher at design 
stage rather than during the implementation. Managers have to understand the 
critical nature of timing if they are to shift and implement new technology 
using good IT innovation theories (Lyytinen and Rose 2003; Nambisan et al. 
2017)

Technology 
innovation 
process or 
assimilation

Develop strategies for assimilating technologies into its operations through 
support, advocacy and total commitment. CIO’s business and IT knowledge, 
relationship with top management and informal interaction with senior 
management team are found to be significant in influencing IT assimilation 
(Armstrong and Sambamurthy 1999)
Introduction of the assimilation gap which provides a new way to assess the 
prospect of the innovation at the early stages of the entire diffusion cycle 
(Fichman and Kemerer 1999)
There should be more research on technological innovation process (Allen 
2000; West and Bogers 2014)
Diffusion of innovation should be studied as a process consisting of multiple 
stages and measures (Carter et al. 2001; Wu and Chen 2014)
Serious gap uncovered in finding out what processes are innovations in health 
care implemented and sustained in a particular context and how this process 
can be enhanced (Greenhalgh et al. 2004; Moullin et al. 2015).
The concept of organisational assimilation of IT innovation is under explored 
in the literature (Swanson 2004; Mu et al. 2015)

Traditional 
diffusion of 
innovation 
(DOI) research

Adding ‘result demonstrability’, ‘visibility’, image and voluntariness to the 
initial five characteristics of innovation (Moore and Benbasat 1991)
Due to the lack of general theory on innovation, the development of more 
middle range theory for specific technology and adoption context is 
recommended (Fichman 2000; Archibald and Clark 2014)
The use of traditional diffusion models should be expanded to more complex, 
mandatory and deep usage (Chin and Marcolin 2001; Nan et al. 2014). Uses 
traditional DOI theory to frame and understand issues with ERP 
implementation (Bradford and Florin 2003; Rajagopal 2002; Akca and Ozer 
2014). The traditional DOI model is able to accurately describe nurses’ 
behaviour in adopting workplace innovation (Lee 2004; Archibald and Clark 
2014)
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with the hope of improving the current problematic situation. This action failed to 
address the issues and, as a result, a new system was developed. The new system 
required all healthcare personnel to undertake training to be familiar with the new 
application (Littlejohns et al. 2003).

In the study of a healthcare facility in the Republic of the Philippines, the author 
concurs with Heeks (2002) who found that many of the developing countries are 
facing HIS sustainability issues caused by the failure to assimilate the design and 
actual implementation of systems in many hospitals (Heeks 2002). In the case of the 
hospital under study in the Philippines, the system acquired was based on a success-
ful model in an American hospital, without considering the currently available IT 
resources in the Philippines’ hospital. Cultural differences were not considered dur-
ing the implementation of the HIS (Jayasuriya and Anandaciva 1995). The imple-
mentation process lacked a skilled project manager, lacked adequate technological 
infrastructure and proficient information management practices (Jayasuriya and 
Anandaciva 1995). Heeks’s (2002) study showed that the hospital suffered from an 
assimilation gap during its implementation and operation (Heeks 2002; Jayasuriya 
and Anandaciva 1995). As a result of the assimilation gap, these systems did not 
meet the healthcare personnel’s requirements and had to be abandoned within less 
than a year (Heeks 2002). Mismanagement of the implementation process of the 
HIS and the assimilation gap lead to the information system failing to realise its 
benefits at considerable monetary cost (Littlejohns et al. 2003). Therefore, a study 
on the processes of innovation assimilation is clearly important.

18.2.3  Technology-Organisation-Environment (TOE) 
Framework

In the discussion of assimilation gaps, facilitators that influence the innovation 
assimilation stages should be considered. Tornatzky and Fleischer (1990) intro-
duced the technology-organisation-environment (TOE) framework in 1990. Their 
framework provides details that firms should consider when studying components 
that influence assimilation of technological innovation. These components are 
grouped in three aspects: technological context, organisational context and environ-
mental context (Tornatzky and Fleischer 1990; Zhu et al. 2006; Wu and Chen 2014). 
The components are represented in Fig. 18.1.

The technology context comprises of the internal and external technologies per-
taining to the firm involved and includes both equipment and processes (Tornatzky 
and Fleischer 1990). The organisational context involves the characteristics and 
resources of the firms such as firm size, managerial structure, human resources, 
amount of slack resources and linkages amongst employees. The environmental 
context includes the structure of the industry, the firm’s competitors, the macroeco-
nomic concept and the regulatory environment (Tornatzky and Fleischer 1990).
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These elements have been identified as being both the constraints and opportunities 
for technological innovation; thus these are also considered as components that 
influence the way a firm sees the need to and ways to adopt new technology.

This framework is also applied in the work of Zhu et al. (2006) studying factors 
that influence e-business assimilation stages in both developed and developing 
countries. However, the original diagram by Tornatzky and Fleischer (1990) has 
been modified to suit their study in an e-business context. The adapted model by 
Zhu et al. (2006) is depicted in Fig. 18.2. Results from the study of Zhu et al. (2006) 
indicate that factors such as technological readiness and regulatory environment are 
the most relevant factors in the innovation assimilation process—especially for 
developing countries. The organisational context which involves elements such as 
firm size and managerial obstacles has been verified through the IS literature which 
provides evidence of significant relationships of firm size and firm scope to IS/IT 
adoption and usage (Gurbaxani and Whang 1991; Zhu 2004).

Firm size is seen as an important organisational attribute for innovation diffusion 
(Rogers 2003; Nan et  al. 2014). With regard to assimilation stages, Damanpour 
(1996) argued that the relationship between firm size and assimilation stages may 
differ due to differences in activities carried out in each of the assimilation stages. 
Zhu et al. (2006) noted that larger firms usually initiate and adopt innovations due 
to their resource advantages in terms of financial, managerial and technical 
resources.

The managerial obstacles’ factor is referred to as the organisation’s lack of man-
agerial skills and efficiency in handling change management, thus causing ineffec-
tiveness in managing technology adoption and adaptation (Zhu et al. 2006). This is 
in line with Mata et al. (1995) and Teo and Bhattacherjee’s (2014) view that the 
ability to merge managerial and IS/IT skills is highly dependent on the firms’ ability 
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Fig. 18.1 The original TOE model (Tornatzky and Fleischer 1990)
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to assimilate information technology. This then requires firms to possess relevant 
managerial skills and overcome barriers in adopting and assimilating new technology. 
Therefore, in line with the HIS assimilation study, this research will adapt some of 
the factors in the TOE framework, such as hospital size and managerial obstacles as 
facilitators to the success of HIS assimilation in a healthcare context.

18.2.4  IS/IT Resources in Resource-Based View

The IS/IT resources classification in the resource -based view literature begins with 
Grant’s (1995) classification of key IS/IT-based resources and was categorised into:

 1. IS/IT infrastructure: the tangible resource which includes IS/IT infrastructure 
components such as hardware and software.

 2. IS/IT expertise: the human IS/IT resources which are divided into technical and 
managerial skills.
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Technology
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Technology
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Three stages of e‐business assimilation
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Fig. 18.2 E-business innovation assimilation model (Zhu et al. 2006)
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 3. IS/IT-enabled intangibles: the intangible IS/IT-enabled resources such as knowl-
edge assets and customer service skills.

Ross et al. (1996) further extended the study by classifying that the relationship 
and use of resources such as IS/IT human resources, reusable technology infrastruc-
ture and strong IS/IT-business partner relationship together would result in faster 
strategic business needs in terms of cost-effectiveness as compared to the organisa-
tion’s competitors. Description of these resources as defined by Ross et al. (1996) is 
listed in Table 18.3.

It is crucial for an IS/IT department to have strong IS/IT competencies and skills 
in order to be able to solve business problems and handle business opportunities 
through the use of information technology (Ross et al. 1996). This can be further 
enhanced by being able to understand organisational processes and work closely 
with clients in gathering the necessary problem-solving skills (Ross et al. 1996). 
With the IS/IT infrastructure, the importance of a sharable platform and technology 
is essential for integrating systems in the organisation in order to make IS/IT appli-
cations more cost-effective especially in the area of operations and support (Ross 
et al. 1996).

Merging the studies of both Grant (1995) and Ross et  al. (1996), Bharadwaj 
(2000) extended these concepts of IS/IT resources through an empirical study of the 
relationship between the IS/IT resources to organisation’s superior performance. 
Bharadwaj (2000) defines all three resources according to Grant’s (1995) classifica-
tion and refers to them as IT capabilities. The results indicate that firms should do 
much more than merely invest in IS/IT. Instead, firms should consider identifying 
ways in which to create a firm- wide IS/IT capability. The study by Bharadwaj 
(2000) also suggests that the identification of the most important IS/IT resources 
and skills is actually the search in understanding the nature of superior IS/IT perfor-
mance (Bharadwaj 2000).

Huang et al. (2006) further explored the study by Bharadwaj (2000), through the 
similar usage of IS/IT resource-based view, and concentrated on the same three 
resources. Their study however is more focused on the use of the IS/IT resources in 
relation to IS/IT investment. An interesting outcome from Huang et  al.’s (2006) 
study is the revelation that the IS/IT infrastructure and human IS/IT resources cannot 

Table 18.3 IS/IT resource elements

Resource Elements

IS/IT human 
resources

Strong competent technical skills
Excellent understanding of the business
Empowered IS/IT teams to work closely with clients in addressing 
business needs

Technology Sharable technical platform and databases
Well-defined technology architecture
Data and platform standards

Relationship Ownership and accountability of IS/IT projects from both IS/IT and 
client
Top management leadership in establishing IS/IT priorities
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directly influence firm’s performance. However, the two resources provide an influ-
ence to intangible resources such as knowledge assets, improved customer service 
through IS/IT (as this makes the firm more responsive to customer’s needs), man-
agement of organisational knowledge, better synergy between the vendor and cus-
tomers, improved coordination and sharing of resources across organisational 
divisions (Bharadwaj 2000; Huang et al. 2006). Hence, these intangibles are grouped 
as IS/IT-enabled intangibles (Bharadwaj 2000) which will directly influence the 
firm’s performance. Figure 18.3 denotes the original conceptual diagram used in 
Huang et al.’s (2006) research.

A study by Glaser (2002) on the strategic applications of IS/IT in healthcare 
organisation has brought about the identification of healthcare organisational IS/IT 
resources that were aimed towards ‘furthering organisational strategies and advanc-
ing the organisation’s abilities to achieve its goals’. The resources identified relevant 
to this study are listed in Table 18.4.

Based on the list defined by Glaser (2002), this research includes IT governance 
as part of the technology component in the conceptual framework. The technical 
architecture and IS/IT staff in Glaser’s (2002) study are found to be similar to the 
definition of IS/IT infrastructure and human IS/IT resources from the previously 
mentioned literature on the use of IT resources in resource-based view.

IT Infrastructure

IT Enabled Intangible

Human IT resources

Firm PerformanceIT

IT Capability

Fig. 18.3 Research framework in the study of Huang et al. (2006)

Table 18.4 Glaser’s (2002) definition of the organisational IS/IT resources

Resource Description

Technical 
architecture

Basic infrastructure comprising of networks, programming languages, 
operating systems, workstations and other basic technologies that form the 
foundation for the applications

IS/IT staff Analyst, programmers and computer operators who manages IS/IT in the 
organisation

IT governance Organisation mechanisms which include committees, policies, procedures and 
best practices by which IS/IT strategies are formed, priorities are set, standards 
are developed and projects are managed
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To further strengthen the usage of the identified IT resources in this research, a 
conceptual study done by Khatri (2006) which identified important resources for a 
healthcare organisation through the literature on resource-based view is of rele-
vance. It is interesting to note that the identified resources are similar to the resources 
identified by Grant (1995) and the resources tested by Bharadwaj (2000) and Huang 
et al. (2006). Khatri (2006) determined that it is worth examining the relationship 
between these resources and clinical outcomes through mediating variables such as 
organisational processes. Therefore, it is of significance to examine the influence of 
IS/IT infrastructure, human IS/IT resources and IS/IT intangibles to successfully 
assimilate HIS into a healthcare facility.

Assimilation in this research refers to the series of stages that the healthcare 
organisation has to undergo from the initial evaluation of the potential system to be 
acquired to the formal adoption and finally to the deployment of the system after 
which it becomes part of the organisation’s value chain activities. This study theo-
rises that new technology such as the HIS is introduced into a healthcare organisa-
tion with great enthusiasm and rapid acquisition but nevertheless fails to be 
thoroughly deployed and sustained in its use amongst healthcare professionals. The 
widespread acquisition of an innovation will not necessarily be followed by a wide-
spread deployment and full utilisation by the acquiring organisation. An assimila-
tion gap exists between the rate of acquisition and deployment, where certain 
barriers are claimed to have slowed the innovation diffusion process and caused a 
negative impact on deployment when compared to the acquisition (Fichman and 
Kemerer 1999).

Previous studies on technology assimilation have outlined a number of assimila-
tion stages for success. These stages vary in their interpretations and can be pre-
sented in three stages or six stages depending on the technology innovation involved. 
Studies by Cooper and Zmud (1990) highlighted six stages from initiation and 
adoption as the ‘early stages’ and adaptation, acceptance, routinisation and infusion 
as the ‘later stages’. Mata et al. (1995) identified three stages involving initiation, 
adoption and routinisation which cover most aspects of technology innovation 
assimilation stages. Applying the innovation assimilation concept to the healthcare 
setting, some researchers have classified the early assimilation stage as awareness 
and evaluation (Meyer and Goes 1988).

However, this study will adopt the view of Zhu et al. (2006) and Ammenwerth 
et al. (2005), in classifying both awareness and evaluation in the initiation stage in 
line with the conceptual framework of Thompson (1965) and many other empirical 
researchers (Agarwal et al. 1997; Chengalur-Smith and Duchessi 1999; Cooper and 
Zmud 1990; Gallivan 2001; Grover and Goslar 1993; Pierce and Delbecq 1977; Zhu 
et al. 2006; Zmud 1982) who consider ‘initiation’ to be the first stage in an assimila-
tion stage (Fig. 18.4).

Following the initiation is the adoption stage, where adoption involves the suc-
cessful usage of the technology acquired (Agarwal et al. 1997). A gap is identified 
between the stages of acquisition and adoption as there is usually the enthusiasm of 
acquiring new technology. Once it has been adopted however, the new technology 
failed to meet its purpose and was not able to sustain its use (Fichman and Kemerer 
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1999). Therefore, adoption does not always indicate that the technology has been 
widely used in the organisation; adoption has to be followed by the utilisation and 
institutionalisation of the technology throughout the organisation (DeLone and 
McLean 1992; Devaraj and Kohli 2003; Sethi and King 1994; Zhu et  al. 2006). 
Having found similarities in the assimilation concepts of this research to the study 
of Mata et  al. (1995), the HIS assimilation stages described in this research go 
beyond the initiation and adoption stage to include routinisation. This stage refers to 
the ‘later stage’ of innovation diffusion to a point where the elaborated use of the 
HIS has become part of the value chain activities of the organisation and managerial 
systems (Pongpattrachai et al. 2009; Zmud and Apple 1992).

There exists another gap between adoption and routinisation which is highlighted 
after a new information technology has been adopted. The adoption-routinisation 
gap occurs when the organisation and its members lack sufficient knowledge to gain 
control and manage the system, thereby causing asynchrony with the fit between the 
technology implemented and the end user’s work context (Fichman and Kemerer 
1999; Zhu et al. 2006). As a result, the system is rarely used and may be totally 
abandoned. Considering the theoretical aspects and literature above, this study theo-
rises three innovation assimilation stages, initiation, adoption and routinisation, and 
the assimilation gaps which will be explored in the healthcare setting.

18.2.5  The Technology-Organisation-Environment (TOE) 
Context

The theoretical model will include several concepts identified from the TOE frame-
work, namely, those which have been identified to be relevant when studying devel-
oping countries. Amongst the selected concepts are regulatory environment, 
technology readiness elements, firm size and managerial obstacles (Fig. 18.5).

HIS Assimilation

HIS Initiation

HIS Adoption

HIS Routinization

Gap 2

Gap 1

Fig. 18.4 HIS assimilation 
stages
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18.2.5.1  Regulatory Environment

Regulatory environment is an important concept to consider, namely, in a country 
where the federal government has centralised control over the country’s health pol-
icy through its constitutional powers. Hence the healthcare organisations must abide 
to any regulatory changes and implementation (Chee and Barraclough 2007). These 
impacts might involve elements such as support and funding provided for technol-
ogy adoption (Chee and Barraclough 2007).

18.2.5.2  Technology Readiness

Technological readiness involves infrastructure, relevant systems, hardware and 
technical expertise which are considered important factors for successful IS/IT 
adoption (Armstrong and Sambamurthy 1999; Kwon and Zmud 1987). This con-
cept is very similar to the concept of IS/IT resources in the resource-based view 
theory. Hence, this research will merge the TOE technology readiness concept with 
the IS/IT resources concepts from a combination of resource-based view literatures 
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Fig. 18.5 HIS assimilation
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that relate to the influence of resources on organisation’s processes (Bharadwaj 
2000; Grant 1991, 1995; Huang et al. 2006; Khatri 2006; Ross et al. 1996).

Based on studies done by Grant (1995), Ross et al. (1996), Bharadwaj (2000) and 
Huang et al. (2006), the identification of resources for this research will include all 
of the three common resources—IS/IT infrastructure, human IS/IT resources and 
IS/IT-enabled intangibles. These resources are deemed significant in assessing the 
influence that the IS/IT resources could provide to the HIS innovation assimilation. 
Exploring how IS/IT infrastructure, human IS/IT resources and IS/IT intangibles 
are being utilised and how they can be leveraged in sustaining the use of HIS is 
deemed relevant.

Another concept that is specifically relevant to managing IS/IT is IT governance. 
Many organisations, including the healthcare industry, adopted IT governance to 
ensure that IS/IT is aligned with organisation goals and objectives (Cater-Steel and 
Tan 2005; Smaltz et al. 2007; Borousan et al. 2011). As an integral part of enterprise 
governance, IT governance consists of leadership, organisational structures and pro-
cesses that ensure the organisation’s IS/IT sustains and extends the organisation’s 
strategy (Sallé 2004; Smaltz et al. 2007; Borousan et al. 2011). In order to sustain 
the use of technology, there is a necessity in establishing some order and control in 
the management of IS/IT resources (Zachman 1987; Ramadhani et al. 2013). Hence, 
in managing IS/IT resources, effective IT governance is required.

18.2.5.3  Firm Size and Managerial Obstacle

The firm size concept is incorporated in this study due to its importance for innova-
tion diffusion (Rogers 2003) and to distinguish between activities that are carried 
out between large and small firms in each of the assimilation stages according to 
their resource advantage (Zhu et al. 2006).

The managerial obstacles under the organisational context are also considered an 
important concept as the success of innovation implementation will not only rely on 
the innovation itself and the behaviour of the adopters but also on the strength and 
support provided by the management (Attewell 1992; Greenhalgh et  al. 2008; 
Yetton et al. 1999; Zmud 1984; Al Shaar et al. 2015). The managerial skills and 
efficiency of the management in handling change could determine the effectiveness 
of the innovation assimilation and thus also lead to sustained use.

18.2.6  Summary and Significance of Study Based 
on the Literature

The literature has indicated various issues pertaining to IS/IT assimilation and use 
in the healthcare industry. Issues with HIS assimilation are said to be potentially 
solved if there was a systematic approach to assimilation with the support of the 

18 Healthcare Information Systems (HIS) Assimilation Theory



298

facilitating components. The literature also identified gaps especially in the assimi-
lation stages where clinical and non-clinical medical professionals tend to be enthu-
siastic about using the HIS at the beginning of its acquisition and the excitement 
tends to drop after its adoption.

Furthermore, mismatch of the HIS technology implemented with the work envi-
ronment of the clinical and non-clinical medical professionals and the lack of 
knowledge in maintaining the HIS are also considered facilitators and contributors 
to the assimilation gap. The literature review has provided evidence that there is a 
need for a solid and robust assimilation model to ensure the success of HIS assimila-
tion. This is crucial in assisting the clinical and non-clinical medical professionals 
to deliver better healthcare services to the community and realise the full benefits 
HIS has to offer.

18.3  Methodology

This study explores well formulated theories in a unique context that in turn leads 
to confirming, challenging and building upon these theories. Hence, a qualitative 
approach is deemed especially appropriate in studying a relatively new phenome-
non that a specific population experiences, a new innovation in a particular context. 
A qualitative approach is suitable in exploring the identified research problems 
through the point of view of participants describing their issues and problems 
explicitly whilst using the HIS. This study also involves the study of social and 
cultural phenomena through interviews, documents and the researcher’s impression 
as well as reaction to the identified context (Myers 2009).

A qualitative interview was conducted where participants were categorised into 
pilot study participants and main study participants. There were 2 participants for 
the pilot study and 31 participants for the main study conducted in a public hospital. 
The participant for the pilot study was a medical specialist from the identified public 
hospital and a subject matter expert on information systems in health care. The pilot 
study was conducted in order to gauge responses on the suitability of the interview 
questions and preliminary insights on the issue of HIS use in the selected case study.

The main study was conducted in the targeted public hospital as a single case 
with multiple embedded cases. Based on the criteria of the hospital being the first to 
implement a hospital-wide IS/IT and have undergone every stage of the HIS assimi-
lation, the public hospital is seen as the most suitable choice to explore the identified 
problems. The participants for the main interview were recruited across multiple 
departments in the hospital ranging from senior clinicians who participated in the 
planning of the HIS to the junior medical team as well as the non-clinical personnel. 
In addition to the semi-structured interviews, this research also involved the use of 
multiple data collection methods such as data, methodological and interdisciplinary 
triangulation (Denzin and Lincoln 2005; Mantzana et al. 2007). Data was also col-
lected through several other sources such as archival documents, minutes of meet-
ings, consultancy reports and the organisation’s website. It is also the aim of this 
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research to enhance or build upon existing theories through the findings of the data 
collected. Therefore, this is in line with Eisenhardt’s (1989) suggestion that the 
usage of multiple data collection methods supports triangulation and provides a 
concrete and solid foundation of theory building.

Interviews were transcribed and coded using the thematic coding technique. The 
use of thematic analysis was applied in the analysis of data in this research as it 
provides a structured way of understanding how to develop thematic codes and 
sense themes. The interviews were transcribed and themes were identified from the 
transcription. This research adopted the theory and prior research-driven approach 
in developing the themes and codes as this approach allows the use of existing 
themes and codes in order to replicate, extend or refute prior discoveries (Boyatzis 
1998). Moreover, this approach was also chosen due to the flexibility to the research-
ers in developing their own codes and may want to rely on established theories to 
assist in the development of themes and codes.

18.4  The HIS Assimilation Model

Findings of this study identified four main contextual components consisting of 
people, process, technology and environment. Table 18.5 reveals elements that were 
identified as facilitators from the analysis of the data.

Findings indicate that out of seven initially identified elements, only four ele-
ments were consistent with the previous literature. These four elements are the clini-
cal IS/IT experts, IT governance, healthcare IS/IT infrastructure and the regulatory 

Table 18.5 Identified 
elements for assimilation 
model

Context Element

People Clinical IS/IT experts
Medical staff
Vendor

Process IT governance
Clinical governance
Financial
Procurement

Technology Healthcare IS/IT infrastructure
Software and hardware
System design
Performance
Integration

Environment Political
Work culture
Regulation
Leadership
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environment. The clinical IS/IT experts and healthcare IS/IT infrastructure elements 
provide support to the theoretical underpinning of the resource-based view of the 
firm, in which the human IS/IT resource and IT infrastructure are considered to be 
of importance in the adoption of information systems (Huang et al. 2006). The utili-
sation of these resources is also arguably able to leverage technology usage thus 
providing success to technology innovation (Bharadwaj 2000; Grant 1991, 1995; 
Huang et al. 2006; Khatri 2006; Ross et al. 1996). The IS/IT-enabled intangible ele-
ment of customer service skills and knowledge, which was identified initially as a 
resource that could provide success to HIS assimilation, was scarcely discussed 
amongst interview participants. Further analysis indicated that these intangible ele-
ments were more of a barrier than a facilitator to the hospital. These barriers will be 
discussed further in subsequent sections.

The regulation element was an expected finding as the context of the case study 
was in a public hospital that adheres to all regulations posed by the government. The 
regulatory environment confirms the argument of Chee and Barraclough (2007) that 
healthcare organisations should abide by any regulatory changes and implementa-
tion as the government’s regulatory influences would have an impact on the HIS 
assimilation in a hospital. The regulatory element also supports findings of Zhu 
et al. (2006) whereby regulation does actually provide an influence to the success of 
the technology assimilation.

The focus on HIS assimilation in the hospital supports the theory of diffusion 
modelling that, from a practical perspective, affects the larger portion of the hospi-
tal’s population and further, from a technical perspective, appears to be successful 
based solely on the idea of having new innovation acquired in the organisation but 
nevertheless failed to be deployed (Fichman and Kemerer 1999).

Analysis of this study identified gaps between the assimilation stages, revealing 
global and local barriers that should be addressed in all and specific assimilation 
stages in order to provide successful HIS assimilation. Despite the elucidation of the 
global and local barriers, to obtain a more descriptive and consistent picture pertain-
ing to successfully assimilation of the HIS, the people, process, technology and 
environment components were identified to provide key facilitators for success. 
Based on the barriers and facilitators identified, a better descriptive version of HIS 
assimilation model for hospitals is developed. This is illustrated in Fig. 18.6.

Findings of this study highlight that successful assimilation of the HIS in a pub-
lic hospital is highly complex. The adoption and use of the HIS are relatively slow 
and require continuous improvement in sustaining its use. This view is supported in 
the literature by various scholars who support the contention that there are still 
issues with the healthcare sector that is slow in adopting HIS and sustaining the use 
of these systems (LeRouge and Wickramasinghe 2013; Spil and Stegwee 2001).

It is clear from the findings of this study that successful assimilation of an HIS 
involves more than proper planning and implementation at the initial stage. 
Successful assimilation also requires clinical governance in understanding the needs 
of healthcare IS/IT, the maintenance of the systems throughout adoption and the 
input of clinical IS/IT experts. Clinical management support in terms of technical 
knowledge and financial resources must be accompanied by strong leadership and 
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critical understanding of the demands of a computerised medical facility in order to 
promote the extensive use of HIS through to its routinisation stage. However, with 
the absence of good leadership and knowledge of the HIS demands, the system 
remains part of the organisation’s value chain activities but has failed to meet its 
intended benefits. The absence of sufficient knowledge after a new IS/IT has been 
adopted in a healthcare facility is also supported by the findings of Fichman and 
Kemerer (1999) and further supported by Zhu et al. (2006) that the organisation and 
its members usually lack sufficient knowledge to gain control and manage the sys-
tem after new IS/IT was adopted. This then causes an issue with the fit between the 
technology acquired and the end user’s work context. As a result, systems may be 
abandoned or utilised less due to being irrelevant to the work environment.

HIS assimilation is important as healthcare organisations are facing crisis due to 
the global exponentially increasing healthcare costs, and government in most coun-
tries around the world believed that IS/IT is central in resolving this situation. Thus, 
it is apparent that a myriad of e-health and/or IS/IT innovation projects in health 
care are currently initiated and implemented in various countries. However, many of 
these initiatives and innovations are unsuccessful. Therefore, HIS assimilation 
offers a possible solution to ensure the likely success of HIS within the e-health 
projects.

Despite the numerous issues encountered by the medical staff of the public hos-
pital, the HIS undeniably provided valuable assistance to the clinical work prac-
tices, especially in storing and retrieving information on patient’s medical histories. 
The use of the HIS also promotes familiarisation of clinical computation amongst 
medical professionals. Efficient services providing almost immediate clinical test 
results have subsequently lead to easier and faster decision-making on the patient’s 
medical treatment. The HIS has also been acknowledged as a medium of communi-
cation amongst medical staff in providing a diagnosis for cross department cases.
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The HIS was initially found by this research to be poor in relation to sustained 
use. Through the findings of the research analysis, this was found to be the case for 
the public hospital understudy and is attributed to barriers that occur globally 
throughout all the assimilation stages of the HIS and locally at specific stages of 
HIS assimilation. Global barriers involve all levels of assimilation and include over-
coming financial difficulties, overcoming political influences and a lack of up-to- 
date knowledge on healthcare technology and systems. The local barriers, such as 
lack of leadership, lack of efficiency of IT vendor support and proactive communi-
cations, must be addressed in each assimilation stage to ensure that preventive mea-
sures have been taken to avoid abandonment of the HIS.

Overcoming financial difficulties is crucial as the assimilation of healthcare IS/
IT requires a prolonged state of monetary investment from the relevant stakehold-
ers, especially during system maintenance. Efficient planning and allocation of the 
healthcare IS/IT budget from the investors are crucial in supporting the entire assim-
ilation process which will result in sustaining the use of the HIS. The political bar-
riers in many government organisations do cause complications in many parts of the 
organisation, particularly the work processes. Overcoming political barriers requires 
a change in work culture, good governance and a high degree of political and admin-
istrative commitment by the top government authorities. It is imperative to adopt a 
more transparent way of managing the current business practices relating to areas 
such as IT vendor selection and procurement processes. A strong senior manage-
ment team that promotes accountability and transparency and upholds strong ethical 
values in realising organisational objectives in providing better health and quality of 
service to the people is essential.

An appointed champion amongst senior clinicians with strong healthcare IS/IT 
knowledge is mandatory to promote sustained use of the HIS, and a change in work 
culture is required to improve communication gaps between the medical and IS/IT 
field. It is crucial for both areas to understand the latest advancement in medical 
technology and to possess an understanding of clinical procedures in order to 
achieve the aims of having successful use of an end-to-end hospital IS/IT facility. 
Better communication amongst staff may also lead to an improved work culture and 
a more flexible and collaborative work environment.

In ensuring that the HIS is assimilated successfully in a healthcare facility, ele-
ments in the technology-organisation-environment framework (Tornatzky and 
Fleischer 1990) require further enhancement in tailoring the framework to the needs 
of a healthcare organisation. Hence, specifically for the healthcare context, the com-
ponents of people, process, technology and environment can be postulated as being 
facilitators for technology innovation. As facilitators, they influence the way that the 
healthcare organisation realises the needs and searches for ways to adopt new tech-
nology. However, these facilitators are not without barriers that the organisation has 
to overcome, both globally and locally, in each stage of the innovation assimilation.

It is also due to these barriers that the gaps identified by Fichman and Kemerer 
(1999) and Zhu et al. (2006), pertaining to the level of enthusiasm amongst HIS 
users that is generally higher during initial stage of assimilation and lower during 
the later stages of assimilation, exist. In the context of a healthcare environment, 
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being oblivious to these barriers during the initial stages causes the information 
systems deployment and adoption to result in disappointment or failure. Members 
of the healthcare organisation, not realising that other barriers exist in later stages of 
assimilation, are often deprived of or possess very limited skills and knowledge to 
use and maintain the HIS. Ultimately, this causes major misalignment between the 
new HIS being implemented and the medical professionals’ work environment.

It should be noted that many of the findings, whilst they have not been explicitly 
discovered in the context of health care, have been discussed to a greater or lesser 
extent in other industries, such as banking, finance and telecommunication. Thus 
noting this occurrence in healthcare context indicates that in many ways health care 
is not so dissimilar to other industries.

18.5  Conclusion

The area of HIS assimilation requires further investigation especially in ensuring 
that IS/IT are being utilised despite the identified barriers. However, given the grow-
ing focus globally for an increasing need of IS/IT as a means to effecting and 
enabling superior HIS delivery, it becomes of vital importance to further explore the 
components of HIS assimilation. This is critical, and in order to understand the 
depth and breadth of this key process, it is essential that future studies build on the 
important findings of this study. The next step for assimilation research is to carry 
out more investigation to examine in greater detail the specific barriers and facilita-
tors identified in this study in other healthcare contexts to provide more insights into 
HIS assimilation. Given the advancement in healthcare technologies with IoT 
health-enabled devices and big data analytics, it is of utmost importance for hospital 
administrators to ensure that the IS/IT systems are seamlessly assimilated through-
out the healthcare facilities in order to be able to generate vast amount of data to be 
used for predictive analytics in making precise decisions.

Multiple case studies should be carried out in various hospitals achieving similar 
levels of HIS assimilation to further improve the generalisability of the findings. 
Given the growing significance that IS/IT will play in enabling superior healthcare 
delivery, the critical role for successful assimilation of HIS needs to be further 
addressed in this important area.
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Chapter 19
Knowledge Management to Address  
Real Healthcare Needs: The Case  
of Allergy Care in Australia

Nilmini Wickramasinghe and Peter Haddad

19.1  Introduction

The Australasian Society of Clinical Immunology and Allergy (ASCIA) defines 
allergy as a medical condition that occurs when a person’s immune system reacts to 
substances in the environment that are harmless for most people. These substances 
are known as allergens and are found in house dust mites, pets, pollen, insects, 
molds, foods, and some medicines (ASCIA 2013). Allergy including asthma inci-
dents is steadily increasing and thus becoming a major health concern in many of 
these countries. This includes allergic rhinitis, drug allergy, food allergy, insect 
allergy, skin allergy, sinusitis, and general allergy (Pleis et al. 2009). These different 
types of allergy have different prevalence rates in different countries, but they all 
have an increased trend in common (AAAAI 2015). For example, 7.5% of the popu-
lation in the USA were diagnosed with hay fever in 12 months in 2011–2012, and 
8% of the population had a food allergy (Haahtela et al. 2013). This problem appears 
to be more acute in Australia, where allergy and immune diseases are among the 
fastest growing chronic conditions in the country (ASCIA 2013). According to the 
latest figures (ASCIA 2013, 2014), almost 20% of the Australian population has an 
allergic disease, and this prevalence is increasing. Hospital admissions for anaphy-
laxis (severe life threatening allergic reaction) have increased fourfold in the last 
20 years. Not only has this increase occurred in adults, but it has also hit newborn 
infants, as food-induced anaphylaxis has doubled in the last 10 years, and 10% of 
infants now have an immediate food allergy (ASCIA 2013). Autoimmune diseases 
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have also caused serious health problems to Australians. Today, there exist over 100 
different autoimmune diseases that affect 5% of Australians and lead to significant 
disability. These figures agree with another study that reports exponential increases 
in food allergy diagnosis in recent decades (Wang and Sampson 2011).

Data generated from a local HealthNuts study has also identified an increase of 
20% sensitization, and a 10% challenge confirmed food allergy rate in 12-month- 
old Melbourne infants (Osborne et  al. 2011). Further, there were 4.1 million 
Australians (19.6%) having at least one allergy, and the average Australian allergic 
person with 1.74 allergies, forecasting of 70% in the number of Australians with 
allergies affected from 4.1 million now to 7.7 million by 2050, and an increased 
proportion affected from 19.6 to 26.1% if the trends back then continued (Access 
Economics Pty Limited 2007).

As in other developed countries, these increased rates of allergy diagnosis in 
Australia are representing a real concern at the national level. Not only have these 
figures caused significant health problems for the Australian population, but they 
also have had notable economic impacts. 7.8 billion Australian dollar was the calcu-
lated cost of allergies in Australia in 2007. This is due to different interrelated fac-
tors like lower productivity (“presenteeism” $4.2 billion), direct medical costs ($1.2 
billion), lower employment rates ($1.1 billion), absenteeism and lost household 
productivity ($0.2 billion), and premature death ($83 million) (Cook et al. 2007; 
Sampson 2002, 2009).

Two burdens appear to have played key roles in making the allergy management 
even more challenging in the Australian context. Firstly, there is a lack of public 
awareness about the impact and appropriate management of allergy and immune 
diseases (AAAAI 2015; ASCIA 2013). This is in part due to the fact that allergy is 
evolving and many do not look at allergy as a serious medical condition like cancer 
or diabetes (ASCIA 2013). Secondly, access to care is difficult, even in metropolitan 
areas, due to the high number of patients and low number of appropriately trained 
healthcare professionals, resulting in long waiting times to see a specialist, which 
also causes negative consequences on patients and their possible treatment care 
plans (AAAAI 2015).

These two challenges, and the nature of allergy conditions and required treat-
ments, are causing allergy patients to be seen by different healthcare professionals 
for allergy screening and/or follow-up (Haddad et al. 2015). This starts with general 
practitioners, or family doctors, who would refer patients to a specialist if needed. 
Two problems face this model of provisioning allergy care in Australia. Firstly, it is 
not an unusual clinical practice for clinicians to provide patients with a copy of their 
skin prick testing (SPT) results each time the test is performed as well as keep a 
record of the test in either written or electronic form in their patient database. As 
allergy services are currently stretched, there are frequently prolonged waiting times 
for food allergy review, particularly in the public sector. It is not uncommon for 
patients to be seen by different allergy practitioners for follow-up testing in the lon-
ger term (Gordois et al. 2007). In the interim patients are frequently encouraged to 
attend their general practitioner for food allergy follow-up that may include intermit-
tent evaluation of yearly or second yearly allergen-specific immunoglobulin E (sIgE) 
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testing to the food allergen(s) in question. In the event that these levels are low or 
approaching negative re-referral for follow-up and consideration of formal inpatient 
challenge may be appropriate. In this situation it is not uncommon that previous test 
results are not readily available for comparison. There is some evidence to suggest 
that the rate of change in SPT size or sIgE levels over time may help in predicting 
the development of tolerance (Australian Doctor 2015; Haddad et al. 2015).

Secondly, there has been no specific or agreeable knowledge among healthcare 
professionals to manage these referrals. A recent study (Smith et al. 2016) reviewed 
100 consecutive general practitioner (GP) referrals to a hospital allergy clinic were 
reviewed to determine whether patients could be seen in a community-based clinic 
led by a general practitioner with special interest (GPwSI) allergy. The results 
showed that at 25–50% of allergy referrals to the selected hospital-based service 
could be dealt with in a GPwSI clinic, thereby diversifying the patient pathway, 
allowing specialist services to focus on more complex cases, and reducing the wait-
ing time for first appointments. These two and other problems have motivated the 
need to redesign the model of provisioning care allergy (Warner et al. 2006).

Based on these circumstances, health information exchange solutions have been 
touted to be helpful to address the issue of interorganizational health information 
exchange (HIE) (Walker et al. 2005). The literature is rich with studies that evaluate 
the impact of HIE in health care in general. Walker et al. (2005) created an HIE tax-
onomy and found that a fully standardized HIE that also takes interoperability into 
consideration may yield a net value of $77.8 billion per year upon the full implemen-
tation. Similarly, Bailey et al. (2013) found that HIE was associated with 64% lower 
odds of repeated diagnostic imaging in an emergency evaluation of back pain (p. 16), 
and another study found that HIE access was associated with an annual cost savings 
of $1.9 million, and hospital readmission reductions accounted for 97.6% of the total 
cost reduction for the population of the study (Frisse et al. 2012). Hence, this study 
is an attempt to leverage the possibilities of HIE to facilitate better flows of knowl-
edge and information within and across allergy care providers and their patients.

19.2  Research Aim and Question

This study addresses a key practical need by designing a comprehensive solution 
that utilizes information and communication technology (ICT) to facilitate knowl-
edge flow among allergy care providers and also between patients and their health-
care providers as explained below.

Hence, this study answers the following research question:

• How can information and communication technology be designed to facilitate 
superior knowledge flow in the context of allergy care delivery?

In answering this question, this study also identifies the challenges and opportu-
nities of information and communication technology in managing allergy care 
delivery. Hence, the following sub-questions are also addressed:
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• What are the technical challenges faced in designing information systems to 
facilitate knowledge flow in the context of allergy care delivery?

• What are the enablers and barriers to design such information systems?

To answer these questions, this study uses the approach of knowledge manage-
ment as a theoretical underpinning.

19.3  The Approach of Knowledge Management

Given the increased rates of allergy diagnoses in developed countries, this study 
attempts to solve a current business challenge by increasing the efficiency and effi-
cacy of the core business processes for allergy care providers. The theory of knowl-
edge management (KM) is deemed appropriate to ground this study (Holsapple 
2013; Power et al. 2015; Wang et al. 2014; Wickramasinghe et al. 2009).

Knowledge management is an emerging management approach that aims at 
responding to the increasing need to better management of the ever-increasing data 
stored in databases or even information that is being exchanged throughout different 
and complex networks (Geisler and Wickramasinghe 2009). The literature shows a 
number of definitions of knowledge management. For example, Lee (2001) looks at 
knowledge management as a discipline that promotes an integrated approach to 
identifying, managing, and sharing all of an enterprise’s information needs. These 
information assets may include databases, documents, policies, and procedures as 
well as previously unarticulated expertise and experience resident in individual 
workers (Geisler and Wickramasinghe 2009). Another perspective is also centered 
on collecting data and transferring these data from raw materials into information 
elements, which in turn are assembled and organized into context-relevant struc-
tures that represent knowledge (Saint-Onge 1996). Another interesting aspect on 
defining knowledge management is centered on enabling individuals in an organiza-
tion to collectively acquire, share, and leverage knowledge to achieve business 
objectives (Duffy 2001; Geisler and Wickramasinghe 2005).

The tools, techniques, and tactics of knowledge management approach are 
increasingly being used and recognized by organizations (Geisler and 
Wickramasinghe 2009; Wickramasinghe et al. 2009). The primary drivers for knowl-
edge management in the last decades have been (1) the global trend to invest in 
information and communication technology since the late 1980s and (2) the dilemma 
of lack of tools that domesticate the expertise within the organizations when senior 
executives leave their organizations (Holsapple 2013; Wickramasinghe et al. 2009).

Knowledge management is not limited to the context within organizations, but it 
also covers the interorganizational activities pertaining to knowledge flow, transfer, 
and management (Agrawal 2001; Wang et al. 2014). In their review of the factors 
affecting knowledge flow and sharing between different unities (organizations or 
individuals), Battistella et al. (2015) found that trust, intensity of the connections, 
and, they added, the distances that exist between parties, in particular the organiza-
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tional distance, the physical distance, the distance of the knowledge base, the cul-
tural distance, and the normative, play key roles in determining the success of 
knowledge management practices both interpersonally and interorganizationally.

Even though knowledge management has been used to highlight the interorgani-
zational knowledge flow, examining this concept in health care is still developing in 
the literature (Holsapple 2013; Power et al. 2015; Wang et al. 2014; Wickramasinghe 
et al. 2009). This research is a contribution to this effort.

19.3.1  Knowledge Management for Health Care

The allure of knowledge management to control and facilitate knowledge transfer 
and flow has been appealing for the healthcare context, and it is becoming an estab-
lished discipline with many applications and techniques (El Morr and Subercaze 
2010). It is especially useful given the nature of health care, as a data and an 
information- intensive industry (Wickramasinghe and Schaffer 2010).

Further, with the ever-increasing volume of data being produced daily in the 
electronic medical records (EMR) and clinical databases, knowledge management 
approaches provide a tool-rich platform to perform pattern-identification tasks, such 
as detecting associations between certain risk factors and outcomes, ascertaining 
trends in healthcare utilization, or discovering new models of disease in populations 
(Holmes et al. 2002).

Today the literature has a plethora of studies that utilize the principles of knowl-
edge management in the context of health care, such as clinical decision making 
(Balas et al. 2004; Lobach et al. 2012), knowledge translation (Straus et al. 2013) 
and flow (Lin et al. 2012), and mobilization of knowledge (Davies et al. 2016).

In their comprehensive assessment of applying knowledge management in the 
healthcare industry, Wickramasinghe et al. noted that the gap between data collec-
tion and data comprehension and analysis is becoming more problematic, given the 
increased volume and complexity of clinical data, which, in on one or other, reflects 
the complexity of the health care itself (Wickramasinghe et al. 2009).

19.3.2  The Application of Knowledge Management on This 
Study

Utilizing the tools, tactics, and techniques that knowledge management offers is 
deemed appropriate for this research for the following reasons:

First, the designed database is expected to produce high volumes of data on dif-
ferent types of allergy in different age groups. Not only is the volume demanding, 
but also the complexity of the produced data is an issue. Those two factors  combined 
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make the use of knowledge management prudent to maximize the benefit of using 
the designed database.

Second, knowledge management will help bridge the gap between data collection 
as a routine procedure and data comprehension and analysis as an innovative and 
iterative process. This is highly important based on the explanation aforementioned.

Third, it will help clinicians to better understand their patients’ data with less 
effort and time, which, in turn, increases the efficiency and efficacy of their daily 
operations.

Fourth, the aim of this study is to create a reliable and exchangeable knowledge 
among different allergy treatment providers, rather than merely creating the data-
base. This is the core interest of knowledge management approach, by moving from 
raw knowledge (data), which is much context-dependent, to knowledge and then 
wisdom, which are much more context-independent (Wickramasinghe et al. 2009).

19.4  The Proposed System

The proposed solution is a web portal and a mobile app that utilize a comprehensive 
database at the back end as Fig. 19.1 illustrates.

The proposed system addresses the need for a timely access to the latest informa-
tion of allergy patients irrespective of their care providers. This system will be 
designed to do the following:

 1. Enabling allergy care providers and receivers to access accurate real time and 
digitized data on their patients’ care plans, treatments, and progress

Web Portal Mobile App

Fig. 19.1 The generic 
design of the proposed 
solution
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 2. Raising the awareness of allergy care by providing educational materials on 
allergy and its needed treatments

 3. Enhancing the knowledge flow between patients and their care providers by 
including the system smart alerts and notifications on needed follow-ups

The system will enable two way communications between allergy patients and 
their care providers, so patients will be able to ask their health professionals ques-
tions on their care needs and allergy management plans.

Building the system has two phases: first building the prototype by using MySQL, 
PHP, and JavaScript. This includes building the backbone database and testing it 
against the design requirements. The design requirements are determined by discus-
sions with allergy care providers at the selected case as the next section will show. 
The next step is to test the designed system and how it fits the design requirements 
and the purpose it addresses, i.e., facilitating superior knowledge flow in the context 
of allergy care delivery.

Patients’ data will be secured using recommended protocols by industry part-
ners. During the prototype phase, the researchers are using a dummy data set.

19.5  Methodology and Research Design

This study adopts single case study (Yin 2003) and design science research method-
ology (DSRM) (Peffers et al. 2007). Case study research has proven to be “well- 
suited to capturing the knowledge of practitioners and developing theories from it” 
(Benbasat et al. 1987, p. 370). Also, the main focus of this study is to design an IS/
IT that facilitates knowledge transfer and sharing among different allergy care pro-
viders. Hence, the use of (DSRM is deemed appropriate for this study (Peffers et al. 
2007). DSRM is a process model that helps carry out researchers on designing arti-
facts to serve in the area of IS. This methodology is widely used quantitatively to 
improve existing solutions or qualitatively to create new solutions to unsolved prob-
lems (Gregor and Hevner 2013). In this research, this methodology is used qualita-
tively given the nature of this study as it aims at creating a novel solution for an 
existing problem (von Alan et al. 2004), namely, the fragmented chain of knowledge 
sharing among allergy care providers. Hevner (2007) conceptualizes DSRM in 
three cycles, namely, relevance cycle, rigor cycle, and design cycle. According to 
this framing, design science research starts with the relevance cycle whose role is 
centered on providing the requirements for the research by identifying the opportu-
nity/problem to be addressed. The rigor cycle is centered on providing past knowl-
edge to the research project to insure its innovation (p. 90), and the design cycle 
concentrates on building the artifacts and processes and evaluating them (Hevner 
2007). As this research is in its initial stages, the relevance and design cycles are 
relevant to this study at this stage. Upon the building of the solution, the rigor cycle 
will be addressed. Table 19.1 summarizes how the relevance and design cycles are 
mapped to this study.
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19.5.1  Settings and Participants

The design phase of this study was guided by discussions with clinicians in the 
selected case. The selected case is a pediatric allergy clinic in Melbourne, Australia. 
The output of these discussions was a set of design requirements and recommenda-
tions. Randomly selected de-identified existing patients’ records from this clinic 
will be used to help establish the main structure of the proposed system. Upon 
completing the design phase, the prototype will be tested at the selected case.

Table 19.1 Mapping DSRM (Peffers et al. 2007) to the proposed system

DSRM activity Activity description Application on this study

Problem 
identification and 
motivation

Defining the specific 
research problem and 
justifying the value of a 
solution based on 
knowledge of the state of 
the problem

With the increasing rates of food allergy 
diagnosis (Osborne et al. 2011) and the 
stretches allergy care is experiencing (Bell and 
Busse 2013), the lack of a computerized 
information and communication system to 
support knowledge flow among allergy care 
providers is clear, and the need to address this 
gap is established

Definition of 
objectives of the 
solution

The objectives can be 
qualitative or quantitative, 
i.e., create or improve an 
artifact, respectively, 
based on knowledge of the 
state of the problem and 
current solutions, if any, 
and their efficacy

The objective is qualitative, as this research 
aims to create an artifact to address the 
fragmented nature of allergy care (Duncavage 
and Hagaman 2013). Not only does the 
designed solution attempts to address the 
technical, cultural, and principle challenges, but 
it also explores the role of information and 
communication technologies in managing 
knowledge flow among allergy care providers 
and patients and their communities

Design and 
development

Creating the artifact, 
including the desired 
functionality and its 
architecture based on 
knowledge of theory that 
can be used to bear in a 
solution

The artifact is to be designed to facilitate 
knowledge sharing and flow among different 
allergy care providers by having a central 
database that can be accessed by care providers 
and receivers to have instant access to the latest 
results and treatment plans. To do so, the design 
phase is conducted collaboratively between the 
researchers and the clinicians at the selected 
case

Demonstration Demonstrate the use of the 
artifact to solve the 
problem

The artifact is to be tested and tried, and then 
in-depth analysis will be performed to measure 
the extent to which the proposed system helps 
solve the problem

Evaluation Iterate back to better 
design the artifact if 
needed

As needed, iteration back will take place, based 
on in-depth analyses to identify rooms of 
improvement

Communication Publish and let the value 
of the solution talk about 
itself

Conference publications and other presentation 
activities to develop the project further and 
share the findings with interested stakeholders

N. Wickramasinghe and P. Haddad



319

19.5.2  Data Collection Plan and Techniques

Through the initial discussions with the clinicians at the selected case, we have 
established that the need for an information system that enables knowledge sharing 
and flow among different allergy care providers and their patients is greatly needed. 
Once the prototype is designed, a focus group will target up to five clinicians who 
work for the selected clinic. They are recruited based on their daily interaction with 
patients and their records. Those who participate in the focus group will be requested 
to complete a follow-up survey for data triangulation. Patients who visit the clinic 
during the 3-month trial period will be asked if they wish to participate in the study 
(again subscribing to all ethical requirements) and if so will then be randomly 
selected into the respective arms of the two-arm trial (as described above). All 
patients will receive equal care and attention irrespective of their participation or not 
in the study.

19.6  Results to Date and Discussion

Currently, the initial prototype has been designed including the structure of the 
backbone database, and the web portal, and testing them both by using a dummy 
data set. The initial results show that the database is capable to be the backbone sup-
porting system. The next step is to use real de-identified data to test its scalability in 
real time. The majority of design requirements were met during the design, plus 
subscribing to the DSRM approach. This also will be confirmed during the second 
phase of the study.

This research has a number of implications for both theory and practice. From 
theoretical perspective, this research addresses an urgent need to address the inter-
organizational knowledge flow and the potential role of information technology and 
communication in this regard, specifically in a healthcare context. It also aims at 
highlighting the technical challenges that may affect the use of such systems and 
limit their usability. In addition, a further theoretical aspect is the application of 
DSRM in a healthcare context.

From the perspective of practice, we highlight several key aspects as follows:

First, the proposed solution is an attempt to address the three problems facing the 
current model of allergy care, namely, the lack of awareness of allergy care 
requirements (by enabling educational contents for allergy patients); difficulty 
accessing specialized allergy care (by increasing the efficiency of care delivery 
through the use of information technology), as well as the nature of allergy care; 
and the need for higher coordination among different care providers.

Secondly, this solution has the potential to enhance the long-term follow-up of 
patients attending for comprehensive food allergy management at healthcare 
contexts.
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Thirdly, this project has great potential to be patented and commercialized again 
bringing kudos and financial benefits to healthcare contexts.

Fourthly, the outputs of this study are far reaching to patients and their communities 
in developed countries, particularly in Australia, where allergy rates are among 
the highest in the world. It is expected that there will be instant and long-term 
clinical benefits by facilitating proactive and protective allergy care and manage-
ment practices.

The next step of this research is to examine the usability and fidelity of the pro-
posed system at the selected case. The outputs of this testing will be used to further 
enhance different design and functionality aspects of the proposed system.

19.7  Conclusion

The proceeding has served to outline a research in progress study that serves to 
address a healthcare need drawing upon the tools, techniques, and tactics of knowl-
edge management. Specifically, a knowledge-based ICT solution is designed and 
developed using a DSRM to address current key issues in the delivery of care for 
patients suffering from allergies. The developed prototype will now be tested to 
establish usability, fidelity, and patient centeredness. In this way, the impact of the 
proffered system as a decision support tool powered by integrating key aspects of 
the tools, techniques, and technologies of knowledge management to enable supe-
rior value-based care delivery will be identified and realized.
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Chapter 20
Embracing the Principles of Knowledge 
Management to Structure a Superior IT 
Healthcare Paradigm

Nilmini Wickramasinghe, James Choi, and Jonathan L. Schaffer

20.1  Introduction

Health care is an information-rich, knowledge-intensive environment. In order to 
treat and diagnose even a simple condition, a physician must combine many varied 
data elements and information streams. Such multispectral data must be carefully 
integrated and synthesized to allow medically appropriate management of the dis-
ease. Given the need to combine data and information into a coherent whole and 
then disseminate these findings to decision-makers in a timely fashion, the benefits 
of ICT to support physician decision-making and other stakeholders throughout the 
healthcare system are clear (Wickramasinghe et al. 2005b). In fact, we see the pro-
liferation of many technologies such as HER (health electronic records), PACS (pic-
ture archive computerized systems), CDSS (clinical decision support systems), etc.

However, and paradoxically, the more investment in ICT by healthcare organiza-
tions, the more global health care appears to be hampered by information chaos, 
which in turn leads to inferior decision-making, ineffective and inefficient opera-
tions, exponentially increasing costs, and even loss of life (Wickramasinghe et al. 
2005b; Wickramasinghe 2008a). We believe the reason for this lies in the essentially 
platform-centric application of ICT within health care to date, which at the micro 
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level do indeed bring some benefits, but at the macro level only add to the problem 
by creating islands of automation and information silos that hinder rather than 
enable and facilitate the smooth and seamless flow of relevant information to any 
decision-maker when and where such information is required.

In order to understand the role for technology in healthcare delivery, it is first 
important to understand the unique aspects of the healthcare industry, the key chal-
lenges, and the components of the healthcare value proposition. Unlike most other 
industries, health care has the unique structure that the receiver of the services (i.e., 
the patient) is often not the predominant payer for those services (i.e., the insurance 
company or government). Moreover, any healthcare intervention is complex and 
typically involves directly or indirectly a multiplicity of players including providers, 
payers, patients, and regulators. This then leads to many economic dilemmas such 
as moral hazard, orthogonal considerations pertaining to cost versus quality, and 
information asymmetry which in turn have the potential to create obstacles in an 
attempt to deliver efficient and effective health care (Wickramasinghe and Silvers 
2003; Wickramasinghe et  al. 2006; von Lubitz and Wickramasinghe 2006a). In 
order to ameliorate these problems, relevant data, pertinent information, and ger-
mane knowledge play a vital role and can only be obtained via the prudent structure 
and design of technology (Wickramasinghe and Schaffer 2006; Wickramasinghe 
2007a, 2008b). Of equal significance are the major challenges facing today’s health-
care organizations, i.e., demographic challenges, technology challenges, and finance 
challenges (Wickramasinghe and Schaffer 2006; Wickramasinghe 2007a, 2008b; 
von Lubitz and Wickramasinghe 2006b).

Demographic challenges are reflected by longer life expectancy and an aging 
population; technology challenges include incorporating advances that keep people 
younger and healthier; and finance challenges are exacerbated by the escalating 
costs of treating everyone with the latest technologies. Healthcare organizations 
should respond to these challenges by focusing on three key solution strategies, 
which taken together form the healthcare value proposition (Wickramasinghe 
2008b), namely:

 1. Access—caring for anyone, anytime, anywhere, and when and where the patient 
requests

 2. Quality—offering world-class care and establishing integrated information 
repositories

 3. Value—providing effective and efficient healthcare delivery at minimal cost

These three components are interconnected such that they continually impact on 
the other and all are necessary to meet the key challenges facing healthcare organi-
zations today. In such a context, it is only through the judicious application of tech-
nology solutions that superior healthcare delivery can be effected (Wickramasinghe 
et al. 2005b; Wickramasinghe 2008b).

Recognizing the need for technology solutions does not in and of itself translate 
into realizing the full potential afforded by the technology. To truly realize the full 
potential, it is imperative to understand the healthcare technology paradigm, develop 
a sustainability model for the effective use of technology in a specific context, and 
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then successfully design and implement the patient-centric technology solution. 
Many of the problems with technology use are connected to the platform-centric 
nature of these systems and the fact that they cannot support seamless transfer of 
data and information. This challenge, on top of already inferior healthcare pro-
cesses, leads to the realizing of inferior, not superior, healthcare delivery. Hence, it 
is of paramount importance to focus on designing effective and efficient healthcare 
processes enabled with technology to support the delivery of superior health care 
and thus better access, quality, and value.

To address this current and significant chasm facing healthcare delivery in the 
United States, the proposed paper will serve to integrate key management theories 
and outline the importance of embracing the tools, technologies, tactics, and tech-
niques of knowledge management in order to design a ubiquitous healthcare grid. 
This new network-centric paradigm, which is grounded in a process-oriented view 
of KM (knowledge management) and the seminal work of von Lubitz and 
Wickramasinghe (2005a, 2006b), Boyd and COL USAF (1987), and Wickramasinghe 
et al. (2009a) is essential to provide a robust technology infrastructure capable of 
enabling seamless transfer of necessary healthcare information to whom it is needed 
when it is needed so that superior patient-centric healthcare delivery will ensue and 
the US healthcare system will once again regain its premier status.

20.2  Process-Oriented Knowledge Generation

Knowledge management is a relatively recent management technique designed to 
make sense of this information chaos by applying strategies, structures, and tech-
niques to apparently unrelated and seemingly irrelevant data elements so that ger-
mane knowledge can be extracted (Wickramasinghe et al. 2005b; Wickramasinghe 
and Schaffer 2006; Wickramasinghe 2007a, 2008a, b; von Lubitz and 
Wickramasinghe 2005a). This knowledge can then serve, in support of decision- 
making, effective and efficient operations as well as enable an organization to reach 
a state of information superiority. Critical to knowledge management is the applica-
tion of ICT [ibid]. However, it is the configuration of these technologies that is 
important to support the techniques of knowledge management.

Within knowledge management, the two predominant approaches to knowledge 
generation are people centric and technology centric (von Lubitz and Wickramasinghe 
2005a; Wickramasinghe 2005; Bali et  al. 2009). A people-oriented perspective 
draws from the work of Nonaka as well as Blacker and Spender (von Lubitz and 
Wickramasinghe 2005a; Wickramasinghe 2005; Bali et  al. 2009; Nonaka and 
Nishiguchi 2001; Nonaka 1994; Newell et al. 2002). Essential to this perspective of 
knowledge creation is that knowledge is created by people and that new knowledge 
or the increasing of the extant knowledge base occurs as a result of human cognitive 
activities and the effecting of specific knowledge transformations [ibid], Fig. 20.1a.

The processes of creating and capturing knowledge, irrespective of the specific 
philosophical orientation (i.e., Lockean/Leibnitzian versus Hegelian/Kantian), are 
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Fig. 20.1 (a) People perspective of knowledge generation. (b) Technical perspective of knowl-
edge generation. (c) Process perspective of knowledge generation. Adapted from Bali et al. (2009)

the central focus of both the psychosocial (people) and algorithmic (technology) 
theories of knowledge creation. However, to date, knowledge creation has tended to 
be approached from one or the other perspective, rather than a holistic, combined 
perspective (von Lubitz and Wickramasinghe 2005a; Wickramasinghe 2005; Bali 
et al. 2009). Figure 20.1a highlights the essential aspects of the three well-known 
psychosocial knowledge creation theories, namely, Nonaka’s knowledge spiral and 
Spender’s and Blackler’s respective frameworks, into one integrative framework by 
showing that it is possible to change the form of knowledge, i.e., transform existing 
tacit knowledge into new explicit knowledge and existing explicit knowledge into 
new tacit knowledge or to transform the subjective form of knowledge into the 

N. Wickramasinghe et al.



327

objective form of knowledge (von Lubitz and Wickramasinghe 2005a; 
Wickramasinghe 2005; Bali et al. 2009).

In effecting such transformations, the extant knowledge base as well as the 
amount and utilization of the knowledge within the organization increases. 
According to Nonaka (1994):

 1. Tacit to tacit (socialization) knowledge transformation usually occurs through 
apprenticeship-type relations where the teacher or master passes on the skill to 
the apprentice.

 2. Explicit to explicit (transformation) knowledge transformation usually occurs 
via formal learning of facts.

 3. Tacit to explicit (externalization) knowledge transformation usually occurs when 
there is an articulation of nuances; for example, as in health care if a renowned 
surgeon is questioned as to why he does a particular procedure in a certain man-
ner, by his articulation of the steps the tacit knowledge becomes explicit.

 4. Explicit to tacit (internalization) knowledge transformation usually occurs as 
new explicit knowledge is internalized; it can then be used to broaden, reframe, 
and extend one’s tacit knowledge.

The two other primarily people-driven theories that focus on knowledge creation 
as a central theme are Spender’s and Blackler’s respective frameworks (von Lubitz 
and Wickramasinghe 2005a; Wickramasinghe 2005; Bali et al. 2009; Newell et al. 
2002). Spender draws a distinction between individual knowledge and social knowl-
edge, each of which he claims can be implicit or explicit [ibid]. Spender’s definition of 
implicit knowledge corresponds to Nonaka’s tacit knowledge. However, unlike Spender, 
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Nonaka doesn’t differentiate between individual and social dimensions of knowledge; 
rather he just focuses on the nature and types of the knowledge itself. In contrast, 
Blackler [ibid] views knowledge creation from an organizational perspective, noting 
that knowledge can exist as encoded, embedded, embodied, encultured, and/or 
“embrained.” In addition, Blackler emphasized that for different organizational 
types, different types of knowledge predominate and highlighted the connection 
between knowledge and organizational processes [ibid].

A technology-driven perspective to knowledge creation is centered around the 
computerized technique of data mining and the many mathematical and statistical 
methods available to transform data into information and then meaningful knowl-
edge (von Lubitz and Wickramasinghe 2005a; Wickramasinghe 2005; Bali et  al. 
2009; Adriaans and Zantinge 1996; Cabena et al. 1998; Bendoly 2003; Fayyad et al. 
1996; Holsapple and Joshi 2002; Choi and Lee 2003; Chung and Gray 1999; 
Becerra-Fernandez and Sabherwal 2001; Yen et al. 2004; Award and Ghaziri 2004; 
Fig. 20.1b).

In contrast to the above, primarily people-oriented frameworks pertaining to 
knowledge creation, knowledge discovery in databases (KDD), and more specifi-
cally data mining approach knowledge creation from a primarily technology-driven 
perspective. In particular, the KDD process focuses on how data is transformed into 
knowledge by identifying valid, novel, potentially useful, and ultimately under-
standable patterns in data (von Lubitz and Wickramasinghe 2005a; Wickramasinghe 
2005; Bali et al. 2009; Adriaans and Zantinge 1996; Cabena et al. 1998; Bendoly 
2003; Fayyad et al. 1996; Holsapple and Joshi 2002; Choi and Lee 2003; Chung and 
Gray 1999; Becerra-Fernandez and Sabherwal 2001; Yen et al. 2004; Award and 
Ghaziri 2004). KDD is primarily used on data sets for creating knowledge through 
model building or by finding patterns and relationships in data using various tech-
niques drawn from computer science, statistics, and mathematics. From an applica-
tion perspective, data mining and KDD are often used interchangeably. Figure 20.1b 
presents a generic representation of a typical knowledge discovery process. 
Knowledge creation in a KDD project usually starts with data collection or data 
selection, covering almost all steps in the KDD process; the first three steps of the 
KDD process (i.e., selection, preprocessing, and transformation) are considered 
exploratory data mining, whereas the last two steps (i.e., data mining and interpreta-
tion/evaluation) in the KDD process are considered predictive data mining.

Unlike the aforementioned approaches, a process-centric approach to knowledge 
creation not only combines the essentials of both the people-centric and technology- 
centric perspectives but also emphasizes the dynamic and ongoing nature of the 
process. Process-centered knowledge generation is grounded in the pioneering work 
of Boyd and his OODA Loop, a conceptual framework that maps out the critical 
process required to support rapid decision-making and extraction of critical and 
germane knowledge (von Lubitz and Wickramasinghe 2005a; Boyd and COL USAF 
1987; Wickramasinghe et  al. 2009a; Wickramasinghe 2005; Bali et  al. 2009). 
Colonel Boyd initially focused on the art of air warfare and the need to develop situ-
ational awareness, assess the options available, and make the critical decision to 
remaining airborne while the enemy became embedded in the terrain below. In fact, 
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this seminal decision model had applicability to warfare, management, and many 
other operational situations.

The OODA loop is based on a cycle of four interrelated stages essential to sup-
port critical analysis and rapid decision-making that revolve in both time and space: 
observation followed by orientation, then by decision, and finally action (OODA). 
At the observation and orientation stages, implicit and explicit inputs are gathered 
or extracted from the environment (observation) and converted into coherent infor-
mation (orientation). The latter determines the sequential determination (knowledge 
generation) and action (practical implementation of knowledge) steps [ibid], 
Fig. 20.1c. The outcome of the action stage then affects, in turn, the character of the 
starting point (observation) of the next revolution in the forward progression of the 
rolling loop.

Given that health care is such a knowledge-rich environment that requires rapid 
decision-making to take place that has far-reaching consequences, a process- centered 
approach to knowledge generation is most relevant and forms the conceptual frame-
work for network-centric healthcare operations.

20.3  Network-Centric Healthcare Operations

Health care, like all activities conducted in complex operational space, affects and 
requires the functioning of three distinct entities, i.e., people, process, and technol-
ogy. To capture this dynamic triad that continually impacts all healthcare operations, 
the doctrine of healthcare network-centric operations is built around three entities 
that form mutually interconnected and functionally related domains. Specifically, 
these domains include (von Lubitz and Wickramasinghe 2006a, b):

 1. A physical domain that represents the current state of healthcare reality that 
encompasses the structure of the entire environment healthcare operations intend 
to influence directly or indirectly, e.g., elimination of disease, fiscal operations, 
political environment, patient and personnel education, etc. and also has data 
within it that are the easiest to collect and analyze, especially that they relate to 
the present rather than future state.

 2. An information domain that contains all elements required for generation, storage, 
manipulation, dissemination/sharing of information, and its transformation and 
dissemination/sharing as knowledge in all its forms.

 3. A cognitive domain that constitutes all human factors that affect operations.

It is within the cognitive domain that deep situational awareness is created, 
judgments made, and decisions and their alternatives are formulated.

In essence, these domains cumulatively serve to capture and then process all data 
and information from the environment, and given the dynamic nature of the envi-
ronment, new information and data must always be uploaded. Thus, the process is 
continuous in time and space captured by the “rolling nature” of Boyd’s OODA 
Loop, i.e., grounded in the process-oriented perspective of knowledge generation.
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20.4  ICT Use in Healthcare Network-Centric Operations

The critical technologies for supporting healthcare network-centric operations are 
not new, rather they are reconfigurations of existing technologies including web and 
Internet technologies. The backbone of the network is provided by a healthcare 
information grid (von Lubitz and Wickramasinghe 2006a, b; Wickramasinghe et al. 
2009a). Figure 20.2 depicts the essential grid architecture.

The three essential elements of the grid architecture are the smart portal which 
provides the entry point to the network, the analytic node, and the intelligent sensors 
(von Lubitz and Wickramasinghe 2006a, b). Taken together these elements make up 
the knowledge enabling technologies to support and effect critical data, informa-
tion, and knowledge exchanges that in turn serve to ensure effective and efficient 
healthcare operations.

In network-centric healthcare operations, the entry point or smart portal must 
provide the decision-maker with pertinent information and germane knowledge 
constructed through the synthesis and integration of a multiplicity of data points, 
i.e., support and enable OODA thinking. Unlike current web pages in general and 
especially current medical web portals and online databases such as MEDLINE 
that provide the decision-maker with large amounts of information that he/she 
must then synthesize and determine relative and general relevance, i.e., they are 
passive in nature, the smart portal enables the possibility to access the critical 
information required to formulate the action (practical implementation) stage of 
Boyd’s Loop.

GRIDGRID

GRID Layer

Applications Layer

Security Layer

Interface Layer

Fig. 20.2 Schematic for Network Centric HealthCare Operations. Adapted from Bali et al. (2009)
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In addition, the smart portal includes the ability to navigate well through the grid 
system; i.e., the smart portal must have a well-structured grid map to identify what 
information is coming from where (or what information is being uploaded to where). 
In order to support the ability of the smart portal to bring all relevant information 
and knowledge located throughout the grid system to the decision-maker, there 
must be universal standards and protocols that ensure the free-flowing and seamless 
transfer of information and data throughout the healthcare information grid, the 
ultimate in shared services. Finally, given the total access to healthcare information 
grid provided by the smart portal to the decision-maker, it is vital that the highest 
level of security protocols are maintained at all times, thereby ensuring the integrity 
of healthcare information grid. Figure 20.3 captures all these key elements of the 
smart portal.

The analytic nodes of the healthcare information grid perform all the major intel-
ligence and analysis functions and must incorporate the many tools and technolo-
gies of artificial intelligence and business analytics including OLAP (online 
analytical processing), genetic algorithms, neural networks, and intelligent agents 
in order to continually assimilate and analyze critical data and information through-
out the grid system and/or within a particular domain. The primary role of these 
analytic nodes is to enable the systematic and objective process of integrating and 
sorting information or support the orientation stage of Boyd’s Loop. Although we 
discuss the functional elements of the analytic node separately, it is important to 
stress that the analytic node is in fact part of the smart portal. In fact, the presence 
of the analytic node is one of the primary reasons that the smart portal is indeed 
“smart” or active rather than its more passive distant cousin the integrated e-portal 
that dominates many intranet and extranet sites of e-businesses today.

The final important technology element of the healthcare information grid is the 
intelligent sensor. These sensors are essentially expert systems or other intelligent 
detectors programmed to identify changes to healthcare information grid and data 
and/or information within a narrow and well-defined spectrum, such as an unusually 
high outbreak of anthrax in a localized geographic region, which would send a mes-
sage of a possible bioterrorism attack warning to the analytic node or perhaps the 
possibility of spurious or corrupt data entering the healthcare information grid sys-
tem. The sensors are not necessarily part of the smart portal and can be located 
throughout healthcare information grid independent of the analytic nodes and smart 
portals Figure 20.3 depicts the three essential technical components of healthcare 
information grid.

20.5  Knowledge Development, Support, and Dissemination

When the articular surfaces of a patient’s knee degenerate, the patient’s mobility 
becomes painful and limited. As with the tires on a car, the more mileage driven and 
the harder the driving and the rougher the road’s surface, the tire tread becomes 
worn. Replacing the tires and replacing the knee’s articular surfaces are comparable 
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in general concept. Certain tires match with certain vehicles, certain types of roads, 
and certain driving demands. The same is true for patients to some extent. Knowing 
the patient’s attributes is critical to achieving an optimal outcome after knee replace-
ment. Patients with advanced degeneration of their hips and knees can have their 
function improved and the pain alleviated with arthroplasty of the knee in which the 
articular surfaces of the femur, tibia, and patella are replaced with implants.

The OODA loop applies to knee arthroplasty as it does to air warfare. The arthro-
plasty orthopedic surgeon must observe the patient during the history and exam 
phase; must orient by synthesizing all of the data obtained during those phases; 
must make decisions based on the data from those phases and the patient’s medical, 
surgical, and medication history; and must act accordingly. That latter activity 
includes designing a perioperative course that will mitigate and manage the patient’s 
comorbidities; prescribe a preoperative course of activities that will optimize the 
postoperative course; schedule the surgery with the recommended anesthetic tech-
nique, equipment, implants, and personnel; and start the postoperative phase plan-
ning including any hospital stay, postoperative monitoring, discharge planning 
including physical therapy and weight bearing, and assistive device demands.

Prior to the day of surgery when the operation begins in the operating room, there 
are a large number of interdependent specific processes that must be completed. 
Each process requires data input and produces a data output such as patient history, 
diagnostic tests, and consultations. Keeping the process moving for each patient and 
maintaining a full schedule for the surgeon and the hospital are challenges that 
require accurate and timely information for successful process completion and 
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achieving the goals for each patient, surgeon, and the hospital simultaneously 
(Wickramasinghe et al. 2009b).

Scheduling and executing an operative procedure represents an ideal opportunity 
for the application of the OODA loop and knowledge management techniques. All 
of the requisite data elements are not always maximized or, in many cases, not 
 collected in advance of the procedure. One of the authors (JLS) has developed a 
knowledge- based approach to evaluation and scheduling that collects the requisite 
data during the initial clinical evaluation; mitigates the clinical issues in advance of 
the procedure; determines, schedules, and broadcasts to the team the personnel, 
equipment, and plan for surgery; and also determines and schedules the postopera-
tive plans including discharge disposition and rehabilitation plan before the 
procedure.

This system has proven effective by identifying crucial variances, minimizing 
those variances, and helping to address those variances when they do inevitably 
occur.

The interaction between these data elements is not always maximized in terms of 
operating room scheduling and completion of the procedure. Surgeons are experi-
encing little change in system capacity, but are being told to improve efficiency and 
output, improve procedure time, and eliminate redundancy. As each of the individual 
processes is often dependent on a previous event, the capture of event and process 
data in a data warehouse is necessary in order to evaluate past events based on actual 
events, i.e., the data, and then make systematic improvements. The diagnostic evalu-
ation of this data set and the reengineering of each of the deficient processes will 
then lead to increased efficiency. Prescriptive reengineering is then possible using the 
OODA loop evaluations in combination with existing knowledge and data mining 
techniques to examine the clinical and business processes. The care continuum can 
be evaluated and scrutinized to improve the efficiency and quality of the process, 
and value would thus be maximized (Wickramasinghe et al. 2009b).

20.6  Discussion and Conclusion

At its most fundamental, and maybe also the most naïve, health care is about assur-
ing and maintaining individual’s adequate level of health necessary to function as a 
fully capable member of the society. In reality, health care, particularly in its global 
context, became a business growing at an unprecedented rate, where global dispari-
ties in healthcare delivery become increasingly more apparent, where technology 
emphasizes them rather than assists in their obliteration, and where the current 
expenditure of trillions of dollars yearly appears to have no impact at all. Part of the 
problem rests with the fact that the majority (if not all) solutions to the healthcare 
crisis are, essentially, platform-centric, i.e., concentrated on the highly specific 
needs of a specialty (e.g., molecular biology), an organization (e.g., hospital), or a 
politically defined region (e.g., US or EU). Hence, most of the technology-based 
solutions, while highly functional and of unquestionable benefit to their users, fail 
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to act as collaborative tools assisting in the unification rather than subdivision of effort. 
Highly useful information generated within individual systems is, for all practical 
purposes, lost since it is inaccessible to others either because of its incompatibility 
with different operational platforms or simply because others are not even aware of 
its existence! The latter issue becomes particularly significant when relevant infor-
mation exists within healthcare-unrelated domains.

We believe that adoption of the network-centric approach that is integrally con-
nected to the process perspective of knowledge management may provide at least 
part of the solution, especially at the worldwide level of health care. The concept is 
not new. In 1994, Lindberg described a vision of global information infrastructure 
based on extensive implementation and exploitation of US leadership in high- 
performance computing, networking, and communications in developing a large- 
scale, technology-based approach to health care (Lindberg 1994). During the same 
decade, the US Department of Defense, followed by military establishments world-
wide, adopted the notion of network-centric operations as the most viable solution 
to the ever-increasing complexity of military operations (Alberts et  al. 2000). 
Similar concepts are brought to life in multilayered, dynamic business activities 
(Wickramasinghe 2003). Healthcare operations are equally complex, if not more so, 
than either business or military ones. Their information/knowledge needs are 
equally multispectral and intense. And while health care is, indeed, about providing 
an individual with easy access to healthcare provider and providing the provider 
with tools to provide adequate health care, it all takes place in a vastly more compli-
cated environment of economies, policies, and politics and, far too frequently, con-
flicts. We believe, therefore, that in similarity to the two other fields of human 
activity to which health care is (maybe unfortunately) also related—business and 
war—health care needs to expand its incursion into the world of ICT to the concept 
of network centricity and pursue it with utmost vigor. As already demonstrated in 
practice [ibid], network-centric operations increase efficiency, reduce cost, and 
increase chance of success. All of these are of critical importance in the conduct of 
a single, most expensive, and yet significantly inefficient activity known to human-
kind—the conduct of global healthcare operations.

Acknowledgment Rajeev K Bali for his helpful insights on early drafts of this chapter.
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Chapter 21
The Impact of Impaired Executive 
Functions of ADHD Adults on the Use of IS: 
Psychologists’ Perceptions

Bader Binhadyan and Nilmini Wickramasinghe

21.1  Introduction

The use of IS in mental health often called e-mental health (eMH) has introduced 
tools that are able to enhanced treatment and enable early interventions for common 
mental health issues (Lal and Carol 2014; Musiat and Tarrier 2014). eMH has the 
ability to improve accessibility, reduce cost, provide treatment flexibility, and offer 
better consumer interactivity and engagement (Lal and Carol 2014). Furthermore, 
eMH can enhance other tools and services that overcome issues that already exist in 
the current mental health service care delivery. These include improving lack of 
access due to location, time, or financial difficulties (Booth et al. 2004; Whittaker 
et al. 2012), reducing stigma incurred by seeing a therapist (Christensen and Ian 
2010; Burns et  al. 2010), and improving the therapists’ time and efficacy (Jorm 
et al. 2007, 2013).

eMH provides treatments, interventions, and support to people with different 
mental disorders through assistive technology such as short message service (SMS), 
email, website, chat/instant messaging (IM) tools, social media, video/audio over 
the Internet, as well as smartphones and tablets (Anthony et al. 2010; Christensen 
and Katherine 2013; e-Mental Health Alliance 2014; Whittaker et  al. 2012). 
However, Lal and Carol (2014) also notes that eMH has a number of disadvantages 
that might affect the implementation of eMH programs, which lack quality control 
and accessibility and are limited to people who are familiar with using technology. 
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Notwithstanding these disadvantages, there appears to be a great potential for eMH 
in the context of young adults with mental disorders (Burns et al. 2010; Webb et al. 
2008) such as attention deficit hyperactivity disorder (ADHD).

ADHD is a neurodevelopmental disorder, which is characterized by inappropri-
ate persistent symptoms of inattention, hyperactivity, and impulsivity (American 
Psychiatric Association 2013). Globally, prevalence of ADHD rates is estimated at 
3.4% in adults (Fayyad et al. 2007). Inattention is related to issues with concentra-
tion; adults with ADHD often display a lower attention span than what it is expected 
for everyday routine and find it difficult to remain focused a given task (Barkley 
et al. 2008; Pope 2010). They also appear to make mistakes due to lack of attention 
to detail or inability to follow directions or remember what the requirements of the 
tasks were (Barkley et al. 2008) and have issues with initiating and completing a 
task (Du Paul et al. 2009).

Hyperactivity symptoms in adults are more refined than in childhood, which 
presents itself as restlessness, racing thoughts, unreasonable talking, or trying to do 
many things at once (Barkley et  al. 2008; Murphy et  al. 2002). Lamberg (2003) 
argues that individuals with ADHD frequently search for high stimulation and have 
intolerance of boredom. Impulsivity symptoms or having difficulties in self-control 
which results in acting impulsively without any regard for the consequences are also 
common symptoms (Okie 2006).

In addition, it has been found among adults with ADHD population that many 
have obtained less formal education and/or lower performance ranks while in high 
school (Mannuzza et al. 1998), have higher unemployment, show antisocial behav-
ior, and experience alcohol and drug abuse (Pope 2010), and suffer impairment in 
executive function (EF). EF is correlated with the underlining issues of ADHD 
which are associated with differences in the neurobiological structure and function 
of adults with ADHD brain (Ramsay and Anthony 2007). Brown (2006, 2008) iden-
tified six clusters of EF that are associated with ADHD, i.e., activation, focus, effort, 
emotion, memory, and action. These clusters are outlined in Table 21.1.

The recognized treatment of ADHD is based on multimodal approach which 
consists of four components: medication, therapy, coaching, and education (NICE 
2008). Stimulant medication is commonly used for ADHD (Wilens et  al. 2008). 
Therapy—also known as psychotherapy—is the use of psychological approaches 
by mental health providers to treat mental health issues. It is focused on assisting a 

Table 21.1 Impaired executive functions associated with ADHD by (Brown 2006, 2008)

EF cluster Functions

Activation Task initiation, organization, prioritization, time estimation
Focus Focusing, sustaining, or shifting attention to tasks
Effort Regulating alertness, sustaining effort, and processing speed
Emotion Managing frustration and regulating emotions
Memory Storing and retrieving information and utilizing working 

memory
Action Self-regulation and self-monitoring
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person to change and overcome issues in his/her life. ADHD coaching is used in 
executive coaching and life skill coaching which involves time management, orga-
nization, and problem solving to help the students to change their behavior and 
improve social and academic skills (Quinn 2001). In education, it helps adults with 
ADHD to understand how such a disorder can affect multiple areas of their lives 
which will result in reducing symptoms, improving functioning, and preventing 
negative consequences of ADHD (Wender et al. 2001).

However, previous studies have indicated that there are some issues with this 
current model of treatment. Side effect and limited effectiveness are some of the 
disadvantages of stimulant medications (Asherson, as cited in Salomone et  al. 
2016). The other components of the multimodal approach that focuses on the cogni-
tive and behavioral issues can target the underlining issues with ADHD (Chacko 
et al. 2014), such as EF impairment.

There a number of assistive technology tools used in the treatment of 
ADHD. Some of the assistive technology tools that have been found in the literature 
and previous studies are listed in Table 21.2. EF might impact on the successful use 
of assistive technologies which has influenced this research.

The role of IS in mental health remains in its early stages; therefore, the aim of 
this research, which is a part of a bigger long-running project, is to explore factors 
impacting the use of IS in treatments of adults with ADHD. These factors are best 
examined using a qualitative approach to identify barriers and enablers that might 
influence the use of IS behavior by clinicians and adults with ADHD. The research 
gap exists in developing a theory that will employ assistive technology tools and 
framework to assist in providing better treatment options for individuals with 
ADHD in Australia. In order to provide a recommendation based on psychologists’ 
perception of the existing issue and after undertaking literature review, the question 
of this research is “What are the factors impacting the use of IS in adult ADHD 
treatment?”.

Table 21.2 Assistive technology tools found in ADHD, the treatment components

Treatment Tools References

Coaching Smartphones or SMS reminder Prevatt et al. (2011)
Alarm and computerized 
reminders (online calendars, 
email notification)

Young and Jessica (2006)

Email coaching and time 
management

Swartz et al. (2005)

Therapy Neurofeedback therapy Arns et al. (2009), Arns et al. (2014), Lansbergen 
et al. (2011), Wang and Hsieh (2013)

CBT/Internet-based CBT Pettersson et al. (2014), Wilens et al. (1999), 
Young and Jessica (2012), Beck et al. (2010), 
Klingberg et al. (2005), Westerberg et al. (2007)

Education Informative website for 
intervention
Social media

Murphy (2005), Reijnders et al. (2015)
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21.2  Methodology

The methodology employed to assist in answering the research question is grounded 
theory described by Strauss and Corbin (1990). This research serves to investigate 
barriers and enablers of the use of assistive technology tools in the treatment and 
management of adults with ADHD. Further this research serves to explore the area 
of IS in mental health, especially in the treatment of adults with ADHD. It is a new 
emerging area that is not well researched to date and hence fits perfectly with the 
theoretical nature of grounded theory.

Analysis within the research followed the systematic design in grounded theory. 
This focuses on the use of the data analysis steps of open, axial, and selective coding 
suggested. Strauss and Corbin (1990) define a grounded theory as one that is “induc-
tively derived from the study of the phenomenon it represents. That is, it is discovered, 
developed and provisionally verified through systematic data collection and analysis 
of data pertaining to that phenomenon. Therefore, data collection, analysis and theory 
stand in reciprocal relationship with each other” (Strauss and Corbin 1990, p. 23).

Qualitative methods usually produce huge amounts of data which are not in a 
standard format and are not easily measured, analyzed, and reduced (Yin 2009). 
Grounded theory has structured analytical processes that allow the researcher to 
organize these data, finding relationships between them and then providing answers 
to the research questions. Grounded theory was adopted as lenses of analysis. In 
addition, Cummings and Elizabeth (2011) note that grounded theory has been seen 
a powerful tool when it comes to the development of health informatics’ frameworks 
and/or applications. Furthermore, grounded theory, like other forms of qualitative 
research methods, has key concepts which differentiate this methodology from oth-
ers. The research will follow the systematic design in grounded theory which focuses 
on the use of data analysis steps of open, axial, and selective coding.

21.2.1  Data Gathering and Coding

Grounded theory’s analytical process consists of three subcoding processes: open 
coding, axial coding, and selective coding (Strauss and Corbin 1990). During these 
processes, the coded references were labeled or given a name that carefully describes 
the selected words, sentence, or paragraph. This serves to ease identification of rela-
tionships between concepts and categories. “The greatest tools researchers have to 
work with are their minds and intuition. The best approach to coding is to relax and 
let your mind and intuition work for you” (Corbin and Strauss 2008, p. 160).

For this research, 12 psychologists were recruited to participate. The targeted 
participants were divided in four equal groups. Each group was allocated to a case 
study and a protocol. The participants were selected based on four dimensions: 
educational level, years of experience, specialized in ADHD, and offering Internet 
technology as a treatment tool.
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• She/he is specialized in treating adults with ADHD.
• She/he has a minimum of 10 years of experience.
• Offering at least one of IS tools to deliver his/her services, i.e., Skype, email, or 

SMS.

21.2.2  Open Coding

Open coding is the first process to increasing making sense of the gathered data and 
the first stage of the grounded theory analytical process. The research starts by care-
fully examining words and phrases of each of the sentences of a paragraph to iden-
tify categories from the data without any early perception of concepts. This means 
setting aside preconceived concepts about what the researcher expects to find and 
letting the data and interpretation of it guide analysis (Corbin and Strauss 2008).

During this process, the data was broken into discrete parts and closely examined 
for both differences and similarities which enable fine discrimination and differen-
tiation among categories (Strauss and Corbin 1990); vents, happening, objects, and 
action/interaction which were found to be conceptually similar in nature or related 
in meaning were grouped under more abstract concepts termed “categories” (Strauss 
and Corbin 1998, p. 102).

Corbin and Strauss (2008) remark that “concepts can range from lower-level con-
cepts to higher-level concepts. Higher-level concepts are called categories/themes 
and categories tell us what a group of lower-level concepts are pointing to or are 
indicating. All concepts, regardless of level, arise out of the data” (p. 160). “In later 
analytic steps, such as axial and selective coding, data are reassembled through state-
ments about the nature of relationships among the various categories and their subcat-
egories. These statements of relationship are commonly referred to as a ‘hypothesis’” 
(Strauss and Corbin 1998, p. 103).

21.2.3  Axial Coding

The aim of axial coding process is to start shaping higher-level concepts (core cat-
egories/themes) from the open coding process, exploring the relationship between 
initial concepts. In addition, “The purpose of axial coding is to begin the process of 
reassembling data that were fractured during open coding. In axial coding, catego-
ries are related to their subcategories to form more precise and complete explana-
tions about phenomena” (Strauss and Corbin 1998). Technically, axial coding is 
done by relating categories to subcategories along the lines of their properties and 
dimensions, and it looks at how categories crosscut and link.
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21.2.4  Selective Coding

The aim of selective coding is to integrate and refine the themes/categories into a 
theory that justifies the phenomenon being investigated. “Concepts that reach the 
status of a category are abstractions. They represent the stories of many persons or 
groups reduced into … highly conceptual terms” (Corbin and Strauss 2008, p. 103).

The first step in integration is to decide upon a core category. The core category 
represents the main theme of the research and is the concept which all the other 
concepts will be related to (Corbin and Strauss 2008; Strauss and Corbin 1990). 
Furthermore, the other categories/themes are integrated around the central category 
to form a cohesive theory.

21.2.5  Memo

Writing memos is an essential part of doing grounded theory. Memos can include 
the products of analysis or directions for the analyst. Glaser (1978) referred to 
memos as “the theorizing write-up of ideas about codes and their relationships as 
they strike the analyst while coding” (p. 83). They are intended to be conceptual and 
analytical not descriptive, and they benefit the researcher to be aware of his own 
potential effects on the data (Strauss and Corbin 1990). Writing memos continu-
ously during the analysis process allows the researcher to investigate, explicate, and 
theorize the emergent themes.

Memos start in parallel with open coding and are produced continuously in 
grounded theory from the start of the analysis process until reaching closure 
(Fernández 2004). Further, they contain the actual products of grounded theory ana-
lytical coding processes (open, axial, and selective), or theoretical notes, which may 
conclude the analysis or keep the analyst’s thoughts and ideas about theoretical 
sampling and other issues (Strauss and Corbin 1998).

Memos are considered the vehicle for creativity for this research journey and can 
be viewed as the center of ideas and thoughts for the developments of the emergent 
theory. During different stages of the analysis process, memos develop and grow, 
and they remain significant documents for this research. This is because they store 
the development, ideas, thoughts, as well as feelings and hints of this research and 
researcher. Strauss and Corbin (1998) mention that the risk of failing to remodeling 
the details of the research without memos is high (Strauss and Corbin 1998). 
Table  21.3 outlines memo development and task at each coding process of the 
grounded theory analytical process (Strauss and Corbin 1998).
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21.3  Findings

This section will present the findings of the data gathered from the 12 interviews 
with psychologists. The themes that emerged from the analysis of interviews and 
supporting statements made by participants are outlined. This will provide the basis 
from which the core themes were theorized. The interrelationships between the 
themes have been analyzed.

21.3.1  Patient Factors Influencing IS Usability

The essence of this theme is that participants perceive that factors, which are aspects 
related to common neurobehavioral aspects of ADHD, can impact on the use of IS 
by adults with ADHD. The analysis of data highlights relationships between adults 
with ADHD and their use of assistive technology. These factors are classified into 
two groups which include EF ability attributes. The analysis shows that EF ability 
factors with adults with ADHD are increased with the use of assistive technology 
tools, as discussed in Table 21.4. Participants believe that these preference factors 
have the ability to influence the use of IS in treatment delivery by adults with ADHD.

21.3.1.1  EF Ability Factors

The concept consists of participants’ views of the use of IS relying on issues related 
to EF ability associated with ADHD. The perceived EF ability factors found in the 
data refer to the cognitive skills that adults with ADHD are required to perform: (1) 
start, plan, and organize, (2) sustain and shift attention, (3) maintain mood and emo-
tions, (4) regulate and monitor behavior in regard to the task, (5) recall and remem-
ber task-related information, and (6) regulate and monitor performance for 
successful execution of a given task. All of these factors are perceived by partici-
pants to influence the use of assistive technology tools as listed in Table 21.4.

Table 21.3 Memo involvement and development during the analytical process

Coding Memos

Open In this process, memos contain thoughts, impressions, and directions to oneself
Initial categories’ notes
Early concepts that pertain to categories and some dimensions and properties

Axial The memos during this stage relate to categories and resume developing them based 
on their dimensions and properties

Selective The memos throughout this process are theoretical and operational notes which relate 
to filling in themes and refining the theory
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Planning and Management

The core of this category contains participants’ view of the use of assistive technol-
ogy tools to assist adults with ADHD with planning and management issues of EF, 
including poor organizational skills and difficulty prioritizing and activating. Most 
of the participants perceived the role of assistive technology tools is to represent this 
EF ability by visualization of perception of time and information. The representa-
tion of time is by using clock time pacing and backward planning approach that 
includes measuring the completion of task by using the predictable way of clock 
time. For example, they request their clients to calculate travel time between places 
or make the start point of any task being earlier than the actual starting time. As an 
example, P1-C2 request their adults with ADHD to calculate travel time between 
places or make the start point of any task being earlier than the actual starting time.

Maybe we have to help them put in, instead of aiming to get there at one thirty when they’re 
supposed to be, maybe we say to them, “Aim to get there at one fifteen” because, inevita-
bly–because they run late all the time or things like that.

Majority of participants believe that issues to this EF ability can be assisted by 
externalizing management skills by using tools to represent management and orga-
nization by visualizing the perception of time. These tools include to-do lists, cloud- 
based file management systems, and location reminders. Cloud storage services are 
helpful in improving the management and organization skills as reported by the 
participants. All of these were present in the data, and the following is an example 
of this.

Then there’s apps, like, to-do lists, which– and there’s ones that have avatars … and you get 
points for kind of doing the things that you need to do.

However, the analysis shows that the issues correlated with this EF ability are 
perceived by participants to influence the use of assistive technologies by adults 
with ADHD. Some participants believe that because adults with ADHD are unable 
to organize tasks and have issues deciding which tasks or project are more impor-
tant, adopting these assistive technology tools is not going to be useful. Majority of 
adults with ADHD have difficulties in converting or breaking down process into 
smaller approach tasks.

Table 21.4  EF abilities and use of assistive technologies

EF ability Multimodal approach, assistive technologies

Planning and 
management

Online calendar or to-do lists, clock time, time management personal 
cloud storage service

Attention Time alarms, multiple alarms
Emotional control CBT, ACT
Self-reinforcement Support and interaction with external factors
Working memory Multiple alarms, cloud-based applications
Self-regulation Support and interaction with external factors
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Nine times out of ten–organization, time management, and breaking jobs down into steps…
Once they learn to plan on a piece of paper–they learn to plan a time–I’ll encourage them to 
find a calendar.

Attention

Adults with ADHD related issues with their EF ability to focus can be assisted by 
using assistive technology tools. This includes representation of time and making it 
physically, visually, and audibly tangible by using clock, alarm systems, or phone 
reminders. However, the use of tools is believed to be impacted by the level of EF 
ability to focus, sustain, and shift attention as discussed earlier in this research.

This representation is seen by participants to be useful in improving adults with 
ADHD issues with attention. Multiple alarm options can improve issues with shift-
ing attentions between tasks as perceived by a participant. Most of the participants 
believe that providing tools that represent time visually or in audio which provides 
repeated distraction approach temporarily improves issues related to shifting and 
sustaining attention. As an example, participant P1-C1 claims that having two alarm 
systems can improve adults with ADHD’s EF ability to switch and shift between 
tasks.

Sometimes we put on timers for forty-five minutes, so then we have a forty-five-fifteen kind 
of work aspect, and then they use timers for forty-five minutes…., so there’s this ability to 
shift between tasks.

However, these issues with difficulties with attention of EF-impaired ADHD are 
seen by participants to impact the use of assistive technology tools. This level of 
distractibility is perceived by participants to result in less productive use of these 
assistive technology tools which impact on adults with ADHD performance of com-
pleting tasks using these tools.

But you have to be careful with these guys [Adults with ADHD] because they will actually 
find apps for themselves, try them, and then try and fiddle with them…. And it [task] never 
gets done because they’re trying to make it work].

Emotional Control

The analysis shows that adults with ADHD often have issues with regulating emo-
tions of EF which are seen by majority of participants to impact on how adults with 
ADHD interact with assistive technology tools. Issues with emotion indicate high 
level of frustration and difficulty in regulation of emotions and mood. The fear emo-
tion or feeling overwhelmed is seen by participants to affect the use of assistive 
technology tools.

The more intelligent these guys [Adults with ADHD] are, the more they will go and find all 
these little bits and pieces to try and make it work and get overwhelmed with all these bits 
and pieces.
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Working Memory

Adults with ADHD have difficulties in recalling and holding information. Visualizing 
the information to represent working memory ability by using assistive technology. 
Technologies, such as phone, the Internet, and cloud-based applications, are used to 
enhance treatments of ADHD and believed by the participants to be beneficial. They 
can better help issues with working memory. Participants see using multiple alarms 
can help to improve the multitasking skills and shifting between tasks.

I think technology is very, very good for Adults with ADHD because with working memory 
problems you increase the size of working memory by having IT.

Participants believe that assistive technology tools that present their content 
using only text are not suitable for these individuals. These executive functions can 
impact on the effectiveness of the use of these tools. As an example, participants 
who are text heavy will present issues that impact on these assessments’ accessibil-
ity. As an example, a participant, P1-C3, claims that MoodGYM, which is an online 
CBT tool, is heavy texted which makes it not stabile for ADHD.

Some of them like MoodGYM are so text heavy and for someone with ADHD it’s like—it’s 
great content there, but I don’t know anyone with ADHD that’s finished it. So that accessi-
bility part again.

Self-Regulation and Motivation

Adults with ADHD often have issues with motivation, self-regulation, and self- 
monitoring that are related to EF impairment. Participants use assistive technology 
to represent information related to this ability in a form of feedback or rewards 
approach. The data analysis shows that creating rewards and positive feedback 
using assistive technology (e.g., mobile apps) can work as externalized source of 
motivation. Participants perceive that using IS tools, such as mobile apps, that pro-
vide motivational words or visualize the task performance progress. These types of 
tools encourage adults with ADHD to stay motivated.

one of my clients showed it to me and it said, “Procrastinate later,” and then the little—you 
know how it says accept or deny on the buttons usually? One says, “Okay, I’m motivated.” 
The other button said, “Stop yelling at me.” Okay, so some clients have been finding that 
that’s been very, very useful for them.

Participants believe that feedback on task performance is seen as a useful tool to 
improve the lack of motivation issues in ADHD. Setting up a feedback approach 
that allows both clinicians and adults with ADHD to exchange information with 
regard to task progress can improve issues associated with impaired self-regulation 
in ADHD.

they can say, “Yeah, you’re on the right track,” or, “You’re completely missing the point.” 
That can then motivate the behavior much more readily because they’re getting the feedback 
that they need because they can’t judge it themselves. Okay?
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21.3.1.2  Clinicians Supervision and Mentoring

The data shows that clinicians’ supervision and mentoring skills may influence 
adults with ADHD use of assistive technology. Clinicians’ support and supervisions 
are seen by participants as important elements of clinicians that contribute to the use 
of these assessments. The analysis shows that majority of participants [who are also 
clinicians] provide training methods to improve technology skills for adults with 
ADHD. They also act as a support system that assist adults with ADHD to choose 
the suitable assistive technology tools to their requirements. This act is seen to 
improve the level of interaction with technology by encouraging adults with ADHD 
to choose and try specific assessments.

Meeting regularly by phone or in person to check in on how the actions that they have 
undertaken to do have worked and whether they’re staying on track.

This impact is believed by some participants to prevent undesirable outcomes 
that adults with ADHD might face. These outcomes include untrusty assessments or 
increasing the level of inattention. Most of P/participants see the absence of clinician 
supervision can impact the use of these assessments and increase the possibility of 
risk failure and negative outcome.

don’t encourage them to troll the internet, typing in “ADHD” and see what comes up 
because there’s so much misinformation out there and the world is full of people who are 
self-diagnosed, which doesn’t help much.

This level of support is found in the data to be impacted by age of clinicians and 
knowledge. As an example, a participant, P2-N4, claims that because of his/her age 
and lack of knowledge about the new available IS-based assessments, he/she will 
refer their adults with ADHD to his/her kids.

I don’t know much about that technology so I can’t tell people about it. I think, you know, 
I’d have to refer them to my kids.

21.4  External Factors Influencing Use of Assistive 
Technology

The data shows that external factors refer to individual skills (beyond clinicians and 
adults with ADHD) that are found in direct environments (home or education or the 
Internet) of adults with ADHD. Individuals and their skill and environment are listed in 
Table 21.5. The impact of these factors enhances the adults with ADHD care process.

These include home, clinic, education, and virtual environments, and actors 
include clinicians, family members, educators, and online users. The analysis shows 
that the supervision and support and level of awareness of these actors influence the 
use of IS-based assessments. Participants perceived that although tertiary education 
provides assistive technology tools for university students with ADHD, education 
system and structure can influence a negative use of these assessments and negatively 
impact ADHD performance.
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21.4.1  Family Member Support

Family members as an external factor influence adults with ADHD and the use of 
IS. Family member support is perceived by participants to be a factor that impacts 
effectiveness of the usability of IS-based assessment. Parental support is a key suc-
cess factor of treatment for children and adolescents with ADHD, and the absence 
of this support can present an issue for adults with ADHD.

Like, if you’re targeting university students, then it’s going to need to be scaled to a point 
which is—some individuals, some eighteen year olds, this is their first opportunity to be 
looking after themselves. They really still are adolescents. It needs to be scaled down, 
because there’s a big difference from an eighteen-year-old, who’s for the first time driving 
to university because mum’s always driven them to school.

Some participants believe the support that is provided by a family member can 
facilitate the adoption of technology in the treatment of adults with ADHD. As an 
example, a participant, P3-C and E4, claimed that having someone who has knowl-
edge and understanding of the use of technology has facilitated the use of IS-based 
treatment assessment that she/he introduced to her/his adult with ADHD.

A couple of people I’m thinking of–they’ve got partners who are very IT savvy and they’ve 
set up other systems in the home that kind of help them stay organized.

21.4.2  Educator Interaction and Awareness

The core of this concept is that educators in the environment of adults with ADHD 
influence the use of IS-based assessments. Educators in tertiary education are useful 
for ADHD students. Participants perceive that a good quality educator can improve 
issues with executive functions, which is found in the analysis to have a positive 
relationship with the use of assistive technology tools. Technology literacy and 
ADHD awareness are seen to influence the level of support and acceptance of 
ADHD students. Participants believe that these assessments improve the perfor-
mance of these students and provide better human interaction between students and 
education providers. This interaction is able to improve the level of motivation and 
behavior of ADHD students.

Table 21.5 External factors enhancing the role of IS

Individual Skills Environment

Family/friend Technology literacy
Communication

Home

Educator Awareness
Communication

Education

Online user Communication
Support

The Internet
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Really good tutors often are the savior for a lot of these university people because they’ll 
help them break the tasks down, keep them on track, ask for a draft of, you know, the first 
part of an assignment.

However, the unstructured way of education which is believed to be a huge chal-
lenge for adults with ADHD. Some participants perceive that issues with education 
structure are positively related to decreased motivation level of adults with ADHD 
and reduced effectiveness of the use of IS-based assessments.

So, you know, just the whole, kind of, lecture format doesn’t work for them…Then they 
choose not to attend. “Oh, I can just listen to it online, or whatever.” And so then they avoid 
going to the actual physical lecture and they miss out on really important information 
experience.

Majority of participants believe that online users in virtual environment of adults 
with ADHD can influence the use of IS treatment. Connected treatment in socio-
technical systems approach can enhance and encourage adults with ADHD to use 
these assessments. This enhancement is seen by participants as diminishing the 
sense of isolation and increasing the level of motivation among these individuals. 
Other available assessments, such as online CBTs, which are not socially connected, 
can increase the sense of isolation.

For an online CBT, I think you’re going to have to go with something like that has been 
done for groups because you’re targeting the mass… Part of the group, though, is the nor-
malization of it, whereas if it’s online, you’re still an individual. You’re still isolated. 
Nobody else has this stuff going on for them in their head.

21.5  Discussion

As mentioned, this research is part of a bigger project, and the outcome of this 
research contributed to the development of a theory of that project. Only two themes 
have been reported in this research which are attributes of adults with ADHD that 
impact the use of IS tools, such as assistive technology, and external factors that 
include this use. These attributes are listed in Table 21.6.

This research has shown that most participants’ perception of the current avail-
able treatment assistive technology tools that are used by adults with ADHD are 
beneficial. These tools are used as assistive methods to support the deficit in the EF 
associated with ADHD.  The best use of assistive technology tools can improve 
issues in impaired EF affected by ADHD. The perceived outcome of using these 
tools in the treatment of adults with ADHD is outlined in Table 21.7. Furthermore, 

Table 21.6 ADHD and IS attributes

Aspect Attributes

Adult with 
ADHD

The ability of EF (planning and management, attention, emotional control, 
self-reinforcement, working memory, and self-regulation)

Technology Usability, availability, and accessibility
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the best use of IS relies on the alignment between the attributes which is more 
important than the actors’ attributes individually. For example, adults with ADHD 
attributes (adults with ADHD’s EF abilities, technology literacy, and skills), and the 
best alignment is when a technology tool is closely related to the specific impaired 
EF of a particular individual. The alignment between attributes of adults with 
ADHD age and gender and of technology usability impact on the use of IS.

The successful use of assistive technology tools relies on the ability of action, 
attention, and self-regulation of EF associated with adults with ADHD. Some par-
ticipants argue that the successful use of IS-based technology treatment assessment 
tools depends on adults with ADHD high level of organization skills and self- 
regulation aspects and the low level of distractibility of technology tools. Adults 
with ADHD often have issues with organization skills and have low level of 
self-regulation.

Any poor alignment between them can negatively impact on the best alignment 
between ADHD and IS attributes refer to Table 21.7. For instance, the participants 
perceived that if an adult with ADHD has a deficit in EF ability of planning and 
management which preventing his/her to priorities or/and break down task into 
smaller processes, the alignment between ADHD and IS attributes will not meet for 
their purposes, technology attributes of usability in particular.

The data shows that the enhancement action that most participants employ to 
improve this poor alignment is by providing cognitive skill coaching and training 
needed to improve this impaired EF before introducing IS-based technology treat-
ment assessment. This enhancement action is often delivered based on face-to-face 
or paper-based delivery approach. Most of participants argue that enhancing these 
issues associated with impairment of EF actors by using paper-based tools is related 
to the successful use of IS-based assessment.

Consistent with the literature, Roper (2007) conducted a study on online learning 
and individuals skills, yet the mental health of these students was not indicated in 
the study. This study showed that the successful use of online learning in general is 

Table 21.7 Factors of the use of IS and EF ability

EF ability Process Assistive technology tools Perceived outcome

Planning and 
management

Visualization of 
perception of time 
and information

Online calendar or to-do lists, 
clock time, time management 
personal cloud storage service

Improved 
organization and time 
management skills

Attention Externalizing time 
visually and audibly

Time alarms, multiple alarms Improved issues with 
attention and shifting 
attention

Emotional 
control

Relies on the other 
improved EFs

CBT
ACT

Improved issues with 
high level of 
frustration

Working 
memory

Visualizing the 
information

Multiple alarms, cloud-based 
applications

Working memory 
capacity aid

Self-regulation Visualizing the 
information

Support and interaction with 
external factors

Improved motivation
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based on the students’ ability to organize themselves. However university students 
with ADHD have lower motivation in using learning technologies compared to students 
without disabilities (Parker and Banerjee 2007).

The study also provides an example of the use of grounded theory in an eMH 
context.

21.6  Conclusion

In conclusion, most of the current IS tools that target adults with ADHD are perceived 
by participants to be useful. These tools are used as assistive tools by externalizing the 
EF. These tools are generic tools, such as online calendar, online management and 
planning tools, alarm, smartphone, GPS, and so on. The participants believe that the 
functionality of such tools is able to improve issues in the certain areas affected by 
ADHD. Multiple alarms, for instance, can be able to improve multitasking issues 
and attention. Calendar and online diary can be used to improve planning difficulties 
associated with ADHD.

Health EF abilities will increase the chances of successful use of IS in the treat-
ment of adults with ADHD. This means clinicians are recommended to improve the 
cognitive skills of a patient before or during the introduction of assistive technology 
tools as perceived by most participants.
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Chapter 22
The Development of Intelligent  
Patient- Centric Systems for Health Care

Arturo Caronongan III, Hannah Gorgui-Naguib, and Raouf N. G. Naguib

22.1  Introduction

Artificial intelligence (AI) is defined as ‘a field of science and engineering concerned 
with the computational understanding of what is commonly called intelligent 
behaviour and with the creation of artefacts that exhibit such behaviour’ (Shapiro 
1992). Through a vast amount of data sets as input, systems are able to perform a 
series of algorithms to produce computational models and provide a decision as an 
output. Many technology vendors have made investments towards AI to provide 
solutions and services with the use of their technology, such as Microsoft, Google, 
Apple, IBM, and Amazon to name a few (Chouffani 2016). One of the domains that 
AI has been extensively studied in is the field of health care, specifically developing 
an AI-driven healthcare system.

One of the major goals of the modern healthcare system is to offer quality health-
care services to individuals in need (Kamruzzaman et al. 2006). In order for that 
goal to be achieved, it is important to undergo a successful early diagnosis of a 
disease so that the most appropriate treatment can be administered, leading to a better 
patient outcome (Ifeachor et al. 1998; Teodorescu et al. 1998). As such, there is a 
need for AI computational models/algorithms that can aid in diagnosing, with reliable 
accuracy, a patient’s condition given a series of data.
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22.2  Artificial Neural Networks

Artificial neural networks (ANNs) have drawn tremendous interest due to their 
demonstrated successful applications in many pattern recognition and modelling 
arenas (Rumelhart et  al. 1988), particularly in processing data for biomedicine 
(Nazeran and Behbehani 2001). Neural networks have also been demonstrated to be 
very useful in many biomedical areas, such as assisting in diagnosing diseases, 
studying pathological conditions, and monitoring treatment outcomes (Kamruzzaman 
et al. 2006).

ANNs are computational paradigms that operate with the resemblance of a bio-
logical nervous system (Sordo 2002). They are also referred to as connectionist 
systems, parallel distributed systems, or adaptive systems, because they are com-
posed of a series of interconnected processing elements that operate in parallel. 
First represented as a binary threshold function (McCulloch and Pitts 1943), the 
ANN was eventually developed into a perceptron as a practical model (Rosenblatt 
1958). The perceptron is most popularly represented as a multilayer feedforward 
system, where networks are made up of several layers of neurons. Such model 
(Fig. 22.1) is often made up of the input layer, the middle or hidden layer(s), and 
the output layer, each of which is fully connected to each other with numerical 
weights associated (Ramesh et al. 2004). One important feature of the ANN is its 
ability to learn through a training environment relying on backpropagation, where the 
neural network performs repeated adjustments of its weights to simulate learning 
(Werbos 1974).

Fig. 22.1 The artificial neural network (Ramesh et al. 2004)
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22.2.1  Artificial Neural Networks for Diagnosis

An instance where ANNs have been applied within the medical domain is for clinical 
diagnosis (Baxt 1995), along with image analysis in radiology, data interpretation in 
intensive care settings, and waveform analyses, particularly in oncology (Naguib 
and Sherbet 2001; Ramesh et al. 2004). One example of such system is PAPNET, an 
automated neural network-based computer programme for assisted screening of Pap 
(cervical) smears (Boon et al. 1993). A Pap smear test examines cells taken from the 
uterine cervix for signs of any malignancy where a properly taken and analysed Pap 
smear can detect very early slightly abnormal squamous cells. Detected early, cervi-
cal cancer has an almost 100% chance of cure through the removal of such possible 
precancerous cells performed as an outpatient procedure (Sordo 2002). In addition, 
a Bayesian posterior probability (BPP) distribution function in a neural network 
input selection was designed to assist gynaecologists in the preoperative discrimina-
tion between benign and malignant ovarian tumours (Verrelst et al. 1998). The net-
work used data from 191 consecutive patients for training with the results from the 
neural network being validated by experienced gynaecologists. Another example is 
a neural network called ProstAsure index which can classify prostate tumours as 
benign or malignant with a diagnostic accuracy of 90%, a sensitivity of 81%, and 
a specificity of 92% (Stamey et al. 1996). Further studies in the applications of 
ANNs to prostate cancer involved the development of techniques for the analysis 
of conventional and experimental prognostic markers (Naguib and Hamdy 1998; 
Naguib et al. 1998).

There are several systems available for the diagnosis and selection of therapeutic 
strategies in breast cancer. A neural network judged the possible recurrence rate of 
tumours correctly in 960 of 1008 cases by using data from lymphatic node-positive 
patients, based on tumour size, number of palpable lymphatic nodules, tumour hor-
mone receptor status, etc. It was reported that similar results were obtained by neu-
ral network evaluation of the parameters of the BI-RADS standardised code system 
(Baker et al. 1995). To predict metastases in breast cancer patients, an entropy maxi-
misation network (EMN) was applied (Choong 1994). EMN was used to construct 
discrete models that predicted the occurrence of axillary lymph node metastases in 
breast cancer patients, based on characteristics of the primary tumour, using a series 
of clinical and physiological features. Similarly, the prediction accuracy of artificial 
neural networks and other statistical models for predicting breast cancer survival 
was compared (Burke et al. 1995). In that study, ANNs using the backpropagation 
algorithm, compared with the TNM staging system (tumour size, number of nodes 
with metastatic disease, and distant metastases), proved to be more accurate in 
predicting the 5-year survival of 25 cases.

In addition to breast cancer, a multilayer perceptron proved to be a reliable decision 
support tool for the prognosis and the extent of hepatectomy of patients with hepa-
tocellular carcinoma (Hamamoto et al. 1995).

Using the backpropagation learning algorithm and a radial basis function 
(RBF) network, a diagnostic aid system for the serum electrophoresis procedure 
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was  developed. The serum electrophoresis is a standard laboratory medical test for 
diagnosing pathological conditions, such as liver cirrhosis or nephrotic syndrome 
(Sordo 2002). Results confirmed the feasibility of the network as an architecture for 
medical diagnosis with respect to the provided input (Costa et al. 1998). Similarly, 
diagnosing bowel disease was aided with the assistance of an adaptive resonance 
theory mapping neural network using 23 features extracted from 280 inflammatory 
bowel disease instances and was used to classify as either Crohn’s disease or ulcer-
ative colitis (Cross and Harrison 1998).

22.2.2  Assistive EEG Analysis

Neural networks have also been used in electroencephalography (EEG) analysis, 
particularly in diagnosing neurological diseases (de Haan et al. 2009). One such 
disease, epilepsy, is characterised by sudden recurrent and transient disturbances of 
mental function and/or movement of the body that result from excessive discharging 
of groups of brain cells. The detection of an abnormal EEG plays an important role 
in the diagnosis of epilepsy (Kamath et al. 2006): spikes or spike discharges are 
transient waveforms present in the human EEG and have a high correlation with 
seizure occurrence. There is a general agreement that automated spike detection is 
a well-recognised task for an ANN in a neurodiagnostic laboratory; therefore, iden-
tification and scoring of spikes in the EEG signal are necessary tasks to determine 
the diagnosis of epilepsy. Using a three-layer feedforward backpropagation (BP) 
network trained with raw EEG data yielded respectable results in detecting spikes 
during or before an onset of an epileptic seizure (Özdamar and Kalayci 1998). Raw 
EEG signals recorded from the scalp and intracranial electrodes of two epileptic 
patients were also considered, where the EEG recorded acted as an input to discrete 
time recurrent multilayer perceptrons which concluded that intracranial recordings 
provided better results in identifying spikes (Petrosian et al. 2000). A further study 
indicated that using an enhanced cosine radial basis function neural network was 
able to perform EEG classification with an extensive parametric and sensitivity 
analysis to validate the robustness of the classifier in diagnosing epilepsy (Ghosh- 
Dastidar et al. 2008).

Another neurological disease that has been analysed using EEG scans is 
Alzheimer’s disease (AD). The disease onset usually takes place post 60 years old, 
and the risk of AD goes up with age, such that approximately 5% of men and women 
between ages 65 and 74 have AD and nearly half of those who are aged 85 and older 
may have the disease (Kamath et al. 2006). However, AD is not a normal part of 
ageing, and an analysis of EEG scans of patients with AD revealed abnormal fre-
quency signatures (Moretti et al. 2004). Continuous EEGs (as well as their wavelet- 
filtered sub-bands) from parieto-occipital channels of ten early AD patients and ten 
healthy controls were used as input into recurrent neural networks (RNNs) for train-
ing and testing purposes (Petrosian et al. 2001). The study indicated that features 
derived from wavelet analysis, combined with the RNN approach, may be useful in 
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analysing long-term continuous EEGs for early identification of AD. In addition, 
neural network analysis combined with graph theory for the analysis of topological 
changes in large-scale functional brain networks found that the brain network 
organisation in patients with AD deviated from the optimal network structure 
towards a more random type (de Haan et al. 2009).

Developing assistive technology for patients through EEG analysis can be 
achieved through a brain-computer interface (BCI) that operates on the principle 
that non-invasively recorded cortical EEG signals contain information about an 
impending task intended by the user. That task can be identified by an ANN (Kamath 
et al. 2006), where it is imperative that the intention of the user is translated into a 
signal interpretable towards a control movement (Blanchard and Blankertz 2004) 
using either a regression or classifier algorithm (McFarland and Wolpaw 2005; 
Penny et  al. 2000). One application of a BCI involves being a patient-centric 
medium for controlling a motorised device (such as a wheelchair or a home appli-
ance) or performs computer-related tasks (e.g. moving a mouse or typing on the 
keyboard) despite being hindered by a physical disability such as paralysis. The 
design of an assistive BCI system ranges from components such as EEG amplifiers, 
a feature extractor, a pattern recognition system for the analysis of signals, and a 
mechanical interface to achieve the motor component of the task. Software for fea-
ture extraction and recognition must be optimised for rapid response, and the 
mechanical device coupled to a BCI should be easy to operate. Due to this, it is 
imperative that the algorithms used for classifying patterns through EEG signals in 
the BCI are as efficient and effective as possible. A variety of classifier algorithms 
that have been used in BCI have been described by Lotte et al. (2007) and can be 
seen in Table 22.1. Depending on the features selected, it is important to be aware 
as to which algorithm is considered as the most appropriate, depending on the 
specifications of the system’s design, particularly the features selected and its 
intended users.

22.2.3  Imaging Towards a Patient-Centric Medium

As indicated in the previous studies, EEG analysis is useful in diagnosing diseases 
in neurology, but the main underlying foundation is being able to detect patterns in 
the EEG of patients through imaging. Imaging is an important area for the applica-
tion of ANNs (Egmont-Petersen et al. 2002), particularly in medicine, as pattern 
recognition is widely used to identify and extract important features from medical 
images (Shuttleworth et al. 2008; Jiang et al. 2010; Hilado et al. 2014). Medical 
images, such as radiographies, computed tomography (CT), and magnetic reso-
nance imaging (MRI), are some of the most used imaging input media towards 
healthcare-centric computational models using neural networks.

Using certain imaging principles such as filtering, segmentation, and edge detec-
tion techniques, cellular neural networks were able to improve the resolution in brain 
tomographies, which in turn enabled the improved detection of  microcalcifications 
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in mammograms by refining the global frequency correction (Aizenberg et al. 2001). 
Another study had ANNs trained to recognise regions of interest (ROIs) correspond-
ing to specific organs within electrical impedance tomography (EIT) images of the 
thorax, where the network allowed automatic selection of optimal pixels based on 
the number of images, in which each pixel is classified as belonging to a particular 
organ (Miller 1993). ANNs have also been applied to microscope images to classify 
blood cells. Combined with the use of a neural network classifier, ROIs were 
extracted using global threshold methods, morphological filters, and connected-
component labelling for the classification of red blood cells as normal or abnormal. 
This achieved an overall average accuracy of 83% (Tomari et  al. 2014). Using a 
multispectral imaging approach, ANNs were used for automated melanoma detec-
tion (Tomatis et al. 2003). That study involved analysing lesions by a telespectropho-
tometric system prior to surgery. Through a reduction in dimension by factor analysis 
techniques, the ANN was able to achieve results of 78% sensitivity and 76% speci-
ficity for the validation set.

Using a variety of image processing algorithms, a cardiovascular image analysis 
software package, named Segment, was used in MRI, CT, single-photon emission 
computer tomography (SPECT), and positron emission tomography (PET) for the 
analysis of automated segmentation of the left ventricle, myocardial viability analy-
sis, and quantification of MRI flow (Heiberg et  al. 2010). The image processing 
algorithms used ranged from ROI analysis, automated segmentation, flow quantifi-
cation, linear analysis, and image fusion. The user interface of Segment is displayed 
in Fig. 22.2, while Fig. 22.3 shows an overview of the Segment system.

22.2.4  Towards Assistive Drug Administration and Patient 
Care

In developing patient-centric systems, it is important that we take into consideration 
studies that involved the development or analysis of drugs administered to patients. 
It is also important to evaluate and determine the parameters needed for utmost 
patient care by selecting the most effective treatment options given the patient’s 
circumstances (Sordo 2002).

Digoxin (DGX) is a drug widely used for treating various cardiovascular dis-
eases, such as congestive cardiac failure and symptomatic alterations of the heart 
rate such as auricular fibrillation and paroxysmal supraventricular tachycardia, by 
improving the effective behaviour of the heart and by relaxing the heartbeat. 
However, the main drawback of using this drug is the possibility of intoxication in 
the patient. A study used ANNs to determine a patient’s risk of digoxin intoxication 
(Camps-Valls and Martin-Guerrero 2006). The study had patients classified as 
patients with high risk of intoxication (DGX levels >2 ng/mL) and patients with low 
risk of intoxication (DGX levels <2 ng/mL). Two hundred and fifty-seven patients 
were included and monitored in the study. Data collected included anthropometrical 
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data of the patient (age, sex, height, and total body weight), renal function parameters 
(creatinine level and creatinine clearance), indicators of existing interaction with 
other drugs (treatment with amiodarone), daily dosage, and the administration rate 
(times per week). The study used a multilayer perceptron trained by the eigensys-
tem realisation algorithm (ERA) (Gorse et al. 1997) which improved results of the 
classical backpropagation learning algorithm, compared to other neural approaches, 
such as radial basis function neural networks (RBFNNs) and one-class one-network 
(OCON) neural networks (Camps-Valls et al. 2003).

In anaesthesia, designers have employed ANNs in order to measure and provide 
more quantitative information to surgical teams in relation to the depth of the drugs 
administered (Robert et al. 2002a, b). The variety of features used to quantify the 
state of consciousness and effectiveness included traditional EEG measures (power 
in delta, theta, alpha, and beta bands), features derived from bispectra, mutual infor-
mation (MI), and nonlinear dynamic (chaos) models of the EEG signal (Ortolani 
et al. 2002; Zhang and Roy 2001; Zhang et al. 2001). In addition, another study 
presented an approach based on MI to predict response during isoflurane anaesthe-
sia (Huang et al. 2003). The MI of EEG recorded from four cortical electrodes was 
computed from 98 consenting patients prior to incision during isoflurane anaesthe-
sia of different levels. The system was able to correctly classify purposeful response 
with an average accuracy of 91.84% of the cases.

ANNs were also used to monitor kidney patients who undergo cyclosporine A 
(CyA) treatment (Camps-Valls et  al. 2003). CyA is still the drug of choice for 

Fig. 22.2 User interface of Segment: A cardiovascular image analysis software package (Heiberg 
et al. 2010)
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Fig. 22.3 Overview of the Segment software package and the transaction analysis between inter-
faces (Heiberg et al. 2010)
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immunosuppression in renal transplant recipients. The study had two objectives: (a) 
the prediction of CyA trough levels to determine CyA blood concentration from 
previous values by following a time series methodology and (b) the prediction of 
CyA level class. Due to high inter- and intra-subject variability, non-uniform sam-
pling, and nonstationarity of the time series, the prediction task is well known to be 
intricate. The study consisted of 57 patients, where the population was randomly 
assigned to two groups: 39 patients (665 patterns) were used for training the models 
and 18 patients (427 patterns) for their validation. The root-mean-square error 
(RMSE) was used as a measure of precision. Blood levels were accurately predicted 
with an error margin of 20% through the one-way analysis of variance (ANOVA) 
method by using the mean of the absolute prediction error to compare the precision 
of the models, with the best results being obtained by using the profile-dependent 
support vector regression (PD-SVR) for prediction and support vector machines 
(SVM) for classification.

In addition to cardiovascular imaging as mentioned in the previous section, 
ANNs can also be used for the development of prosthetic heart valves (Morsi and 
Das 2006), which are commonly used to replace natural heart valves and are also 
widely used in ventricular assist devices (VAD) in total artificial hearts (TAH). Fluid 
flow phenomena, particularly in vitro velocity profiles, shear stresses, regurgitation, 
and energy losses, contribute to the clinical success of any valve design (Morsi et al. 
2001). Thus, the optimisation of the valve leaflet or wall stress development patterns 
relies on various parameters (Lin et al. 2004). Moreover, if a prosthetic heart valve 
is to be used, valve-related problems, such as blood cell damage, thrombus forma-
tion, calcification, and infection, as well as valve durability, need consideration.

Several numerical techniques, such as arbitrary Lagrangian-Eulerian (ALE), fic-
titious domain/mortar element (FD/ME), and immersed boundary (IB), have been 
examined to solve the problem (fluid-structure) sequentially. The solution of fluid 
forces is obtained using the conservation of law of mass and momentum equations, 
and then the structural solution follows for each time step. In all the methods men-
tioned, the deformation of the mesh poses a formidable computational task, particu-
larly in the case of complex geometric problems involved in cardiovascular 
application (an example of the solution procedure can be seen in Fig. 22.4). The 
development of a neural network model can be used as an approach to deal with the 
optimisation issues mentioned using a dataset of fluid variables, structure variables, 
tube diameter, leaflet thickness, Reynolds number, and so forth and can be used as 
input parameters to an ANN model, with an estimation of the heart valve leaflet 
deflection with time as an output variable (Morsi and Das 2006).

22.3  Hidden Markov Models in Patient-Centric Analysis

Aside from ANNs in general, hidden Markov models (HMMs) can also be used in 
analysing circumstances beneficial towards a patient-centric system. An HMM is a 
statistical model in which the system being modelled is assumed to be a Markov 
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process with hidden states (Cooper and Lipsitch 2004). The outputs of the hidden 
states are observable and are represented as probabilistic functions of the state. A 
general approach to estimating parameters of continuous-time Markov chains from 
discretely sampled data was used in analysing hospital-acquired infections (Ross 
and Taimre 2007). Hospital-acquired infections caused by transmissible nosocomial 
pathogens have been widely studied due to the detrimental effects of the infections, 
resulting in possible loss of life, as well as in high demands on healthcare resources. 
Reports state that 1 in 10 patients admitted to a hospital will acquire a nosocomial 
infection, resulting in approximately 5000 deaths and costs amounting to one bil-
lion pounds per annum (Inweregbu et al. 2005), with reports of nosocomial infec-
tions being continually on the rise. Focus has thus turned on developing strategies 
for limiting the occurrence of such infections through improved hygiene practices 
among healthcare workers, selective antibiotic use, and isolation (human-human 
distancing) strategies. In their study using HMMs, Cooper and Lipsitch (2004) 
developed a methodology which was combined with a new stochastic model for the 
transmission of hospital-acquired infections—one which accounts for dynamic bed 
occupancy—providing a method for estimating the parameters of such systems. 
In the study, particular attention was given to modelling dynamic bed occupancy as 

Fig. 22.4 Tri-leaflet heart configurations for closed and open valves (Morsi and Das 2006; Morsi 
2014)
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a necessary parameter in predicting patients who may begin exhibiting symptoms of 
hospital-acquired infections.

HMMs have also been used for predicting body trajectories for cancer progres-
sion, where conditional probabilities of clinical data were modelled using HMM 
techniques (Ohlsson et al. 2001). In that study, each potential body site was encoded 
by an N-letter code, and a disease trajectory was described in terms of a string of 
letters. Patient database records were then represented by start- and endpoints 
through the architecture illustrated in Fig. 22.5. The approach was explored using 
pathological data for non-Hodgkin lymphoma, augmented with an artificial data-
base generated according to observed distributions in the clinical data. For the 
HMMs, a Bayesian approach was taken using the hybrid Monte Carlo method, pro-
ducing an ensemble of models rather than a single one. In addition, Simöes (2010) 
made use of an emission probability value for detecting possible aberrations that 
could occur during cancer progression. In this study, an additional value was placed 
between the transition of states to represent the possibility of mutations occurring 
from one phase to another and which are undetected in laboratory procedures. A 
representation of the study is shown in Fig. 22.6.

As mentioned previously, administering drugs to patients is one of the important 
procedures in patient care; however, it is important to take note of possible adverse 
drug reaction as it is one of the leading causes of injury or death among patients 
undergoing medical treatments. This is due to adverse reactions not being thoroughly 
identified prior to a drug being made available on the market. Sampathkumar et al. 
(2014) developed an HMM-based system for mining online healthcare fora and 
extracting reports of adverse drug side effects (some of which are given in Table 22.2) 
from messages to use them as early indicators to assist in post- marketing drug sur-
veillance. The system’s architecture is presented in Fig. 22.7. The study also made 
use of an annotated dataset which was used in the training and validation of the 
HMM-based text mining system illustrated in Fig. 22.8. The results from a tenfold 
cross-validation of the manually annotated dataset yielded on average an F-score of 
0.76 from the HMM classifier, compared to 0.575 from the baseline classifier. 

Fig. 22.5 Standard HMM architecture developed by Ohlsson et al. (2001). (S and E denote start 
and end state, respectively, while the delete, main, and insert states are marked as d, m, and i)
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Furthermore, the study also managed to discover some novel adverse side effects, 
using the aforementioned computational models, which could potentially be classified 
as adverse drug reactions.

22.4  Conclusions: Challenges in Developing Intelligent 
Patient-Centric Systems

The future potential success of AI in the development of patient-centric intelligent 
systems is directly related to the careful consideration and design of the theories and 
architectures involved in any such system. As described, developing applications 
towards patient-centric procedures is a well-appraised challenge in the domain of 
AI. As ANNs and HMMs are non-application-specific computational models, vari-
ous theoretical and application research studies have been attained, all with varying 
degrees of success. Nevertheless, the challenge lies in which part of the classifica-
tion process the ANN or HMM is to be applied. It is clear that their nonlinear repre-
sentation abilities can address highly complex problems, and it is this attribute 
which should be further exploited through their usage to address a single element in 
the overall automated classification process.

In terms of designing intelligent systems, in particular, that cater towards the 
healthcare industry, there continues to be a need for novel approaches that apply the 
complexities of hospital operations and offer much needed productivity gains in 
resource usage and providing services to patients. Despite improvements in technology 

Fig. 22.6 HMM 
architecture developed by 
Simöes (2010). (s values 
mark a stop state and the e 
represents emission values 
between states)

22 The Development of Intelligent Patient-Centric Systems for Health Care



368

and the translation of numerous studies from labs to daily use in hospitals and medical 
practices, the health research community still faces one of the greatest challenges in 
relation to effective AI adoption. Issues, such as those presented by big data, neces-
sitate the development of novel computational techniques to handle the large volumes 
of data available, along with their variability and velocity, with  efficiency and in the 

Table 22.2 Mined side effects of drugs from different sources using HMM (Sampathkumar et al. 
2014)

Drug 
name Prescribed for

Common ADRs in 
drug package 
inserts

Common ADRs 
mined from 
medications.com

Novel side-effects 
mined from 
medications.com

Lisinopril High blood 
pressure 
(hypertension), 
congestive heart 
failure, improve 
survival after a 
heart attack

Headache, 
dizziness, cough, 
fatigue, rash, 
diarrhea, nausea, 
cramps

Cough (12.57%), 
dizziness (2.77%), 
headache (1.81%), 
fatigue (1.49%), 
cramps (1.38%), 
diarrhea (0.96%), 
nausea (0.75%), 
rash (0.43%)

Hearing loss 
(0.53%), hair loss 
(0.53%), shingles 
(0.43%), fits 
(0.32%)

Prednisone Allergic disorders, 
skin conditions, 
ulcerative colitis, 
arthritis, lupus, 
breathing disorders

Anxiety, dizziness, 
depression, 
insomnia, headache, 
nausea, moon face, 
elevation in blood 
pressure, behavioral 
and mood changes, 
weight gain

Anxiety (5.57%), 
insomnia (3.15%), 
depression (2.97%), 
dizziness (2.41%), 
mood swings 
(2.41%), weight 
gain (1.86%), 
nausea (1.3%), 
moon face (1.11%)

Hives (1.3%), acid 
reflux (0.37%), 
avascular necrosis 
(0.37%), dry 
mouth (0.37%)

Singulair Asthma, allergic 
rhinitis

Upper respiratory 
infection, fever, 
headache, 
pharyngitis, cough, 
abdominal pain, 
diarrhea, influenza, 
rhinorrhea, sinusitis

Headache (2.02%), 
infection (1.12%), 
cough (1.12%), 
fever (0.90%), 
diarrhea (0.45%), 
sinusitis (0.45%), 
inflammation 
(0.45%)

Seizure (6.28%), 
depression 
(3.59%), 
nightmares 
(3.36%), 
aggression 
(2.91%), mood 
swings (2.02%), 
suicide (1.35%), 
suicidal thoughts 
(0.9%)

Topamax Seizures, migraine 
headaches

Anorexia, 
paresthesia 
(tingling), fatigue, 
nervousness, weight 
decrease, 
somnolence, 
dizziness, infection, 
flushing, 
psychomotor 
slowing, difficulty 
with memory

Tingling (5.64%), 
weight toss 
(4.14%), memory 
loss (3.76%), 
numbness (2.26%), 
dizziness (2.26%), 
tired (1.88%), 
sleepy (1.13%)

Hair loss (3.01%), 
depression 
(2.26%), stress 
(1.88%), aches 
(1.88%), anxiety 
(1.13%), diarrhea 
(1.13%), dry 
mouth (1.13%), 
itching (1.13%)
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least amount of processing time. There are cases when instantaneous and accurate 
results may be important in the immediate diagnosis and treatment of patients. 
Another issue exists where the use of technology should not go against the design of 
effective human-computer interfaces. Humans should be able to better interact with 
the data, and communication could be integrated with the flow of information, despite 
the presence of complex computational models integrated within such systems 
(Khanna et al. 2013).

Fig. 22.7 System architecture of the mining system for adverse drug reactions (Sampathkumar 
et al. 2014)

Fig. 22.8 Resulting HMM obtained from the training set (Sampathkumar et al. 2014)
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Nonetheless, the presence of AI in healthcare applications has been shown to be 
beneficial in providing more sophisticated techniques in aiding physicians with per-
forming various clinical tasks and allowing hospitals to accommodate and discover 
new means of servicing patients to provide better treatments and health care proce-
dures. From assistive technology to data analytics, patient-centric systems have 
continued to evolve, and with the help of research in the field of health care, such 
applications will produce more sophisticated techniques that can improve patient 
care and produce a wider array of treatment approaches for handling disease.
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Chapter 23
Applying the Practice Theoretical  
Perspective to Healthcare Knowledge 
Management

Obinna Anya, Hissam Tawfik, and Raouf N. G. Naguib

23.1  Introduction

In health care, knowledge management is primarily focused on providing clinical 
practitioners with appropriate knowledge resources, including techniques, strate-
gies, tools and processes, for making the best patient care decisions at the point of 
need. A popular means for incorporating knowledge resources into the healthcare 
decision-making process is through evidence-based practice (EBP). EBP is the con-
scientious use of current best evidence in making decisions about patient care 
(Sackett et al. 2000). In practice, it offers a set of methods established upon explicit 
scientific criteria that allow the clinical practitioner to assess available research, 
clinical guidelines and other information resources prior to applying them to clini-
cal decision-making.

As greater issues of social and organizational contexts in health care began to 
emerge—including considerations of a patient’s unique health state and diagnosis, 
their individual risks, benefits of potential interventions, hospital norms and prac-
tices and patient’s preferences and values—the practical applicability of EBP has 
been challenged. Despite its popularity and a “gold standard” status, Gabbay and le 
May (2011), in an ethnographic study of the use of clinical evidence by primary 
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care physicians in the United Kingdom and the United States, observed that EBP is 
faltering because it focuses hugely on an idealized model of how clinicians ought to 
use the best evidence and pays little attention to the actual practices of clinical 
decision-making. The authors conclude that in addition to using the best evidence, 
clinicians in day-to-day decision-making often deploy a set of internalized, tacit- 
based and collectively reinforced guidelines that serve as the clinicians’ “knowledge- 
in- practice-in-context”. The approach emphasizes the role of collaboration, context 
and practice, rather than idealized rules, in guiding actions during clinical decision- 
making. For example, in co-located healthcare settings, the use of evidence often 
transpires in the midst of problem-based conversational encounters between clini-
cians about a clinical case at hand, joint critical appraisal of research evidence, a 
guideline or patient’s medical record, referrals to a secondary care specialist or 
team-based formulation of a care plan or workflow (Abidi 2006). Decision support 
in such contexts typically occurs interactively and extemporaneously (Mejia et al. 
2010; Whittaker et al. 1994) and is largely driven by a common ground offered by 
the clinicians’ shared context of work and “knowledge-in-practice-in-context” 
(Kuziemsky and Varpio 2010; Gabbay and le May 2011).

In addition, a critical review of existing literature shows that a competent and 
accountable use of a system in a hospital is inseparable from a body of local work 
practices that go beyond clinical workflow representations, and through which an 
awareness of real-world clinical contexts, implicit local work structures, constraints 
and specific patient-centred needs could be constructed to facilitate effective cross- 
boundary healthcare knowledge management and decision support (Chaiklin 2011; 
Gabbay and le May 2011; Schatzki 2012; Button and Harper 1996; Brézillon 2011; 
Allert and Richter 2008; Tawfik et al. 2012). However, existing healthcare knowl-
edge management systems lack sufficient capability to support problem-solving and 
facilitate clinical decision support based on practice-centred knowledge about a 
work situation. This provokes a number of challenges for cross-boundary knowl-
edge management and decision support. How do we enable cross-boundary clinical 
decision support in a manner that allows for the construction of awareness of a clini-
cal work process and available knowledge resources at the work practice level? 
Would such approach sufficiently take account of the situated and socially mediated 
nature of located work practices, clinical encounters, organizational circumstances 
and patients’ specific needs? How do we enable accurate perceptions of work situ-
ations across boundaries of workplaces and organizations? How do we enable a 
suggestion or “second opinion” emanating from a user in a remote organization to 
be easily applied to support problem-solving and decision-making in another work 
context in spite of the lack of shared context of work for supporting cohesive inter-
action and knowledge sharing between the work settings?

In this chapter, we describe a research effort targeted at developing an e-health 
system for clinical decision support and knowledge sharing across organizational 
and geographical boundaries, using the practice theoretical approach. The chapter 
concludes with a roadmap for the critical goal of designing healthcare knowledge 
management systems and user interfaces that meet the information, collaboration 
and workflow needs of healthcare professionals at the point of care.
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23.2  Practices, Context and Healthcare Knowledge 
Management

Drawing upon respective work in knowledge management, human-computer inter-
action and the social sciences, this section provides a brief introduction to the con-
cept of practice. The goal is to ground the application of the practice theoretical 
perspective in the underlying assumptions of the practice theories. In addition, the 
section aims to relate the discussion to relevant concepts and techniques in health-
care knowledge management and context-aware computing.

At the core, our approach to the practical theoretical perspective discussed in the 
chapter is the relationship between knowledge artefacts, context and situation and 
how that relationship enables an awareness of a community’s work practice, i.e. 
their evolving approach to activity. Context is dynamically constituted through 
activity involving people and artefacts in a specific setting; it is not just “out there” 
but is consciously and purposefully generated through people’s interaction with 
artefacts and the environment as represented in their practices (Dourish 2004). This 
interaction is both shaped by situation and the result of specific historical, cultural 
and ontological processes within which work is transformed. Practice theories are 
valuable in explicating human activities and practices in real-world situations, 
bringing to light “the conflux of multifaceted, shifting, intertwining processes that 
comprise human thought and behaviour”, which are necessary for the development 
of effective healthcare knowledge management systems (Nardi 1996).

23.2.1  Healthcare Knowledge Management

Conceptually, healthcare knowledge management (KM) is characterized as “the 
systematic creation, modelling, sharing, operationalization and translation of 
healthcare knowledge to improve the quality of patient care” (Abidi 2008). It is 
aimed at promoting and providing optimal, effective and pragmatic healthcare 
knowledge and resources to clinical professionals (as well as patients and individu-
als) for the purpose of effecting high-quality, well-informed and cost-effective 
patient care decisions at the point of need. In practice, it is concerned with tech-
niques, tools and processes for capturing, representing, organizing, synthesizing 
and operationalizing the different modalities of healthcare knowledge (including 
experienced-based know-hows) in order to realize comprehensive, validated and 
accessible healthcare knowledge resources for delivering quality and timely patient 
care decisions.

At a high level, knowledge management involves four major steps of capturing/
creating/generating knowledge, representing/storing knowledge, accessing/using 
and disseminating/transferring knowledge (Davenport and Prusak 1998; 
Wickramasinghe and Davison 2004). The process of knowledge capture or creation 
generally has tremendous implications for the entire knowledge management  process, 
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which requires an understanding of the knowledge construct, as well as of its context. 
However, knowledge is not a simple construct, particularly in health care, where its 
creation, use and sharing are heavily reliant practices that support common percep-
tions of the construct being used or shared (Wickramasinghe 2009). This is primarily 
as a result of the subjective nature of knowledge, which makes it dynamically mal-
leable to the social, organizational and cultural practices of a community of practice. 
These attributes make it possible to transform knowledge from one form to another, 
e.g. from explicit knowledge to tacit knowledge and vice versa, following Nonaka’s 
famous knowledge spiral model, and to apply various forms and modalities of knowl-
edge in a single clinical case or decision-making situation, for example, the use of 
various forms of knowledge and clinical workflows within the “clinical mindline” 
construct developed by Gabbay and le May (2011). However, it poses a number of 
challenges to knowledge sharing across communities and organizational boundaries 
in health care. As noted by Abidi (2008), a healthcare knowledge management sys-
tem ought to address the following activities and challenges:

• The need to capture, represent, model, organize and synthesize the various forms 
and different modalities of healthcare knowledge in order to realize comprehen-
sive, valid and accessible knowledge resources for patient care decision-making

• The challenge of accessing, sharing and disseminating current and case-specific 
knowledge to healthcare stakeholders and patients in usable formats

• The need to operationalize and utilize healthcare knowledge, within clinical 
workflows and acceptable organizational contexts, to provide pragmatic patient 
care services, such as decision support and care planning at the point of need

Over the years, healthcare knowledge management, as a set of practices for 
effecting collaborative and quality patient care, has focused on three overarching 
themes, namely, streamlining the nature of knowing in the healthcare sector, identi-
fying the types of knowledge management tools and initiatives that are suitable for 
the healthcare sector and minimizing the barriers, while strengthening the enablers, 
to the take up of knowledge management practices (Nicolini 2008).

23.2.2  The Concept of Practice

Work practice can be defined as “the ways of doing work, grounded in tradition and 
shared by a group of workers” (Bødker 1991). It is a “customary way of doing 
things” (Allert and Richter 2008), and, according to Reckwitz (2002), it incorpo-
rates an appreciation of a people’s cultural and historical phenomena as well as the 
specific contexts of their actions. The importance of practice lies in its ability to 
locate the precise situation of work; the design of computer support for work, by 
default, implies the design for the work situations of the users.

Practice refers to human everyday practical activity through which we share 
cooperatively produced understandings and knowledge about the world and our 
activities (Bødker 1991). However, practice has been generally overlooked 
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 theoretically and is often taken as a “thin” term with little meaning, a term denoting 
a loose family of not necessarily coherent ideas and always treated as a background 
concept (Kirsh 2001; Hopwood 2010; Chaiklin 2011). Some thinkers conceive of 
practice, minimally, as arrays of activity, while others yet theorize practice as the 
skills, tacit knowledge and presuppositions that underpin activities.

The practice theoretical perspective is underlined by the following key assump-
tions, which are critical to effectively applying the practice theory for collaborative 
knowledge management support (Allert and Richter 2008):

• Practices are socially mediated in that they are shaped by, and evolve within, 
social communities and can even become part of the communities’ identity 
(Büscher et al. 2001; Wenger 1998).

• Practices entail both a momentum of stability as well as change. While practices 
manifest and reproduce historically developed patterns of activity, they are also 
open to change in that the concrete activities have to be continuously adapted to 
new situations and changing conditions (Chaiklin 2011).

• Even though practices are often characterized by the use of particular artefacts 
(e.g. giving a PowerPoint presentation), practices are not determined by these 
artefacts in a strict sense. This difference is due to the fact that an artefact 
becomes a tool only when interpreted as such within a social and historical 
context.

• Practices do not exist in isolation but are part of a larger network of practices that 
is dependent on a broad-based notion of context. Practices are interrelated as 
both individual and collective actors, as well as artefacts are usually enrolled and 
used in several practices simultaneously.

• Practice is the research object to which studies of cultural-historical theory is 
directed (Chaiklin 2011). As a result, any scientific understanding of work prac-
tice must include some analysis of the socio-historical context in which the prac-
tice becomes enacted, since practice acts as a scaffold to augment and direct 
human actions (though in a non-deterministic way) within a work context.

• Practice represents a meaning-processing system, which processes information 
by constructing meaning, uniting action and meaning. It is essentially concerned 
with the ways in which actions can be rendered as meaningful, i.e. how a particu-
lar action, for example, becomes meaningful or is interpreted by certain people 
by virtue of where it was performed, when it was performed and with whom or 
what (Dourish 2004; Wenger 1998).

The concept of work practice offers an approach for organizing tools, actors and 
resources in a work environment, as well as for portraying how and why certain 
tools, actors and resources are used in certain knowledge use and sharing activities 
in relation to prevailing local contexts.
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23.2.3  The Role of Context

One of the most significant elements that has emerged from work practice studies 
over the last two decades is the notion of the situatedness of work (Szymanski and 
Whalen 2011). This perspective argues that work, as well as knowledge use and 
sharing, contrary to the commonly held views of plans and rationalistic thinking, 
unfolds in response to the contingencies of a situation. Context allows us to address 
the situatedness and knowledge use and sharing and to recognize in the application 
of the practice theoretical perspective that knowledge sharing in health care is heav-
ily reliant on practices that support common perceptions of shared knowledge arte-
facts. Practice is intrinsically linked with contexts so much so that each produces 
and locates the other in a complex interplay of socially produced knowledge, prac-
tices and relations (Saltmarsh 2009).

Similar to many applications for personalized support and intelligent services, 
healthcare knowledge management systems are highly dependent on their execution 
context (Bricon-Soufa and Newman 2007). A common definition of context consid-
ers it as “any information that can be used to characterize the situation of an entity”, 
where an entity refers to a person, place or object that is considered relevant in an 
interaction sequence (Dey 2001). Context is critical in the design of care support 
systems for the elderly because of its ability to enable us to construct and maintain 
awareness of a person’s activities, status or context in different settings; yet, it has 
remained a poor source of information in computing environments (Dey 2001). As 
a result, the term has been considered differently by different authors—as the sur-
roundings of the interaction between the user and the application (Coutaz et  al. 
2005), what is needed to characterize and encode the situation of an entity, informa-
tion about the activity or task the user is currently performing or what is needed to 
understand what people do and how and why they achieve and maintain a mutual 
understanding of the context for their actions (Dourish 2004).

23.3  Applying the Practice Theoretical Perspective

In this section, we describe how a practice-centred approach to healthcare knowl-
edge management could contribute to the challenge of building computer applica-
tions that allow individuals to more effectively construct and convey information 
about their contexts of work, including actual work practices, local circumstances 
and varying work situations in a manner that facilitates cross-boundary knowledge 
sharing and decision support beyond what is currently offered by existing workflow- 
based approaches. A practice theoretical perspective allows us to uncover the spe-
cific details of knowledge use and sharing at the work practice level, i.e. the level at 
which work unfolds in the actual sense. Under the EBP approach, evidence is often 
generated out of controlled experiments, and, as a result, their use often guides 
knowledge reuse at an abstract level and hardly incorporates details of actionable 
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tasks and processes necessary for accomplishing work in a real-world context (Anya 
and Tawfik 2016; Anya et al. 2010).

23.3.1  Capturing Practice-Related Knowledge

The first step in applying the practice theoretical perspective is to capture practice- 
related knowledge. Practice-related knowledge belongs to the form of knowledge 
known as tacit or “know-how”, rather than explicit or factual knowledge 
(Wickramasinghe and Davison 2004). It is also hugely a subjective form of 
knowledge.

To address these challenges, we carried out a user-centred study of clinical work 
practices in order to understand the “what”, “how” and “why” behind their knowl-
edge use and sharing practices for patient care support. The goal is to provide a 
user-centred basis for our approach to applying the practice theoretical perspective 
to healthcare knowledge management and to identify design requirements to inform 
the development of technological support and e-health decision support. Specifically, 
we believe that by collecting an account of the various ways by which clinicians 
often contextualize procedures, improvise practices in order to accommodate for 
peculiar workplace circumstances and specific patient-centred needs and seek to 
construct meaning out of their local interactions with technologies, one can provide 
some useful insights into the design of knowledge management systems for e-health 
decision support at a work practice level. The details of the study appear in Tawfik 
et  al. (2012). The findings indicate that differences in clinical practices and 
approaches to knowledge use and sharing among clinicians are associated with dif-
ferences in  local work contexts across work settings but are moderated by their 
adherence to best practice guidelines and the need for patient-centred care. The 
study further reveals that an awareness, especially of the ontological, stereotypical 
and situated practices, plays a crucial role in adapting knowledge for patient care 
decision support (Table 23.1).

23.3.2  Modelling Practice-Related Knowledge

In this section, we describe our approach to modelling practice-related knowledge 
use and sharing, which is concerned with using the knowledge acquired from a 
work process (“know-how”) to enable context-aware patient care decision support. 
Our approach combines adaptations of the activity system and the situation aware-
ness theory in a model that considers non-workflow-based aspects of work, e.g. the 
situated factors of a work environment in order to accommodate accounts of the 
situated perspective of healthcare knowledge use and sharing.

A work practice model brings out details of the rich contextual framework in 
which work unfolds and suggests lines of enquiry that would potentially lead to 
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Table 23.1 Process-data vs. practice-based data in healthcare KM (Adapted from Leidner et al. 
2006)

Element Process-based knowledge Practice-based knowledge

Role Handle task execution Mainly act to influence task 
execution based on prevailing 
circumstances of work

Nature of 
knowledge

Formal work specifications, domain 
rules and conceptual knowledge

Informal specifications, common 
sense knowledge, world views, 
local norms, organizational values 
and beliefs, power structures, 
rituals, stories and myths

Rigid and generic, i.e. independent of 
work settings

Flexible and easily adapts to 
changes in local work settings, e.g. 
availability of tools and services

Type of 
knowledge

Explicit knowledge—codified in rules, 
tools and processes

Mostly tacit knowledge—
unarticulated knowledge not easily 
captured or codified

Context/model 
type

Mostly ontological context and domain 
model and stereotyped context

Mostly situated context and 
situation model and often 
stereotyped context

Means of 
transmission

Formal controls, procedures and 
standard operating procedures with 
heavy emphasis on information 
technologies to support knowledge 
creation, codification, transfer and 
decision support

Informal social groups that engage 
in storytelling and improvisation

Affecting factors Factors within internal work processes, 
e.g. task methods

External factors, such as economic 
status, government policies and 
regional agenda

Means of 
enabling 
awareness

Through formal processes Through the extent of influence on 
work processes in order to enable 
or constrain them

Means of 
mediation

Rules, tools, roles, subjects and objects Tools, roles, subjects and objects, 
community, history and social and 
cultural practices

Paradigm Rationalistic thinking, task structures, 
workflow-based technologies

Activity, cultural-historical and 
social theories

Practice system 
category

Ontological, stereotyped Situated, stereotyped

Benefits Provides structure to harness generated 
ideas and knowledge

Provides an environment to 
generate and share high-value tacit 
knowledge for decision support

Achieves scale in knowledge reuse Provides spark for fresh ideas and 
responsiveness to changing 
environment

Disadvantages Fails to tap into tacit knowledge. May 
limit innovation and forces participants 
into fixed patterns of thinking

Can result in inefficiency. 
Abundance of ideas with no 
structure to implement them

(continued)
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enhanced adaptive cross-boundary support to work, which a less detailed analysis 
would not suggest. To further highlight this, we extended a process model of activ-
ity proposed by Wilson (2006) and show how a work practice model offers a much 
wider scope than an activity or a task model for understanding the context and set-
ting in which we perform our activities. Figure 23.1 shows how work is realized 
within this system from the perspective of a work process, driven by motive and 
goal and directed (by work practice elements and activity factors) towards a desired 
outcome (Wilson 2006).

In order to appropriately model these situation-dependent factors, we employ the 
use of a situation awareness model. We describe this situation awareness model and 
show how we have integrated it into the work practice model. At the core of the situ-
ation awareness model is a situation model—a “setting” consisting of entities and 
interactions among entities, which one becomes aware of via the situation aware-
ness model. The notion of a situation model enables us to understand “the complete 
state of the universe [of work] at an instant of time” in relation to what influences a 

Table 23.1 (continued)

Element Process-based knowledge Practice-based knowledge

Role of 
information 
technology

Heavy investment in IT to connect 
people with reusable codified 
knowledge

Moderate investment in IT to 
facilitate conversations and transfer 
of tacit knowledge and 
“influencers” for more adaptive 
cross-boundary decision support

Fig. 23.1 Scope of a practice-based knowledge management model highlighting the role and 
relationships among various elements of work practice in enabling an understanding of knowledge 
use at the work practice level (Adapted from Wilson 2006)
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clinician’s actions and task requirements. We will show in the next section how we 
have further incorporated context modelling into a practice model in order to por-
tray the subsets of this universe that are considered “contextually relevant” to 
decision- making at any instant (Dourish 2004).

Next, we apply the situation awareness model proposed by Endsley (1995). The 
primary basis of the situation awareness model, as we apply it to this work, is to gain 
an understanding of the state of a clinical work situation with a view to knowing 
how information, events and one’s own actions (or those of others) will impact the 
goals and objectives of providing the best possible care to the patient. Based on his 
well-known definition of situation awareness, Endsley’s situation awareness model 
can be categorized into three hierarchical levels: perception of elements in current 
situation, comprehension of current situation and projection of future status. At the 
perception level, the model recognizes necessary information about the environ-
ment. The comprehension level interprets the perceived information in order to 
make sense of the current of the environment. The projection level uses the knowl-
edge of the current environment to predict its possible future states.

Endsley’s model has been applied in areas such as air traffic control, ship naviga-
tion and military operations but includes a fundamental assumption that makes it 
unsuitable to cross-boundary clinical decision support. The researcher assumes that 
the agent seeking to gain an awareness of a situation and to influence his/her deci-
sion by the elements in the situation is a direct observer of the situation. In cross- 
boundary e-health, this is not the case; a clinician A wanting to provide a suggestion 
to support the decision-making process of another clinician, B, who is in a different 
workplace or even geographical region, is not a direct observer of the situation B is 
in. As a result, we have refined the basic structure of the situation awareness model 
by inserting two new levels—conceptualization and stereotyping between percep-
tion and comprehension—and moving projection to the decision support phase. 
Figure 23.2 depicts the resultant model for enabling healthcare knowledge manage-
ment from a practice theoretical perspective and consists of four phases: perception 
of work situation, conceptualization of work domain, stereotyping of work locality 
and comprehension of work status and problem requirements.

The model allows information interchange and decision support across clinical 
work settings and disparate practice systems. In principle, it aims to generate con-
textually enriched knowledge in order to adaptively support decision in a specific 
work context by explicating the forms of work practices in a specific work setting 
and consequently tailoring an information item (which we refer to as a suggestion), 
which originates from a different work setting, to fit into the practices and problem- 
solving patterns in the user’s work context in a way that accommodates for both 
institution-specific and situation-dependent variations in care.

Typically, when people provide suggestions towards assisting other people, e.g. 
in online forums, they usually provide the information item in a general context or, 
at least, in terms of their own individual contexts and experiences. As has been 
argued in this work, people in different work settings, e.g. clinicians—owing to dif-
ferences in work culture, available resources and expertise, patients’ needs and 
institutional agenda—have evolved work practices that conform to their work 
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 contexts and seek to address their individual issues. We posit that in order to be 
effective, a suggestion needs to adapt to the various ways by which a user works. As 
a result, our context-morphing approach aims to restructure (i.e. customize) the 
information content of a suggestion in order to add value to the ways by which clini-
cians often contextualize problem-solving procedures in order to accommodate for 
specific local contexts and individual patient-centred needs (Harrison et al. 2010; 
Gabbay and le May 2011). To achieve this, our approach focuses on the following 
actions:

• Improvise: What resources, tools, expertise and standardized services does the 
user lack? How do they make up for them by virtue of their work practices? How 
can the suggestion provided help users in accomplishing this in relation to their 
overall work goal and expected solution?

• Influence: What internal (person-related and organization-dependent) and exter-
nal (e.g. regional policies) factors have shaped the user’s decision-making? How 
do the factors affect the decision quality? How can the suggestion provided help 
ensure quality?

Fig. 23.2 A practice-centred knowledge management model (Adapted from Endsley 1995)
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• Augment: How can the suggestion enrich the user’s work practices and existing 
information towards achieving the overall work goal and expected solution and 
vice versa?

• Explain: How can the suggestion help offer an explanation or justification for the 
user’s work practices (Kofod-Petersen and Aamodt 2009)?

• Apply: Here the suggestion is directly applied to user work context without any 
action on it. This occurs where the work context of the suggestion provider and 
that of the user are similar.

23.3.3  Designing and Evaluating KM Systems Based 
on the Practice Theoretical Perspective

Most research has approached the task of designing systems that relate to the con-
text of computation by focusing on the technical issues associated with context, e.g. 
the syntactic connections between different concepts or the use of sensor technolo-
gies to enable systems to respond to changes in the computational environment 
(Dourish 2004; Kaenampornpan and O’Neill 2005). However, much effort is still 
required to study and analyse context from a knowledge-level perspective (Newell 
1981). By seeking to construct a computational model of context of work, including 
organizations of people, tools and resources for work, as well as the underlying 
motives and circumstances of problem-solving, our approach aims to build decision 
support systems that are aware of their “context” through an ontology of “the struc-
ture of a total world” (Newell 1981). From a knowledge-level perspective, a thrust 
of this research is to understand the “work practices” of clinicians across various 
regional and organizational work settings in order to enable context-aware decision 
support in a manner that takes account of the “bounded rationality” across work 
setting (Simon 1991).

23.4  Discussion and Concluding Remarks

Although this chapter explored the application of the practice theoretical perspec-
tive to healthcare knowledge management, the specific approach described is based 
on the activity theory and the theory of situation awareness. Whereas activity theory 
belongs to the family of practice theories (Foot 2014), allowing us a lens for uncov-
ering the real actions of practitioners as they engage in clinical decision; the theory 
of situation awareness provides a framework for the perception of environmental 
elements and events with respect to the time and place of decision-making. Their 
combined used enables the exploration of how practice can be used, managed and 
transformed to suit various clinical problem situations and patients’ needs. The 
approach blurs the distinction between action and context to explore the notion that 
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practice supports common perception of shared knowledge items within and across 
communities of practice. A key thesis of the chapter is that the dynamics of knowl-
edge management in patient care decision-making is complex and particularly chal-
lenging when knowledge is shared across community and organizational boundaries 
in collaborative health care. The process is reliant on contextual features that sup-
port common perceptions of shared information and usually occurs within a com-
plex structure of clinical work practices that is shaped by a wide range of factors, 
including organizational culture, local contexts, socially constructed traditions of 
actions, experiences and patients’ circumstances, which vary across organizational 
and community settings.

We argue that an integrated approach to understanding knowledge management 
in health care is needed and could lead to the design of improved system to support 
better knowledge use and sharing at the point of care and point of need. A large part 
of the paradox of healthcare knowledge management is that though information 
technology has enabled a knowledge-rich healthcare system with accessible data-
bases and repositories, healthcare knowledge remains largely underutilized, and 
often wrongly utilized, in patient care decision-making. Addressing the problems 
facing the healthcare sector from a knowledge management perspective calls for an 
integrated approach with the capability to manage the tension between evidence- 
based practice and practice-based evidence, which in many ways has a lot in com-
mon with the tension between process data or between explicit knowledge and tacit 
knowledge. A practice theoretical perspective would enable healthcare organiza-
tions to uncover and understand the communication and coordination practices that 
make for more effective and efficient patient care decision-making. By making their 
knowledge explicit and adhering to evidence-based standards, healthcare organiza-
tions will be more suitably equipped to develop standardized practice management 
techniques.

Besides knowledge management, the potential role of the practice theoretical 
perspective in healthcare knowledge management resonates strongly with one of the 
major concerns of the computer-supported cooperative work community with health 
care, namely, investigating how healthcare decision-making is collaboratively and 
practically achieved in various work contexts and designing systems to support that 
process (Fitzpatrick and Ellingsen 2013). Against this background, a practice theo-
retical perspective to healthcare knowledge has a lot to offer to computer- supported 
cooperative work research, including providing a framework to foster the articula-
tion and sharing of clinical, operational knowledge and experiences in collaborative 
health care.

While a practice theoretical perspective is highly valuable in understanding and 
utilizing non-explicit and less evidence-based types of knowledge and making such 
knowledge assets more explicit, implementing healthcare knowledge management 
systems based on the practice theoretical perspective is hugely challenging. As 
noted by the areas of focus in this chapter, the challenges stem from the difficulty in 
capturing practice-related knowledge, modelling practice-related knowledge and 
designing and evaluating systems that are built and based on that approach. Recent 
trends in health care, including the proliferation of online healthcare knowledge 
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resources easily available to patients, as well as new innovations in telemedicine, 
pose enormous challenges to healthcare knowledge management. We believe that 
addressing some of them effectively and efficiently would impact on elements of the 
practice theoretical perspective.
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Chapter 24
Contemporary Developments in e-Health

Indrit Troshani and Nilmini Wickramasinghe

24.1  Introduction

Digitally enabled technologies including ICTs can support the achievement of 
health goals. ICT have the potential to transform the manner in which health ser-
vices are delivered (WHO 2011). e-Health is defined as the use of ICT to improve 
health and healthcare outcomes (Lintonen et al. 2007; Mackert et al. 2009). e-Health 
is an emerging field which comprises the intersection of numerous disciplines, 
including medicine, biomedical engineering, computer and information science, 
statistics, health promotion and marketing, and management science (Anderson 
1997; Chiasson and Davidson 2004; Wickramasinghe et al. 2007). ICT are touted to 
offer a huge potential to raise the quality, increase the efficiency, and decrease the 
costs of primary, secondary, and tertiary health care (Heinzelmann et  al. 2005). 
Additionally, these technologies can empower patients to better understand their 
medical conditions and take responsibility by making informed decisions about 
such conditions (Raisinghani and Young 2008). More specifically, the espoused 
benefits of e-health include preventing and controlling of diseases by way of facili-
tating health information acquisition (Baker et al. 2003), customizing and personal-
izing information dissemination (Tate et al. 2006), detecting and treating diseases 
(Thomas et al. 2002), and encouraging the adoption of healthy lifestyles including 
weight control, physical activity, and quitting smoking (Tate et al. 2003).

For example, chronic diseases, such as diabetes in addition to having a huge 
impact on the diabetes sufferers themselves as previously illustrated, can also be 
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very costly to treat (AIHW 2007, 2008). Yet, pervasive diabetes monitoring solu-
tions can offer enormous benefits which include efficient and accurate monitoring 
and control of glucose levels and minimizing unnecessary hospitalizations or even 
just doctor visits (Wickramasinghe et  al. 2009). These solutions have also been 
shown to improve patients’ quality of life by preventing and controlling disease 
progress and instilling preventative behaviors among diabetes sufferers (Bali et al. 
2013; Koch 2006; Wickramasinghe et al. 2010).

In this context, Chiasson and Davidson (2004) argue that although there is an 
increasing number of contributions to e-health research, knowledge in this area 
remains limited and underdeveloped. Additionally, as Koch (2006) and WHO 
(2011) argue, most modern developed healthcare systems are experiencing many 
challenges such as:

• Increasing demand for healthcare services due to increasing aging populations 
and changed lifestyles resulting often in chronic diseases

• Increasing demand for healthcare accessibility (e.g., home care)
• Increasing need for efficiency, personalization, and quality equity in health care
• Increasing and chronic staff shortages
• Limited budgets

There is widespread agreement in the literature that e-health can help in address-
ing these challenges. Thus, knowledge and understanding of current e-health trends 
can be useful in assisting researchers address these challenges since it can help 
understand why pervasive e-health solutions emerge and how they are shaped. 
Additionally, it can assist e-health scholars channel their research efforts. Thus, the 
aim of this chapter is to identify existing trends in e-health research. Having exten-
sively reviewed extant research, we first discuss health education, electronic health 
records (EHR), standardization, and m-health. The chapter is subsequently con-
cluded with a discussion of research directions.

24.2  Electronic Health Records (EHRs)

Electronic health records (EHRs) represent medical information concerning patients 
which is meant to support healthcare-related activities and evidence-based medical 
decision that support both directly or indirectly. This information is collected longi-
tudinally during patient visits at any healthcare delivery setting (Raghupathi and 
Kesh 2009). In addition to patient demographics, EHRs also include past medical 
history such as medications, problems, immunizations, radiology and laboratory 
results, and progress notes (Raghupathi and Kesh 2009). It is anticipated that in the 
future EHRs will offer rich medically relevant information in addition to text. EHRs 
will include still images, echocardiograms, endoscopies, and even video recordings 
of patient interviews or visits which will enable convenient access to expertise that 
is located remotely and even facilitate training of medical practitioners (Heinzelmann 
et al. 2005).
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EHRs can offer many benefits including complete, accurate, error-free univer-
sally accessible lifetime patient health information (Raghupathi and Kesh 2009). 
They also offer significant productivity improvements in the healthcare industry 
(von Lubitz and Wickramasinghe 2006). In a healthcare setting where healthcare 
costs are steadily increasing, while pressures are growing to satisfy unmet needs 
and increasing competition, the promises of EHRs to offer quality and productivity 
constitute the main driving forces for developing them.

There are a number of risks that need to be mitigated as EHR development pro-
gresses and design issues addressed. Although EHRs offer many benefits, health-
care professionals may find that with EHRs they may be exchanging a set of issues 
with one another. For example, issues experienced with traditional manual paper- 
based patient record systems such as lost patient charts, poor handwriting, and miss-
ing information may be exchanged with issues with data capture problems, computer 
crashes, programming errors, and susceptibility for viruses and other malware 
which are likely to affect EHRs and potentially render them useless (Glaser and 
Aske 2010; Goldschmidt 2005).

Another major issue with EHRs concerns the privacy and security of confidential 
personal medical and health information (Rao Hill and Troshani 2010; Troshani and 
Rao Hill 2009). For example, unethical use of such information for personal gain by 
disgruntled or unethical employees or even legislated use of private information 
without an individual’s prior consent constitute serious risks that need to be miti-
gated as EHRs are developed (Goldschmidt 2005). Thus, the question that needs 
further research is if the espoused benefits of EHRs will indeed outweigh their risks 
and development costs (Rash 2005).

Extant research shows that EHR design and development have been constrained 
by major challenges (Raghupathi and Kesh 2009). First, the literature suggests that 
existing EHRs seem to be driven by specific vendors or technologies and ignore the 
diverse and complex nature of modern healthcare settings and processes (Blobel 
2006). For example, driven by specific vendors, existing EHRs do not appear to 
comply with portability standards (Hippisley-Cox et al. 2003; Troshani and Lymer, 
2010). Additionally, almost all exiting EHRs are based on relatively simple rela-
tional database applications which consist of patient data entry forms and report 
generation capabilities, but which lack the capacity to be interoperable in large- 
scale distributed environments and to inexpensively scale up to fully functional 
applications (Hippisley-Cox et al. 2003; Raghupathi and Kesh 2009). One possible 
way to address these issues is to take a holistic network-centric view to EHR design 
(von Lubitz and Wickramasinghe 2006; Troshani et al. 2015).

24.3  Using Blockchain Technology for EHR Management

While the risks discussed in the previous section can be critical and can affect 
EHR management, new technology has emerged that can help mitigate them. For 
example, blockchain technology can be used to manage EHR. A blockchain is a 
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distributed database system that keeps track of a records (Molteni 2017; Tapscott 
and Tapscott 2016). As records are added to the blockchain, they are ordered in 
blocks, and each block contains timestamp links to the related blocks.

Blockchain records are secure and easily verifiable. As events or transactions that 
are captured as records occur, decentralized verification of their authenticity is car-
ried out by majority consensus in networks (Ekblaw et al. 2016).

That is, a record capturing an event becomes part of the blockchain if and only if 
significant effort is made by players in the network validating its genuineness and 
authenticity. Additionally, because network consensus is always required, alteration 
of records becomes very difficult and expensive. That is, blockchain technology 
ensures that the effort required to alter a record (e.g., for the purpose of committing 
fraud, etc.) always exceeds the benefits or gains that result from attempts to alter the 
record. This reduces incentives of individuals or groups to change blockchain 
records which indicates that what is in the blockchain is accurate and authentic 
(Molteni 2017).

Because the blockchain is managed autonomously in peer-to-peer network, 
information in it is not stored in a single location and is always available to use and 
verify and not susceptible to loss (e.g., because part of the network fails). 
Additionally, because verification and recording of information is carried out by the 
network, the need for intermediating role of trusted authority or central server is 
significantly reduced or, depending on application, even eliminated (Ekblaw et al. 
2016).

While in its purest form information in the blockchain is available to anyone, it 
is possible to create a blockchain where permissions concerning the right of indi-
viduals to add, record in, and read information on a block chain can be easily con-
trolled. Private blockchains, as opposed to public blockchains, can be suitable tools 
for EHR management (Buterin 2015).

24.4  Health Education

Recent research has stressed the need for improving health literacy and education, 
particularly, because it can have a huge impact on individual quality of life, public 
health, and even more broadly, on national economies (Ball and Lillis 2001; 
Gazmararian et al. 2005; Mackert et al. 2009). Many organizations around the world 
are using pervasive e-health technologies to address health literacy and education 
problems. The main reason for this is attributed to the fact the e-health technologies 
offer adaptability, cost-effectiveness, and accessibility (Eysenbach 2007). In addi-
tion to this, findings reported in Ball and Lillis (2001) concerning a study conducted 
by Deloitte and Touche and VHA Inc. reveal that two thirds of the US patients do 
not receive any literature in relation to their medication conditions. At least in part, 
this is getting patients to take matters into their own hands and look for medical 
information online (Ball and Lillis 2001; Wickramasinghe et al. 2009).
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One of the technologies that is receiving much attention is Web 2.0. It offers 
online activities that encourage interactivity and collaboration through interpersonal 
networking and personalization while also fostering a sense of community among 
users (Abram 2005). There are many Web 2.0 applications that offer a huge poten-
tial for health literacy and healthcare education (Boulos and Wheeler 2007) includ-
ing wikis, blogs, podcasting, RSS feeds, social networking applications, and instant 
messaging (IM). We explain these in turn and illustrate them with examples about 
how they are being used in relation to health literature and education (Sharif et al. 
2014, 2015).

A wiki is a collaborative application that allows users to provide content while 
also enabling that content to be edited by anybody (Boulos et al. 2006). In health-
care settings, wikis can be used for knowledge sharing (e.g., http://www.wikisur-
gery.com). Additionally, wikis offer strong localization capabilities enabling 
non-English posts as well. For example, DiabetesPost at http://www.diabetespost.
com/ enables posts to be made in Arabic.

Blogs enable users to provide online journals or web diaries that can be easily 
published and updated chronologically on issues of interest or on common themes 
including health literacy and education (Boulos et al. 2006). Some of the most nota-
ble health education blogs include http://drugscope.blogspot.com and http://biogra-
phyofbreastcancer.blogspot.com. As blog users are not necessarily professionals, 
there is a substantial risk for misinformation, although, according to Boulos et al. 
(2006), inherent “collaborative intelligence” acts as a built-in quality control and 
assurance mechanism for blogs (Sharif et al. 2014, 2015).

Podcasts are location- and time-independent digital files that can be downloaded 
automatically by free software on portable devices, such as Apple iPods/iPads or 
MP3/MP4 players and played by users at their leisure (Boulos and Wheeler 2007). 
Notable examples of health education podcasts include http://healthliteracyoutloud.
com.

RSS (Really Simple Syndication) feeds are protocols that are used to indicate 
updates or additions to content to websites or blogs as per user-defined queries or 
requirements (Boulos and Wheeler 2007). Typically, RSS works when users sub-
scribe to RSS feeds using RSS aggregators that are typically supported in modern 
browsers. Aggregators crawl selected websites regularly and display feeds to users 
enabling them to conveniently and quickly overview updates on specific topics at 
any point in time at the selected websites (Boulos and Wheeler 2007).

Social networking applications enable forming of groups of individuals that 
share common interests or circumstances. For example, http://www.depressionnet.
com.au is an Australian online community that provides comprehensive information 
for people living with depression. A similar social networking application is the 
CURE DiABETES group at http://groups.myspace.com/cureDiABETES which is 
run by patients and supporters in order to help and support diabetes sufferers (Sharif 
et al. 2016).

Instant messaging (IM) constitutes real-time online interaction between two or 
more users who can share text, audio, video, and other types of files. A nurse-led 
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web chat application enabling the public to interact with qualified nurses was well 
received by patients (Eminovic et al. 2004).

As patients wish to interact and exchange increasingly more information with 
healthcare providers, opportunities exist for using Web 2.0 tools and applications to 
enable or facilitate these interactions for literacy development and education pur-
poses. By emphasizing education, these tools empower patients to take responsibil-
ity for their conditions, thereby making them active and responsible participants in 
their treatment regimen (Boulos et al. 2006; Boulos and Wheeler 2007; Mackert 
et al. 2009; Nicholas et al. 2001).

24.5  Standardization

Standardization entails developing standards in the development and provision of 
pervasive e-health applications and limiting the use of other options (Choudrie et al. 
2003; Damsgaard and Lyytinen 2001; King et al. 1994; Troshani and Lymer 2010). 
Standards constitute conventions that are needed for the structure and behavior of 
computing functions, formats, and processes (Engel et al. 2006). Standards play a 
critical role in the transmissions of electronic information, and as such, standard 
development, that is, standardization, is essential for the development and wide-
spread diffusion of pervasive e-health applications. Lack of standardization can cre-
ate interoperability issues adversely impacting information exchange between and 
among various e-health applications, that is, e-health applications can become 
“information islands” and thus present difficulties to integrate with larger healthcare 
systems (Tang et al. 2006).

For example, standards developed for electronic payments in the finance and 
banking sectors worldwide have been highly successful and have become widely 
diffused due to the national and international standardization approaches adopted 
and coordination among key stakeholders (WHO 2011). Similarly, governments 
and industry associations are collaborating by way of the Global Harmonization 
Task Force in order to develop standards for medical technologies (WHO 2011).

Standardization facilitates both integration and interoperability, thereby enabling 
industry growth and development, while lack thereof can make the development of 
pervasive e-health applications and their integration prohibitively costly (Engel 
et al. 2006; Koch 2006; Lee et al. 2009). Standardization can include many aspects 
of e-health, ranging from terminology, text/image communications, health hard-
ware devices, and even security and privacy (Lee et al. 2009). For example, South 
Korean e-health initiatives are considering the US Health Insurance Portability and 
Accountability Act (HIPAA) as a security standard for medical data and the 
International Classification of Diseases (ICD) for terminology standardization (Lee 
et al. 2009).
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24.6  m-Health

Mobile health or simply m-health is defined as a component of e-health, whereby 
medical practice is supported by mobile devices including mobile phones and per-
sonal digital assistants (PDAs) or any other wireless devices (WHO 2011). According 
to the International Telecommunications Union (ITU), there are over 5 billion wire-
less subscribers in the world, over 70% of which reside in low- to middle-income 
countries (ITU 2010). The widespread accessibility and availability of mobile 
phones makes these devices very powerful media for reaching individuals generally 
(e.g., with general health promotion messages) and patients suffering from various 
medical conditions, in particular, by way of mobile health applications.

Evidence collected in a recent World Health Organization (WHO) study shows 
that there are numerous activities of m-health services that are currently being 
offered in member countries including health call centers, emergency toll-free tele-
phone services, managing emergencies and disasters, mobile telemedicine, appoint-
ment reminders, community mobilization and health promotion, treatment 
compliance, mobile patient records, information access, patient monitoring, health 
surveys and data collection, surveillance, health awareness raising, and decision 
support systems (ITU 2010). While 83% of WHO member states offer at least one 
of these m-health services, many offer 4–6 with the most popular m-health services 
being health call centers (59%), emergency toll-free telephone services (55%), 
managing emergencies and disasters (54%), and mobile telemedicine (49%) (WHO 
2011). As might be expected, the WHO study also shows that counties in the high- 
income group have implemented a greater range of m-health initiatives than those 
in the lower-income groups, while m-health call centers and healthcare help lines 
appear to be popular across all income groups (WHO 2011). Additionally, all 
income categories identified competing m- and e-health priorities was one of the 
greatest barriers to m-health adoption (WHO 2011).

A recent study carried out by PriceWaterhouseCoopers’s Health Research 
Institute (HRI) presents the case for the market for m-health applications and ser-
vices. For example, in a recent survey they conducted, they found that 40% of 
respondents are willing to pay for remote health monitoring devices and monthly 
service fees to send data automatically to their doctors, while, based on these 
respondents, HRI estimate that the annual market for mobile health monitoring 
devices ranges between $7.7 and 43 billion (PWC 2010).

The PWC study also identifies three main business models that can be viable in 
the m-health market (PWC 2010). First, the operational/clinical business model 
enables all healthcare stakeholders including providers, payers, medical device, and 
drug companies to use m-health applications to run their operations more efficiently. 
Second, the consumer products and services model provides unique value-added 
m-health applications to individuals. Third, the infrastructure business model offers 
connecting and secure infrastructures that enable m-health information and services 
(PWC 2010). Further research is required to evaluate the viability and effectiveness 
of these models in practice.
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24.7  Conclusion and Future Research

The healthcare industry is under increasing pressure worldwide from many chal-
lenges including quality improvements, chronic staff shortages, and limited 
resources including financial and human resources. The use of ICT to enable health 
care and improve health outcomes, e-health, is touted to transform the healthcare 
industry and help address these challenges. Although, the number of contributions 
in e-health research is steadily growing, knowledge in this area remains still at an 
embryonic stage (Chiasson and Davidson 2004). Having extensively reviewed 
extant research, we have discussed current e-health trends including health educa-
tion, electronic health records (HER), standardization, and m-health. We believe 
that this discussion can assist e-health scholars hone in their efforts and extend 
existing limited research in these areas.

For successful implementations to become a reality in the identified areas, adop-
tion of corresponding e-health applications by both patients and healthcare provid-
ers is necessary (Raisinghani and Young 2008). In order for adoption to occur, 
coordinated campaigns are needed to establish public awareness and understanding 
concerning the value of e-health applications. These campaigns can encourage open 
learning and information sharing. Additionally, given the complexity of e-health 
applications and diversity of stakeholders that they may ultimately affect, partner-
ships should be fostered between the different stakeholders including vendors, 
patients, providers, insurers, and drug and medical device companies as well as 
between public and private sectors (Raisinghani and Young 2008).

New research directions can extend the areas identified in the previous sections 
in many ways. First, controlled studies can focus on longitudinal analyses and 
investigations targeting the adoption of e-health applications and services in the 
identified areas (Cline and Haynes 2001; Wickramasinghe et  al. 2016). Second, 
cost/benefits evaluations can be carried out to assess whether the costs involved in 
developing e-health applications can be offset by espoused benefits that these appli-
cations promise to offer (Halkias et al. 2008). Third, further research needs to inves-
tigate the demographics of the patients seeking to use e-health applications, how 
they use them, the information they seek and its quality, and how their behaviors can 
be affected (Wyatt 1997). This can also help identify underserved communities, 
thereby, address equity concerns. Finally, further research can also examine the 
manner in which public policy can assist the development of e-health applications 
(e.g., subsidies, training) (Cline and Haynes 2001; Troshani et al. 2012).
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Chapter 25
A Systematic Framework to Assess  
EMRs and EHRs

Rima Gibbings and Nilmini Wickramasinghe

25.1  Background

Electronic medical records (EMRs) are health information systems that gather, 
store, process, and retrieve patient information from multiple sources. EMRs were 
created to enhance legibility, organization, and access in an industry that historically 
was responsible for handling massive amounts of data, created by record keeping, 
compliance and regulatory notes, and patient care (Raghupathi 2010). The US 
healthcare system is infamous for its high cost and modest population health out-
comes compared to other developed countries. Increased US healthcare cost is due 
to the liberal use of medical tests and imaging technologies accompanied by fewer 
frequent primary care interactions. These results are further exacerbated by the lim-
ited attention given to US social services which directly influence population health 
outcomes negatively. According to the Organization for Economic Cooperation and 
Development (OECD), in 2013 US healthcare spending was 17.1% of the GDP, 
while France healthcare expenditure consumed only 11.6% of the GDP, and in UK 
the share was even lower, at 8.8% (Fund 2013). Although public healthcare pro-
grams in the USA only covered 34% of the population (in 2013), per capita spend-
ing was recorded at $4197 which is one of the highest among all developed countries. 
Healthcare system in the UK on the other hand covers the entire population with a 
per capita spending of $2802 annually. One of the main reasons for US high health-
care spending is the higher consumption of diagnostic technology. In 2013, US cli-
nicians prescribed 240 CT exams per 1000 people, while the number of prescribed 
tests for the same number of the population was only at 193 in France. Compared to 
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the OECD median of 136, both countries were considered as above average. The 
USA is expected to consume more resources in health care and ultimately result in 
higher cost. However, the health outcomes of Americans do not reflect such expen-
diture trends. Life expectancy in the USA was recorded at 78.8 years in 2013, which 
is lower than the median of the OECD recorded at 81.2 years. Also infant mortality 
in the USA in the same year was reported at a higher rate of 6.1 deaths per 1000 live 
births which was higher than the median of the OECD rate of 3.5 deaths. Poor 
health indicators for Americans in addition to faded presence of social programs are 
associated with higher rates of obesity which leads to chronic conditions such as 
hypertension and cardiovascular diseases. However, there are factors that even for 
healthy Americans who are nonsmokers and who maintain a healthy lifestyle, risks 
of morbidity and mortality are higher than their OECD counterparts which could be 
justified by limited support for social determinants of health in the USA.

The effect of EMR on overall patient healthcare outcomes is categorized within 
three different classes: (1) Enhancing the quality of care, (2) Reducing healthcare 
cost, and (3) Resolving medical errors (Linder et  al. 2007). With the immense 
impact of modern technology in the field of medicine and health, all facets of health-
care delivery (diagnosis, treatment, patient-physician interaction, and clinical com-
munication) are rapidly transforming and causing the formation of newly designed 
standards of care. From wristbands that indicate the level of patient activity to sen-
sors monitoring the cardiac patient’s heart rate periodically, clinicians are presented 
with a large breadth and volume of data/information that needs organization and 
application. Furthermore, highly complex transplant surgeries and the utilization of 
robotic technology in many of healthcare treatment plans are continuously increas-
ing patient (and their caregivers) expectations. Finally, new forms of communica-
tion and the free availability of medical knowledge are enhancing the patient-physician 
and clinician-clinician communication standards and resulting in new models that 
promote transparency and group evaluation. Higher level of care standards is 
accompanied with the need for reliable communication. Most healthcare encounters 
are sufficiently adequate to improve patient care outcomes; however timely com-
munication and patient care coordination are major challenges in the treatment pro-
cess. Failure in the efficient delivery of care promotes redundancy in lab tests and 
wasteful drug consumption, which in turn drives the cost of health care to uncon-
trollable levels.

Clinical communication relying on handwritten notes unquestionably increases 
the potential for error and medical flaws. EMR systems are designed to reduce and 
eventually eliminate human-based errors, however.

25.2  EMR History

Prior to the nineteenth century, medical diagnosis was mostly based on the subjec-
tive evaluation of patient-presented symptoms instead of a comprehensive physical 
evaluation. This trend dramatically changed when the quantitative measurements in 
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clinical practice were introduced by French Clinical School and German laboratory 
medicine’s systematic recording methods of clinical interactions, which in turn 
enhanced the volume and need for organization of clinical data, which ultimately 
was enhanced into paper files in nineteenth century medical centers of Paris and 
Berlin (Gillum 2013).

In the nineteenth century, the New York Hospital was preserving copies of physi-
cian notes related to patient disease history, its cause, and treatments provided in the 
library for future references. By the end of same century, medical record’s role 
evolved to serve as legal documentation in insurance and malpractice disputes. This 
development urged hospital officials to exert detailed supervision on the process of 
gathering and preserving patient medical records (Siegler 2010). Harvard Medical 
School modeled the case history method utilized in Harvard Law School to organize 
patient medical records that included family history, patient habits, previous ill-
nesses, present illness, physical examination, admission urine and blood analyses, 
routine daily medical notes, and discharge notes. Another model promoting medical 
data organization was developed in the beginning of the twentieth century by Henry 
S. Plummer who was dissatisfied by the long delays associated with obtaining medi-
cal notes from physicians regarding each given patient. This dissatisfaction moti-
vated Dr. Plummer to enhance both education and patient care by creating efficient 
medical records through his dossier model that is still being utilized at Mayo Clinic. 
The model simply followed basic privacy and accessibility-enhancing techniques 
through assigning numbered envelopes to each patient and placing all patient- 
related information into the given envelope that is safely reserved in a centralized 
location within the clinic (Camp et al. 2008).

The earliest concept of computerized record keeping including patient medical 
record information was materialized as early as the 1960s by Larry Weed. The idea 
promoted a problem-oriented medical record that will encompass more than just 
patient diagnosis and will potentially enable third party clinical staff to indepen-
dently review patient cases and treatment. In 1969 Larry Weed introduced the 
problem- oriented medical record (POMR) concept to enhance the record keeping 
knowledge to the cause of medical conditions instead of a narrow focus on the treat-
ment process. These systems were also known as clinical information systems. 
Accompanied with the POMR trend was the development of Health Evaluation 
through Logical Processing (HELP) system which promoted the use of patient med-
ical data/information to assist clinicians with decision support systems.

In the 1980s many hospitals and care organizations experienced the benefits of 
EMRs and EHRs and thus formed technical teams to pursue a customized standard-
ization of the new method (Atherton 2011).

In 1991, the Institute of Medicine published a comprehensive report encouraging 
clinical practices to adopt the clinical data management tool introduced under EMR 
and EHR models, which mainly focused on the safe conversion of paper-based 
medical records into EHRs. Furthermore in 2000, the IOM published another report 
that aimed at addressing medical errors under the title “To Err is Human” that 
emphasized the role of EHRs in the safe storage and retrieval of patient records 
(Atherton 2011). In 2004 in his State of the Union address, President Bush  mentioned 
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the importance of medical records management in reducing cost, enhancing effi-
ciency, and avoiding medical errors (Post 2004). In 2009, President Obama merged 
the EHR requirement into the American Recovery and Reinvestment Act (ARRA) 
to be ultimately included in the Health Information Technology for Economic and 
Clinical Health Act (HITECH) which promoted the technology by rewarding prac-
tices (who can prove meaningful use of EHRs) with financial reimbursements.

25.2.1  Problems in EMR/EHR

EMRs and EHRs are considered computerized medical information systems that are 
responsible for collecting, gathering, and displaying patient information and patient- 
clinician documented interaction/encounter details. As evident by the name of the 
newly introduced systems, EMRs and EHRs were designed and implemented to 
introduce the appropriate contribution of informatics in the healthcare industry. 
However many obstacles have proven to hinder the progress and adoption of the 
medical record systems:

• Health care is one of the most heavily regulated and complex industries in the 
USA that consumes more than 17% of the annual national GDP. The introduc-
tion of Medicare and Medicaid in the 1960s, although a commendable effort by 
US government to provide medical coverage to the elderly and disabled in the 
country, sharply increased the demand on an industry that unfortunately was left 
with a stagnant if not decreasing levels of supply/resources. The Patient Protection 
and Affordable Care Act, also known as Obamacare, unfortunately added to this 
imbalance by expanding coverage to include most of the uninsured population 
while only modestly succeeding in the implementation of cost reduction poli-
cies. On the other hand, cost inflation in health care was impacted by legislator 
interference almost in all aspects of health care. Different administrations on 
both sides of the isle have continuously introduced new regulations to either 
nationalize or monopolize healthcare resources since 1910. Restricting the medi-
cal licensure, enforcing the federal certificate-of-need for construction of medi-
cal facilities, and monopolizing prescription drugs by enhancing and extending 
patent duration contributed in the shrinking of the resource pool of the medical 
industry, nationalizing health care for a large portion of the population in the 
USA (elderly and disabled) through Medicare and Medicaid, and monopoliza-
tion of payers by exempting the large health insurance companies from most 
federal regulation like the antitrust laws.

• EMR and EHR workflow adoption challenges create resistance among clinicians 
and especially physicians who mostly control care cost. Physicians are expecting 
for EMR systems to increase the accurate flow of information in the diagnosis 
and treatment processes which will ultimately enhance their service delivery per-
formance. However many physicians have a customized routine for providing 
care, and furthermore they trickle down a certain structure of delegated 
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 responsibilities to their staff. EMRs are created mostly by software companies 
who consider certain requirements mandated by the “Meaningful Use” act, but 
they fail to incorporate configuration and customization to the degree that allows 
clinics and hospitals to continue their tasks with minimal interruption.

• Introducing EMR/EHR systems has a negative impact on clinical communica-
tion. Physicians are required to enter patient-related data and details regarding 
patient interaction in the short patient visit time that is on average less than 
15 min. This reduction in the quality of physician-patient communication influ-
ences patient education and the human factor that is vital for building a reliable 
relationship with patients. Robust physician-patient communication will result in 
improved decision-making and healthcare outcomes.

• Training during and before the implementation of EMR/EHR could be time- 
consuming and costly in the adoption process. To replace the existing paper- 
based or less efficient computerized medical information system with a new 
EMR/EHR system, organizational leadership encounters resistance from physi-
cians and other clinical staff. It is vital for the training phase to identify the com-
puter skills of staff members to target sufficient training on an individual basis. 
Also it is important to provide system implementation pilot periods that will 
facilitate a smooth transition. Factors such as responsive customer service team, 
feedback solicitation from users, and video/audio training tools embedded or 
accompanied with the system could improve the adoption process.

• Interoperability issues between different EMR/EHR systems could pose major 
challenges in the implementation process. Communication between EMR sys-
tems is not fully standardized yet, and the Department of Health and Human 
Services plans to have full interoperability between all disparate EMR systems 
by 2024. However different care organizations set up similar EMR systems dif-
ferently, and in many cases physician practices utilize EMR systems based on 
their parent organization preference which could create more interoperability 
issues between their office and other clinical organizations that are regularly 
communicating with them.

• Adoption of EMR system adds new tasks to an already busy clinical staff. 
Entering data and retrieving information from different pages of a given EMR 
system take precious time away from clinical staff that are already overwhelmed 
with a high volume of patients and heavy schedules. Physicians are required to 
divide their time between clinical care, answering patient phone calls, and 
reviewing prescription and lab order requests. The newly introduced tasks by the 
EMR system add to this workload with a promise of long-term efficiency results.

25.3  Most Popular EMR/EHR Systems

After the enforcement of several phases of the “Meaningful Use” act, many provid-
ers have been under extreme pressure to comply with the implementation of elec-
tronic medical records and complying with the requirements of supervisory 
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healthcare information system bodies. According to Practice Fusion blog, there are 
over 1000 vendors that develop EMR/EHR systems in the current market. The top 
selection points of the current EMR/EHR systems are their compliance with mean-
ingful use regulations, leaving a large area of medical practice requirements unful-
filled and creating a significant proportion of the clinical staff unsatisfied. The top 
five EHR vendors are Epic, eClinicalWorks LLC, Allscripts, Practice Fusion, and 
NextGen Healthcare (Shay 2016) (Fig. 25.1).

25.3.1  Epic

Founded in 1979 by its current CEO, Judy Faulkner, Epic is one of the most popular 
(if not the most popular) patient record health information system in the market. 
Some of its clients are Oakland, Calif.- based Kaiser Permanente, Cleveland Clinic, 
Johns Hopkins Medicine in Baltimore, UCLA Health in Los Angeles, Arlington- 
based Texas Health Resources, Massachusetts General Hospital in Boston, Mount 
Sinai Health System in New  York City, and Duke University Health System in 
Raleigh, NC. It is estimated that about 51% of Americans have an Epic record. Epic 
has a good reputation among its users and has achieved the No. 1 Overall Software 
Suite for 2013 by KLAS Research. Unlike its competitors Epic has not joined the 
CommonWell Health Alliance that is active in increasing interoperability between 
EHR platforms; instead Epic has partnered with health industry leaders like Kaiser 
Permanente, Walgreens, and Surescripts to form Carequality. Carequality is an 

Fig. 25.1 Vendor share by practice size (Shay 2016)
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effort to increase data exchange between hospitals, physicians, payers, retail clinics, 
and other healthcare stakeholders. Epic is also considered as one of the more expen-
sive EMR products in the market which require a significant investment on the 
healthcare organization part. It has been estimated that Epic system implementation 
in Duke University Health System had a price tag of $700 million, and for Kaiser 
Permanente the cost reached the $4 billion mark (Gregg 2014).

25.3.2  eClinicalWorks EHR Suite

Founded in 1999, eClinicalWorks has attempted at replacing paper-based commu-
nication between physician practice and healthcare entities that are involved with 
patient care such as pharmacies, test labs, and hospitals. With its cloud-based EHR 
system, eClinicalWorks covers about 800,000 medical staff/users. Some of the ben-
efits offered by the EHR system are their free conversion (from any other EHR 
system to eClinicalWorks), free on-site training, and free startup implementation. 
However as a web-based product, eClinicalWorks does not provide the opportunity 
for organizations to host their own data and EHR system. Pricing of eClinicalWorks 
starts at $375/monthly per each provider for practices that include from 1 to 9 pro-
viders. In 2014, according to KLAS rating report, the average EHR system scored a 
6.3, when eClinicalWorks rated a 7 for meeting ACO requirements (ctsguides 2016). 
One of the main advantages of the eClinicalWorks EHR is that it serves small, 
medium, and large healthcare organizations.

25.3.3  Allscripts

Allscripts is a Chicago-based company that was founded in the 1980s. With 180,000 
physicians and 45,000 practices utilizing their product, it is considered as one of the 
more popular EHR systems currently available in the market. Allscripts provides a 
wide range of templates to a variety of specialties which motivates healthcare orga-
nizations active in different aspects of care to consider their product. Another main 
advantage of the system is its interoperability aspect. Allscripts is capable of com-
municating with over 50,000 pharmacies for e-prescribing and more laboratories 
(according to the company claims) than any other EHR systems available in the 
market. According to their website, Allscripts has won the No. 1 top Ambulatory 
EHR Vendor in user satisfaction pool from Black Book Rankings and the 2014 No. 
1 Best Global Acute EMR and KLAS Category Leader. Allscripts also uses differ-
ent speech recognition tools to extract patient and physician input with minimum 
effort; furthermore the system also parses the data entered to identify structured data 
that are relevant in billing and practice processes (Capterra 2015).
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25.3.4  Practice Fusion

Founded in 2005 Practice Fusion is a cloud-based and web-based medical health 
record platform provider for healthcare organizations. Practice Fusion has a client 
base of 30,000 physician practices and a large integrated system that can connect to 
a variety of labs, imaging centers, billing solutions, and third-party applications. 
The EHR system does not restrict its clients to number of users or number of patient 
records. User feedback indicates a deficiency in the customized templates that are 
beneficial to specialties. A major advantage of the system is its free support in addi-
tion to assigned and dedicated support personal to given users. Practice Fusion is 
keen in providing dedicated training videos to different layers of clinical staff (phy-
sicians, nurses, physician assistants, and administrative staff), and it provides a tool 
to enable practices in their Meaningful Use evaluation process. Offering a unique 
pricing model, Practice Fusion is a free EHR service that follows the Google model, 
by providing free services to its users and utilizing them as the marketing base for 
its advertisements (AKA revenue source).

25.3.5  NextGen Healthcare

NextGen Healthcare was established 25 years ago to assist providers with solutions 
that enhance health information system technology and to facilitate a smooth transi-
tion to value-based purchasing. A main indicator of the company success is their 
significant cliental presence of 33% in Accountable Care Organizations (ACOs), 
and another 40% of the primary care physicians who purchase the NextGen prod-
ucts are accredited by Patient-Centered Medical Homes (PCMHs). Such contribu-
tion is mainly attributed to the use of health quality measures in the product which 
is helpful in value-based purchasing. With such high user numbers of 150 million 
patients, receiving care from NextGen Healthcare offered interoperable solutions 
that integrate a wide variety of care facilities, and 40 million patients regularly use 
their patient portal to communicate with physicians; the system claims both user- 
friendliness and easy adoption of clinical processes (NexGen Healthcare 2016). The 
system is considered expensive and does not offer many customization options; 
instead it requires its future clients to be already upgraded to ICD-10 which could 
be considered as a limitation (Parker n.d.).

25.4  EMR/EHR Rubric Systems

With the universal demand for healthcare applications, many challenges emerge 
that need to be addressed. Complex medical systems that include diagnostic and 
treatment procedures along with bulky administrative transactions often dictate 
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specific system customization. In addition, many health facilities render a unique 
combination of health services under given diagnostic codes with specific clinical 
staff preferences that create an exclusive need for system management. To address 
such challenges and enhance the performance of clinical facilities, system engineers 
and application developers are designing sophisticated applications that are tailored 
to their clients’ needs and obligations. In the process of such development, it is 
imperative to consider the healthcare privacy laws such as HIPAA and recognize 
elevated patient expectations due to medical modernization. To satisfy all the 
requirements with few comprehensive systems, essential rubric items need to be 
considered and measured in all developed applications:

• Seamless integration of developed applications with healthcare procedures: 
Identifying perfect systems require a smooth conversion from existing EMRs or 
paper-based systems to newly adopted systems. Achieving such conversion 
demands a clear understanding of the necessary requirements of a given facility 
combined with the skill set of the clinical and administrative staff. Gathering 
existing procedural flow and business model-related data must incorporate orga-
nizational reporting methods, structures, and preferences. Adopting software 
systems without taking such details into consideration will cause staff resistance 
and costly procedural redundancy. Clinical and administrative staff usually con-
tinue conducting their daily tasks with familiar and more preferable methods and 
resist adding additional workload to their daily obligations. Organizations that 
do not consider such disadvantages usually experience failed software adoption 
processes and are in risk of spending additional funds and effort for a minimal 
return.

• Designing and developing configurable healthcare systems: Hectic clinical oper-
ations usually demand certain prioritization in the organizational workflow, and 
clinicians are led by medical emergencies and patient needs to organize their 
daily routines. However, certain healthcare applications (EMRs and EHRs) limit 
their users into a controlled set of options that determine and operate in opposi-
tion to existing routines. These constraints will ultimately lead to either abandon-
ing time-consuming operations that are not configurable to a given organizational 
clinical preferences or circumnavigating such processes and repurposing tasks to 
fit them in their daily workload. In both of these conditions, risks of redundancy, 
staff resistance, and prolonged implementation periods will deplete organiza-
tional resources and negatively impact performance measures.

• Including patient care coordination in EMR/EHR systems: Newly adopted systems 
are more successful when they include and track patient participation in the pro-
cess of care (treatment and follow-up). Many healthcare applications are limiting 
their patient coordination by incorporating electronic communication with patients 
or their caregiver. Although patient communication in the process of treatment is 
critical, it is not sufficient based on the new demands imposed by care coordination 
provisions and tightly coupled reimbursement regulations with healthcare outcome 
measures. To satisfy care coordination, EMRs/EHRs need to introduce a classifica-
tion of services provided and determine the level of  coordination necessary within 
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each class. Measuring patient-clinician coordination will establish reasonable clin-
ical outcome expectations and assist clinical staff in determining the next appropri-
ate steps and increase overall satisfaction. Such measures should be implemented 
via the inclusion of clinical data and expert input.

• Enhancing user-friendliness in healthcare applications: Intuitive user interface 
(UI) features such as touch screen monitors, mobile applications, self-describing 
UI labels, and audio/video training systems that are accompanied with superb 
costumer service commitment are all essential user interaction components that 
are pursued in most healthcare applications. EMR/EHR systems that are not 
responsive to the technological advances usually fail to recognize the exact needs 
of their users and subsequently become detached from their client base. 
Technological advances play a major role in enhancing the performance of health-
care clinicians. Duplicating monotonous tasks that are both time-consuming and 
costly to the clinician workload by user-friendly devices that both measure and 
record patient status will increase the overall outcome and enhance efficiency 
dramatically. Clinicians are overwhelmed with hectic schedules, and they nor-
mally perform identical set of tasks such as measuring patient vital signs per each 
given visitation; utilizing precise handheld devices will enhance their perfor-
mance and provide busy clinicians with much needed free time to interact with 
their patients and boost their clinical training. Also administrative staff will be 
able to interact at a faster and more reliable manner with their designated web 
pages which ultimately enhances clinical efficiency and increases strategic visi-
bility into the organizational tasks.

• System interoperability and data sharing: Communication within different lay-
ers of healthcare facilities and functioning units regularly poses genuine chal-
lenges. EMR/EHR systems that plan interoperability and communication 
features within their applications are recognizing such a sincere demand and 
being responsive to their user’s needs. Accountable Care Organizations, Physician 
groups, emergency care centers, and state governing organizations are in con-
stant and urgent need for continuous and reliable communication. To satisfy their 
need, it is essential for EMR/EHR systems to provide accurate and comprehen-
sive mapping tools that allow clinicians and administrative staff to interpret and 
convert large amount of clinical data into transferrable files (in accordance to 
established standards) that are communicable in a short amount of time. On 
another hand scanning tools that incorporate intelligent text recognition features 
could remarkably enhance system usability and clinical efficiency.

• Healthcare application rollout strategies: Newly implementation software appli-
cations require many preparation steps in order to ensure a successful adoption 
process. Organized rollout implementation phases are usually improved by more 
experienced systems. Evaluating targeted user computer skills and their avail-
ability is the first and possibly most important rollout consideration in the case of 
any newly adopted system. EMR/EHR systems that have a proven record of suc-
cess and verified user satisfaction should be considered as superior systems to 
their counterparts. Supportive customer service is another important concept in 
the process of software rollout. Users measure system success by level of their 
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success and speed of their interaction with given application features. If the pro-
cess of the initial human interaction is hindered by numerous unresponsive ques-
tions and scenarios, users lose interest and desire in training and becoming better 
familiarized with the new application.
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Chapter 26
Integrating Hospital Records and Home 
Monitoring by mHealth Apps

Sara Marceglia, Giuseppe Pozzi, and Elena Rossi

26.1  Introduction

Over the last decades, the amount of patients affected by chronic diseases and the 
duration of their treatments dramatically increased, with related costs reaching 
outstanding levels.

In some chronic diseases, the acute phase may require hospitalization, while the 
long-term treatment, following the acute phase, can be managed outside the hospital 
(Rossi et  al. 2015). Thus, home monitoring has been regarded to as the key to 
increase the quality of life of chronic patients and to reduce the economic and social 
costs for such patients.

At home, the role of the caregiver is to be extended from the classical “formal” 
caregiver (specialized physicians and nurses, as in a traditional hospital environ-
ment) to the “informal” caregiver represented by the relatives of the patient and 
sometimes the patient him/herself. This requires that every caregiver, experienced 
or newcomer, must be suitably trained to face the situation. Such a training requires 
a strict interaction with the monitoring instrumentation. Hence, in order to provide 
patients with suitable care when at home, the education of home caregivers and the 
deployment of home monitoring devices and tools are needed.

The widespread diffusion of smartphones, following those of tablets and of PCs, 
sets up a suitable technological skill level which is an optimal starting point. 

S. Marceglia (*) 
Dipartimento di Ingegneria e Architettura, Università degli Studi di Trieste, Trieste, Italy
e-mail: smarceglia@units.it 

G. Pozzi · E. Rossi 
Dipartimento di Elettronica, Informazione e Bioingegneria, Politecnico di Milano,  
Milan, Italy
e-mail: giuseppe.pozzi@polimi.it; elena.rossi@polimi.it

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-72287-0_26&domain=pdf
mailto:smarceglia@units.it
mailto:giuseppe.pozzi@polimi.it
mailto:elena.rossi@polimi.it


416

Connecting monitoring instrumentation to smartphones is thus a natural approach to 
such needs, achieving high-quality home monitoring.

However, while stand-alone mobile applications (mApps) even on smartphones 
do not feature extremely complex requirements in terms of connection to external 
devices (and/or to external information systems), mApps devoted to monitoring 
patients or treatments face a more critical environment: privacy, security, safety, 
robustness, and accuracy are only some of the issues that characterize the medical 
domain when compared to all the other domains that can benefit from technology. 
The added value of health mApps (mobile health apps, mhApps) resides in the pos-
sibility to share the information acquired on the patient to the care team, in order to 
design and implement appropriate interventions. However, the care team refers to 
electronic health record (EHR) and hospital information systems (HIS) as their 
main working tools. To ensure proper communication to and from the care team, 
data acquired from monitoring instrumentation through mhApps must hence be 
transferred to EHR and/or HIS, in a secure and reliable connection. Privacy is 
extremely important and data collected at home by mhApps must not be intercepted 
by a man-in-the-middle, and must fit into the EHR/HIS so that the physicians can be 
informed as soon as these data are available.

The bi-directional exchange of data between mhApps and EHR/HIS can be seen 
as part of a broader philosophy known as “health information exchange” (HIE). HIE 
improves the speed, quality, safety, and cost of patient care by allowing all the 
healthcare providers (doctors, nurses, pharmacists, etc.) and patients to access and 
share patient’s vital medical information in an appropriate and secure environment 
(http://www.healthit.gov/providers-professionals/health-information-exchange/
what-hie). This approach opens the future possibility of enabling individuals to con-
tribute to their health records, directly involving them in their own care.

However, extending the information—collected via mhApps and included in the 
EHR/HIS—to the patient/caregiver, as well as granting them the access to health-
care data and documents, still does not have a strong theoretic background at the 
time of writing.

26.2  Background

The scenario of HIE involves different actors. Among them, the most involved in the 
generation and use of healthcare data and document can be divided in four 
categories:

• Healthcare professionals belonging to the same institution
• Healthcare professionals belonging to different institutions
• Patients
• Researchers

In a simplified framework, each of them can either “view information” or “insert 
information” or “update information” or “download information” to/from each of 

S. Marceglia et al.
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their main health data/information recording tools: the EHR, as main tool for 
patient’s data collection for healthcare professionals; the personal health record 
(PHR), as main tool for personal health-related data collection for patients; and the 
clinical report form (CRF), as main tool for research data collection for researchers. 
However, at present, the widespread adoption of smartphones, tablets, and other 
mobile technology introduced personal mhApps among the available tools for 
patients. Table 26.1 summarizes the current rights of each category to each tool. The 
first column of Table 26.1 is a subset of the five standard SQL commands for autho-
rizations to data manipulation: insert, delete, update, query, and reference. In the 
current context, the reference command does not apply (it is used when building up 
a database table where one attribute of the current table refers to attributes of other 
tables), and the delete command generally does not apply to any EHR (where data 
can never be deleted). The “retrieve” action basically consists of a query command 
over data from one single patient; the “insert/update” action consists of insert or 
modify commands over data from one single patient; and the “query” action con-
sists of a query command over data from a set of patients, where data are extracted 
for population-oriented research.

The current norms, standards, and recommendations available at the European, 
the USA, and, in general, international levels regarding health information 
exchange in the light of the available EHR functional models—as defined by the 
HL7 RIM (HL7 2008), the ISO/HL7 10,871 norm (International Standard 
Organization 2010), and the OpenEHR initiative—provide the regulatory frame-
work for the information exchange in four categories: the EHR-EHR data exchange 
within the same institution; the EHR-EHR data cross-institutional exchange; the 
EHR-PHR exchange; and the EHR-clinical report form (CRF) exchange. In gen-
eral, whereas the EHR/EHR category is well covered by available standards and 
recommendations, all the other categories are still underrepresented. More specifi-
cally, the ISO 13606 family (International Standard Organization 2010) provides 
the general framework for EHR-EHR communication, including the reference 
model (part 1), the specification of semantic archetypes for semantic interoperabil-
ity, data consistency and data quality (parts 2 and 3), the management of security 
issues (part 4), and the interface specifications (part 5). HL7 version 3 (HL7 2008) 
and HIE integration profiles provide the specifications for the implementation of 
the communication architecture in the EHR-EHR category (Marceglia et al. 2015a, 
Marceglia et  al. 2015b). Healthcare data and information are exchanged either 
using standard messages (HL7-based) or using structured documents (HL7 Clinical 
Document Architecture, release 2, CDA- 2). For example, some CDA-2 implemen-
tation guides ground the exchange of structured documents between PHRs (PHR-
PHR exchange) and between CRFs (CRF-CRF exchange). A part from the HIE 
XPHR profile that provides specifications for including information coming from 
the EHR into the PHR, none of the available standard covers the exchange of infor-
mation from the patient tools to the EHR. Also mhApps are not yet considered in 
the recommendation framework.

26 Integrating Hospital Records and Home Monitoring by mHealth Apps
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26.3  Theoric Conceptual Model for the Integration

An integrated care system is composed by an EHR or HIS, or even both of them, 
where data can be manipulated (i.e., inserted, deleted, or updated), and a set of 
different applications, possibly running on different computer systems, involving 
different agents and caregivers, receiving information by different sources and 
instrumentation, and managing all of these aspects in an harmonious/orchestrated 
manner. The conceptual framework for the bi-directional integration between the 
EHR side and the personal application side is based on the following functional 
requirements:

• Accurate information representation: the requirement refers to the way that 
information is properly represented both internally to the system (e.g., data struc-
tures, tables, dictionary of terms, glossary, etc.), and externally (e.g., how infor-
mation is reported to the users, according to their authorizations and their roles: 
analytically, or referring to a single patient, or synthetically, referring to groups 
of patients or the entire observed population). Internal representation of informa-
tion is to be shared by all the applications, including mobile ones, if they have to 
access to data stored by the EHR/HIS.

• Data protection: the requirement refers to access control over data. Generally, 
information about a patient is considered private and sensitive, and data stored 
within the EHR/HIS are available to authorized personnel, only. If the patient is 
monitored/treated at home, some data must be available outside the strict 
 boundaries of the EHR/HIS, and made available to the mhApp. In a complemen-
tary way, data acquired by the mhApp must be received by the EHR/HIS and 
internally stored. As a consequence, particular attention is to be paid to protect 
these information at any time, i.e., when stored inside the EHR/HIS, when stored 
by the mhApp, and when transmitted to/from the EHR/HIS.

• Patient education and training: the requirement refers to the minimal skills 
required to the patient and to the home caregiver. The user of the smartphone 
must be capable of running the mhApp, of properly managing it, and of being 
aware of the nature of personal health data.

• Information tracking: the requirement refers to keeping track of every informa-
tion, including where, when, and in which circumstances it has been acquired. 
Since data can be acquired externally from the hospital, i.e., at home, such detail 
may significantly influence data and their consideration by the physician when 
reviewing the condition of the patient.

Basing on these requirements, we can theorize the architectural framework com-
posed by the following modules (i.e., software components) and depicted in 
Fig. 26.1:

• Concept translator: this module aims at interfacing different sets of terms and 
glossaries, as well as database table and attribute names, which can be used by 
the EHR/HIS and the mhApp. This should ensure semantic integration, even 
though the level of health literacy of patients/caregivers is not as high as that of 
healthcare professionals.

26 Integrating Hospital Records and Home Monitoring by mHealth Apps
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Fig. 26.1 An overall architecture for an integrated care system, where the intermediate layer (mid-
dleware) enables data communication between mobile health applications (mhApp) and the hospi-
tal information systems (HIS) through the adoption of standard documents—(Adapted from 
Marceglia et al. 2015a)

S. Marceglia et al.
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• Security tools/data protection policies: these modules have to properly manage 
the protection of data when stored within the databases (EHR/HIS and on the 
mobile side) and when transferred to/from the mhApp.

• Standard document and communication architectures: the system has to imple-
ment available (or newly proposed) standards, which include EHR-PHR data 
exchange, X-PHR Integrating the Healthcare (HIE) profile, HL7 Clinical 
Document Architecture release 2 (CDA-2) “Personal Health Monitoring Record”, 
to enable the bi-directional data exchange among the two main components.

• Connection to educational tools: these modules aim at training the caregivers 
and, possibly, the patient on how to use the mhApp. A good training is funda-
mental for a correct use of the mhApp.

• Feedback system: these modules aim at validating if the data entered by the care-
giver at home or the patient are correct. Would any inconsistency or incomplete-
ness of data be discovered, a feedback is to be immediately sent out.

26.4  Exemplary Implementation of the Theoric Model

As case study for the theoric model, we can consider the telemonitoring of patients 
at risk of congestive heart failure (Marceglia et al. 2015a). The telemonitoring pro-
cess can be summarized as follows:

• The process starts with the patient admission for an acute episode. After proper 
management of the acute episode, the clinician prescribes patient’s monitoring at 
home and patient’s home therapy using the institutional EHR system.

• The prescription, including both the monitoring and the medication instructions, 
is sent to a patient’s mHealth app dedicated to telemonitoring.

• After receiving the prescription, the app creates the monitoring and medication 
calendar accordingly. At the scheduled time, the app prompts an alert to the 
patient to do an action (start the monitoring session or take the medication).

• The action produces a result (the medication administration log or the result of 
the monitoring) that generates a report.

• The report is sent back directly to the institutional EHR for the clinician who will 
review it to decide whether or not to call the patient for a visit.

Figure 26.2 represents a possible system implementation, in which the connec-
tion between the EHR side and the mHealth app side is implemented by the exchange 
of encrypted XML-based CDA-2 structured documents. The document sent from 
the EHR to the mHealth App can be broadly defined as a “prescription,” represent-
ing an indication of action that comes from the clinician, and it is direct to the 
patient (e.g., monitoring action, rehabilitation exercise, medication regimen, nutri-
tional advice, etc.). The content of the prescription depends on the specific patient’s 
condition. The prescription is generated as a structured clinical document in the 
EHR (Fig. 26.2a) using the standard terminology implemented in the EHR, and it is 
uploaded in the EHR system clinical data repository. The structured CDA document 
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to be sent to the patient is then created starting from the original prescription that is 
“translated” for patients understanding using UMLS mapping to the consumer 
health vocabulary (CHV). The document must contain only the patient identifica-
tion number and not the patient’s demographic information that are stored in the 
demographic data repository on the EHR side. After encryption, the document is 
sent through a secure connection (SSL) and received by the mHealth app (Fig. 26.2b) 
that sets the appropriate actions (e.g., medication/monitoring remainders, rehabili-
tation exercises to be presented to the patient, etc.). The patient, using the app, 
generates monitoring information that can be either logging data (e.g., medication 
compliance tracking) or data/signals coming from monitoring devices. Whatever 
the information type, the mHealth app generates, encrypts, and sends to the EHR a 
structured CDA-2 “monitoring report,” with appropriate header, metadata, and con-
tent, but without any patient identification information. Also, the app should not 
store in the device memory the information generated and sent. Once the “monitor-
ing report” is received by the EHR (Fig. 26.2a), it should not be stored within the 
clinical data repository, but it should be sent to a dedicated repository (Monitoring 
Data Repository in Fig.  26.2a) that can be managed according to the Cross- 
Enterprise Document Sharing (XDS) HIE profile for information retrieval.

26.5  Model Discussion

A proper discussion of the described model has to consider both the major advan-
tages and the critical issues which still remain unresolved and need further 
investigation.

26.5.1  Major Advantages

Adopting an integrated care system, as described above, may introduce some advan-
tages, in terms of increased quality of care along with reduced economic and social 
costs. Major advantages deal with:

• Continuity of treatment/care and of monitoring: the patient can continue the 
treatment and/or the care at home, for the chronical evolution of the pathology 
after the acute step in a hospital. Being at home and continuously monitored by 
mhApps and by suitable instrumentation and tools will guarantee the patient a 
uniform level of care together with a better quality of life: any abnormal event, 
change in the patient’s status, or even emergency will automatically be detected 
immediately and suitably dealt with.

• Avoid duplication and redundancy, as well as potential errors and misunderstand-
ing: mhApps which run strictly connected to the EHR/HIS do not require to have 
local copy of acquired data, which may go lost in case of off-line asynchronous 

26 Integrating Hospital Records and Home Monitoring by mHealth Apps



424

transferal to the main database. Data are not replicated, are not saved into 
 temporary tables, and are not redundant. The overall quality of data, both for 
patient-oriented and for population-oriented analyses, is thus guaranteed and 
preserved.

• Better communication between patients and healthcare professionals (medical 
and nurses): a proper communication channel and data exchange between the 
patient and the caregivers at home rely on a good, bi-directional communication 
channel between homecare tools and the EHR/HIS. By using mhApps such a 
better communication is easily achieved.

• Meaningful use: the bi-directional exchange of data and documents between 
patients and healthcare professionals is part of the stage 3 of the meaningful use 
program (http://www.cdc.gov/ehrmeaningfuluse/timeline.html) that envisages 
the adoption of interoperable EHR systems with wider access to health informa-
tion for patients.

• Patient involvement and engagement: involving the patient as an active agent in 
the care process is extremely important, both in terms of quality of collected data 
and in terms of his/her psychological role. Moreover, some data which describe 
the condition of the patient cannot be described in a better way if not directly by 
the patient him-/herself: no one else can better describe that.

26.5.2  Critical Issues

Adopting an integrated care system, as described above, may introduce some criti-
cal issues which are to be continuously monitored. Major critical issues deal with:

• Security and control: as healthcare data are considered extremely sensitive and 
private (i.e., of the patient him-/herself), security controls must be performed to 
ensure data integrity. Since the mobile environment is usually considered as 
“unsafe” and prone to attacks, the bi-directional data exchange between mhApps 
and EHR systems deserves particular attention. Moreover, mhApps can insert, 
delete, and update stored information, thus possibly introducing new risks.

• Authorized access to data: home caregivers and patients must own suitable 
authorizations to access information, according to well-defined access policies. 
In fact, some data can be read but can’t be updated or deleted: on the other side, 
some data can be inserted by mhApps, on condition that the user is properly 
identified. This requires a strong mechanism of validating and authorizing access 
to stored data.

• Information accuracy for patient-generated data: poor health literacy may lead to 
low data quality which, in turn, may lead to incorrect decisions, treatments, and 
care, with unwanted consequences. Thus, the accuracy of acquired data—espe-
cially for those acquired outside the hospital—is a critical issue to be considered, 
as in any health-related domain.

S. Marceglia et al.
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• Continuous monitoring of critical parameters and automatic detection of critical 
situations: home-generated data, as well as hospital-generated ones, may hide or 
highlight critical situations, abnormalities, and sudden worsening of patient’s 
condition. As a consequence, alarms, which can be activated within the hospital 
over hospital-generated data, must be properly activated also over home- 
generated data. The detection mechanism is thus to be made available over data 
managed by mhApps, too.

26.6  Future Trends

As the present scenario remains scattered, the future trend claims for an increased 
interoperability among different applications. This can be achieved by the definition 
of appropriate standards for the implementation of the bi-directional exchange of 
data and documents between institutional systems and mhApps for the patient and 
of appropriate business models ensuring that the added value of such information 
exchange is sustainable by the healthcare systems (Rossi 2016).

Portability and platform independence of both the professional and the patient 
side are another future development for integrated eHealth, in the light of a broader 
health information exchange.

In the vision of a future national and transnational interoperability between 
mhApps and EHR systems of different enterprises, the definition of minimum 
 datasets of header information for message exchange and their format should also 
be evaluated.

Finally, technological interoperability won’t be enough to implement integrated 
care: the semantic integration between electronic medical records and electronic 
social records (i.e., those tracking patient’s information for social care) should be 
boosted in order to entirely follow patient’s care pathways.

26.7  Conclusions

The technological integration of the healthcare professional and the patient environ-
ments will lead to a fully integrated care, thus ensuring better quality of care and of 
life, especially for chronic patients. Provided that the technological tools of these 
two environments are deeply different in terms of data security and privacy, as well 
as of data accuracy and quality due to the different level of education and engage-
ment, such integration faces big challenges. Available technological and semantic 
standards do not cover the exchange of information between mhApps for patients 
and institutional health information systems/EHRs, patient-generated data need to 
be reliable and appropriately represented to be included in the EHR, ad hoc security 
and privacy strategies have to be developed to ensure healthcare data protection, and 
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patients and caregivers need support to act into the care pathway. Once these issues 
will become part of the implementation process of both institutional systems and 
patients’ mhApps, the integration will be achieved.
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Chapter 27
An Investigation on Integrating Eastern 
and Western Medicine with Informatics

Catherine Han Lin, Angela Wei Hong Yang, David Phillips, 
and Nilmini Wickramasinghe

27.1  Introduction

Integrating western medicine (WM) with Chinese medicine (CM) has been a fea-
ture in China since WM was introduced to the country in the mid-nineteenth century 
of the Qing dynasty (Lin et al. 2015b). Today, it is common that patients are treated 
with both types of medicine (Chan et al. 2010). Although this integration has been 
very popular in China, it is relatively new to western countries. WM uses disease 
diagnosis with the foundation of pathological examination of individual organ func-
tions or malfunctions (Chan et al. 2010). CM, on the other hand, is largely a philoso-
phy, although it has been in practice for thousands of years, based on its incredible 
values in healing and well-being. The lack of scientific and medical evidence is one 
of the major reasons that CM has not been fully accepted and integrated into the 
western healthcare system (Lin et al. 2015b). The situation, however, has altered in 
recent times. Studies have shown that CM is used in treatment plans either as ingre-
dients (Chan et al. 2010; Chau et al. 2009; Wang et al. 2011) or to improve physical 
and emotional well-being (Molassiotis et al. 2005). The World Health Organization’s 
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(WHO) traditional and complementary medicine (T&CM) strategy 2014–2023 
urges its member countries to promote integrating “T&CM services and self-health 
care into national health systems” as stated by  general director Margaret Chan 
(WHO 2013). WHO’s goal and vision is to have a blended system which takes the 
best of both types of medicine and compensates for the potential weaknesses in each 
(Lin et al. 2015b; WHO 2013). Lin et al. studied the current and future movements 
of CM and WM integration and suggested that some developed countries (such as 
Australia, Canada, and England) are in a situation where WM predominates, with 
CM as a complementary and alternative medicine (CAM). National regulation, poli-
cies, and standards are established, and CM practices are partially integrated in 
these settings (Lin et al. 2015b). Furthermore, health insurance companies cover 
percentages of CM claims, and qualified CM practitioners must comply with the 
regulations.

In the process of this WM/CM integration, information systems and technology 
(IS/IT) can play a key contribution. Developments can already be found in various 
applications and systems. For example, these include expert systems (Lam et al. 
2012), knowledge-based systems such as database/warehouse functions (Huang and 
Chen 2007) and diagnosis, and treatment assistant systems (He et al. 2006). These 
systems have shown that IS/IT is an essential tool in assisting CM to be accepted 
into mainstream medicine practices. Nonetheless, literature reviews show that the 
existing CM IS/IT developments have limitations, and there is a lack of suitable 
synthesis for this unique combination (Lin et al. 2015a; Yang et al. 2009).

This paper serves to extend Churchman’s inquiring systems to depict CM as a 
combination of Hegelian and Kantian inquiring systems with the support of 
Singerian, Lockean, Leibnizian inquiring systems and knowledge management 
(KM) features and by doing so enable a deeper understanding of CM so then it 
might be possible to design a patient management system (PMS) to support CM 
practice in a given clinic.

27.2  Problems and Challenges of CM Developments

Medical developments in the twenty-first century have arisen from a multitude of 
factors, including a rapid increase in chronic diseases such as diabetes, a lack of 
resources in both drug manufacturing and medical funding, as well as educated 
patients who seek for better and holistic treatment of their illnesses and well-being 
(Lin et al. 2015b). Integrating WM with CM is a new approach that has shown some 
remarkable achievements in this aspect (Chan et al. 2010). Like any major change, 
challenges and problems are to be expected (Savery 2015). This section reviews 
some of the major concerns in this regard.

C. H. Lin et al.



429

27.2.1  Different Regulations and Standards

Research shows that most developed countries classify CM as a type of CAM 
(WHO 2013). Regulations and experiences differ between countries; for example, 
Australia is at a stage where CM practitioners are expected to be qualified, and WM 
doctors who are trained and have knowledge in CM can be found in many medical 
clinics (Lin et al. 2015b). Specifically, with regard to Australia, (1) the CM profes-
sion is included in the National Registration and Accreditation Scheme (NRAS). A 
national registration of practitioners, acupuncturists, and dispensers of Chinese 
herbal medicine commenced on July 1, 2012 (AHPRA 2014; CMBA(c) 2012). (2) 
Policies, registration guidelines, codes, and standards are created and published to 
assist the CM medical profession. Accreditation standards and processes for consul-
tation were developed by the Australian Health Practitioner Regulation Agency 
(AHPRA) and Chinese Medicine Board of Australia (CMBA) (AHPRA 2014). (3) 
CM undergraduate and postgraduate courses are offered in the Australian tertiary 
education system. (4) A CMBA website was created which enables online service 
delivery and communication. The Chinese Medicine Portal was created in 2009 and 
serves as an online CM knowledge pool where information and clinical data can be 
retrieved and accessed (Yang et al. 2009). (5) AHPRA will directly allocate cost 
funding to CMBA to assist various activities undertaken by the agreement and strat-
egies (AHPRA 2014).

Regarding other western jurisdictions, in Switzerland, CM was covered by the 
nation’s basic health insurance program in 1999 but was taken out in 2005 except 
CM acupuncture (Busato et al. 2006; Okma et al. 2010). In most of Europe, it is 
illegal to sell manufactured unlicensed herbal medicines without the appropriate 
license (Fan et al. 2012). In the UK, the 2009 “Statutory Regulation of Practitioners 
of Acupuncture, Herbal Medicine, Traditional Chinese Medicine and other 
Traditional Medicine Systems Practised in the UK” states that all CM practitioners 
must be qualified and regulated (Holmes 2011). In the USA, CM is recognised as 
dietary supplements and is regulated by the Dietary Supplement Health and 
Education Act (DSHEA) (Chau and Wu 2006). Hence, CM is loosely regulated and 
assessed compared to WM. Patients’ safety is a major concern.

In summary, different levels of legal foundations to establish quality and safety 
standards for CM and its practice exist in some countries on a national basis. An 
internationally recognised standard should be enforced to avoid confusion, aid in 
coordination, and mitigate any health risks. Building on the existing contributions 
from Australia and other countries, future works may include increasing all aspects 
of WM and CM integration (Lin et al. 2015a). For example, (a) combining and inte-
grating existing CM databases to international recognised format and standards, (b) 
making global standardised CM practice regulations and guidelines that can be 
accessed online, and (c) developing suitable IS/IT solutions for various CM prac-
tice, and gradually achieving WHO’s goal of a blended system. The current research 
focuses on finding the suitable synthesis to justify the IS/IT development in support-
ing managing the patients’ information at the clinic level.
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27.2.2  CM IS/IT Developments and Challenges

The rich traditional knowledge of CM has helped the Chinese for thousands of 
years, integrating this medicine practice to the western world involves transferring 
this massive knowledge (Chan et al. 2015). So far, many databases, repositories, and 
information systems (IS) have been created (Chan et al. 2015). For example, the 
Traditional Chinese Medicine Information Database from the National University 
of Singapore contains information on 1,588 commonly used prescriptions, 1,313 
herbs, and 5,669 herbal ingredients (Chan et  al. 2010; TCM-ID 2015). The 
University of Michigan Comprehensive Herbal Medicine Information System for 
Cancer includes 527 anticancer herbal formulations (Chan et al. 2010; Fang et al. 
2005). Some CM expert systems and applications are developed for certain diseases 
or particular treatment. For example, a Chinese acupuncture expert system can 
assist physicians on acupuncture prescription, needle insertion position, and acu-
puncture point usage (Lam et al. 2012). Recent research studies addressing major 
IS/IT activities in CM are summarised in Table 27.1 below.

Studies have shown that the existing IS/IT developments have several limita-
tions, such as (1) selective information and lack of comprehensive data on the num-
ber of Chinese herbs with no or limited resources in Chinese acupuncture or vice 
versa (Yang et al. 2009); (2) most of the IS/IT system solutions are created in China 
or Asia, with limited scientific and evidence-based research in western countries 
(Lukman et al. 2007); (3) there is not a theory to support the IS/IT development in 
the integration of these medicines (Lin et al. 2015b). Further, a study of the current 
CM clinic management systems (consisting of Smart TCM Australia, TCM Herbalist 
Israel, TCM Organiser Canada, and Shen Professional Venezuela) also indicates 
some significant concerns including (a) incorrect use of the Chinese language as 
well as lack of translation into other languages apart from Chinese and English (Lin 
et al. 2015b); (b) lack of multi-user systems which can accommodate administrator, 
physician, and dispenser (Lin et al. 2015b); and (c) current systems that cannot be 
used on multiple platforms and devices (Lin et al. 2015b).

The most important limitation to the further application of CM is that the syn-
thesis of IS/IT developments so far have been mainly studied and applied to WM 
(Lin et  al. 2015b). This study suggests that blindly adopting these theories and 
technologies is not the best solution for CM. This view is supported in practice in 
other domains, for example, when we look at enterprise resource planning (ERP) 
systems, such as SAP and Oracle, as they have failed to conquer the Chinese mar-
ket by simply applying the same tools and techniques without first understanding 
and mapping the underlying circumstances and requirements (Xue et al. 2005). To 
avoid similar failures, it is therefore necessary to systematically examine past 
experiences with WM IS/IT developments and develop a theoretical foundation 
that is suitable for CM practice. Hence, we analyse the different inquiring and 
knowledge management systems in this domain drawing upon the work of 
Churchman (1971).
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27.2.3  Inquiring Systems

C.  West Churchman defines the five inquiring systems as Leibnizian, Lockean, 
Hegelian, Kantian, and Singerian (Churchman 1971). Each of these represents a 
type of inquiring organisation from a system view of knowledge creation, examina-
tion, and management (Churchman 1971). This theory has been adopted, improved, 
and implemented in many IS/IT research paradigms and developments (Parrish Jr 
and Courtney 2012; Wickramasinghe 2005). Below is a summary of these systems.

Table 27.1 Summary of existing CM IS/IT developments (sourced from Lukman et al. 2007)

IS/IT Group Description Examples

Databases Database Repository, database containing 
detailed information on CM formulas, 
syndromes, herb information including 
pharmaceutical name; botanical name; 
multilingual pronunciation; distribution 
of the herb; properties (characteristics); 
channels (meridians) entered; medical 
functions; actions and indications; 
chemical ingredients; recommended 
dosage; samples of formulae, toxicity, 
side effects, and cautions; basic 
molecular properties; optimised 3D 
structures; origins; and clinical effects

Chinese herb dictionary: 
Complementary and 
alternative healing university 
(Chu 2013)

Dictionary 3D structure database of 
components from Chinese 
traditional medicinal herbs 
(Qiao et al. 2002)

Knowledge 
base grid

Phytochemical databases  
of Chinese herbal constituents 
and bioactive plant compounds 
with known  
target specificities  
(Ehrman et al. 2007)

Information 
system

Data 
mining

CM data 
mining and 
biomedical 
mining 
systems

Data mining tools for CM herbs and 
formulations

MeDisco/3T—Text mining 
for clinical Chinese herbal 
medical knowledge discovery 
(Zhou et al. 2005)

Information management system of 
CM syndrome
Study on combination of hierarchical 
cluster approach and Bayesian 
networks

Data mining system for 
multi-dimensional data 
analysis (Li et al. 2004)

Research approach and method 
including harmony learning and 
model selection

Structural learning of 
graphical models and its 
applications (Deng et al. 
2005)

CM 
diagnosis 
assistance

Diagnosis 
systems and 
approaches

Individual diagnosis and treatment 
assistance system including pulse-
measuring points on wrists and their 
corresponding organs; electronic-
brain medical erudite medical expert 
system; analysis packages of tongue 
and facial images, odour, speech, and 
pulse; and fuzzy expert systems 
assisting diagnosis for certain disease

Expert system for diagnosis in 
CM (Wang et al. 2004)
Web-based CM diagnosis 
system (Huang and Chen 
2007)
Pulse analysis & diagnosis 
system (He et al. 2006)
Fuzzy logic and its 
applications in medicine 
(Phuong and Kreinovich 2001)
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The Leibnizian inquiring system uses formal logic and analysis to generate 
fact nets and manipulate explicit knowledge (Churchman 1971; Courtney et al. 
2005; Hall and Croasdell 2005). Tacit knowledge gets little emphasis, and new 
knowledge is generated as an externalisation of editing and systemizing. Most 
suited IS/IT models to this type of systems are expert systems (Hall and Croasdell 
2005; Mason and Mitroff 1973; Parrish Jr and Courtney 2012). The Lockean 
inquiring system contains communities sharing a common mind-set; knowledge 
is constructed through attention to symbolic references such as legends and/or 
well-respected authorities (Hall and Croasdell 2005; Mason and Mitroff 1973; 
Nonaka et al. 1998; Parrish Jr and Courtney 2012). IS/IT used in this type of sys-
tem includes data warehouses (storing observations), data mining (analysing the 
observations), and groupware tools like emails (facilitating the communication 
and sharing) (Parrish Jr and Courtney 2012). The Singerian inquiring system gen-
erates cycles of processes which resolve problems and disagreements by intro-
ducing new variables and laws to provide guidance and overcome inconsistencies 
at each cycle, until the problem is fully investigated and understood from all sides 
(Hall and Croasdell 2005; Mason and Mitroff 1973; Parrish Jr and Courtney 
2012). All forms of knowledge including tacit and explicit, deep and shallow, 
declarative and procedural, and exoteric and esoteric are considered, measured 
for improvements, and judged by both organisational and society ethical stan-
dards (Hall and Croasdell 2005; Mason and Mitroff 1973; Nonaka et al. 1998; 
Parrish Jr and Courtney 2012). The Singerian approach is best supported by net-
works based on groupware and web-based to allow virtual information gathering 
and learning because of its need to include a wide range of individual stakehold-
ers (Hall and Croasdell 2005; Mason and Mitroff 1973; Parrish Jr and Courtney 
2012). The Hegelian inquiring system builds new synthesis by reflecting and 
resolving diametrically opposed perspectives. It tries to understand all behav-
iours, forms, processes, methods, arguments, and technology (Hall and Croasdell 
2005; Mason and Mitroff 1973; Parrish Jr and Courtney 2012). IS/IT solutions 
that support Hegelian inquiring systems include groupware, document manage-
ment solutions, and repositories that hold the debate data for better understanding 
of each other’s proposals (Hall and Croasdell 2005; Mason and Mitroff 1973; 
Parrish Jr and Courtney 2012). The Kantian inquiring system generates hypoth-
esis based on multiple perspectives and inputs from various knowledge sources. 
It uses explicit and tacit knowledge to consider the many interpretations of the 
inputs; in this process, the inquirer can study and determine different ways, mod-
elling, methods, and techniques to incorporate the new knowledge (Hall and 
Croasdell 2005; Mason and Mitroff 1973; Parrish Jr and Courtney 2012). 
Examples of IS/IT using Kantian systems are the World Wide Web (www), data-
bases, model management systems, decision support systems (DSS), and effec-
tive information systems (Hall and Croasdell 2005; Mason and Mitroff 1973; 
Parrish Jr and Courtney 2012).
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27.2.4  Inquiring System for WM

Healthcare information systems (HIS) have been largely developed to produce 
expert systems, theorem-proving systems, problem-solving and DSS, algorithm- 
generating systems, databases, and repositories in WM (Ferlie et  al. 2012; Liao 
2003). Hence, the existing HIS developments and solutions are mostly in the cate-
gories of Leibnizian and Lockean inquiring systems. For example, these include 
electronic knowledge repositories storing codified knowledge for future reuse and 
clinical DSS-linking characteristics of patients with chest pain to software algo-
rithms recommending specific action (Ferlie et al. 2012). An early form of Kantian 
inquiring system can be found in some DSS which takes information from various 
data sources and uses this data to provide assistance with the structured portion of 
the semi-structured; however the human decision maker must rely on intuition and 
experience to assist them with the unstructured portions (Parrish Jr and Courtney 
2012). Singerian inquiring system’s emphasis on ethical behaviour can be seen in 
most HIS where medical ethics and professionalism are mandatory and expected to 
maintain strictly in practice. An example of this is a DSS which is developed and 
implemented with the guidance and principles of patient safety, quality perfor-
mance, regulations, and policies (Parrish Jr and Courtney 2012).

27.3  Methodology

A mixed research method was chosen to address the research question because it 
allows exploring the issues faced by individuals (Venkatesh et al. 2013), in particu-
lar, the CM practitioners, and it enables identifying the facets and proposes produc-
tivity framework in order to better understand the proposed concept. Specifically, 
the research adopts case study methodology techniques in selecting the case clinics 
as well as conducting the interviews. Design science methodology was also 
employed in this research to carry out processes in producing the proposed PMS.

27.3.1  Case Study (CS)

CS methodology is a commonly used and well-recognised research strategy in 
healthcare services and IS research. It attempts to examine a contemporary phenom-
enon in its real-life context (Yin 1999, 2013). Through a typical CS, the research 
solution will be further supported by experiments which capture the circumstances 
and conditions of everyday and/or commonplace situations. In selecting the case 
clinics, this research uses a range of selection criteria including, for example, clinic 
size, number of patients and clinical staffs, and usage of both Chinese herbal medi-
cine and acupuncture. The sample clinics must meet all the requirements and sign 
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ethics agreements to participate in this research. Interviewing is one of the most 
familiar strategies for collecting qualitative data. It can provide important insights 
into the events or shortcuts to the prior history which helps to identify other relevant 
sources of evidence (Flick 2009; Yin 1999, 2013). This research will conduct semi- 
structured interviews with questions that are designed with experts' assistance and 
existing documents from the study field. It is anticipated that open and broad ques-
tions will be asked at the beginning of the interviewing process, where the inter-
viewee groups can express their opinions and/or propose their own insights into 
certain occurrences and for further inquiries. Interviewee groups from the case 
clinic include the CM physician, acupuncturist, administrator, and dispenser. Each 
interview is scheduled for about 20 min and will be audio recorded, and notes will 
be taken by the interviewer.

27.3.2  Design Science (DS)

DS methodology has its roots in the field of engineering and science. It “seeks to 
create innovations that define the ideas, practices, technical capabilities, and prod-
ucts through which the analysis, design, implementation, management, and use of 
information systems can be effectively and efficiently accomplished” (von Alan 
et al. 2004). DS has been commonly used in IS/IT researches because it is aimed at 
developing executive information systems and supporting emerging knowledge pro-
cesses with effective development methods and system solutions for particular user 
group requirements or models (Lewis 2015; Vaishnavi and Kuechler 2015; von Alan 
et al. 2004). Furthermore, Von Alan et al. provided a DS IS research framework and 
set of guidelines and practical rules for IS researchers to follow. Based on this 
framework, the research has four processes:

 1. Problem verification—this means that the research problem is confirmed and 
documented as additional supporting evidence to the research literature. 
Interviews are carried out and guided by the interview questions. Data is col-
lected, categorised, and stored in a database.

 2. Solution design—the PMS is designed. A solution framework and structure is 
crafted for the research problem tailored to the current CM clinic practices. 
Therefore data analysis is performed in two major phases. First, the existing 
clinical (as-is) situation will be modelled, described, and analysed. Then, areas 
of improvements are identified according to the proposed PMS structure. The 
new (to-be) system is analysed, explained, and modelled.

 3. Evaluation—this is conducted to ensure rigour; the modules of the proposed 
system are evaluated, refined, and tested with specification, expectation, and pre-
cise scope.

 4. Summarise results—this is the final stage of the research. Findings, publications, 
and a thesis are the expected outcomes.
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27.3.3  Data Collection and Analysis

A thematic analysis is used in this research as a facilitator to assist communication 
between the above-mentioned research methodologies, as it allows communication 
between different qualitative methods (Flick 2009). When reviewing the collected 
data, the researchers identify themes  (such as CM herbs, acupuncture, treatment 
formulas, etc.), separate similarities and differences, and then refine and sort the 
data into different categories for further analysis. Periodical and ad hoc peers and 
participants’ debriefing and checking are mandatory in this research as it helps to 
increase the rigour of the research. This is because it can (1) keep everyone informed 
and on track, (2) reduce communication errors and prevent/remove potential risks 
that may be caused by the lack of communication and misunderstanding, and (3) 
allow timely correction and recovery. Modelling and testing techniques are also 
used to capture the situation of the case clinics and the PMS solution.

27.4  Preliminary Results

Apart from the inquiring systems, KM systems are designed and developed to 
enhance knowledge-intense tasks, processes, and projects for the purpose of knowl-
edge creation, storage, retrieval, transfer, refinement, reuse, revision, and feedback 
(Maier and Hädrich 2011). Hence KM architecture and characteristics are important 
elements which should be considered in CM developments.

27.4.1  CM IS/IT Development Design

Typical KM systems contain data and knowledge sources (including organisational 
internal and external information, data warehouses, document management, per-
sonal information management, content management, and groupware), infrastruc-
ture services (providing basic functionality for communication, data and electronic 
assets management, extraction, transformation, and loading), integration services 
(managing knowledge from a variety of sources), knowledge services (involving 
discovery functions such as searching, mining, navigation, and visualisation; publi-
cation functions like structuring, formats, and contextualisation; collaboration func-
tions including skill/expert management, knowledge sharing, awareness, and 
experience management; learning functions that use tools and techniques for author-
ing, managing courses, tutoring, learning paths, and examinations), personalisation 
services, and access services (Maier and Hädrich 2011).

This research analyses the CM clinics’ information and knowledge through a 
case study approach. It looks into the clinics’ IT infrastructure services for messag-
ing and file transferring. It also investigates how the clinic manages external 
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 information, such as films and laboratory test results in assisting diagnosis and 
 treatments. The research also analyses 1) if any expert knowledge system is used in 
the clinic. 2) if the physicians use any decision support system (DSS) in assisting 
diagnosis and treatments. 3)  how the clinic manages its reporting and standards 
required by the authorities, and, 4) how the clinic practitioners search, order, and 
manage their medical/herb information. The research also addresses how the clinics 
manage its practitioners’ personal devices and applications as well as access level 
and security.

27.4.2  Preliminary/Expected Results

Guided by the aspects from the inquiring systems and KM, this research proposes 
that CM IS/IT developments should follow a synthesis that is a combination of 
Hegelian and Kantian inquiring systems with the support of Singerian, Lockean, 
and Leibnizian inquiring systems and KM features. This is discussed in detail in the 
next section. As an extension of the proposal, a PMS is built for the CM clinics. 
Fig. 27.1 maps the system architecture of the PMS.

The PMS follows the CM IS/IT structure allowing negotiation and consultation 
between different systems, applications, and world views. It also has the intention 
to integrate WM and CM accordingly via the connection to different databases 
and accessing different network system functions for inquiring and confirmation. 

Fig. 27.1 PMS system design
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For example, a patient’s medical history (other than CM medical history), which 
is stored in another database, can be obtained. Likewise, a WM doctor can access 
the patient’s CM medical history (stored in bilingual format) to gain better under-
standing of the patient’s overall health problem at the point of care.

The PMS is designed to comply with the national and international CM practice 
regulations, guidelines, and standards. According to CMBA, it should contain infor-
mation about:

• Patient personal and medical data including cultural background information.
• Up-to-date sickness/problem/medication lists and its diagnosis and treatment 

plans.
• Records of patients’ progress, communications with other health service provid-

ers, and any discussion about possible side effects or alternative forms of 
treatments.

• Detailed records of prescriptions including name, strength, quantity, dose, 
instructions for use, number of repeats, and start and end dates.

• Vital signs and changes including allergies and warnings.
• Incorporate clinical laboratory test results.
• Provide a summary of care records for patients in case of referral or transition.
• All detailed procedures conducted (acupuncture points and stimulation 

methods).
• Generate reports, invoices, and rebates (CMBA(d) 2012).

All of the above must be protected with access passwords and kept for at least 
7  years (CMBA(d) 2012). Therefore, a security archiving service may be 
necessary.

Information provided by the PMS can be used for (1) knowledge sharing 
(Leibnizian inquiring system) between WM, CM, community, and society, (2) fur-
ther knowledge creation and transforming for both types of medicine practice, and 
(3) providing sources for studies on clinical trials and evidence-based research.

27.5  Discussion

CM is unique and follows a philosophy of systematic balance of Yin and Yang—
opposite yet interdependent objects (Bing and Hongcai 2010; Chan et al. 2010). It 
emphasises inner, self-controlled system connectivity and balance between Yin and 
Yang energy, with any disorder being a result of failure and/or imbalance of the 
system (Huang and Chen 2007; Lu et al. 2004; Zhao et al. 1994). Hence, an impor-
tant element in CM practice is resolving, strengthening, and rebalancing the system 
with duality wisdom (Wickramasinghe 2005). This is a typical Hegelian inquiring 
system which tries to resolve conflicts and proposes enlarged synthesis; as a result 
the problem is completely dissolved (Courtney et al. 2005; Hall and Croasdell 2005; 
Morr 2010). As indicated by Wickramasinghe that KM involves recognising the 
dualities in all knowledge creation and transformation (tacit/explicit, Lockean & 
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Leibnizian/Hegelian & Kantian, subjective/objective, people/technology), in doing 
so “a more complete and richer picture of knowledge is created and hence the 
impact to knowledge management” (Wickramasinghe 2005). Hegelian’s ability to 
understand all types of inputs supports CM’s comprehensive and systematic view of 
human diseases.

CM diagnosis methods are different to WM. In summary, it uses four diagnosis 
methods: inspection (understand and predict the pathological changes by observing 
abnormal changes in the patient’s vitality, colour, appearance, secretions, and excre-
tions), auscultation and olfaction (listening and smelling), inquiring (asking 
about the patient’s condition), and palpation (placing the physician’s first three fin-
gers on the radial artery of a patient’s wrist to detect different pulse qualities) 
(Huang and Chen 2007; Zhao et al. 1994). These four approaches are used in com-
bination in every diagnosis and cannot be separated or omitted (Zhu and Wang 
2011). A correct diagnosis can only be made based on a comprehensive and system-
atic analysis of a patient’s condition at the point of care. A CM physician’s tacit 
knowledge and thorough analysis of each patient’s unique health condition is a key 
which differentiates between the two types of medicinal practices. This is a category 
of Kantian inquiring systems, as hypotheses are generated on the basis of the inputs 
received from various knowledge sources (Churchman 1971; Parrish Jr and 
Courtney 2012).

CM treatments can be any of the following: herbs (including leaves, seeds, roots, 
flowers, fruits, minerals, and animal products); acupuncture, moxibustion, tuina 
(Chinese remedial massage), cupping, qigong, and diet therapy (Zhu and Wang 
2011). All treatments aim to increase human body’s resistance to diseases and pre-
vention by improving the interconnections among self-controlled systems (Lu et al. 
2004). These multiple compounds, methods, and diversities indicate that CM is a 
Kantian system because it incorporates multiple perspectives and facts to determine 
different models and/or system design to discover and distribute information. It is 
aimed at achieving the best-fit between itself and the environment.

To define a suitable CM inquiring system, we also need to consider that Kantian 
and Hegelian systems rely on the Leibnizian inquiring system’s fact net to generate 
knowledge (Churchman 1971; Parrish Jr and Courtney 2012), so the Leibnizian 
inquiring system is included as part of the knowledge base. Furthermore, Singerian 
inquiring systems’ emphasis on ethical conduct is important. Patient safety, inter-
ests, and social justice must be considered and built-in as principles and guidelines 
in any CM IS/IT developments and solutions. Table 27.2 illustrates this research’s 
perspective.

27.6  Research Contribution and Future Development

This research presents a synthesis which extends Churchman’s inquiring systems 
theory into a new domain within health care and combining the inquiring system 
with a design science approach for actually designing and developing a proposed 
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solution. The proposed PMS provides an example and suggestion for CM clinics to 
migrate from a manual system to a IS/IT solution. This in-progress research intends 
to also demonstrate integration between WM and CM, through a designed system 
architecture. The research project can be used as assistance for both the CMBA and 
the individual CM practitioners in maintaining regulations and standards. It is a 
reference and resource for both types of medicine's research and education. This 
theoretical extension and the proposed system can be further developed and custom-
ised to other areas in the same domain.
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 Epilogue

As the twenty-first century unfolds, the role for health informatics will continue to 
grow in importance. Our dependence on technology to facilitate superior healthcare 
delivery will be unparalleled. However, the key question remains and perhaps 
becomes more significant with time: “How can we design and develop successful 
solutions and monitor their effectiveness to provide for further improvements?”

The answer is not simple, but we believe it lies partly in identifying an appropri-
ate theoretical lens from which to analyze the web of healthcare stakeholders, the 
complexities and nuances, as well as the dynamic and chaotic operations that often 
occur. To assist in this regard, we hope the preceding pages have served to highlight 
critical aspects of key theories for various aspects of technology-enabled healthcare 
delivery and provided some answers and helpful hints and most importantly stimu-
lated further thought.

We apologize in advance for providing only a taste of the issues at hand. We hope 
that we have left our readers with an appetite for more and a desire to actively par-
ticipate in this dynamic and evolving field.

https://doi.org/10.1007/978-3-319-72287-0


445© Springer International Publishing AG, part of Springer Nature 2018
N. Wickramasinghe, J. L. Schaffer (eds.), Theories to Inform Superior Health 
Informatics Research and Practice, Healthcare Delivery in the Information Age, 
https://doi.org/10.1007/978-3-319-72287-0

A
Acceptance, 294
Activity theory (AT)

actions and operations, 192
contradictions, 238
description, 192
evolution

collective notion of activity, 237
Engeström’s activity system, 237, 238
examination, 237
hierarchy of activity, 237
human collective activity, 237
mediated act, 236

fundamental building block, 192
human activity, 192
in IS, 193, 194
principles

development, 240
hierarchical structure, 239
internalization and externalization, 239
mediation, 239
object-orientedness, 239

rules and division, labour, 192
Actor-network theory (ANT)

accuracy, 221
actors, 189, 190, 221, 240
aims, 240
aspects, 240
competing roles, 227
concepts

actor/actant, 222
heterogeneous network, 222
irreversibility, 222, 223
and mapping, 223
obligatory passage point (OPP), 222

punctualisation, 222
tokens/quasi objects, 222

criticism, 191
critique and limitations, 229, 230
description, 189
entity, 189
foundation of networks, 227
framing, 227
fundamental stand, 221
HIS evaluation

ability of actors and end -users, 228
binary models, 228
complexities, nuances  

and richness, 228
diffusion of innovation  

(DOI) theory, 229
implementation and adoption, 228, 229
translation, 228

hospital messaging, 190
inscription, 226
lens, 220
limitations, 191
moments of translation, 225
networks, actor

complexity, 224
enrolment, new actors/actants, 223
healthcare decision support system, 225
oversimplification risk, 225
power and structure, origin of, 223
role of technology, 223

resistance, to sociotechnical change, 190
sociotechnical approach, 230
sociotechnical change, resistance to, 227
social/technical relations, 189
sociotechnical approaches, 186

Index

https://doi.org/10.1007/978-3-319-72287-0


446

Actor-network theory (ANT) (cont.)
translation, 226, 227
usefulness of, 241

Adaptive mapping to realization (AMR) 
methodology, 81

Adoption
acquisition stage, 294
and adaptation, 290
HIS, 220, 222, 223, 228, 229
information systems, 300
IS/IT in healthcare industry, 285
organisational issues, 287
and routinisation, 295
‘S-shaped curve’, 287

“AlgorithmHolder”, 180
Allergen-specific immunoglobulin E (sIgE) 

testing, 312–313
Allergy

aspects, practices, 319, 320
asthma incidents, 311
autoimmune diseases, 311
definition, 311
diagnosis, 311
DSRM

cycles, 317
data collection plan and techniques, 319
mapping, 318
process, 317
selected case, 318

ICT, 313
interorganizational knowledge flow, 319
knowledge management (see Knowledge 

management)
management, 312
proposed solution, 316, 317
rates, allergy diagnosis, 312
real de-identified data, 319
types, 311

Ambient assisted living (AAL), 9
American Recovery and Reinvestment Act 

(ARRA), 406
Analysis of variance (ANOVA) method, 364
Arbitrary Lagrangian-Eulerian (ALE), 364
Area under the curve (AUC), 67
Artificial intelligence (AI)

AI-driven healthcare system, 355
ANNs (see Artificial neural networks 

(ANNs))
computational models/algorithms, 355
definition, 355
drug administration and patient care

in anaesthesia, 362
ANOVA method, 364
CyA, 362, 364

data collection, 361
DGX, 361
ERA, 362
numerical techniques, 364
prosthetic heart valves, 364
RBFNNs and OCON, 362
Reynolds number, 364

in healthcare applications, 370
patient-centric intelligent systems, 367
technologies, 355

Artificial neural networks (ANNs), 66–67
applications, 357
backpropagation learning algorithm and 

RBF network, 357
as connectionist systems, 356
EIT, 361
EMN, 357
feature, 356
for biomedicine, 356
for clinical diagnosis, 357
imaging, 359
model, 356
multispectral imaging approach, 361
PAPNET, 357
as parallel distributed systems/adaptive 

systems, 356
perceptron, 356
regions of interest (ROIs), 361
Segment, 361–363
tumours, recurrence rate, 357

Assimilation, see Healthcare information 
systems (HIS) assimilation theory

Attention deficit hyperactivity disorder 
(ADHD)

hyperactivity symptoms, 338
inattention issues, 338
neurodevelopmental disorder, 338
See also Executive function (EF)

Australasian Diabetes in Pregnancy Society 
(ADIPS), 78

Australia
adaptions and experiences, 121
opt-in to an opt-out model, 121

Australian healthcare system
adoption strategy, 117
challenges, 118, 119
financial support, 117
infrastructure, 118
legislative framework, 117
My Health Record platform, 118
PCEHR system, 117
technologies, health care, 118
user access and accessibility, 118

Axial coding process, 341

Index



447

B
Bayesian posterior probability (BPP) 

distribution function, 357
Behavioral interventions, 164, 165, 180
Big data, 368
Blockchain technology, 393, 394
Boyd OODA loop

arthroplasty orthopedic surgeon, 332
germane knowledge, 328
and knowledge management techniques, 333
process-oriented perspective, knowledge 

generation, 329
stages, 329

Brain-computer interface (BCI), 359, 360
Business process modeling notation (BPMN), 7
Business value of IT, 37, 38, 40

conceptual model
clinical practices (people), 155
delivery operations (processes), 154, 155
healthcare ecosystem (society), 152, 153
system structure (organisation), 153, 154

portfolio
defined, 148
Enterprise of Healthcare  

Delivery, 151, 152
firm-wide infrastructure, 149
heterogeneous perspective, 150
information technology architecture, 149
informational, 150
infrastructure, 150
management objectives, 148–150
and strategy, 149, 150
transactional, 150

C
Calorie Cruncher, 12–13
Causal analysis, 64
Chief Finance Officer (CFO), 44
Chinese acupuncture expert system, 430
Chinese medicine (CM)

case study (CS) methodology, 433, 434
developments, IS/IT

activities, described, 431
Chinese acupuncture expert system, 430
described, 430
ERP systems, 430
expert systems and applications, 430
limitation, 430
Traditional Chinese Medicine 

Information Database, 430
diagnosis methods, 438
inquiring systems, 438, 439 (see also 

Inquiring systems)

integration, with WM, 428
KM systems, 435
philosophy, 427
regulations and standards, 429
scientific and medical evidence, 427
self-controlled system, 437
T&CM strategy, 428
treatments, 438

Chronic disease, 127, 391
management, 77–79, 129, 130
See also Diabetes

Churchman’s inquiring systems, 428, 431, 
432, 438

Cleveland Clinic MyConsult application, 265
Clinic management systems, 430
Clinical data repository (CDR), 144, 155
Clinical decision support systems (CDSS), 

144, 155, 323
Clinical information systems (CIS)

CPOE, 25
descriptions, 21
descriptive analysis, 24
EMRs, 25
healthcare industry, 19
in-house and external training, 25
investigation areas, 24
IS/IT, 19
limitations, 25
online survey, 20
overall user satisfaction, 19
respondents, 20
systems compatibility with clinicians’ 

tasks, 26
training and technical support channels, 26
training and technical support satisfaction, 

23–24
user satisfaction, 20–23

Clinical protocols, 7
Clinical report form (CRF), 417
Cluster analysis, 96, 97, 99, 101–105
Communication Platform, 190
Communications technologies,  

109, 111, 112
Complementary and alternative medicine 

(CAM), 428, 429
Computerised practitioner order entry 

(CPOE), 144
Context

definition, 380
and practice, 380
user and the application, 380

Corporate Governance of IT, 38
Critical success factors (CSF), 39
Cyclosporine A (CyA), 362, 364

Index



448

D
Data collection strategy, 82
Data mining, 56, 57
Data quality

data inaccuracy, 33
health outcome, 32

Database, 312, 314–319
Decision support systems (DSS), 432, 433, 

436
Decision trees (DT), 65
Design artifacts

instantiations, 4
methods, 4
models, 4

Design cycle, 14
Design science research (DSR) methodology

artifacts, 3
blood glucose monitoring, 10–12
Calorie Cruncher, 12–13
healthcare applications, IT solutions, 4
healthcare field challenges, 4, 5 (see also 

Healthcare projects)
human organizations, 3
innovative artifacts, 3
public health and clinical arenas, 4
technology and science knowledge base 

enhancement, 3
three-cycle DSR method, 14, 15

Design science research methodology 
(DSRM), 317–320

Design science theory, 96, 97, 106
Diabetes

anticipated benefits and potential 
outcomes, 135

control and management, 128
costs for carers, 272
GDM (see Gestational diabetes mellitus 

(GDM))
HbA1c blood test, 128
information management processes, 130
insulin, use of, 134
management

as ‘batch’ data transfer, 130
blood sugar levels, 129
glucose monitoring technology, 129
mobile phone technology, 129
readings, for type 1/2 diabetic, 129
self-management protocols, 129

noncommunicable diseases, 128
prevalence, 128
qualitative techniques, 134
quasi-experimental approach, 134
questionnaires and de-brief sessions, 135

“technology solution” or “standard care”, 
134

uncontrolled, 128
Diabetes care

age-adjusted comparative prevalence, 76
Australian diabetes hospitalization rate, 75
complications, 76
components, 85, 88–89
dimensions, 87–88
mobile internet subscriptions, 75
societal costs, 76

Diabetes monitoring device (DiaMonD), 81
Diabetes monitoring solutions, 392
Diagnosis-related groups (DRG), 111
DiaMonD study, 272, 279
Diffusion of innovation (DOI) theory

description, 287
literature findings, 287, 288
Rogers’ research, 287
‘S-shaped curve’, 287

Digital health ecosystems, 7
Digoxin (DGX), 361
Distributed cognition (DCog)

collaborative patient care system, 242
similarities, with AT, 242
theory, 242

E
E-business innovation assimilation model, 291
Educator interaction and awareness, 348–349
e-Health

adoption and implementation, 208, 209
in Australia (see Australian healthcare 

system)
benefits, 391
challenges, modern developed systems, 

392
country’s e-health potential, 112
defined, 111
economic benefits, 207
electronic medical records, adoption of, 

112, 113
ethical concerns, 112
evidence-based methods and approaches, 

112
functions and capabilities, 112
in Germany (see German healthcare 

system)
global digital health market, 109, 110
implementation and adoption, 207, 398
on macro-environmental factors, 121
and mobile health (see m-Health)

Index



449

research directions, 398
scope of and macro-economic factors, 113, 

114
stakeholders, 113
standardization, 396
technologies, 391

Eigensystem realisation algorithm (ERA), 362
Electrical impedance tomography (EIT), 361
Electroencephalography (EEG)

AD analysis, 358, 359
BCI, 359, 360
neural networks, 358
RNN approach, 358

Electronic health card (EHC)
acceptance, 116
challenges, 116
data security, 114
goal, 113
required and optional information, 115
strategical conception and implementation, 

115
Electronic health records (EHR)

accurate information representation, 419
benefits, 393
blockchain technology, 393, 394
clinical data management tool, 405
communication channels, 235
computerized medical information 

systems, 406
concept translator, 419
connection to educational tools, 421
data protection, 419
design and development, 393
and EMR systems (see EMR/EHR 

systems)
feedback system, 421
and health education, 394–396
hospitals and care organizations, 405
images, 392
information tracking, 419
integrated care system, 419
medical history, 392
obstacles, 406
patient education and training, 419
privacy and security, 393
revolution, 235
security tools/data protection policies, 421
standard document and communication 

architectures, 421
Electronic medical administration records 

(eMAR), 155
Electronic medical records (EMRs), 8, 155

case history method, 405

classes, on overall patient healthcare 
outcomes, 404

clinical communication, 404
computerized record, 405
history, medical diagnosis, 404
hospitals and care organizations, 405
life expectancy, in USA, 404
medical data organization, 405
patient disease, 405
POMR concept, 405
programs, health care, 403
US healthcare system, 403

e-mental health (eMH)
defined, 337
tools and services, 337
treatments, interventions and support, 337

EMR/EHR systems
Allscripts, 409
on clinical communication, 407
complex medical systems

applications with healthcare 
procedures, 411

challenges, 411
configurable healthcare systems, 411
diagnostic and treatment procedures, 

410
interoperability and data sharing, 412
organized rollout implementation, 412
patient care coordination, 411
user-friendliness, 412

computerized medical information 
systems, 406

eClinicalWorks, 409
entering data and retrieving information, 

407
Epic, 408, 409
health care, 406
interoperability issues, 407
NextGen Healthcare, 410
obstacles, 406
Practice Fusion, 410
training, 407
workflow adoption challenges, 406

Enterprise resource planning (ERP), 430
Evidence-based practice (EBP), 375, 376, 380
Executive function (EF)

ADHD issues, 338
assistive technologies, 344
assistive technology tools, 339
axial coding process, 341
clinicians’ support and supervisions, 347
data gathering and coding, 340–341
emotional control, 345–346

Index



450

Executive function (EF) (cont.)
grounded theory, 340
impaired, 338
IS in mental health, role of, 339
open coding process, 341
perceived ability factors, 343
planning and management, 344–345
psychotherapy, 338
selective coding process, 342
self-regulation and motivation, 346–347
side effect and limited effectiveness, 339
stimulant medication, 338
working memory, 346
writing memos, 342, 343

F
Fictitious domain/mortar element (FD/ME), 

364
Fit-viability model, 252, 266

viability, 253
Fogg’s Behavior Model (FBM)

classification, 182
data layer, 174
indicator terms, 171
influencing factors, 167
personal factors, 165
and TTM, 165

Framing, ANT, 227

G
General practitioner with special interest 

(GPwSI) allergy, 313
German healthcare system

challenges, 116
data security, 114
EHC, 113–115
EU initiatives and funding schemes, 114
governmental and policy support, 113
technology and infrastructure, 115, 116
telemedicine, 113
user access and accessibility, 116

German healthcare telematics architecture, 7
Gestational diabetes mellitus (GDM)

ADIPS, 78
before and after breakfast, 133
fetal hyperinsulinemia, 78
longitudinal multi-country study, 77
mobile solution, 135
prevalence, 76, 129
research results, 81, 82
self-management, 77

standard care, 135
tight control and management, 129
type 1 and type 2, 78

Global healthcare operations, 323
Grounded theory

analytical process, 340, 341
defined, 340
eMH, 351
memos, 342
structured analytical processes, 340

H
Haemoglobin A1c (or HbA1c), 128, 131
Hawaii International Conference on Systems 

Sciences (HICSS), 38
Health and fitness service

at App Store, 163
goal, 164
proportion of users, 163

Health ecosystem, 152
Health education

blogs, 395
challenges, modern developed systems, 

392
instant messaging (IM), 395
podcasts, 395
RSS feeds, 395
social networking applications, 395
wiki, 395

Health electronic records (HER), 323
Health Evaluation through Logical Processing 

(HELP) system, 405
Health informatics, 96
Health information exchange (HIE), 313

categories, 416
defined, 416
EHR functional models, 417
framework, 416
healthcare data and information, 417
SQL commands, 417

Health information systems (HIS)
agency and end-users, 204
ANT analysis (see Actor network theory 

(ANT))
breach of privacy, 206
complexity, 201
conceptual framework, 210–213
conceptualising and framing, factors, 208
development, implementation and use, 204
facilitating role, 201
fit-viability model, 252, 266
functionality, 220

Index



451

implementation and adoption, 205, 220
invasion of patient privacy, 206
IT, 201
pre-and post-implementation vendor 

support, 208
security and privacy, 206
ST (see Structuration theory (ST))
task technology fit see (see Task 

technology fit)
translation, 205
use, 201
user acceptance, 208

Health Information Technology for Economic 
and Clinical Health Act  
(HITECH), 406

Health care
business value, IT (see Business value, IT)
communication and delivery, 185
communication inefficiencies, 186
IS (see Information systems (IS))
knowledge management, 315
patient-centric systems (see Patient-centric 

systems) (see Risk prediction 
models)

social and organizational contexts, 375
value-based care delivery systems, 147
‘value’, in healthcare, 147, 148

Healthcare doctrines
domains, 329

Healthcare informatics
case study (CS) methodology, 433, 434
design science (DS) methodology, 434
thematic analysis, 435

Healthcare information systems (HIS), 433
Healthcare information systems (HIS) 

assimilation theory
acquisition and deployment, 285
applications, 284
assimilation, defined, 283
communication amongst staff, 302 (see 

also Diffusion of innovation theory)
e-health projects, 301
elements, 299, 300
facilitators, 302
global barriers, 302
innovations, 283
medical solutions search, 283
non-profit sector innovations, 284
public hospitals, 284
senior management team, 302
specific user requirements, 284
successful assimilation, 300
technology innovation and diffusion, 284

technology innovation evolution, 285, 286 
(see also Theory of innovation 
assimilation)

TOE (see Technology-organisation- 
environment (TOE) framework)

Healthcare information technology (HIT)
on electronic health records, 219
use of, 219

Healthcare management
description, 323
global healthcare operations, 323
ICT, 323
information asymmetry, 324
solution strategies, 324
technology paradigm, 324
technology, role of, 323, 324

Healthcare operations
See also Network-centric healthcare

Healthcare projects
business intelligence and data analytics, 8
clinical protocols, 7
delivery services, 9
eHealth systems, 10
EMRs, 8
governance of, medical and healthcare 

resources, 8
medical devices, 7
medical systems, 5–7
pharmaceutical systems, 10
public health and preventive care, 9
research areas, DSR papers, 5, 6
TCM, 10

Healthcare services
as information-rich industry (ibid), 219

Healthcare systems
AR-DRG system, 111
challenge, 202
demographic similarities, 111
in developed countries, 110
DRG system, 111
primary insurance, 110
sociotechnical systems, 203
universal two-tiered system, 110

Healthcare technology paradigm, 324
Hegelian inquiring system, 437
Hermeneutics

description, 30
getaway for patient, healthcare services, 

29, 30
healthcare professionals, 30
information engineering development, 32
information technology innovation 

continuum, 29

Index



452

Hermeneutics (cont.)
IS research, 31
IT healthcare solution, 29
IT-/IS-related studies, 31 (see also Mobile 

Health (mHealth))
object/phenomenon, 31
patients and medical professionals, 32
secondary artefacts, 31
study interpretation, Bible, 31

Hidden Markov models (HMMs)
administering drugs, 366
architecture, 367
Bayesian approach, 366
description, 364
hospital-acquired infections, 365
mining system, 366, 368, 369
nosocomial infections, 365
patient database records, 366

Home monitoring
caregivers and deployment, 415
economic and social costs, 415

Hospital communication
conceptual framework, 194–196
health information technology, 188
initial analysis and conceptual  

framework, 189
mHealth interventions, 187
pagers and phone conversations, 185
sociotechnical systems perspective, 188

Hospital Secure Messaging, 190
Human activity, 192–194
Human-computer interaction (HCI) theories

ANT, 240, 241
AT (see Activity theory (AT))
comparison, theories, 244–246
distributed cognition (DCog), 242
situated action (SAct), 243
ST, 241

Hyperactivity symptoms, 338

I
Impact analysis, 64
Implementation, HIS, 220, 222, 223, 228

See also Actor network theory (ANT)
Independent variables, 60–62
InfoLinks, 176, 177
InfoProviders, 176, 177
Information and communication technology 

(ICT), 313, 314, 318–320, 391, 398
Information asymmetry, 324
Information communication technologies 

(ICT), 79, 127, 128, 186, 187,  
196, 325

healthcare network-centric operations, 
330–332

KM (see Knowledge management (KM))
physician decision-making support, 323

Information management
aims, 130
blood glucose readings, 131
blood monitoring processes, 131
continued information sharing, 133
daily glucose readings, 131
feedback, to patient, 133
patient glucose readings, 131
project team, 130
real-time information exchange, 133
system-based development, 130

Information systems (IS)
and ADHD attributes, 349
AT, 193, 194
case study (CS) methodology, 433, 434
CM developments (see Chinese  

medicine (CM))
design science (DS) methodology, 434
developments, CM, 430, 431 (see 

Executive function (EF))
and EF ability, 350
external factors, 348
family members, 348
health care

care delivery, 142
e-health, 143
investments, 143
IS/IT applications, 143–145
IT spending, by industry in 2014-2015, 

142, 143
on macro level, initiatives, 143
patient outcomes, 142
spending, on software, 143
structures, e-health initiatives, 143
use of, 142

participants, 347
Information systems/information technology 

(IS/IT), 19
Information technology (IT)

challenges, 235
CM developments (see Chinese medicine 

(CM))
design science (DS) methodology, 434
developments, CM, 430, 431
health care

capital, types of, 146
categories, 146
clinical IS/IT neglected, 147
components, 146
contradictory results, 147

Index



453

delivery, 145
‘health information technology 

capacity’ and quality of care, 146
limitations, 145
medical information technology capital, 

146
sociotechnical perspective, 147
structural equation modelling, 146
system specificity, 146

limitations, 141
opportunities and trends, 235

Innovation
in health care, 4
low user acceptance and high failure rates, 

4
ongoing EMRs research, 8
Rigor Cycle, 14

Inquiring systems
Hegelian, 432
Kantian, 432
Leibnizian, 432
Lockean, 432
Singerian, 432
for WM, 433

Inscription, ANT, 226
Integrated care system

advantages, 423, 424
authorized access to data, 424
continuous monitoring, 425
information accuracy for patient-generated 

data, 424
security and control, 424

Integrating health records
caregiver, role of, 415
chronic diseases, 415
education, 415
mobile applications (mApp), 416

Intellectual properties (IP) assets, 38
Interoperability, 20, 23, 24, 26
IS/IT governance

accountability and responsibility, 38
board-related issues, 39
business processes, 39
business value, 37
CFO, 44
clinical and business domains, 45
collection and analysis, 42–43
Corporate Governance of IT, 38
criteria, 44
CSF, 39
domains, 39
factors affect, 51
healthcare contexts, 37

HICSS, 38
in healthcare model, 51
industries, 40
IT projects, failure of, 45
IT Steering Committee, 44
IT-enabled solutions, 37
people factors, 46–47
PMO, 43
PRINCE2, 43
process factors, 44, 47
research methodology, 41
research objectives and questions, 40–41
research strategy, 41–42
robust IT governance, requirements, 49
technology factors, 47–48
value and business value, 40

K
Knowledge discovery in databases (KDD), 

328
Knowledge management (KM)

activities and challenges, 378
architecture and characteristics, 435
Boyd OODA Loop, 328, 329
characterization, 377
collaborative and quality patient care, 378
context, 377, 380
cross-boundary clinical decision support, 

376
data and knowledge sources, 435
data base, designed, 315
data collection, 316
decision-making, health care, 387
definitions, 314
description, 325
EBP, 375
echnology-driven perspective, 328
efficiency and efficacy, of clinicians daily 

operations, 316
for health care, 315
goal, 377
“gold standard” status, 375
Hegelian and Kantian inquiring  

systems, 436
human-computer interaction, 377
ICT applications, 325
infrastructure services, 435
integrated approach, 387
integration services, 435
interorganizational activities, 314
interorganizational knowledge flow, 315
KDD process, 328

Index



454

Knowledge management (KM) (cont.)
knowledge capture/creation,  

process of, 377
knowledge services, 435
“knowledge-in-practice-in-context”, 376
people centric and technology centric 

approaches, 325
personalisation, 435
PMS, 436
practice, concept of, 378, 379
practice theoretical perspective (see 

Practice theory)
primary drivers, 314
psychosocial and algorithmic theories, 326
research proposes, 436
Spender’s and Blackler’s respective 

frameworks, 327, 328
steps, 377
support and dissemination, 331–333
tools, techniques and tactics, 314
transformations, 327

L
Laboratory information systems (LIS), 144
LACE index, 67
Law enforcement, 58
Logistic regression (LR), 64
Low-cost intervention for disease control 

(LIFE) project, 8

M
Machine learning algorithms, 32–34
Medical devices, 7
Medical systems

bounded care-giving environments, 5
design components, 7
projects and artifacts, 7

Medicine, 356, 359
Medicine 2.0 application, 95
Mobile app, 316
Mobile applications (mApps)

EHR and HIS, 416
external information systems, 416
HIE, 416
privacy, 416

Mobile health (m-Health)
accessibility and availability, 397
applications, 187
business models, 397
data accuracy and information technology, 

33, 34
data inaccuracy, 32

defined, 397
income categories, 397
integral, 187
interventions, 187
mobile devices, 397
platforms, 187
services, 397
trials, 187

Mobile phone technology, 129
Mobile solutions, 130, 131, 135, 271, 272, 

275, 276, 278, 279

N
Network-centric health care

artificial intelligence and business 
analytics, 331

Boyd’s Loop stage, 331
Boyd’s OODA Loop, 329
domains, 329
grid architecture, 330
information and germane knowledge, 330
medical web portals and online databases, 

330
sensors, 331
smart portal elements, 331, 332

Neurodevelopmental disorder, 338
Nursing documentation (ND), 144

O
One-class one-network (OCON) neural 

networks, 362
Ontology, diabetes care, 83–87
Open coding process, 341
Open-ended questionnaires, 276
Order entry (OE), 144

P
Pagers, 185, 186
Patient management system (PMS), 428, 

433–437, 439
Patient Protection and Affordable Care Act, 

406
Patient-centric systems

AI, 355
ANNs (see Artificial neural networks 

(ANNs))
designing intelligent systems, 367
developing applications, 367
HMMs, 364–369
modern healthcare system, 355

Penalized regression analyses (PRA), 64

Index



455

People factors, 46–47
Personal health record (PHR), 417
Personally Controlled E-Health Records 

(PCEHR), 117, 118
described, 260
features, 260
macro level, 261
messo level, 261
micro level, 261
person-centric system, 260
task technology fit perspective, 263
Web 2.0, 261

Pervasive mobile solution, 78–79, 275, 276, 
278

Pervasive mobile technology, 274
Pervasive technology, 79, 83, 89
Pharmaceutical systems, 10
Pharmacy management system (PMS), 145
Physician documentation (PD), 145
Picture archive computerized systems (PACS), 

323
Positron emission tomography (PET), 361
Power/knowledge, 273, 274, 278–279
Practice theory

capturing practice-related knowledge, 381
challenges, 381
in clinical practices, 381
for collaborative knowledge management 

support, 379
context, role of, 380
goal, 381
KM systems, 382–383, 386
knowledge use and sharing, 380
modelling practice-related knowledge, 381, 

383–385
Practice-related knowledge, 381
Predictive analytics

empirical model building, 56
finance, 57–58
healthcare/healthcare analytics, 58
hospital readmissions, 55
insurance, 57
law enforcement, 58
patient-specific information, 56
preventive measures, 55
readmissions cost, 55 (see also Risk 

prediction models)
sales and marketing, 57
scheduled and unscheduled  

readmissions, 56
Problem Classification Scheme, 33
Problem identification and motivation, 105
Process factors, 47

Project management office  
(PMO), 43

ProstAsure index, 357

Q
Quadri-link cluster analysis, 104
Quadri-link model, 99, 100

R
Radial basis function neural networks 

(RBFNNs), 362
Radial-basis function (RBF) network, 357
Radiology information system  

(RIS), 145
Random forests (RF), 66
Randomized control trial (RCT), 81
Readmission period, 60
Readmissions

cost of, 55
hospital, 55
period, 60
prediction model, 59
scheduled and unscheduled, 56

Receiver operating characteristic  
(ROC) curve, 67

Recurrent neural networks (RNNs), 358
Regression analysis, 60, 62–64
Regulatory environment, 296
Relevance cycle, 14
Rigor cycle, 14
Risk prediction models

ANN, 66–67
applied methods, 63
C-statistics, 67, 68
DT, 65
independent variables, 60–62, 68
issues, 60
LACE algorithm, 67
LACE index, 67
object of investigation, 60
performance comparison, 68, 69
readmission period, 60
regression analysis, 62–64
retrospective studies, 59
RF, 66
sample size, 59
split ratio, 59
SVMs, 64–65
systematic analyses, 59

RiskViewBuilder, 180
RiskViewDirector, 180

Index



456

S
Secure connection (SSL), 423
Secure messaging, 190
Segment, 361–363
Selective coding process, 342
Self-monitoring

clinical trials, 276
diabetes care

computer-assisted telemedicine, 272
contemporary support, 272
GDM, 273

in management-control literature, 273
pervasive mobile technology solution, 274
as surveillance, 273

Serum electrophoresis, 358
Service archetype

concrete functional, 169
concrete requirements, 169
defined, 167
features for, 171, 179
functional requirements, 169
objective, 169
requirement derivation, 169, 170
target groups, 180
types, 170

ServiceCards, 172–174, 180, 182
Single-photon emission computer tomography 

(SPECT), 361
Situated action (SAct), 243
Skin prick testing (SPT), 312, 313
Smart phone health applications, 130, 135
Smartphone

usage, 163
Social media, 95–97, 105, 106
Social Question Answering (SQA) service

algorithms, 101
cluster analysis groups, 97
cluster similar answers, questions and 

users, 101
design and development, 106
design science, 96
Drugs.com question and answer site, 102
evaluation, 106
features, 98–100
health informatics, 96
healthcare SQA services, 95
individual behaviors, 95
keyword-based clustering, 97
objective, solution, 105
problem identification and motivation, 105
quadri-link cluster analysis, 96, 101
quadri-link model, 99, 100
samples, 103

sets of entities, 98
social media, 96
valuable knowledge repository, 95

Sociodemographic target group, 165, 167
Sociotechnical systems, 240, 242, 245
Split ratio, 59
“Standard care” protocols, 134
Standardization, 396
Structuration theory (ST)

abstraction, 241
in Australian healthcare IT transformation, 

206
duality of structure, 241
facility, 204
financial issues, 206
functionality, system, 202
goal of, 204
human and non-human relationships, 205
implementation and adoption, EHRs, 205
IT implementations, 207
lens of, 202
modalities, 204
re-form structure and human agency, 203
in social science research, 203
standards, social thinking, 203
in structuration theory, 203
structures, 241
systems, 241
user requirements, 202

Subjectification, 273, 274
Support vector machines (SVMs), 64–65
SWOT analysis, German and Australian 

e-health system
advantages and disadvantages, 119–121
applications, 119
implementation, 119
opportunities, 122–123
threats for, 123

T
Tailored interventions

classification, of requirements, 168, 169
concrete requirements, 168
implementation

data layer, 175, 176
logic layer, 177–179
presentation layer, 178–180

implemented service, 175
for mobile devices

abstraction, 173
design patterns, 173
feed, with ServiceCards, 172

Index



457

first external actor, 172
platform system architecture, 174
precontemplation and contemplation 

stage, 174
second external actor, 172
structure, software, 171
use case diagram, 171

non-functional requirements, 168
precontemplation stage, 174
prototype, 175
prototypical implementation, 171
software requirements, 168
solutions and impact, for consumers, 

180–182
type, of requirements, 168

Task technology fit (TTF), 252, 263
Australia (see Personally Controlled 

Electronic Health Record 
(PCEHR))

China
careful monitoring, 260
clinics, 258
Lujiazui community, 257
macro level, 258
messo level, 259
micro level, 259
organization, 257
resources and population pressure, 257
services, 258
system evolution and development 

process success, 260
training, 258
wireless technologies, 258

German e-healthcard, 255, 256
methodology, 253, 254
research framework, 253
South Africa

challenges, 263
diseases and healthcare issues, 263
district health information system 

(DHIS), 263
eHealth Strategy, 265
national health ministry, 263
primary healthcare (PHC) system, 263
strategic priorities, for 2012 to 2017, 

264
technology solutions, 265

US, 265
Technological readiness, 296, 297
Technology factors, 47–48
Technology-organisation-environment (TOE) 

framework
adoption stage initiation, 294
adoption-routinisation gap, 295

assimilation, 294
clinical and non-clinical medical 

professionals, 298
clinical outcomes, 294
components, 289, 290
cost-effective, 292
E-business innovation assimilation  

model, 290, 291
environmental context, 289
firm size, 290
firm size concept, 297
firms, 292
HIS assimilation stages, 295
IS/IT resources classification, 291, 292
managerial obstacles, 297
managerial obstacles’ factor, 290
methodology, 298–299
organisational IS/IT resources, 293
regulatory environment, 296
research framework, 293
technological readiness, 296, 297

“Technology solution” protocols, 134
Telemedicine, 113, 114, 127
Telemonitoring process, 421, 423
Theory of innovation assimilation

cultural differences, 289
defined, 287
healthcare personnel, 288
HIS implementation literature, 287
information system failure, 289
organisational issues, 287

Theory of knowledge management  
(KM), 314

Therac-25, 236
Three-cycle DSR method, 14, 15
Time series analyses, 64
Traditional Chinese medicine (TCM)\, 10
Training and technical support satisfaction, 

23–24
Translation, ANT, 226, 227
Transtheoretical model (TTM)

on staging algorithm, 165
processes of change, 167
service archetype, 167
sociodemographic target groups, 165
stages, 165

U
User satisfaction

comparison, 23
overall satisfaction, selected cases, 22
respondents, 22

User-centered design (UCD) approach, 79

Index



458

V
Value

and business value, 37, 40
description, 38
IS/IT health care, 40
IT investments, 38

Visiting medical officers (VMOs), 46

W
Web 2.0, 395, 396
Web portal, 316, 319
Web-based conceptual model, 276, 277
Web-based model, 79, 80, 131, 132
Western medicine (WM)

developments, 428

inquiring system, 433
integration, with CM, 428
IS/IT developments, 430
patient’s CM medical  

history, 437
patient’s medical history, 437
PMS, 437

Work practice
definition, 378
for collaborative knowledge  

management support, 379
for organizing tools, actors and  

resources, 379
theoretical perspective, 379

Working memory, 346
Writing memos, 342, 343

Index


	Dedication
	Foreword
	Preface
	Contents
	Part I: Research Design and Methodologies
	Chapter 1: Design Science Research Opportunities in Health Care
	1.1 Design Science Research Concepts
	1.2 Healthcare Challenges and Design Science Research
	1.3 A Survey of Recent DSR Projects in Health Care
	1.3.1 Medical Systems
	1.3.2 Clinical Protocols
	1.3.3 Medical Devices
	1.3.4 Electronic Medical Records (EMRs)
	1.3.5 Healthcare Data Analytics
	1.3.6 Healthcare Governance
	1.3.7 Healthcare Delivery Services
	1.3.8 Public Health and Preventive Care
	1.3.9 Pharmaceutical Systems
	1.3.10 Miscellaneous

	1.4 Healthcare Case Vignettes
	1.4.1 Vignette A: Sensors for Monitoring Blood Glucose
	1.4.2 Vignette B: Calorie Cruncher

	1.5 Discussion
	1.6 Conclusions
	References

	Chapter 2: Using a Survey Methodology to Measure User Satisfaction with Clinical Information Systems
	2.1 Introduction
	2.2 Methods
	2.3 Results
	2.3.1 CIS User Satisfaction
	2.3.2 Training and Technical Support Satisfaction

	2.4 Discussion
	2.5 Conclusion
	References

	Chapter 3: Application of Hermeneutics in Understanding New Emerging Technologies in Health Care: An Example from mHealth Case Study
	3.1 Introduction
	3.2 Hermeneutics
	3.3 An Example of Hermeneutics in an mHealth Case Study Research
	3.4 Conclusion
	References

	Chapter 4: IS/IT Governance in Health Care: An Integrative Model
	4.1 Introduction
	4.2 Literature Review
	4.2.1 IS/IT Governance
	4.2.2 Value and Business Value

	4.3 Research Objective and Research Questions
	4.4 Research Design and Methodology
	4.4.1 Research Methodology
	4.4.2 Research Strategy: Case Study
	4.4.3 Data Collection and Analysis

	4.5 Findings
	4.5.1 The IS/IT Governance Structure in Place
	4.5.2 The Impact of Adopting This IS/IT Governance Approach
	4.5.3 The Factors That Affect IS/IT Governance in Health Care
	4.5.3.1 People Factors
	4.5.3.2 Process Factors
	4.5.3.3 Technology Factors


	4.6 How to Build Robust IS/IT Governance Practices
	4.7 Discussion
	4.8 Conclusion
	References

	Chapter 5: Predictive Analytics in Health Care: Methods and Approaches to Identify the Risk of Readmission
	5.1 Introduction
	5.2 Background
	5.2.1 Predictive Analytics
	5.2.2 Application Areas
	5.2.2.1 Sales and Marketing
	5.2.2.2 Insurance
	5.2.2.3 Finance
	5.2.2.4 Law Enforcement
	5.2.2.5 Health Care


	5.3 Risk Prediction Models in Health Care
	5.3.1 Overview
	5.3.1.1 Sample Size
	5.3.1.2 Split Ratio
	5.3.1.3 Object of Investigation
	5.3.1.4 Readmission Period
	5.3.1.5 Independent Variables
	5.3.1.6 Issues

	5.3.2 Methods
	5.3.2.1 Regression Analysis
	5.3.2.2 Support Vector Machines (SVMs)
	5.3.2.3 Decision Trees (DT)
	5.3.2.4 Random Forests (RF)
	5.3.2.5 Artificial Neural Networks (ANN)

	5.3.3 Evaluation of Methods

	5.4 Discussion
	References

	Chapter 6: An Ontology for Capturing Pervasive Mobile Solution Benefits in Diabetes Care: Insights from a Longitudinal Multi-country Study
	6.1 Background
	6.1.1 Diabetes Care and the Importance of Self-Management
	6.1.2 Gestational Diabetes
	6.1.3 The Development of a Pervasive Mobile Solution

	6.2 Methods
	6.2.1 Data Collection Strategy

	6.3 Results
	6.3.1 Key Insights

	6.4 Discussion
	6.4.1 Ontology of Diabetes Care
	6.4.2 Interactions Among Dimensions of Diabetes Care
	6.4.3 Components of Diabetes Care

	6.5 Conclusion
	References

	Chapter 7: Clustering Questions in Healthcare Social Question Answering Based on Design Science Theory
	7.1 Introduction
	7.2 Literature Review
	7.3 Methodology
	7.4 Results
	7.5 Discussion
	7.6 Conclusion
	References

	Chapter 8: Using SWOT to Perform a Comparative Analysis of the German and Australian e-Health Systems
	8.1 Introduction
	8.2 Background
	8.2.1 Healthcare Systems in Germany and Australia
	8.2.2 e-Health

	8.3 Comparison of e-Health Systems
	8.3.1 e-Health in Germany
	8.3.1.1 Governmental and Policy Support
	8.3.1.2 Technology and Infrastructure
	8.3.1.3 User Access and Accessibility
	8.3.1.4 Key Challenges

	8.3.2 e-Health in Australia
	8.3.2.1 Governmental and Policy Support
	8.3.2.2 Technology and Infrastructure
	8.3.2.3 User Access and Accessibility
	8.3.2.4 Key Challenges


	8.4 SWOT Analysis
	8.4.1 Comparison of the Systems
	8.4.2 Strategies Derived from the SWOT Analysis

	8.5 Discussion and Conclusion
	References

	Chapter 9: The Advantages of Using a Two-Arm Crossover Study Design to Establish Proof of Concept of Technology Interventions: The Case of a Mobile Web-Based Reporting of Glucose Readings in the Management of Gestational Diabetes Mellitus (GDM)
	9.1 Introduction
	9.2 Prevalence of Diabetes
	9.3 The Management of Diabetes
	9.4 The Information and Support Model
	9.5 Methodology
	9.5.1 Anticipated Benefits and Potential Outcomes

	9.6 Initial Results
	9.7 Discussion and Conclusion
	References


	Part II: Sociotechnical Considerations
	Chapter 10: Modelling the Business Value of IT in Health Care: Technical and Sociotechnical Perspectives
	10.1 Introduction
	10.2 Literature Review
	10.2.1 Information Systems for Health Care
	10.2.2 The Business Value of IT in Health Care
	10.2.3 Value in Health Care

	10.3 The Business Value of IT in Healthcare Model
	10.3.1 Theoretical Underpinnings
	10.3.1.1 IT Portfolio
	10.3.1.2 The Enterprise of Healthcare Delivery

	10.3.2 Developing the Conceptual Framework
	10.3.2.1 Healthcare Ecosystem (Society)
	10.3.2.2 System Structure (Organisation)
	10.3.2.3 Delivery Operations (Processes)
	10.3.2.4 Clinical Practices (People)


	10.4 Summary
	References

	Chapter 11: Persuasive Technologies and Behavior Modification Through Technology: Design of a Mobile Application for Behavior Change
	11.1 Introduction
	11.2 Influencing User Behavior for Health and Fitness
	11.2.1 Technical Requirements for Tailored Interventions
	11.2.2 Defining Requirements for Services

	11.3 Prototypical Implementation of Tailored Interventions for Mobile Devices
	11.3.1 Software Design Pattern and Abstraction
	11.3.2 Implementation
	11.3.2.1 Data Layer
	11.3.2.2 Logic Layer
	11.3.2.3 Presentation Layer


	11.4 Solutions and Impact for Consumers
	References

	Chapter 12: Integrating Two Sociotechnical Theories to Develop a Suitable Analytic Framework to Assess the Development of a Hospital Secure Messaging and Communication Platform
	12.1 Introduction
	12.2 Study Background
	12.3 Methodology
	12.4 Theoretical Foundations of the Study
	12.4.1 Actor-Network Theory (ANT)
	12.4.1.1 Critique and Limitations of ANT

	12.4.2 Activity Theory (AT)
	12.4.2.1 Use of Activity Theory in Information Systems


	12.5 Conceptual Framework
	12.6 Conclusion and Recommendations
	References

	Chapter 13: Using Structuration Theory to Assist in Understanding the Implementation and Adoption of Health Information Systems
	13.1 Background
	13.2 Theoretical Foundations
	13.3 Structuration Theory (ST)
	13.4 The Structuration Theory Approach to Evaluate HIS
	13.5 Development, Adoption, Implementation and Diffusion of the HIS Technology
	13.6 Conceptual Framework
	13.7 Conclusion
	References

	Chapter 14: Actor-Network Theory to Assist in Understanding the Implementation and Adoption of Health Information Systems
	14.1 Background
	14.2 Actor-Network Theory (ANT)
	14.3 Key Concepts of ANT
	14.4 Actor Networks
	14.5 Three Stages of ANT
	14.6 The Actor-Network Theory Approach to Evaluate HIS
	14.7 Critique and Limitations of ANT
	14.8 Conclusion
	References

	Chapter 15: Activity Theory: A Comparison of HCI Theories for the Analysis of Healthcare Technology
	15.1 Introduction
	15.2 Methodology
	15.3 Activity Theory
	15.3.1 Evolution of Activity Theory
	15.3.2 Contradictions in Activity Theory
	15.3.3 Principles of Activity Theory

	15.4 Other Human–Computer Interaction Theories
	15.4.1 Actor-Network Theory
	15.4.2 Structuration Theory
	15.4.3 Distributed Cognition
	15.4.4 Situated Action

	15.5 Comparison of HCI Theories
	15.5.1 Relevance of Theories
	15.5.2 Final Comparison of HCI Theories

	15.6 Discussion
	15.7 Conclusion
	References

	Chapter 16: Fit-Viability Model Examination of e-Health Solutions
	16.1 Introduction
	16.2 Development of an Appropriate Conceptual Framework: The Fit-Viability Model
	16.3 Task-Technology Fit
	16.3.1 Viability
	16.3.2 Proposed Framework
	16.3.3 Methodology
	16.3.3.1 Case Vignettes

	16.3.4 The German e-Healthcard
	16.3.5 China�
	16.3.6 Macro
	16.3.7 Messo
	16.3.8 Micro
	16.3.9 Task-Technology Fit

	16.4 Australia: The Personally Controlled Electronic Health Record (PCEHR) or MyHealth Record
	16.4.1 Macro
	16.4.2 Messo
	16.4.3 Micro
	16.4.4 Task-Technology Fit
	16.4.5 South Africa

	16.5 US: Cleveland Clinic
	16.6 Discussion
	16.7 Conclusion
	References

	Chapter 17: Using Foucault to Understand Self-Monitoring in Chronic Disease Management
	17.1 Introduction
	17.2 Background
	17.3 Diabetes Care and the Importance of Self-Management
	17.3.1 Gestational Diabetes

	17.4 Foucault and Self-Monitoring
	17.5 Methodology
	17.5.1 The Proffered Mobile Solution
	17.5.2 Research Design
	17.5.3 Data Collection

	17.6 Summary of the Clinical Findings
	17.7 Discussion
	17.8 Conclusions
	References

	Chapter 18: Healthcare Information Systems (HIS) Assimilation Theory
	18.1 Introduction
	18.2 Literature Review
	18.2.1 Diffusion of Innovation Theory
	18.2.2 Theory of Innovation Assimilation
	18.2.3 Technology-Organisation-Environment (TOE) Framework
	18.2.4 IS/IT Resources in Resource-Based View
	18.2.5 The Technology-Organisation-Environment (TOE) Context
	18.2.5.1 Regulatory Environment
	18.2.5.2 Technology Readiness
	18.2.5.3 Firm Size and Managerial Obstacle

	18.2.6 Summary and Significance of Study Based on the Literature

	18.3 Methodology
	18.4 The HIS Assimilation Model
	18.5 Conclusion
	References


	Part III: Specific Solutions and the Principles of Knowledge Management
	Chapter 19: Knowledge Management to Address Real Healthcare Needs: The Case of Allergy Care in Australia
	19.1 Introduction
	19.2 Research Aim and Question
	19.3 The Approach of Knowledge Management
	19.3.1 Knowledge Management for Health Care
	19.3.2 The Application of Knowledge Management on This Study

	19.4 The Proposed System
	19.5 Methodology and Research Design
	19.5.1 Settings and Participants
	19.5.2 Data Collection Plan and Techniques

	19.6 Results to Date and Discussion
	19.7 Conclusion
	References

	Chapter 20: Embracing the Principles of Knowledge Management to Structure a Superior IT Healthcare Paradigm
	20.1 Introduction
	20.2 Process-Oriented Knowledge Generation
	20.3 Network-Centric Healthcare Operations
	20.4 ICT Use in Healthcare Network-Centric Operations
	20.5 Knowledge Development, Support, and Dissemination
	20.6 Discussion and Conclusion
	References

	Chapter 21: The Impact of Impaired Executive Functions of ADHD Adults on the Use of IS: Psychologists’ Perceptions
	21.1 Introduction
	21.2 Methodology
	21.2.1 Data Gathering and Coding
	21.2.2 Open Coding
	21.2.3 Axial Coding
	21.2.4 Selective Coding
	21.2.5 Memo

	21.3 Findings
	21.3.1 Patient Factors Influencing IS Usability
	21.3.1.1 EF Ability Factors
	Planning and Management
	Attention

	Emotional Control
	Working Memory
	Self-Regulation and Motivation

	21.3.1.2 Clinicians Supervision and Mentoring


	21.4 External Factors Influencing Use of Assistive Technology
	21.4.1 Family Member Support
	21.4.2 Educator Interaction and Awareness

	21.5 Discussion
	21.6 Conclusion
	References

	Chapter 22: The Development of Intelligent Patient-Centric Systems for Health Care
	22.1 Introduction
	22.2 Artificial Neural Networks
	22.2.1 Artificial Neural Networks for Diagnosis
	22.2.2 Assistive EEG Analysis
	22.2.3 Imaging Towards a Patient-Centric Medium
	22.2.4 Towards Assistive Drug Administration and Patient Care

	22.3 Hidden Markov Models in Patient-Centric Analysis
	22.4 Conclusions: Challenges in Developing Intelligent Patient-Centric Systems
	References

	Chapter 23: Applying the Practice Theoretical Perspective to Healthcare Knowledge Management
	23.1 Introduction
	23.2 Practices, Context and Healthcare Knowledge Management
	23.2.1 Healthcare Knowledge Management
	23.2.2 The Concept of Practice
	23.2.3 The Role of Context

	23.3 Applying the Practice Theoretical Perspective
	23.3.1 Capturing Practice-Related Knowledge
	23.3.2 Modelling Practice-Related Knowledge
	23.3.3 Designing and Evaluating KM Systems Based on the Practice Theoretical Perspective

	23.4 Discussion and Concluding Remarks
	References

	Chapter 24: Contemporary Developments in e-Health
	24.1 Introduction
	24.2 Electronic Health Records (EHRs)
	24.3 Using Blockchain Technology for EHR Management
	24.4 Health Education
	24.5 Standardization
	24.6 m-Health
	24.7 Conclusion and Future Research
	References

	Chapter 25: A Systematic Framework to Assess EMRs and EHRs
	25.1 Background
	25.2 EMR History
	25.2.1 Problems in EMR/EHR

	25.3 Most Popular EMR/EHR Systems
	25.3.1 Epic
	25.3.2 eClinicalWorks EHR Suite
	25.3.3 Allscripts
	25.3.4 Practice Fusion
	25.3.5 NextGen Healthcare

	25.4 EMR/EHR Rubric Systems
	References

	Chapter 26: Integrating Hospital Records and Home Monitoring by mHealth Apps
	26.1 Introduction
	26.2 Background
	26.3 Theoric Conceptual Model for the Integration
	26.4 Exemplary Implementation of the Theoric Model
	26.5 Model Discussion
	26.5.1 Major Advantages
	26.5.2 Critical Issues

	26.6 Future Trends
	26.7 Conclusions
	References

	Chapter 27: An Investigation on Integrating Eastern and Western Medicine with Informatics
	27.1 Introduction
	27.2 Problems and Challenges of CM Developments
	27.2.1 Different Regulations and Standards
	27.2.2 CM IS/IT Developments and Challenges
	27.2.3 Inquiring Systems
	27.2.4 Inquiring System for WM

	27.3 Methodology
	27.3.1 Case Study (CS)
	27.3.2 Design Science (DS)
	27.3.3 Data Collection and Analysis

	27.4 Preliminary Results
	27.4.1 CM IS/IT Development Design
	27.4.2 Preliminary/Expected Results

	27.5 Discussion
	27.6 Research Contribution and Future Development
	References


	Epilogue
	Index

