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Preface

This book contains the proceedings of the symposium “CFD Modeling and
Simulation in Materials Processing” held at the TMS 2018 Annual Meeting &
Exhibition in Phoenix, Arizona, USA, March 11–15, 2018.

This symposium dealt with computational fluid dynamics (CFD) modeling and
simulation of engineering processes. The papers published in this book were
requested from researchers and engineers involved in the modeling of multiscale
and multiphase phenomena in material processing systems.

The symposium focused on the CFD modeling and simulation of the following
processes: Additive Manufacturing (Selective Laser Melting and Laser Powder Bed
Fusion); Gas Atomization, Iron and Steelmaking (Continuous Casting, Blown
Converter, Reheating Furnace, and Ladle Metallurgical Furnace); Submerged Arc
Furnaces; Electrokinetic Deposition; Core Injection Molding; Evaporation of
Metals; Friction Stir Welding; Ingot Casting; High Pressure Die Casting; and
Casting and Solidification with Electromagnetic Field Interaction.

The symposium also covered applications of CFD to engineering processes and
demonstrated how CFD can help scientists and engineers to better understand the
fundamentals of engineering processes.

On behalf of all symposium organizers
and participants,
Laurentiu Nastac
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Part I
Casting and Solidification: I



Numerical Simulation on Solidification
Structure of 30Cr2Ni4MoV Steel Under
Different Temperature Gradient Using
Procast Software

Zheng Chen and Jieyu Zhang

Abstract The 30Cr2Ni4MoV steel is used to fabricate rotors for the nuclear
industry. It required a high grade of the grain size. For the regular grain growth
during solidification process under different thermal conditions, a study was per-
formed to simulate the grain structure in different zones in heavy ingot. Based on
the café module in procast software, a numerical simulation was conducted. The
simulation results show that if the parameters a2 and a3 are set to 8.9 � 10−6 and
4.5 � 10−6, respectively, then the simulation results are fit to the experimental
results. The numerical simulations provides data on the grain morphology and the
ratio of the columnar and equaixed areas. The numerical results are useful as the
grain structure in heavy ingots can be revealed.

Keywords 30Cr2Ni4MoV steel � Heavy ingot � Procast software
Grain structure

The quality of a heavy steel ingot is determined by the raw materials used to forge
the ingot and the solidification process [1]. Due to its good balance of strength,
toughness, and wear resistance, 30Cr2Ni4MoV ultra-super-critical rotor steel
(American grade: 3.5 Ni-Cr-Mo-V) is widely used to produce turbine rotors and
disks for ultra-super-critical (USC) generation units [2]. Among factors affecting the
properties of heavy steel ingots, the coarse grain structure and shrinkage porosity
are the most significant because these two factors are strongly connected to the
formation of macro-segregation and inclusions. The final properties of the ingot are
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related to the grain size of the material. Many of defects are difficult to eliminate
during forging or heat treatment. Hence, the grains should be refined and homog-
enized during solidification with the use of casting modeling software. However, it
is difficult to establish a nucleation and growth model to predict grain structure.

Many experiments have been performed to study he behavior of 30Cr2Ni4MoV
rotor steels [3–6], and several studies have attempted to understand the mechanism
of CET (columnar to equiaxed transition) during the solidification process.
However, the grain growth process is complex due to the large solidification times
required for large ingots. Furthermore, the large latent heat causes the cooling rate
to be very slow, which has a significant effect on grain growth.

Several methods have been proposed to study the solidification process in heavy
ingots. Combeau et al. [7] accounted for the motion of dendritic and globular grains
and performed computations using a fixed solid phase. Subsequently, they analyzed
the solidification and macro-segregation formation due to grain motion and flow in
the inter-dendritic liquid. Wu et al. [8–10] studied the influence of nucleation and
melt convection on grain microstructure using a modified volume-averaged
equiaxed solidification model. Li et al. [11] analyzed the fully dissected and
etched longitudinal sections of heavy ingots with different sizes and proposed that
the flotation of oxide-based inclusions drives segregation. Shen et al. [12] predicted
the carbon distributions and variations in both the tundish and the mold of a 292 t
steel ingot. Gäumann et al. [13] developed the nucleation model ahead of the
advancing interface in directional solidification.

Although the abovementioned methods have significantly enhanced our under-
standing of grain growth during the solidification processes of heavy ingots, one
problem remains. While the classical macro-segregation theories have been developed
based on the observation grain microstructure in bisected heavy ingots [14], individual
heavy ingots differ, even when produced under the same manufacturing conditions.
Therefore, variations in quality are inevitable, affecting the cost and time for pro-
duction. Gu et al. [15] numerically simulated the melt convection and macrosegre-
gation in casting of a large steel ingot. During the alloy solidification of heavy ingot,
Pardeshi et al. [16] presented the modeling of convection and macrosegregation
through appropriate consideration of multiphase and multiscale phenomena.

Numerical models have been proposed to model the nucleation and growth of
dendritic grains from the liquid phase. Wu et al. [17] presented a volume-averaging
multiphase solidification model that account for mixed columnar-equiaxed solidi-
fication and their influence on macrostructure and macrosegregation. The algorithms
used in these models were validated for simple thermal situations by comparing the
predicted grain shapes with those obtained from analytical models. Rappaz [18]
summarized the basic concepts of macroscopic and microscopic phenomena which
occur during any solidification process, such as mould filling, fluid flow,
macrosegregation and thermal stresses. However, for heavy ingots, the large model
size restricts the modeling of grain growth. Moreover, the meshes used to simulate
the thermal and flow fields in the numerical models were too large to simulate the
growth of small grains. Until now, small computer capacity has prevented the
simultaneous simulation of thermal and flow fields and grain growth for large ingots.

4 Z. Chen and J. Zhang



A numerical model for the flow and thermal field during solidification process
can be used to predict the temperature distribution and cooling curves [19]. Zhai
et al. studied the predicted porosity during heavy ingot solidification and solidifi-
cation structure under different cooling rate conditions, measured the second den-
dritic arm spacing (SDAS) to fit the relationship between SDAS and cooling rate.

In this study, the cast structures for different cooling rates were simulated using
different temperature conditions and using CAFÉ module in software Procast. The
simulation model of the casting process considered the effect of temperature field,
the undercooling and anisotropy with solute diffusion controlled model. Several
simulation parameters were varied to attain an acceptable comparison with
experimental results.

Experimental

The chemical composition of the ingot is listed in Table 1.
The thermal gradient during ingot solidification was considered. First, the

thermal and flow fields during the heavy ingot solidification process were numer-
ically simulated using the Procast software package to predict the cooling curve
along the centerline of the heavy ingot. The size of the 22 ton heavy ingot was that
considered in [20]. The following assumptions were made in the model: (1) the free
surface rises steadily as the top pouring liquid is evenly distributed to simulate the
smooth filling process; (2) the solute effect is ignored; and (3) the convection is
driven only by thermal buoyancy. The filling time was considered to be negligible,
and the initial temperatures of the ingot and mold were set at 1550 and 800 °C,
respectively. The thermal simulation zone was limited to an ingot height of
1100 mm. The cooling considerations were obtained at several locations-from the
center to the surface of the ingot. The temperature curves corresponding to every
150 mm from the center to the outer surface of the heavy ingot were plotted in
Fig. 1a. It’s shown that the temperature difference between line-0 and line-150 is
smaller than that between line-300 and line-450 in the Fig. 1a. The thermal gra-
dients corresponding to these cooling curves of every 150 mm distance are shown
in Fig. 1b.

To obtain experimental data on thermal gradients, a 20 kg steel ingot was melted
under vacuum. The dimension of these ingots were 100 � 150 � 180 mm. These
ingots represented the cases for cooling rate of 8–10 °C/min. From ingot “a” to the
ingot “d” in the Fig. 2, ingots represent the slow cooling condition in the 22-ton

Table 1 The element content of low pressure rotor 30Cr2Ni4MoV steel

Element C Si Mn S P Cr Ni Mo V

Content
(weight %)

0.28 0.38 0.25 0.017 0.019 1.63 3.34 0.49 0.094

Numerical Simulation on Solidification Structure … 5



heavy ingot. After solidification, the ingot was cut along the axle plane and
machined by milling. The milled surface was then prepared for metallurgical anal-
ysis using several grinding and polishing steps. The surface was etched by dilute
nitric acid to reveal the microstructure of the ingot. Figure 2 shows the experimental
results, whose sectioned surface and the magnified centerline shrinkage porosity as
well as the macro-examination of the etched ingot.

Numerical Simulation Results

For the simulation of the controlled experiments, several parameters were used in
the Procast software 2011. The number of cells and nodes in the mold mesh was
149,752 and 31,458, respectively. The heat transfer coefficient between the ingot
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Fig. 1 Temperature and thermal gradients as a function of time. a Temperature at 4 locations the
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gradients for 150 mm domain distances from the center
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Fig. 2 The experimental results for different cooling conditions showing the equaixed zone
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and mold was 200 W/(m2�K). At the bottom surface, the heat transfer coefficient
between the ingot and mold bottom was 500 W/(m2�K). The initial temperature of
the liquid steel was considered to be 1550 °C.

The Gibbs-Thompson coefficient C was taken to be 3 � 10−7 m�K and the other
parameters used in the numerical simulation process are shown in the Table 2.

When the temperature field simulation completed, the café module in the Procast
software was used to calculate the grain growth. For the microstructure simulation,
KGT model was used the two parameters a2 = 8.9 � 10−6 and a3 = 4.5 � 10−6. In
the Fig. 3, different colors represent different crystallographic orientations, and the
dotted line is differentiates the equiaxial crystal region. It is shown that the pre-
diction of equaixed grain zone is in good agreement with the experimental result
shown in Fig. 2.

Conclusions

This study aimed to simulate the solidification structure under different thermal
gradient conditions and compared the model simulation results with the experi-
mental results. By simulating the grain structure under different thermal gradient
conditions, it is found that the appropriate set of a2 and a3 parameters in the
solidification model are a2 = 8.9 � 10−6 and a3 = 4.5 � 10−6.

Table 2 The growth parameters used in microstructure simulations

Parameter ns,max DTs,max DTs,r nv,max DTv,max DTv,r
Value 5 � 107 0.5 0.1 7 � 108 2.5 1

(a) 1# (b) 2# (c) 3# (d) 4#

Equiaxed Equiaxed Equiaxed
Equiaxed

Fig. 3 The microstructure simulation results in different thermal conditions

Numerical Simulation on Solidification Structure … 7
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Influence of Coil Configuration on Flow
Characteristics in Electromagnetic
Solidification Systems

Gregory M. Poole and Laurentiu Nastac

Abstract This paper examines the role of new coil configurations on the stirring of
an aluminum alloy in electromagnetic solidification processes. The model presented
describing the fluid flow phenomena is based on a dual-zone description of the
solidifying region, with coherency occurring at very low solid fraction, and
accounts for damping of turbulence due to phase change within the control volume.
Calculations were performed for Al 3104 alloy placed within a six-turn coil of
various turn configurations. In comparison to previous work, it was found that the
turn configurations do not have as strong of an effect as that of coil translation along
the long axis of the casting. The implications with regards to solidification behavior
will be discussed.

Keywords Solidification � Electromagnetic stirring � Coil design
Turbulence

Introduction

Electromagnetic (EM) stirring technologies have found extensive use in solidifi-
cation processing as a means to produce fine-grained structure castings and promote
the early occurrence of the columnar-to-equiaxed transition [1, 2]. The flow serves
as a means to homogenize the temperature field within the melt [3], which
encourages uniform growth kinetics, and to rapidly dissipate the superheat, pro-
moting nucleation [4]. The nucleation potential is further increased due to the flow
increasing fragmentation of the secondary dendrite arms [3, 5, 6]. This makes clear
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the necessity of understanding the flow characteristics, and by corollary the EM
field as well, in order to control the grain structure of cast alloys. The flow behavior
in EM solidification systems is generally controlled by both: (1) The type of
magnetic field applied (e.g., stationary [4, 7, 8], traveling [5, 9], or rotating mag-
netic fields [10]); and (2) The coil configuration and positioning [11–14].

During past decades, extensive work by investigators such as El-Kaddah [9, 15],
Evans [16, 17], and Szekely [18], have fostered a reasonably good understanding of
the key flow phenomena within EM stirred melts. Their models for single-phase
flow involve the solution of the Maxwell equations for the electromagnetic field and
the Navier-Stokes equations for the velocity field, with supplementary relations to
describe the turbulent characteristics. However, implementation of this approach is
complicated by the presence of two-phase flow in solidification systems.

Recently, the authors and El-Kaddah [19–21] have proposed a new dual-zone
solidification model for EM-stirred flows. This model includes solution of the EM
field using the coil geometry and operating conditions as fundamental inputs, and
also accounts for the damping of the flow in the two-phase region due to interac-
tions between the turbulent eddies and growing solid phase. This model was used to
investigate influence of coil position [20] and the influence of adjacent conducting
media [21], both of which were shown to greatly modify the flow field and tem-
perature gradients within the melt. In this paper, we shall continue this investigation
by examining two new coil geometries on the flow patterns and intensities within
the melt.

Model Formulation

The mutual inductance technique was used to solve for the EM field characteristics.
A detailed description may be found in Ref. [22]. In essence, the melt and sur-
rounding conducting domains are divided into elementary circuits, with each
assumed to possess constant current density. The current density in each loop may
be described in terms of the contributions of all the other circuits by

I
J:dli ¼ �jxr

Xmetal
m¼1

Mi;m J � Sð Þm þ
Xshields
c¼1

Mi;c J � Sð Þc þ
Xcoil
k¼1

Mi;kIk

" #
ð1Þ

where

Mi;k ¼ l0
4p

ZZ
� dlk � dli

r0
ð2Þ

is the mutual inductance. This leads to a linear system of equations; after a solution
is obtained via Choleski factorization, the magnetic field, B, Joule heating, Sem, and
Lorentz force, Fem, may be respectively obtained by:
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B ¼ �r� J
jxr

ð3Þ

Sem ¼ 1
2
Re

J � J�
r

� �
ð4Þ

Fem ¼ 1
2
Re J� � Bð Þ ð5Þ

Heat Transfer

Assuming a linear variation of solid fraction with respect to temperature in the
mushy region, the heat conservation equation including phase change is given by

qC� @T
@t

þ u � rT

� �
¼ r � k�rTð Þþ Sem ð6Þ

where

C� ¼
cp;l T � TL

cp;s þ L
TL�TS

TS\T\TL
cp;s T � TL

8<
: ð7Þ

is the effective specific heat, and

k� ¼
kl þ ltcp;l

PT
T � TL

1� fSð Þkl þ fSks TS � T\TL
ks T � TS

8<
: ð8Þ

is the effective thermal conductivity, which includes turbulent effects, and q is the
density.

Fluid Flow

The flow in the bulk liquid and mushy region is governed by the incompressible
Navier-Stokes and continuity equations, given respectively as:

r � u¼ 0 ð9Þ

Influence of Coil Configuration on Flow Characteristics … 11



q
@u
@t

þ qu � ru ¼ �rPþr � l ruþruT
� �� �þ k Fem þFdð Þ � l�

K
u� usð Þ

ð10Þ

where k is a switch parameter to distinguish between the suspended and fixed
particle regions, and Fd is the damping force due to turbulent interactions with the
crystallites in the suspended particle region, given by

Fd ¼
2 1� f 2L
� � ffiffiffiffiffi

cd
p

qk

Dg 1� 6 1�fLð Þ
pb

� �1=3
� � êj ð11Þ

where Dg is the final grain size, k is the turbulent kinetic energy given by the
low-Re model of Jones and Launder [23]. The viscosity, l, is given as the sum of
the laminar and turbulent components, with the laminar viscosity in the suspended
particle region being determined from the expression by Thomas [24] for the
rheological properties of suspensions.

Results and Discussion

Calculations were performed for the unidirectional solidification of 3104 Aluminum
alloy in a bottom chill mold. The alloy properties are those given in Ref. [25]. The
boundary conditions at the periphery of the casting were insulating ones with the
exception of the bottom chill, whose heat transfer coefficient was held constant at
300 W/m2�K. Stirring was accomplished using a coil current of 200 A rms and
frequency of 500 Hz. Both the height and diameter of the casting were 80 mm, and
the various coil configurations are shown in Fig. 1a–d. These configurations
include: A coil in which all the turns are aligned vertically (straight coil), analogous
to those found in previous works (Fig. 1a) [19–21]; Shifting of the bottom two
turns to form a second row behind the remaining four turns (Fig. 1b); and for
Fig. 1c, d stacking the turns in right and equilateral triangles, respectively. In each
case, the innermost coils, each with a diameter of 8 mm, were placed at a distance
of 65 mm from the centerline, and the top turns were aligned with the free surface
of the casting. The crystallites were assumed to be approximately spherical
(b = 0.954), corresponding to a coherency solid fraction of 0.5, and have a char-
acteristic grain size of 200 microns. The pour temperature was 675 °C.
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Figure 2a–d show the initial computed velocity profiles for each case corre-
sponding to each respective coil configuration shown in Fig. 1. As seen in these
figures, the characteristic velocity for all cases was on the order of 150 mm/s. This
is expected given the identical operating conditions of the coil. However, it is

Fig. 1 Coil configurations considered in this study: a Straight coil; b 4 + 2 coil; c 45° stacked
coil; d 60° stacked coil

Influence of Coil Configuration on Flow Characteristics … 13



observed that the sizes of the upper and lower flow loops are modified as more of
the turns are shifted upwards. From an earlier work by the authors [26], it was
shown that the flow reverses when the rotational component of the Lorentz force,
which drives the flow, changes sign. This is demonstrated in the corresponding
plots of curl (Fem) in Fig. 3. It is important to note that the shifts of zero contour of
the curl observed in the stacked coil configurations are marginal compared to that of
the 4 + 2 coil. This is attributed to the magnitude of the forces being inversely
proportional to |r − r′|2. It can be concluded that manipulation of the flow pattern is
not effectively accomplished through the rearrangement of the coil, but by com-
parison to the literature it is clear that such alteration of the flow is best accom-
plished through translation of the coil along the z axis [20].

While the flow pattern is largely invariant with respect to the coil configurations
shown, it was found that the flow intensity is more greatly affected by the coil

Fig. 2 Initial computed flow profiles corresponding to the coil configurations shown in Fig. 1
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configuration. For the straight coil (Fig. 2a), the maximum velocity near the outer
radius approaches 180 mm/s; however, this velocity drops to 160 mm/s for the
4 + 2 configuration and decreases even further to *70 mm/s for the stacked
configurations. As a result, the heat generated via electrical energy dissipation is not
advected as effectively throughout the casting, which would slow down the rate of
solidification as seen in Fig. 4. Furthermore, it is seen that solidification is more
rapid with the 45° stacked configuration (Fig. 4c) than that of the 60° case. This is
explained by the 2nd and 3rd coil rows coupling less with the casting, which in turn
leads to decreased Joule heating. Further investigation of solidification behavior
with the inverted 45° coil configuration (i.e., shifting the 2nd and 3rd rows down
instead of up) is warranted, as it would be expected that the solidification time
would be larger than either cases C or D.

Fig. 3 Rotational component of the Lorentz Force (N/m4) for each coil configuration
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Conclusions

This effect of coil configuration on the solidification behavior was investigated via
simulation. The model used a dual-zone formulation for the solid fraction and
incorporating the effect of turbulent damping by the crystallites. Computed results
showed that the changes in coil configuration did not significantly influence the
flow pattern, particularly for the stacked coil configurations. On the other hand, the
coil configuration did have an effect on the flow intensity, which in turn affected the
solidification rate within the casting. This confirms that coil configuration, along
with coil position and operating conditions, must be considered when designing an
EM solidification system.

Fig. 4 Solid fraction profiles within the casting after 200 s for each coil configuration
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Effect of Hook Formation During Initial
Solidification on Distribution
of Subsurface Inclusions in Ultralow
Carbon Steel Slabs

Pengcheng Xiao, Jingyi Zhou, Liguang Zhu, Caijun Zhang and Yi Liu

Abstract Entrapment of macro-inclusions under the shell surface would lead to the
surface quality of final steel products, which is closely related to the formation of
oscillation mark hooks during the initial shell solidification. In this study, the
distribution of inclusions at different depths beneath the shell surface was analyzed
by auto-SEM. Water simulations and particle image velocimetry (PIV) measure-
ments were conducted to reveal the mechanism of inclusions captured by hooks.
The results shown that the inclusions were maximizing at 1 mm depth from the slab
surface. Three kinds of inclusion movements in hook region were found: being
captured by the meniscus; being captured below the meniscus; and some of cap-
tured inclusions returned to liquid steel. Most of the inclusions were captured near
the meniscus which might lead to the highest inclusion amount near the surface of
slab. Additionally, the number of inclusions captured by hooks would be reduced
with increasing the casting speed.

Keywords IF steel � Surface layer inclusions � Hooks

Introduction

The ultralow carbon (ULC) steel are widely used for skin panels in automotive
sheet applications, and their deep drawing properties and surface quality require-
ments are very strict [1, 2]. Non-metallic inclusions are known to be primarily
responsible for the sliver defects in cold rolled steel sheets. In order to guarantee the
quality of ULC steel sheets, many enterprises carry out the flame cleaning and
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grinding treatment for continuous casting (CC) slab, which leads to higher cost and
lower efficiency of IF products. Entrapment of macro-inclusions under the shell
surface, which is closely related to the formation of oscillation mark hooks during
initial shell solidification, would have a negative influence on the surface quality of
final steel products. Subsurface hook formation during initial solidification in the
CC mold was studied intensively by Thomas et al. [3, 4] and hold the view that
hooks degrades the quality of steel slabs owing to the associated entrapment of
argon bubbles and non-metallic inclusions. In addition, Kumar et al. [5] determined
the overall distribution of entrapped macro inclusions across the slab thickness and
found that the inclusions was maximum at the surface and went on decreasing up to
12 mm slab depth. Wang et al. [6] tested subsurface inclusions in deep-drawing
steel slabs and also found that subsurface macro-inclusions are closely related to the
hook structure. However, there is not enough research on the process of inclusion
captured by hooks. Therefore, it is necessary to study the effect mechanism of
hooks on distribution of subsurface inclusions in ultralow carbon steel slabs.

In this study, the distribution of inclusions at different depths beneath the CC
slab surface was analyzed by auto-SEM. To reveal the mechanism of inclusions
captured by hooks, water simulations model were designed. Particle image
velocimetry (PIV) measurements were conducted as well.

Methodology

Inclusion Statistics

Three slab sections at different casting length were cut by flame. The sizes of slab
sections are 300 � 1180 � 200 mm (length � width � thickness). The slab sec-
tions were cast in the basically same parameters, whose temperature in the tundish
is 1555 °C and casting speed is 1.4 m/min. Sixteen samples were cut at different
depths beneath the wide face and narrow face of the slab separately at 1 mm step
thickness with accuracy of step ±0.1 mm. Every sample was examined with an
automatic scanning electron microscope (auto-SEM) to detect inclusions larger than
15 lm. The scanning area of every sample is 25 � 25 mm. The location of sam-
pling and detection is shown in Fig. 1. The chemical compositions of the slabs are
shown in Table 1.

Water Simulations and PIV Measurements

A 2:1 water model of tundish and mold was made of plexiglass, whose mold sizes
are 100 � 690 � 10,000 mm (thickness � width � hight), as is shown in Fig. 2.
The analog hooks is installed in the range 0–100 mm below the meniscus. Floating
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Fig. 1 Schematic diagram for sampling in the slab

Table 1 Chemical composition of the ULC steel slabs

C Mn S P Si Als Ti

� 0.003 0.15–0.18 <0.10 <0.10 <0.10 0.025–0.035 0.050–0.070

Fig. 2 Schematics of 2:1 beam blank model of a mold
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beads (SiO2-Al2O3, 50–100 lm) were added into the water of the tundish and
stirred continuously to simulate the inclusions moving in the molten steel. The
high-speed camera is placed directly ahead of the model to record the trajectory of
the beads. The principle of the PIV measurements system can be found in Ref. [7].
In this study, the laser is placed on the right side of the model to analyze the
variation characteristics of the flow field in the mold.

Results and Discussion

Inclusion Content in Different Surface Layers

By means of auto-SEM, the inclusions can be mainly divided into two categories,
one is the Al2O3 class inclusion (including Al2O3 and Al2O3-TiOx) (Fig. 3a shows),
the other is slag class which containing K, Na, etc. (Fig. 3b shows).

The distribution of inclusions at depths of 1–8 mm beneath the wide face is
shown in Fig. 4. It can be seen that the contents of both the Al2O3 class and slag

Fig. 3 Morphology and energy spectrum of typical inclusions. a Al2O3-TiOx type inclusion,
b mold flux type inclusions
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class inclusions at the 1–3 mm are higher than that of 4–8 mm depth. It means that
more inclusions are trapped in the solidified 1–3 mm of the shell. This is consistent
with the study results of Kumar [5] and Bao et al. [8]. The distribution of inclusions
at depths of 1–8 mm beneath the narrow face is shown in Fig. 5. The figure shows
that the content of inclusions 1 mm below the slab surface is higher than that of
other depths. This is related to the flow field of molten steel in the mold. The
content of inclusion in subcutaneous 2–3 mm is higher than 4–8 mm, which is
close to the distribution of inclusions at the center of wide surface. Figures 4 and 5
show that Al2O3 inclusions in the surface layer of IF steel slab are obviously higher
than that of slag inclusions. When the depth is more than 4 mm, the proportion of
slag inclusion decreases.

Inclusion Movements in Hook Region

A group of 60 s consecutive photographs with a speed of 1000 pictures per second
were taken while the casting speed was 1.4 m/min. Three kinds of inclusion
movements in hook region were found: captured by the meniscus, captured below
the meniscus, and some of captured inclusions return to liquid steel. The typical
process of inclusions captured by the meniscus is shown in Fig. 6, whose content is
more than other two kinds. This phenomenon can explain the result that the content
of inclusions 1 mm below the slab surface is higher than that of other depths.
Obviously, the initial shell near the meniscus is very thin and finally locate in the
outermost layer of the slab. Some of inclusions are trapped in the molten steel
several centimeters below the meniscus, as is shown in Fig. 7. It can be concluded
that these inclusions will eventually appear in a few millimeters of depth below the
slab surface. During the simulated casting, several inclusions were found return to
the liquid steel after being captured by hooks, as shown in Fig. 8. The possible
reason is that the turbulent flow of liquid steel has an influence on the residence
state of inclusions in hook.
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Fig. 6 The inclusions captured by hooks in the meniscus

Fig. 7 The inclusions captured by hooks below the meniscus

Fig. 8 Some of captured inclusions return to liquid steel
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Characteristics of Molten Steel Flow in Hook Region

In order to reveal the movement mechanism of inclusions in the hook region and
the reasons for the inclusion distribution in the surface of continuous casting slab,
PIV measurements were taken at the casting speed of 1.0, 1.2, 1.4, 1.6 m/min.

By PIV measurements, it was found that there are periodic faint flows move
toward the direction of slab shell in the region near the meniscus, as is shown in
Fig. 9. These flows can be considered to be the source of the motion of the
inclusions near the meniscus move toward the hook (as shown in Fig. 6). There are
powerful liquid steel flows towards the shell 150–250 mm below the meniscus.
These flows maybe have less influence on inclusion captured by the hooks. The
reason is that the temperature of the liquid steel is high and it’s kinetic energy is
very powerful, so the hooks may be eroded and the captured inclusions may be
return to the liquid steel. So there are fewer inclusions in the inner layers of the slab.
The above analysis further explains the reason why more inclusions appear on the
near surface of the slab. Furthermore, it can be concluded that improving electro-
magnetic braking, especially reducing the flow velocity of molten steel near the
meniscus, is helpful to alleviate the agglomeration of inclusions on the surface of
the shell.

The flow velocity distribution in the mold under different casting speeds is
shown in Fig. 10. As seen from the picture, the flow field in the mold is not
symmetrical in real time. As the casting speed increases, the flow of liquid steel in
the mold is accelerated, resulting in increased erosion of the hooks, and inclusions
are not easily caught in the hook region. In addition, the increasing casting speed
will take more high temperature steel and melt the newly generated hooks, which
would reduce the probability of inclusion being captured.

Fig. 9 The typical flow direction near the meniscus
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Conclusions

The distribution of inclusions at different depths beneath the shell surface was
analyzed by auto-SEM. Water simulations and particle image velocimetry (PIV)
measurements were conducted to reveal the mechanism of inclusions captured by
hooks. The results show that:

1. The inclusions are maximizing at 1 mm depths from the slab surface.
2. Three kinds of inclusion movements near hooks were found, 1. Captured by the

meniscus, 2. Captured below the meniscus and 3. Some of captured inclusions
return to liquid steel.

3. Most of the inclusions were captured near the meniscus which may lead to the
highest inclusions amount near the surface of slab. Additionally, the number of
inclusions captured by hooks will reduce with increasing the casting speed.

Fig. 10 The flow velocity distribution in the mold under different casting speeds
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Part II
Casting and Solidification: II



Numerical Investigation on the Effect
of Steel Strip Feeding on Solidification
in Continuous Casting

Ran Niu, Baokuan Li, Zhongqiu Liu and Xianglong Li

Abstract Steel strip feeding into continuous casting mold is an innovative tech-
nology improving the thick slab quality through decreasing the melt superheat and
increasing the proportion of equiaxed dendrites. To investigate the embedded
complex melting and solidification processes, a mathematical model has been
developed to model all the essential physical behaviors of the fluid flow, heat
transfer, melting and solidification during steel strip feeding into the mold. The
enthalpy method is adopted to describe both the melting of steel strip and the
solidification of slab. Based on the numerical findings, three periods are divided
during the whole melting process of the moving strip. The effect of strip feeding on
the fluid flow, temperature distribution and shell solidification in continuous casting
mold are investigated. The turbulent flow in the mold is enhanced due to the fast
moving of strip and the fluid nearby is cooled down which redistributes the melt
superheat inside slab.

Keywords Melting � Strip feeding � Continuous casting � Heat transfer

Introduction

Recently developments of continuous casting (CC) technology have resulted in a
great increase of production capacity of cast bloom. Eliminating or significantly
reducing the defects is of great importance to achieve satisfactory products [1].
A creative method that adding vibrating consumable strip to mold has been put
forward by the Azovstal’ Metallurgical Combine in Ukraine, to alleviate segrega-
tion and central porosity detects of CC slab [2, 3]. The concept of the process can be
illustrated in a schematic diagram as shown in Fig. 1.

As depicted, a thin consumable steel strip is fed into the liquid metal in the mold
by a strip feeding apparatus. The strip feeding apparatus is mainly consists of a few
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main units for strip storage, strip sending and strip straightening. Chemical com-
position of the strip must be chosen to match with the composition of the slab. The
strip is fed at the speed much faster than the casting speed to vicinity of the SEN for
removing the superheat directly from the central part of the slab. At the same time,
for preventing the entrapment of mold flux, an argon protection is equipped around
the strip at the top surface. Benefit from the melting of strip, the superheat at the
central of a slab could be decreased. The nucleation formation could be therefore
promoted; widening the equiaxed zone and narrowing the columnar dendritic zone.
Furthermore, the strip also accelerates the slab solidification rate; increasing the
casting speed and the corresponding continuous caster capacity. The above
advantages may make the strip feeding technology becoming an economical
alternative to improve the quality of slab in compared to other expensive and
complex technologies [3].

The present work undertakes to investigate the characteristics of steel strip
melting in a liquid steel flowing continuous casting mold. A coupled model
including fluid flow, heat transfer and phase change is developed to describe the
strip melting and the strand shell solidifying, simultaneously. The strip melting
evolution, melting rate and its effect on the distribution of turbulence and tem-
perature in mold are studied

Mathematical Model

In order to investigate the phase change of the moving strip inside the continuous
casting mold, a three-dimensional numerical model which incorporates all the
essential physical phenomena such as fluid flow, heat transfer, solidification and

Fig. 1 Schematic diagram of the strip feeding process
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melting has been proposed and developed. To simplify the calculation, in the
present study, the strip feeding technology is applied to a round bloom. The cast
bloom is considered as perfectly vertical and the solid steel strip is assumed to be
fed vertically throughout the whole melting process. As a straight nozzle is adopted,
the jet flow has little influence on the movement of the strip, so only the movement
along the feeding direction is taken into considered. The strip with the same
properties as the melt, the convective effect of solutes is neglected.

General Equations of the Model

The continuity and momentum equations under turbulent conditions are:

@ quið Þ
@xi

¼ 0 ð1Þ

q
@uiuj
@xj

¼ @

@xj
leff

@ui
@xj

þ @uj
@xi

� �� �
� @P
@xi

þ qgi þFB þ Sp ð2Þ

where leff, the effective viscosity coefficient, is the sum of the laminar (ll) and
turbulent (lt) viscosity.

To calculate turbulence viscosity and phase change phenomena simultaneously
in the continuous casting process, the low-Reynolds number k-e eddy viscosity
model is applied. The turbulent viscosity formulation as a function of turbulent
kinetic energy, k, and dissipation rate of turbulent kinetic energy,e, is defined as:

lt ¼ q � Cl � k
2

e
ð3Þ

where Cl is a function of the mean strain and rotation of the fluid, and it prevents
unrealizable values for the large mean strain rate. The model coefficients used in
this study is based on the empirical constants, Cl = 0.09 [4].

A sink term Sp is presented in the momentum equation to account for the
resistance force induced by columnar dendrites and is described with the Darcy’s
Law:

Sp ¼
1� b2
� �
b3 þ e
� � Amush ui � us;i

� � ð4Þ

where (ui − us,i) is the relative motion between fluid phase and solid phase, us,i is
the average solid phase velocity in direction i; In slab shell pulling zone, us,i = vc;
In strip feeding zone, us,i = va. vc and va are casting-speed and feeding strip speed,
respectively. ɛ is a small number (0.001) to avoid dividing by zero; Amush is the
mushy zone constant to describe the attenuation level of velocity.
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For the source term in Eq. (2), FB is the thermal buoyancy due to the
non-isothermal flow field induced by strip melting and slab cooling boundary
conditions. The thermal buoyancy effect in momentum equations is assumed with
the Boussinesq approximation, the gravity source term-natural convection is
defined as follows:

FB¼
qbT H�Href

� �
cl

gi ð5Þ

where cl is the liquid steel specific heat, Href is the enthalpy of the reference
temperature.

The general equation for melting, solidification and heat transfer is:

@ qHð Þ
@t

þ @ qujH
� �
@xj

¼ @

@xj
keff þCp

lt
rt

� �
@H
@xj

� �
ð6Þ

where H is the enthalpy and keff is the thermal conductivity coefficient [5]. rt is the
turbulent Prandtl number, and equals to 1.0.

The temperature-dependent conductivity is given as follows [6]:

keff Tð Þ ¼
ks ¼ 13:86þ 1:113T � 10�2 T\Ts

ks þ kl�ks
Tl�Ts

T � Tsð Þ Ts � T � Tl
kl ¼ 39 T [ Tl

8<
: ð7Þ

The enthalpy H over a temperature range is described by the following equations:

H Tð Þ ¼
csT T\Ts

csT þ L T�Tsð Þ
Tl�Tsð Þ Ts � T � Tl

csT þ Lþ c Tl � Tsð Þ T [ Tl

8<
: ð8Þ

Boundary Conditions

The heat transfer and solidification problem of the 500 mm bloom is complicated
by the varying cooling boundary conditions along the casting direction. The
detailed boundary conditions of heat transfer at the bloom surface are summarized
as follows:

(1) The heat loss along the casting direction firstly occurs in cooper mold cooled by
water, the flux of heat transferred is given as [7]:

q ¼ qcwWðTin � ToutÞ
S

ð9Þ
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where W is cooling water flux, m3 h−1, Tin and Tout are the cooling water
temperature in and out of mold, S is the contact area between melt and mold, m2.

(2) Following the cooper mold is the secondary cooling zone where cooling water
sprayed on the freezing shell surface directly by nozzle, surface heat transfer
coefficient is:

hspray ¼ A� Qc
w � 1� b� Tspray

� � ð10Þ

where Qc
w is water flux in the spray zones. According to the Nozaki’s empirical

correlation, A = 0.3025 and b = 0.0075, which has been used successfully by
other modellers [8].

(3) Below the secondary cooling section is the radiation zone, where the heat is
removed by the radiation and convection to the surrounding air. In radiation
zone, the heat extraction due to radiation can be evaluated as [9]:

hrad ¼ r� e Tsurf þ Tamb
� �

T2
surf þ T2

amb

� 	
ð11Þ

Computational Procedure

To ensure the accuracy and efficiency of the coupled model, the computational
domain of the continuous casting system is reasonably divided according to the
characteristic of macroscopic transport during casting process. It is observed that
the melt in a small distance below the meniscus shows a turbulent flow pattern. And
then the plug flow is formed when the fluid velocity equals to casting speed. So the
whole computational domain is divided into two main regions: turbulent flow
region and laminar flow region. To transmit the datum like velocity, temperature
and liquid fraction between the two regions, the coordinate interpolation algorithm
is adopted. A schematic diagram of the computational domain, cooling boundary
conditions and the meshes of the two regions are illustrated in Fig. 2.
A velocity-inlet boundary condition was imposed at the top SEN. The melt inlet
velocity and the strip inlet was specified according to the casting and feeding speed
respectively. Initially, the solid phase strip was assumed to be at ambient temper-
ature of 20 °C and the liquid steel is specified at a superheat temperature of 10, 30
and 50 K respectively. All the governing equations were discretized by the finite
volume method (FVM). The SIMPLE algorithm was adopted to resolve the
velocity-pressure coupling in the momentum equation. Moreover, the upwind dif-
ferencing scheme was used to approximate the convective and diffusive terms
giving second order accuracy in space and time. Throughout the simulation, the
liquid fraction was updated based on the temperature from the previous time step by
solving the discretized equations associated with the appropriate boundary condi-
tions. For melting, the volume temperature at the previous time-step should be
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lower than at the ‘actual’ time step, and vice versa for solidifying. This concept was
therefore used to provide the solver with the required information to determine
whether the steel in a specific volume is melting or solidifying. A fixed time step
scale of 0.001 s was adopted for the entire simulation. The adopted thermophysical
parameters for the steel and operating parameters are summarized in Table 1. The
simulation was terminated until a pseudo-steady state has reached implying that the
strip melting speed is roughly the same with the strip feeding speed and the strip tip
is located in a fixed position with insignificant fluctuation.

Fig. 2 Schematic diagram of the computational domain, cooling boundary conditions and the
meshed computational region division

Table 1 Thermophysical parameters for the steel and operating parameters in casting

Parameters Value Parameters Value

Viscosity of the liquid steel
(kg/m s)

6.2 � 10−3 Casting speed (m/min) 0.35

Latent heat (KJ/kg) 272 Mold water inlet temperature (K) 298

Density (kg/m3) 7020 Mold water outlet temperature (K) 306

Liquidus temperature (K) 1790 Mold cooling water flow rate
(L/min)

4600

Solidus temperature (K) 1749 Secondary cooling water flow rate
(L/min)

27
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Results and Discussion

Validation

For melting, the accuracy of the mathematical model has been verified through
comparison with experimental results performed in Baosteel [10]. Liquid steel is
accommodated in a crucible which can be heated through the induction furnace.
The strip is fed into the melt held by a strip holder controlled by a lifting device, as
depicted in Fig. 3a. Here, the strip used was 3 mm thick. By lifting the strip out and
measuring the thickness of strip at a 2 mm distance away from the tip at a fixed
time interval, the total strip thickness evolution has been recorded. The comparison
of the predicted and measured strip thickness versus immersion time is demon-
strated in Fig. 3b. Reasonable agreement of the whole melting time as well as the
maximum thickness of the strip was obtained indicating the reliability of the model.

Evolution of Strip Melting

Strip Thickness Evolution

According to the validation results, the process of melting with solidifying consists
of three stages. During the first stage, a short period of sheath is formed in the
immersed part of strip. The thickness of the sheath first increases and then reaches a
maximum. After that, the sheath begins to melt until disappears. After melting of
the sheath, melting of the strip starts. The third stage ends with complete melting of
the strip, total melting time is tm. A typical melting curve is presented in Fig. 4a to
better understand mechanism of melting of strip in liquid metal. The complicated

Fig. 3 a Schematic diagram of experiment b Comparison between experimental results and
predicted results
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heat transfer between the strip and the molten steel is depicted in Fig. 4b. At the
first moment after immersion of the strip, due to high thermal conductivity of the
strip, the magnitude of heat flux drawn by the strip is larger than the magnitude
associated with the convective heat flux. During this period, the intensity of metal
cooling by the strip is gradually reduced. The thickness of the sheath continues to
increase, but the rate of this increase gradually drops. By the ts, the strip temper-
ature rises to such an extent that the intensity of liquid metal cooling becomes not
high enough for the process of solidification of the sheath to continue. Then the
further growth of the sheath thickness ceases. The melting of this solid sheath
begins when the rate of heat transfer from the melt by convection becomes greater
than the rate of heat conduction through the sheath. The end of the period II denotes
the time at which the encasing steel sheath has entirely melted back to expose the
original strip. The moving strip in the slab melt to vanish to avoid “the un-melted
frozen in shell” before reaching the end of liquid core.

Strip Travels Distance

The distance travelled is the distance travelled by the strip before a dynamic steady
state is got between the continuously poured in hot melt, cooling boundary condi-
tions and the strip melting. The effect of strip feeding speed, strip initial thickness
and liquid steel superheat on the distance travelled by the strip has been shown in
Fig. 5. It has been observed that although the melting time decreases with the
increase in strip feeding speed, whether the strip will travel deeper or not is dictated
by whether the decrease in melting time is significantly higher or not. With the
relatively low feeding speed, the distance travelled increases with strip feeding
speed. With the increase of the strip thickness, the total heat requirement for melting
of the strip increases as there is more strip mass to be melted and the strip travels

Fig. 4 a Melting curve of the strip versus time b The complicated heat transfer between the strip
and liquid melt
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longer. As the superheat is increased, the maximum thickness of the sheath decreases
due to the increased amount of heat supplied from the melt to the strip. Additionally,
the total melting time decreases and the travelled distance is decreased.

Effect of Strip Feeding on Fluid Flow

Figure 6 shows the three dimensional streamline distribution in mold with a strip
feeding in, the strip morphology is also presented. The effect of the continuously
moving strip on flow field can be clearly identified. It is seen that the molten steel,
supplied by normal straight nozzle, passes straight down with a high speed and then
tends upward approaching to the solidification shell. As the strip moves at a speed
much faster than the flowing fluid (i.e., 0.2 m/s), the molten steel around it flows
downward carried by the strip. Thus, the turbulent flow in the mold is enhanced.
Meanwhile, with the cold strip melting, the nearby downward fluid is therefore
cooled down. Outside the undercooled zone, the fluid is lighter and the buoyancy
force is upward. This combination of the downward and upward fluids results in the
enhancement of the recirculation of the fluid flow.

Fig. 5 The travelled distances of the strip under different feeding scenarios a Different strip
feeding speeds b Different strip thicknesses c Different liquid steel superheat
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Effect of Strip Feeding on Liquid Steel Superheat

Accompany with the phase change, the temperature of the melt around the strip is
decreased. Figure 7 shows the temperature distribution around the strip during the
three stages when a steady state is reached. It can also be observed that with the
increment of the distance the strip travels, the strip temperature increases. Besides,

Fig. 6 The streamline distribution in a round bloom mold with a strip feeding in

Fig. 7 Temerature distribution around the strip during the three stages
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with the decreasing superheat of the liquid pool, the cooling effect is enhanced. On
the other hand, it is seen that during the sheath formation stage I, the range of
cooling zone is limited. As the melting goes on, the cooling zone range is further
extended.

During the steady state, the strip tip is by the end of the slab liquid core, the strip
and shell morphlogy are depicted in Fig. 8, and the temperature distribution along
the black line is ploted. It is seen that after strip feeding, the temperature in the
central zone is decreased by up to 5 K. And the range width of the action is around
0.1 m. Here, a strip with 3 mm thickness is adopted. The overcooled zone forms
another center of solidification which is conductive to the development of equaixed
dendrites.

Conclusions

1. Steel strip suffers three periods when fed into the mold, including the steel
sheath formation stage, steel sheath melting stage and steel strip melting stage.

2. The turbulent flow is enhanced by the forced convection induced by the fast
moving strip. And due to the cooling effect of the strip, the combination of the
downward and upward fluids enhances the recirculation of the fluid flow.

3. The melt superheat in the vicinity of the strip is decreased by up to 5 K at
melting end. And a 0.1 m overcooled zone is developed around the moving strip
to form another center of solidification.

Fig. 8 Temperature decrease action by the end of liquid core
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Numerical Modeling and Experimental
Verification of Macrosegregation and CET
Predictions in Large Steel Roll Ingots

L. Nastac, K. Redkin, C. Hrizo, Sean M. Loney and K. Marsden

Abstract A multi-component Computational Fluid Dynamics (CFD) model
developed to study macrosegregation phenomena in 65-tons 2.5 m diameter
round-sided steel ingots has been verified through advanced microstructural char-
acterization, chemical analysis and non-destructive testing. Radial and central bars
machined out from the full-scale as-cast ingot were compared against the model
predictions in terms of columnar-to-equiaxed transition (CET), channel segregation
as well as centerline segregation within the central zone of the ingot, which are
inherent in the production of industrial scale alloy ingots. The CFD model solves
for volume fraction of phases, time-dependent temperature distribution, mass and
species transfer to predict segregation patterns in the solidifying ingot. It addresses
the influence of various process parameters and mold design aspects on solidifi-
cation behavior, such as: mold system, pouring rate, superheat, hence, resulted
cooling rates, thermal gradients and chemical composition variations. The numer-
ical and experimental results were compared and discussed.

Keywords Roll casting � Steel alloy solidification � Macrosegregation
Columnar-to-Equiaxed-Transition � Computational fluid dynamics (CFD) modeling
and simulation

Introduction

Injecting a dilute steel alloy via a submerged entry nozzle (SEN) into the liquid
center of an up-hill teemed net-shaped ingot has been employed on an industrial
scale to mitigated undesirable consequences of solute enrichment. Applying an
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alternative non-SEN (Direct Ladle Pouring) DLP technology to control solidifica-
tion behavior within the main body section of the net-shaped ingot achieves similar
improvement without producing undesirable turbulence. Both the centerline seg-
regation problems and mid-radius channel segregates can be minimized by using
these technologies.

A multi-phase, multi-component computational fluid dynamics (CFD) code was
used for studying the macrosegregation and columnar-to-equiaxed (CET) formation
for a 65-tonne 1.6 m diameter steel roll ingot using the DLP technology. It
addresses the influence of various process parameters and mold design aspects such
as: mold system, pouring rate and superheat, on the resulted cooling rates, thermal
gradients and chemical composition variations. The CFD code solves for the
temperature, flow and solute balance in multi-component alloy systems [1].

The ingot segregation model was customized for commercially produced cast
steel cast steel back-up roll ingots [2–6]. The CFD multi-phase modeling devel-
opment effort includes up-hill teeming of the base alloy, SEN or DLP top pouring
of the dilute alloy, species transfer during filling, and multi-component segregation
during solidification. Customization also includes the development and imple-
mentation of initial and boundary conditions, mesh, thermophysical and
solidification/segregation properties of the base and diluted steel alloys.
A comparison between experimental data and simulation results is provided as well.

Model Description

A comprehensive analysis tool capable to model macro-segregation during ingot
casting and solidification of multi-component alloys was developed and imple-
mented into a CFD code. The viscous standard k-e with standard wall functions,
species transport and modified Scheil-based solidification models were used. The
Scheil micro-segregation equation was corrected to account for diffusion in the
solid phase (e.g., back-diffusion) in a multi-component system based on the
microstructure characteristics of the alloy under consideration and the cooling
conditions [7–10]. Thus, a framework for studying macro-segregation in various
casting processes was developed by solving in a fully coupled mode for the tem-
perature, flow and solute balance in the system. Special flux boundary conditions as
a function of time (including the evolution of the air gap at the metal/mold inter-
face) were developed by using experimental temperature data for a 65-tonne 1.6 m
diameter steel roll. All thermo-physical properties (including density) and solidi-
fication parameters of the steel alloys used in the simulations are functions of
temperature.

The CFD model was validated using literature numerical results [11–13]. More
literature validation and calibration of the multi-component segregation model was
performed using the analytical solution and the experiments in [1–7].
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Simulation Conditions

The geometry of the roll is presented in Fig. 1. The process and material parameters
for the processed rolls are as follows:

• 10-in (254 mm) wall thickness of the steel body chills (thermally insulated):
• Steel alloy composition of the studied roll (TP is the pouring temperature):
• Up-hill teemed alloy [TP = 2767 F (1793 K)]:

C = 0.47 wt%, Cr = 4.0 wt%, Mo = 0.7 wt%.
• DLP dilute alloy [TP = 2903 F (1868 K)]:

C = 0.33 wt%, Cr = 4.0 wt%, Mo = 0.17 wt%.
• 38 min bottom pouring time, 26 min solidification, then 1.5 min top pouring

time.
• Cast iron body chills: initial temperature of these chills in the simulated roll is

shown in Fig. 1. In the experimental DLP roll, which was cast after the simu-
lation presented in this study was performed, the average temperature of the
body chills were: 300 F (422 K), 485 F (525 K), 620 F (600 K), and 730 F
(661 K).

Results and Discussion

Figure 2 illustrates the simulation results in terms of liquid fraction, temperature,
the liquidus temperature variation (TL) for the DLP roll toward the end of solidi-
fication (time = 28 h). Figure 3 presents the predicted C, Cr, and Mo profiles for
the DLP roll toward the end of solidification.

Figures 4 and 5 show a comparison of the segregation profiles of predicted and
experimental C, Cr and Mo for the DLP case. The simulation results compare
favorably with the experimental measurements. The predicted overall dilution and

300 F (422 K) 500 F (533 K) 700F (644 K)

1000 F (811 K)

Insulation material body chill

Fig. 1 DLP geometry and
the initial temperatures of the
steel body-chills
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Fig. 2 Liquid fraction (a) and temperature (in deg. F) (b) distributions at the end of solidification
(time = 28 h) in the DLP roll

Fig. 3 Distributions of a C, b Cr, and c Mo mass fractions at the end of solidification
(time = 28 h) in the DLP roll
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mixing process predicted by simulation compares reasonably well with the
experimental measurements except for the top of the roll (Fig. 5). One of the reason
is that the temperature of the top body chill (700 F) in the experiment differs from
the simulated chill (1000 F). Also, the top pouring process was done with a lip
pouring ladle in the experimental roll and with a steel bottom pouring ladle with a
150 mm nozzle in the simulation. Therefore, it is possible that lesser penetration of
the dilute alloy that was obtained in the experimental roll was because of these 2
factors. Also, the fusion zone (the distinct area between the shell and core zones) is
indeterminate in the DLP process (Fig. 5).
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Fig. 4 Comparison of experimental and predicted Cr (in wt%) near the bottom (a) and near the
top (b) of the DLP main body roll
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Figure 6 shows the predicted cooling rates, temperature gradients and local
solidification times toward the end of solidification of the DLP roll. The temper-
ature gradients (G, in K/m) (Fig. 6c, d) are computed at the liquidus temperature
(TL). Columnar-to-equiaxed transition (CET) can be estimated by a critical tem-
perature gradient (Gcr) below which equiaxed grains may start to nucleate and
grow. Typically, Gcr is alloy chemistry dependent and process independent and its
value can be estimated via unidirectional solidification experiments. Grain refine-
ment will affect the formation of CET. Normal values of Gcr for unrefined dendritic
alloys range from 1000 to 5000 K/m. The predicted CET using a Gcr = 3000 K/m
is also shown in Fig. 6c, d.

Figures 7, 8 and 9 illustrate solidification structure characteristics revealed by
ultrasonic inspection of the back-up roll produced from the DLP ingot. The CET
measurement profile in Fig. 9 matches reasonably the predicted CET in Fig. 6c, d.
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Fig. 6 Distributions of a cooling rates (K/s), b local solidification times (s), and c and
d temperature gradients (K/m) and (at time = 28 h) in the DLP roll
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Figure 10 presents the microstructures at a common radial location near the CET
zone on samples removed from the bottom, mid-height and top of the main body
section of the net-shaped DLP roll ingot. The microstructures in these samples are
equiaxed dendritic with secondary dendrite arm spacing (SDAS) values in the range
of 0.5–1.0 mm. By using the local solidification times from Fig. 6b for the location
of these samples and the SDAS equation from Ref. [14], a similar range of SDAS
values can be predicted based on the current simulation.

Fig. 7 Conventional ultrasonic inspection through the cross section of the roll

Fig. 8 Phased Array ultrasonic inspection examines the center ingot structure
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Fig. 9 Phased array ultrasonic inspection of the outer 500 mm zone examines features related to
the CET and the channel segregate pattern

Bottom Middle Top
(a)

(b)

(c)

Fig. 10 DLP roll microstructures at �100 (a), at �300 (b) and at �1000 (c)
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Conclusions

A numerical modelling approach for predicting macro-segregation in casting was
developed and implemented into a CFD code. A validation was performed using
experimental measurements for a 65-tonne 1.6 m diameter steel roll that was cast
using the DLP technique. The CET predictions match reasonably well the phase
array ultrasonic measurements. It was determined that the overall dilution/mixing
behavior is comparable for the DLP predictions and experiments except for the top
of the roll. Also, the predicted segregation profiles for C, Cr, and Mo compare
favorably with the experimental radial and centerline measurements.
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Numerical Simulation of Electromagnetic
and Heat Transfer Phenomena
in Inductively Heated Risers

Michael R. Cox and Gregory M. Poole

Abstract Electromagnetic induction heating of open risers presents an energy
efficient means to maintain the alloy in its molten state for mass feeding whilst
allowing riser size reduction and substantial material savings. This paper presents
preliminary simulation results of solidification phenomena in an inductively heated
top riser. The electromagnetic field was calculated using a hybrid control volume/
integral method to solve the magnetic diffusion equation with accompanying
boundary conditions, and used temperature dependent electrical conductivity. The
heat transfer equation was solved using the control volume method. Computed
results show that it is possible to prevent premature solidification of the riser even
though traditional design criteria are violated. The significance of these findings
pertaining to sand and ingot casting systems will be discussed.

Keywords Casting � Induction � Solidification � Riser

Introduction

The metal casting industry is one of the most energy-intensive manufacturing
sectors due to the melting operations required, which consume approximately 55%
of the energy required for plant operation [1, 2]. This makes reducing the scrap
production rate a particular priority, of which risers constitute a sizable portion.
While it would be ideal to have a riser which contains only the mass required to
ensure a sound casting, geometrical constraints must be taken into consideration
such that the riser solidifies after the casting. If it solidifies beforehand, the liquid
remaining in the riser can no longer feed into the casting, leading to the shrinkage
defects [3]. Furthermore, the use of feeding necks and gates must also be consid-
ered, as their solidification equally serve to choke the flow.

M. R. Cox � G. M. Poole (&)
Department of Mechanical Engineering, University of South Alabama, Mobile, AL, USA
e-mail: gpoole@southalabama.edu

© The Minerals, Metals & Materials Society 2018
L. Nastac et al. (eds.), CFD Modeling and Simulation in Materials
Processing 2018, The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-319-72059-3_6

53



The first, and still most commonly used, rule in geometrical reasoning methods
in riser design is that of Chvorinov [4], who established that the volume to surface
ratio, or modulus, of the riser and neck must be greater than that of the casting.
Ciobanu and colleagues [5] found that the ratio of the solidification times of the
casting, neck, and riser, and by corollary the moduli, must be approximately
1:1.2:1.45, respectively, to ensure sound castings in complex geometries.

However, such geometrical design rules for risers assume no net heat input from
the surroundings to the riser. Such input allows a riser to defy criteria like
Chvorinov’s rule, yet still allow for sound castings, as the additional heat input to
the riser “buys time” for the casting to solidify prior to the riser. To this end, the use
of exothermic sleeves has garnered extensive use in the steel industry [6–10]. Used
as an insert in direct contact with the riser, these sleeves contain a thermite fuel
which undergoes a highly exothermic reaction upon reaching its ignition temper-
ature. The result is a very large release of heat into the riser via diffusion through the
sleeve material. Extensive modeling has been done on the effectiveness of
exothermic sleeves on riser design, examples of which may be found in Refs. [6, 7,
10]. There are several drawbacks, however. First, each exothermic sleeve is
single-use, and therefore must be replaced for each casting run. Second, the
products of the exothermic reaction have been shown to contaminate the molten
metal during solidification, either via mass or boundary layer diffusion, leading to
defects such as the fish-eye variety [9].

Electromagnetic induction heating provides an efficient alternative to the
exothermic sleeve, and has found use over the past half century in preheating of
aluminum and steel slabs prior to rolling, as well as hardening of steels [11]. In this
method, an alternating current is passed through a suitable induction coil, inducing
eddy currents within the workpiece. Due to the internal resistance of the alloy, these
currents are subsequently dissipated as heat (aka Joule heating). Application of this
technology to risers has recently garnered interest among both academia [12] and
industry alike [13–15]. Preliminary measurements and simulations of EM field
quantities have been performed by Xu et al. [12] for steel in a simplified geometry,
but examined only the riser component comparing their results. Although it was a
good first step, two things must be noted. First, the work did not give any specifics
as to the rate of Joule heating within the riser, the ultimate goal of this design.
Lastly and most important, however, the authors did not consider the coupling of
the electromagnetic field with the casting itself. Numerical simulations by one of
the authors have shown that the presence of adjacent conducting media has a
distorting effect on the both the force field and Joule heating within the alloy
[16, 17].

This paper presents preliminary results for the solidification behavior of a
concentric, cylindrical casting with induction heating. The solution domain includes
both the riser and casting, and the influence of coil operating conditions such as
current and frequency were examined.
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Model Formulation

Figure 1 shows a sketch of a generalized, inductively-heated casting and riser
assembly. As seen in this figure, the system is comprised of an insulating refractory
mold surrounded by an induction coil. The mathematical description of EM heating
during solidification must include, at a minimum, the heat conduction equation with
phase change in conjunction with subsidiary relationships to describe the Joule
heating within the system, which includes both the alloy and the mold.

Electromagnetic Field

In this work, the EM field was formulated using the magnetic vector potential,
A. Doing so takes advantage of the axisymmetric nature of the casting system,
thereby reducing the two-dimensional nature of the magnetic field to one of only the
azimuthal direction. Thus the magnetic diffusion equation becomes

r2Ah ¼ jlrxAh ð1Þ

where j, l, and x are the square root of −1, permeability of free space, and the
angular frequency of the inductor, respectively. The electrical conductivity, r, for
each material was assumed to vary logarithmically as

r ¼ C1 þC2 lnðTÞ ð2Þ

where C1 and C2 are fitting constants. In this paper, the hybrid technique given by
Meyer et al. [18] was used. In this method, Eq. (1) is solved within the solution
domain, and the boundary conditions are resolved using the vector potential form of
the Biot–Savart law:

Ah ¼ l0
4p

Z
��V

J r0ð Þ
r� r0j j d

3r0 þ
XNcoil

k¼1

Ik

I
dlk

r� r0j j

2
4

3
5 ð3Þ

Fig. 1 General sketch of an
inductively heated top riser
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where J and Ik are the induced current density and applied current of the kth coil
turn. The induced current and Joule heating may be related by

Jh ¼ �jxrAh ð4Þ

_qem ¼ J � J�
2r

ð5Þ

where the * superscript denotes the complex conjugate of the vector.

Heat Transfer

Using the methodology of Szekely and Themelis [19], and assuming a linear
variation of solid fraction with respect to temperature in the mushy region, the heat
conservation equation including phase change is given by

qC� @T
@t

¼ r � krTð Þþ _qem ð6Þ

where

C� ¼
cp;l T � TL

cp;s þ L
TL�TS

TS\T\TL
cp;s T � TL

8<
: ð7Þ

is the effective specific heat, k is the thermal conductivity, and TL and TS are the
liquidus and solidus temperatures, respectively.

Both the magnetic diffusion and heat equations were solved using the control
volume technique as outlined in Pun and Spalding [20].

Results and Discussion

In this section, we shall present computed results for solidification of commercially
pure aluminum in a casting whose riser is surrounded by an induction coil. The
induction coil employed in this study consists of six turns arranged in a triangular,
close packed configuration and situated at the top of the riser. Calculations were
carried out for no heating, followed by a baseline coil current and frequency of 800
A rms and 500 Hz, respectively. The coil current and frequency were then varied,
but in a manner that yielded the same rate of heat input. Based on assumptions
made for natural convection heat transfer for vertical tubes, the heat transfer
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coefficient along the periphery of the mold was assumed to be 60 W/m2K. The
dimensions of the system are given in Fig. 2 and the thermophysical properties are
given in Table 1.

To establish a baseline, it was necessary to compute the solidification behavior of
the system without heating. Figure 3 shows the spatial variation of solid fraction at
the time of riser solidification (959 s). For clarity, outlines of the riser, casting, and
mold regions have been added. As expected, the solidification time of the riser is
shorter than that of the casting, consistent with traditional riser design criteria [3–5].
As seen in the figure, there is a substantial quantity of liquid remaining, also called a
“hot spot,” directly below the riser at the centerline, where solid fraction is as low as
0.36 at z = 0.08 m, while the riser is completely solidified. Thus it is expected there
would be severe shrinkage porosity present, leading to rejection of the casting.

Induction heating was shown to appreciably change the solidification charac-
teristics within the casting. As seen in Fig. 4, the induced eddy currents within the
riser significantly slowed the rate of solidification within the riser long enough for
the casting to solidify, as indicated by the shift in the hot spot from the top of the
casting to the bottom of the riser. Intuitively, the solidification time of the casting
increased to 1070 s due to the additional heat input from electrical energy dissi-
pation. However, it should be noted that this is only a marginal improvement, as
there would likely be insufficient metallostatic pressure to feed the final solidifying
region of the casting.

It is generally known that the spatial distribution and intensity of the induced
eddy current, and thus Joule heating, are directly influenced by the applied coil
current and frequency. However, to ensure the same power input as the case shown
in Fig. 4, an increase in coil current, which increases Joule heating by its square,

Fig. 2 Dimensions of the
system and materials used in
this study
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was countered by a concomitant decrease in coil frequency, which has a square root
correlation according to prior work by El-Kaddah [23] and one of the authors [24].
Figure 5 shows the solid fraction profiles at the time of casting solidification for

Table 1 Thermophysical properties and initial conditions

Aluminum

k (solid) (W/m K) 228.1 − 0.1157 T + 6.175 � 10−5 T2 [21]

k (liquid) (W/m K) 93 [22]

q (solid) (kg/m3) 2700 [22]

q (liquid) (kg/m3) 2390 [22]

Cp (solid) (J/kg K) 897 + 0.5809 T − 1.234 � 10−4 T2 [21]

Cp (solid) (J/kg K) 1170 [22]

r (solid) 4.41 � 107–5.29 � 106 T Mho/m

r (liquid) 4.0 � 106 Mho/m

TL 662 °C

TS 658 °C

Zircar RSLE-501 (Mold)

k 0.515–2.15 � 10−4 T W/m K

q 2100 kg/m3

Cp 780 J/kg K

r (solid) 1.33 � 10−8 Mho/m

Initial temperatures

Aluminum 700 °C

Mold 100 °C

Fig. 3 fS profile at the time
of riser solidification for no
heating (959 s)
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Fig. 5 Hot spot maps at time of casting solidification for three coil/frequency combinations: (top
left) 400 A, 2 kHz; (top right) 565 A, 1 kHz; (bottom) 1130 A, 250 Hz

Fig. 4 fS profile at time of casting solidification (I = 800 A; f = 500 Hz)
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three different current/frequency combinations. It should be noted that the solidi-
fication times were within 0.1% of the solidification time for the 800 A, 500 Hz
combination, indicating that the heat generation rates within the riser are essentially
equal. It is clearly seen that the hot spot size within the riser markedly increases as
the coil frequency is decreased. This is due to the increase in the skin depth d,
which is given by

d ¼
ffiffiffiffiffiffiffiffiffiffiffi
2

l0xr

s
ð8Þ

Contours of Joule heating over the riser and casting are shown in Fig. 6. It can
therefore be concluded from these results that the frequency chosen should be one
such that the penetration depth of the current, and thus heating, goes very deep
within the riser. However, further investigation is needed to quantify the effect of
stirring forces [11].

Fig. 6 Spatial distribution of Joule heating (in W/m3) for various coil/frequency combinations:
a 800 A, 500 Hz; b 400 A, 2 kHz; c 565 A, 1 kHz; d 1130 A, 250 Hz

60 M. R. Cox and G. M. Poole



Conclusions

A model has been presented to describe the electromagnetic field and heat transfer
phenomena in an inductively heated top riser. Calculations showed that the
application of induction heating can prolong the solidification time sufficiently
enough to prevent the formation of shrinkage porosity, even though the riser is in
violation of commonly-used design rules. It was also found that the use of lower
frequencies is desirable to avoid only heating at the riser/mold interface, so long as
the coil current is simultaneously increased. Future work includes the expansion of
the model to determine the effects of fluid flow within the riser and casting during
solidification, incorporation of porosity prediction criteria, and to determine what
effects use of this technology would have on solute segregation.
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A Multiphase CFD Model
for the Prediction of Particulate
Accumulation in a Laser Powder Bed
Fusion Process

A. M. Philo, D. Butcher, Stuart Sillars, C. J. Sutcliffe, J. Sienz,
S. G. R. Brown and N. P. Lavery

Abstract Laser Powder Bed Fusion (L-PBF) is a powder based subcategory of
metal additive manufacturing. In L-PBF systems an inert gas flow is used to avoid
oxidation of the metal alloy powder and components but is also used to remove
unwanted by-products produced from the vaporisation of material. By-products
produced during in L-PBF can cause attenuation of the laser and re-deposition of
unwanted by-products over the processing area which can affect the mechanical
properties of as built components. The two main by-products produced in L-PBF
are spatter caused from melt pool instabilities and recoil pressure from the metal
vapour plume, and particulate condensates. A multiphase computational fluid
dynamics model developed in ANSYS Fluent simulates the argon gas flow in a
Renishaw AM250 machine validated using hotwire anemometry testing. This
model is then coupled with a spatter expulsion discrete phase model supported by
high speed imaging analysis and a tertiary phase model for a representative
expulsion of particulate condensates is developed.
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Introduction

Additive manufacturing is a rapidly developing process which is attracting end
users in a variety of different sectors, such as medical, automotive and aerospace.
Within metal additive manufacturing there are two main subcategories. Wire fed
and powder based metal additive manufacturing systems. Within the powder based
subcategory there is blown powder systems and also powder bed based systems.
Laser Powder Bed Fusion (L-PBF) is a powder bed system and in the present work
a Renishaw AM250 laser powder bed fusion machine is used. In a L-PBF process a
virtual component is constructed using computer aided design (CAD) package and
then sliced into small layers (typically 20 lm–1 mm) defined as the layer thickness.
The scanning strategy (pre-defined depending on the application) and the previ-
ously generated sliced CAD model are uploaded to the processing machine. The
base plate is heated, usually to about 170 °C depending on the machine, and then an
initial powder layer, equivalent to one layer thickness is dosed over the base plate.
The laser selectively scans the powder bed creating very small molten pools of the
material, then when the material temperature drops it solidifies. Once a layer is
complete the build platform is dropped one layer thickness and a new powder layer
is re-coated over the previous layer and the next scanning path commences. This
continues until the entire component is complete. Once the process is completed
un-melted powder can be sieved and then used for subsequent builds.

The by-products produced in L-PBF are produced from the melting and
vaporisation of the metal powder. Due to the large differences in thermal con-
ductivity of the metal powder and the substrate material the heat in the molten melt
pool is not easily transmitted to the surrounding material. This poor transmission
can cause the temperature of the exposed powder particles to exceed that of the
melting and vaporisation temperature of the metal alloy. The two primary
by-products produced during the L-PBF process are a metal vapour plume and
spatter. A summary of the potential by-products in L-PBF are shown in Fig. 1 taken
from high speed imaging of the process.

By-Products and Shielding Gas Flow

When the molten pool reaches the vaporisation temperature, a phase transformation
occurs where a metal gas is produced; the rapidly moving evaporated materials
expand and generate a recoil pressure on the melt pool. Low levels of recoil
pressure can cause the melt pool to be flattened, whilst high recoil pressure causes
the removal of molten material by melt expulsion in the form of a metallic jet. This
metallic jet then condensates into a metal vapour welding plume containing
nano-particulates. This welding plume can disturb the laser causing it to re-focus
and can also cause attenuation of the laser. Both of which can lead to inefficient
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melting of the powder or poor fusion of the laser track which can lead to detrimental
effects on the mechanical properties.

The vapour recoil pressure can also cause expulsion liquid metal out of the melt
pool. This ejected material is known as spatter. Spatter can also be formed from
melt pool instabilities due to Marangoni effects. The inherent problem with spatter
is that it can become redeposited into the powder bed making the layer thickness
larger, which can lead to incomplete fusion in the build. This can cause porosity
which can negatively affect the mechanical properties of the finished component.
The expelled liquid metal may also have a high affinity to oxygen which if con-
solidated into the build material can make the part more brittle and reduce the
tensile properties [1].

To minimise the disturbance of the process by-products the shielding gas flow
system is utilised to remove the by-products from within the build chamber. The
flow characteristics of the gas flow will directly govern where material by-products
are transported. Ideally all of the by-products will be transported directly out
through the outlet. However, this is not always the case, and a large proportion of
the by-products can be left within the build chamber with a proportion being
redeposited onto the processing area.

There has however been limited published literature on the effects of the
shielding gas flow system to the L-PBF process. The shielding gas flow, usually
argon, nitrogen or helium is used in the L-PBF processes mainly to provide an inert
atmosphere reducing reactive gas pick-up by the liquid metal largely against oxi-
disation and nitration [2]. Its secondary function is for the removal of by-products.

Fig. 1 Outline of potential by-products in the laser powder bed fusion process via high speed
imaging analysis
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The extent to which the importance and relevance of the removal of by-products
from the process zone is becoming more apparent.

Ferrar et al. [3] demonstrated that the flow of argon in the gas flow system has a
significant effect on the porosity and strength of as built parts and concluded that a
uniform flow distribution is essential for component homogeneity across a build
platform and for optimal build quality. Anwar and Pham [4] test the effect of scan
direction, part location and gas flow velocity on the ultimate tensile strength of
Selective Laser Melting (SLM) parts they found that the mean ultimate tensile
strength of as built tensile bars increased from approximately 275–315 Mpa when
they increased the flow rate from 30 to 60 of the gas flow system. This translated to an
approximate local gas velocity of 1.43–2.87 m/s respectively. Ladewig et al. [5]
studied the effect of the gas flow system on the width of single welds in the L-PBF
process using an EOS Eosint M280 machine. They discovered that if the local flow
velocity is too low then the probability of re-deposition of by-products is much higher
as well as attenuation of the laser by the welding plume. They concluded that both of
these effects can lead to balling which causes incomplete fusion within the material.

Some modelling in the area of the shielding gas flow has also been utilised.
Masmoudi et al. [6] created a multiphase CFD model to understand the
laser-material-atmosphere interaction to understand the effect of process parameters
and protective gas pressure on the spatial thermal distribution in the process where
they showed that a decrease of pressure gave rise to a strong expansion of the metal
vapour in the interaction region of their model which could imply a larger atten-
uation of the laser. In addition, in other areas of AM technologies Ding et al. [7]
showed that a local shielding device in wire + arc additive layer manufacturing
caused three orders of magnitude improvement of contamination levels of oxygen
below 2000 ppm and showed that mechanical properties (hardness) were not
affected as long as the level was below 4000 ppm.

The production and analysis of spatter produced in welding processes has been
more extensively analysed where primary research has investigated its fundamental
production and also its effects on the mechanical properties of as built components.

Liu et al. [1] presented the effect of spatter on the mechanical properties of AISI
316L stainless steel. They performed single line experiments using a high speed
camera to analyse spatter behaviour where they found that the amount of energy
inputted to the system affects the size, scattering state and jetting height of the
recorded spatter. They then performed tensile testing of spatter contaminated
powder against uncontaminated powder and found that the spatter contaminated
powder yielded significantly poorer tensile properties in comparison to the
uncontaminated powder. Simonelli et al. [2] designed an experiment to understand
the production of spatter on the processing of 316L stainless steel, Al-Si10-Mg and
Ti-6Al-4V. The found that in the steel and aluminium based alloys that the surface
of spatter particles were enriched with oxides in the most volatile alloying elements
but there was no oxidation in the bulk of the microstructure. They noted that the
surface oxides could reach up to several microns in thickness. In addition,
regardless of the material being processed the spatter had spherical morphology and
is much larger than the original pre-processed powder.
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In the work presented a model of the shielding gas flow of a Renishaw AM250
laser powder bed fusion machine has been created and validated against Hot Wire
Anemometry (HWA) velocity readings. The aim was to then create representative
models of the two primary by-products. The first is a spatter expulsion model which
was created using a Discrete Phase Model (DPM) approach supported by high
speed experimental analysis which was coupled to the shielding gas flow model.
The second is a representative metal vapour plume model which has been devel-
oped but not coupled to other models on the macroscale and is still in development.

Experimental Gas Flow Testing

To categorise the gas flow for an L-PBF process a hot wire anemometer (Airflow
TA 465 Series, UK) was used to measure the gas flow velocity in a Renishaw
AM250 laser powder bed fusion machine. A Perspex screen with a series of holes,
shown in Fig. 2 was mounted to the front of the machine and velocity readings
were taken using the HWA probe. During a reading the remainder of the holes were
closed as to not to disturb the flow and to avoid leakage. To categorise the flow field
two planes of readings were taken. One directly above the processing area and one
plane normal to the inlets of the gas flow system. A series of measurements with 6
holes along the width at 50 mm intervals and 11 readings per insertion depth at
25 mm intervals were taken. Each readings was recorded for 20 s with the man-
ufacturer’s accuracy of ±3% or ±0.015 m/s error; whichever is greater. A 2 min
break between consecutive readings was observed to allow the flow to settle.

These measurements resulted in 66 readings per plane. During an actual build
using the Renishaw AM250 the chamber first pulls a vacuum and then fills the
chamber with argon. In the experiments performed air was used instead of argon.

Fig. 2 Hot wire anemometer
testing set up

A Multiphase CFD Model for the Prediction … 69



Air was used instead of argon for health and safety concerns as there was a pos-
sibility of leakage. In addition, it allowed for the experimental gas to remain
constant and to avoid a mixture of fluids. As argon and air have similar densities
1.622 and 1.225 kg/ m3, respectively, this difference would have minimal effect on
the fluid flow properties; namely turbulence regimes and compressibility.

Shielding Gas Flow Model

To reproduce the fluid flow profile in the AM250 machine the commercial CFD
software package ANSYS Fluent was used. The model developed was steady, three
dimensional, incompressible and turbulent. To categorise the fluid flow regime
based on the Reynolds number the diameter of a single jet, 0.012 m was defined as
the characteristic length scale. Using an estimated velocity of 5 m/s, the density of
air and dynamic viscosity, 1.225 kg m−3 and 1:789� 10�5 kgm�1 s�1 respectively
the Reynolds number was calculated to be in the order of 4000 placing the flow in
the transitional fully turbulent regime. A range of two-equation turbulence models
were analysed and a comparison of localised velocity values to the HWA results
was used as a guide for the most accurate turbulence model. It was found that a
j� � realizable turbulence model with Menter-Lechner wall functions gave the
most accurate results. This model is most accurate for flows in the far field zones,
which is applicable for this flow scenario.

Boundary Conditions and Mesh

The geometry of the fluid flow volume along with the mesh of the volume is shown
in Fig. 3. A mass flow inlet boundary conditions was defined as a mass flow rate at
the beginning of the inlet rail. The volumetric flow rate of the closed looped gas
flow system was set at 15 m3/hr in the experiments. The mass flow rate, _m, was then
calculated from this value giving a mass flow rate of 0.0051 kg/s for air. In addi-
tion, the outlet was defined as an outflow boundary condition. The mesh was
created using a cut cell Cartesian assembly meshing method in ANSYS. This
allowed for a nearly purely hexahedral mesh which is preferable for CFD
simulations.

Meshes varying from 300,000 to 7,000,000 were tested to find grid indepen-
dence for the solution. Grid independence was found using a mesh of approxi-
mately 2,500,000 elements.

In addition, to couple the momentum and pressure equations a SIMPLE
(Semi-Implicit Method for Pressure Linked Equations) algorithm was used.
A solution was considered converged when continuity and momentum reach
1� 10�4. For later models which include the energy equation a solution was
considered converged when this reached 1� 10�6.
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Validation of Simulation Against Experimental Results

Experimental results were used to guide the development of the argon phase model.
Figure 4 shows the final computational model used for simulations against the
experimental values for each recorded velocity plane.

Fig. 3 a Fluid volume identifying boundary conditions. b 3D shell mesh used for simulations

Fig. 4 Experimental (HWA) against simulated (CFD) results; top-left HWA centre plane,
top-right CFD centre plane, bottom-left HWA base plane and bottom-right CFD base plane
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It can be observed that the velocity distributions produced via a CFD model are
comparable with the HWA experimental readings. The simulations accurately
capture the general trend of the flow. However, some discrepancies between sim-
ulated and experimental results can be observed. This is most likely due to the
hopper not being modelled in simulations but was present during experimental
readings and the fact that a 3D transitional regime fluid flow is being modelled
which includes rapid flow expansions. This model is to be developed for practical
engineering purposes and in this sense the differences are seen negligible with
respect to their effects on the overall flow field prediction.

Spatter Expulsion Model

To model the accumulation of spatter build up in the AM250 machine a discrete
phase model (DPM) was developed to represent spatter expulsion. This model is
based on analysing the spatter experimentally instead of solving the complex fluid
flow at the scale of the melt pool. These experimental analyses provide the required
inputs for the DPM spatter expulsion model which is coupled with the argon phase
fluid flow model to determine particulate accumulation. Within the DPM model
particle size distributions, velocity values and magnitudes and compositions were
imported from the experiments.

A FASTCAM SA4 500K-M1 high speed imaging camera was used to capture
the expulsion of spatter for single lines experiments of 316L Stainless Steel. The
Photron FASTCAM software was used to optimise the images produced so that
moving particles could be highly distinguished for particle analysis. The ImageJ
mosaic particle tracking software [8] was used to capture the particle locations and
trajectories. From this analysis an in-house matlab script was used to analyse the
output files produced from ImageJ to give an approximate velocity distribution for
the tracked particles. An outline of the particle tracking is shown in Fig. 5.

In the L-PBF process the powder is sieved before being recirculated back into
the system. The oversized particles which remained were analysed using a Malvern
Mastersizer where sizes ranged from 60 to 120 lm. In addition, the oversized
particles did exhibit a slightly higher oxygen content in comparison to standard
316L SS powder. However, for modelling purposes this was considered negligible.
Therefore, in the simulations presented the standard properties of 316L SS were
used.

The spatter size, composition and initial particle velocities and magnitudes were
then incorporated into a user defined function (UDF) in ANSYS fluent to create a
representative spatter expulsion model. 11 lines with 25 mm intervals were set over
the processing area to represent the majority of the processing area.

The DPM model used in ANSYS is based on an Euler-Lagrange approach for
fluid dynamics. The fluid phase; the argon phase, is treated as a continuum whilst
the dispersed phase; the spatter expulsion, is calculated by tracking the particles
through the flow field. In the model presented particle-particle interactions are
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ignored as this was not observed in experiments. The particles are spherical and
non-reacting and there is no biased given to particle velocities based on speed and
direction of the laser and is also not dependent on welding mode of the melt pool. In
addition, there is two-way coupling between the continuum and dispersed phase,
which is required for analysis of particle accumulation on boundaries.

Metal Vapour Plume Model

It is known that when the molten melt pool reaches the vaporisation temperature of
the material a phase transformation will occur and mass from the melt pool will be
transferred into a metal gas. The modelling approach to predict condensation of
particulates within the build chamber was to introduce a separate metal gas phase
which has been defined by a mass flow rate. Currently the model is only for one
release location due to computational expense. This model will be extended for a
mass flow rate along the same 11 release locations as the spatter expulsion model so
that a more representative accumulation of the metal vapour condensates can be
observed. In the Renishaw AM250 machine a modulated laser is used to melt metal
powder. Therefore, the 11 release locations will be a function of laser radius, point
distance and exposure time. This model once extended will be able to predict the
accumulation of the metal vapour plume condensates within the entire build
chamber.

Fig. 5 Particle identification and recorded trajectories analysis of high speed imaging data.
a Enhanced image. b Particle identification. c Particle tracking. d Extended particle tracking
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Analysis and Discussion

The shielding gas flow argon phase and spatter expulsion model have been coupled
to determine the accumulation of spatter within the build chamber of a Renishaw
AM250 machine shown in Fig. 6. An example of the developed metal vapour
plume model is also shown in the same figure.

It can be observed that the spatter is generally transported and deposited towards
to back end of the machine near the outlet port and towards the outlet end of the
processing bed. This is reinforced by powder size distributions of samples taken
before and after the build in 3 different locations. Sample 1 was taken underneath the
hopper before a build indicating the unprocessed powder. Sample 2 was taken next
to the outlet port on the left side of the processing area after a build and sample 3 was
taken at the front of the processing area after a build. There is a clear increase in the
oversized particles in D10, D50 and D90 fractions in sample 2 shown in Table 1.

The modelling demonstrates the deposition of spatter particulates over the
processing area which is highly undesirable. In addition, a recirculation zone can be
observed from the flow analysis. This recirculation zone could trap particulates
within the machine and be deposited in unwanted areas. Unfortunately this cannot
be quantified in an effective manner. The problem is when by-products agglomerate

Fig. 6 Outline of shielding gas flow and spatter model with outline of local metal gas plume
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on the lens within the chamber which can have similar effects as localised laser
attenuation but on a larger scale as the particulates continue to accumulate. Also the
flow leaving the inlet is not uniform which is contributing to the inhomogeneous
localised gas flow over the processing area again which is undesirable. This model
can be used to highlight important performance indicators in the L-PBF process:
processing area flow uniformity, localised gas flow velocity and by-products
accumulation on walls.

Conclusions

In this work a multiphase computational fluid dynamics model of the shielding gas
flow in a laser powder bed fusion process including its by-products has been
developed. The shielding gas flow phase and the spatter expulsion model are solved
in the Eulerian-Lagrange formulation. The metal vapour phase and the shielding gas
flow model are solved in an Eulerian-Eulerian formulation but due to computational
limitations are not yet coupled on the scale of the build chamber. The shielding gas
flow model is the most important model as its forces will dictate the transport of
particulate phases. This model has been validated using experimental results taken
using HWA where results are in good agreement and capture the important aspects
of the flow field. Both the spatter and metal vapour condensates need to be con-
trolled as they can be detrimental to the final mechanical properties of an L-PBF
component. In the model presented it allows for analysis of important flow prop-
erties of the shielding gas flow, namely localised velocity and flow uniformity. It
also allows for a characterisation of spatter accumulation within all boundaries in
the machine and also the visualisation of recirculation zones which are not
favourable in the L-PBF process. The future of this work aims to extend the metal
vapour model for more representative release locations and then use these models
as a design tool to develop and test future design iterations of L-PBF machines with
the aim of removing and or controlling the produced by-products.
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Table 1 Powder size distributions of 3 samples taken at different locations

Sample 1 Sample 2 Sample 3

Under hopper before build Under outlet after build At front of plate after build

D10 D50 D90 D10 D50 D90 D10 D50 D90

18.4 µm 29.0 µm 46.8 µm 30.6 µm 65.7 µm 129.1 µm 18.7 µm 29.5 µm 47.4 µm
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CFD Modelling of High Pressure Gas
Atomization of Liquid Metals

Andrew M. Mullis, Aadhithya Priyadharshini Ashok Kumar
and Duncan J. Borman

Abstract High pressure gas atomization (HPGA) is a technique for the manu-
facture of fine spherical metal powders. Supersonic gas jets are used to disrupt a
stream of liquid metal into droplets which then solidify in flight. We construct a
CFD model for gas flow within a gas atomizer which is compared against
high-speed video footage of a research scale atomizer. Good agreement between
simulation and experiment is found for the presence of Prandtl-Meyer waves on the
surface of the spray cone. The simulation also reproduces the location of the
recirculation zone below the melt delivery nozzle. Simulation results indicate a
radially outward flow from the bore of the melt nozzle to the circumferential edge
which would facilitate pre-filming.

Keywords High pressure gas atomization � Supersonic flow � Metal powders

Introduction

Close coupled gas atomization (CCGA) is the technique of choice for the pro-
duction of fine metal powders. The maturing market for additive layer manufac-
turing (ALM) means that demand for such powders is increasing year-on-year, with
BCC estimating that the global market for metal powder shipments will increase
from £5.5 bn in 2015 to over £9 bn by 2020. One of the principal advantages of
CCGA powders for ALM applications is that, due to their very high degree of
sphericity, they display excellent flowability. Obtaining an in-depth understanding
of this conceptually simple, but in practice complex, production technique is
therefore essential if the increasingly stringent needs of the ALM sector are to be
met.
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Figure 1 gives an overview of the CCGA process. Liquid metal is fed down the
central bore of a ceramic nozzle, whereupon impinging supersonic gas jets disrupt
the stream of molten metal into a spray of fine droplets. These subsequently solidify
in flight to yield the powder product. A key aspect of this production route is the
process of pre-filming. Upon emerging from the bore of the nozzle, recirculation of
the high pressure gas forces the melt to spread out, wetting the nozzle
tip. Atomization then occurs at the circumferential edge of the nozzle via the liquid
film breakup mode, rather than by the breakup of the liquid column. Droplet size
during liquid film breakup is related to the film thickness. Consequently, a much
smaller particle size is obtained during primary atomization when compared to
liquid column breakup, as would be encountered during free-fall atomization.

The role of pre-filming in atomization has been studied extensively with regard
to fuel sprays, particularly in gas turbine engines (see e.g. [1, 2]). However, such
studies are much less well developed with regard to the atomisation of liquid
metals. Anderson and co-workers have observed that during pre-filming the nozzle
tip is not uniformly wet with melt. Rather, there is partial irregular wetting,
prompting them to propose a slotted melt delivery nozzle to increase the uniformity
of wetting [3]. Using 20 ns pulsed laser illumination, [4] identified that wetting was
by means of fine filaments. Fourier analysis techniques have shown that these
wetting filaments have a very regular precessional motion [5], the frequency of
which depends upon the nozzle design and the physical properties of the melt.
Recently, pressure swirl nozzles have been proposed by [6] as a means of
improving pre-filming during CCGA.

The purpose of this paper is to use CFD modelling in the region near the
atomization nozzle to help to elucidate the pre-filming process. Such techniques
have previously been used investigating phenomena such as the formation of Mach
disks and oblique shocks [7], aspiration pressure [8, 9] and wake-closure [10–12].
We also present the results of experimental work based on high-speed filming of the
gas atomization process, which serve as a validation of the computational models.

2 mm id

gas flow

112.5o 8 mm

melt flow

5 mm

Fig. 1 Schematic diagram of
the close-coupled gas
atomization configuration
used in this study
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Computational Methods

Solutions to the equations for mass, energy and momentum conservation were
obtained using a finite volume approach within the CFD package ANSYS Fluent
17. The SST k-x turbulence model has been used here, although as shown by [13]
the results are relatively insensitive to the choice of turbulence model used. The
governing equations were solved for the r-z components of a cylindrical system
which is independent of u. A number of authors [7, 10, 11] have previously shown
this to be a reasonable approximation for the simulation of gas flow in CCGA.
The SIMPLE algorithm was applied with an implicit 2nd order upwind scheme to
solve the governing equations.

The computational domain is shown in Fig. 2, with flow being from left to right.
High pressure gas is fed into the atomizer via an annular slit. The left hand end of
the melt nozzle is a constant pressure boundary condition allowing flow to be drawn
down the bore of the nozzle by the aspiration pressure generated by the supersonic
gas jets. However, to simplify the calculation, this is considered to be the same fluid
as the high pressure gas. Consequently, once the low pressure fluid entering the
domain via the melt nozzle merges with the high pressure fluid entering via the gas
die the two become indistinguishable. No attempt is made to track the fluid entering
via the melt nozzle after the two merge.

The outlet of the domain was taken as a constant pressure condition at atmo-
spheric pressure, allowing the gas to exit the domain. The outer boundaries for the
chamber, melt delivery nozzle and the gas die were all considered as a walls with a
no-slip velocity boundary condition. For the upper boundary two models were
considered, a wall with no-slip condition and an atmospheric pressure outlet.
Simulations were undertaken for both types of boundary condition. It was found
that, provided the upper boundary was sufficiently far from the gas outflow, the
model was insensitive to this choice. A wall boundary was adopted here as this
improved convergence speed. All boundaries were maintained at 300 K.

r

z

54 mm

Axis of rotation

90 mm

15 mm

No slip wall
Atmospheric pressure inlet/outlet
High pressure inlet/outlet

Melt nozzle,
low pressure flow

Gas jet,
high pressure flow

Fig. 2 Computational domain used in the CFD simulations of gas atomization
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The mesh used in this study contained 23,000 elements, this having been found
to be a suitable number to ensure complete mesh independence of the solution.
Transient solutions were performed for inlet gas pressures between 1.0 and
3.0 MPa. The flow pattern in all cases rapidly obtained steady-state after the decay
of the initial transient.

Experimental Methods

Atomization experiments were conducted on a research scale atomizer using 6 kg
batches of 17–4 PH grade stainless steel. The nozzle configuration was as shown
schematically in Fig. 1, with an atomizing gas pressure of 2.5 MPa. The melt was
superheated by 200 K, giving a melt temperature prior to ejection of *1900 K.
Consequently, the atomization spray cone was sufficiently bright for filming to take
place in radiant light only. External lighting was not required.

Filming was performed using a Photron high speed camera operating at 16,000
frames per second. This was fitted with high magnification optics which gave an
equivalent resolution of 82.5 lm per pixel. Each pixel had an 8-bit grey level depth.

Individual frames show a range of complex and chaotic behaviors which make
comparison with steady-state simulation difficult. For this reason the following
procedure is adopted. We label the grey level intensity in each frame as Inij , where i,
j label the pixel rows and columns respectively and n labels the frame number. We
then construct the following two quantities.

�Iij ¼ 1
N

XN

n¼1

Inij ð1Þ

_Iij ¼ 1
2N

XN

n¼1

Inþ 1
ij � In�1

ij

���
��� ð2Þ

The interpretation of Eq. (1) is straightforward, �Iij is the time averaged grey level
intensity and as such gives a measure of the mean quantity of material at location i,

j. With regard to Eq. (2), 1
2 Inþ 1

ij � In�1
ij

h i
is a measure of the rate of change in the

intensity at location i, j for frame n. The absolute value of this rate of change is then
averaged over N frames to give _Iij. On the assumption that we were viewing a
relatively disperse suspension of hard spheres under uniform lighting conditions,
I would change only as a consequence of the motion of particles. Consequently _Iij
would represent a map of the scaled particle velocities. Unfortunately, when
viewing an atomization spray cone this is not the case. Typically we are viewing
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features that are actually agglomerates1 of particles. Consequently, not only do they
move between frames but they do not preserve their shape. They are also cooling as
they move so the illumination is changing. Moreover, because we are looking
through a dense plume features often move in front of each other, merge or split
apart. However, as both the dispersion of these particle agglomerates and their
cooling rate will be strong functions of velocity, we contend that _Iij still gives
information regarding the relative velocity within the spray cone.

Results

Figure 3 shows a typical result from the CFD simulations, while Fig. 4a, b show the
maps for �Iij and _Iij obtained from the high speed video for N = 1000. Various
features visible in the computational simulations are mirrored in the experimental
results, indicating that the simulation captures many of the salient points of the
atomization process. In particular, we note that the outer envelope of the
time-averaged intensity, effectively the average shape of the spray cone, clearly
shows the Prandtl-Meyer wave evident in the gas only simulation. We also note,
with reference to Fig. 4b, the recirculation zone immediately below the nozzle tip
which, on average, displays very low velocity. Again this is clearly also present in
the simulations. By comparing Fig. 4a, b it can also be seen that the stagnation zone
contains the highest density of material, as gauged by optical intensity. This is
because there is a constant feed of material from the melt delivery nozzle but the
material is not easily able to escape the stagnation zone. Of course, being single
phase, this is not captured by the simulation. However, it is also clear from Fig. 4b
that once material escapes the stagnation zone it rapidly streams away from the
nozzle, again in good agreement with the simulation results.

Figure 5 shows detail from the near tip region of the melt delivery nozzle,
allowing some conclusions to be drawn regarding the likely occurrence of
pre-filming. The light blue colour, corresponding to a linear velocity around
50 m s−1, clearly indicates a flow of material down the central bore of the melt
delivery nozzle. Immediately below the bore the dark blue colour indicates a region
of stagnant gas, indicating that material emerging from the bore would be unlikely
to experience liquid column flow. Instead, the stream from the central bore of the
nozzle is directed towards its circumferential edge where it connects with the high
velocity gas stream. However, this is not quite the flow that would result in true

1We use the term agglomerate here to denote a group of particles co-located in space. We do not
imply any form of bonding between the individual particles, as would for instance be the case in an
aqueous suspension.
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pre-filming, as the flow is not connected to the surface of the nozzle tip. It is not
clear at the moment whether this is an artefact of the model or whether the surface
tension of the second fluid is an essential ingredient in true pre-filming.

With regard to the experimental data, we note in Fig. 4b the lobes at the margins
of the spray cone where _Iij is high. These appear to originate close to the cir-
cumferential edge of the nozzle. As such they may be indicative of the flow of
material as it is stripped off the nozzle following pre-filming. These two high
velocity lobes coincide with regions of relatively low average material density in
Fig. 4a. Coupled with the high density of material in the recirculation zone this is
likely to indicate that pre-filming is not complete and that some material is fed
directly from the central bore of the nozzle into the recirculation zone.

Fig. 3 CFD simulation of gas flow during close-coupled gas atomization. Colour bar gives gas
velocity in units of m s−1

Fig. 4 a Mean grey level and b mean absolute rate of change in grey level between frames, as
determined from high speed video footage of gas atomization. Annotation on part (a) shows the
position of the flat tip of the melt delivery nozzle, all of which is wet with melt, and the direction of
the incoming gas jets
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Summary and Conclusions

A CFD model of gas flow within a close-coupled gas atomizer has been constructed
and compared against experimental data obtained from high-speed filming of the
atomizer. Good agreement is found between the simulations and the time-averaged
experimental data with regard to features such as Prandtl-Meyer waves and the
recirculation zone. The simulation displays near nozzle flow patterns that appear to
be indicative of pre-filming behaviour. High velocity lobes are observed in the
experimental data that appear to coincide with regions of relatively low particle
density in the spray cone. Together with a high density of material in the recir-
culation zone this appears to suggest only partial pre-filming may be occurring
experimentally.

Acknowledgements This research was supported under MAPP: EPSRC Future Manufacturing
Hub in Manufacture using Advanced Powder Processes (EP/P006566/1).

Fig. 5 Detailed view of the CFD simulation in the vicinity of the melt delivery nozzle. Note flow
contours that indicating that flow from the nozzle bore will be directed towards the circumferential
edge of the nozzle, suggesting the likelihood of pre-filming. Colour bar gives gas velocity in units
of m s−1
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Computational Analysis of Thermo-Fluid
Dynamics with Metallic Powder in SLM

Subin Shrestha and Kevin Chou

Abstract Selective Laser Melting (SLM) is a powder bed additive manufacturing
(AM) process. The metallic powder particles are subject to melting-solidifying
along each line scanning which consequently results in intense thermo-capillary
convection within the melt pool. Therefore, in order to accurately capture the fluid
dynamics, discrete powder particles should be properly modelled. In this study, a
3D thermo-fluid model using the volume of fluid approach with powder particles
incorporated was developed using ANSYS/FLUENT. A sequential powder adding
algorithm was utilized to generate randomly dispersed particles of a given size
distribution in a powder bed. As a result of continuous melting and solidification,
the temperature distribution, the molten metal flow, and the free-surface formation
can be numerically analyzed. The influence of sequential addition of powder par-
ticles to the transport phenomena can be studied and the mechanisms of different
pore formation investigated. When the powder particles are melted, the formed melt
pool would solidify to form the single track and its density depends on the process
parameters. The high speed, 1600 mm/s, of laser would result in less dense tracks
with numerous pores would further aggravate with increasing layers.

Keywords Powder distribution � Selective laser melting � Thermo-fluid model

Introduction

Additive manufacturing (AM) is a process in which parts are built in a layer by
layer fashion. Selective Laser Melting (SLM) is one of the most applied powder
bed AM process in which parts are fabricated by selectively melting powder:
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the moving laser strikes the powder layer and immediately melts the powder. The
powder then solidifies in the wake of beam due to various forms of heat transfer and
forms a solidified track with certain width and height.

As there is continuous flow of energy through heat transfer and mass through melt
flow, we may say that the inherent characteristics associated during the melting of
powder in SLM process is temperature distribution and the melt pool size. Therefore
these characteristics should be known before completely understanding other
underlying properties as most other features depend on their occurrence. Moreover,
the end parts of SLM process is highly dependent on the process parameters selected
and it is always desired to optimize the process parameters. To achieve this, numerous
experimental studies have been performed [1, 2]. The SLMprocess occurs line by line
in each layer and therefore the property offinal part strongly depend on the property of
each scan track [3]. Childs et al. [4] pointed out that resultant single track may have
different forms: continuous track with crescent or elliptical section, discontinuous
which may be irregularly broken or balled or only partially melted. These forms
depend on the process parameter selected. The balling phenomenon occurs due to the
lower wetting ability and is dominant when for lower laser power and higher scanning
speed [5, 6]. These single scan track experiments help narrow down the process
parameter window that would result in dense part and good surface finish.

Experimental study shows the end results, that is track geometry and surface
profile from various combinations of process parameters. But it is desired to know
the inherent fluid flow that leads to such phenomena. Therefore, thermo-fluid
modeling should be used to study the underlying physics during the melting pro-
cess. However, the SLM process being powder based, it is important to model the
powder particle itself in order to accurately capture the fluid flow and heat transfer.
In this regard, there has been a progressive advance towards mesoscopic modelling
of SLM process. Khairallah and Anderson [7] demonstrated the ability of predicting
the single track formation with the mesoscopic model. The model applied constant
surface tension which was good enough to predict the free surface formation. In
addition, Lee and Zhang [8] developed a 3D thermo-fluid model using commercial
Flow-3D software and back and forth scanning was used to predict the melt flow
behavior and formation of tracks. The simulation result obtained after two-track
scanning was compared with experiment and the model was able to predict the melt
overlap and the depth. Similar modeling approach has also been applied to predict
the effect of powder layer thickness on the single track formation [9]. Khairallah
et al. [10] improved their model including complex physical phenomenon and
elaborated the mechanisms of pore formation, spatter and denudation zones.

The surface is formed by the accumulation of single tracks. Mesoscopic model,
being able to predict the single track formation may also be able to predict the
overall surface formed after SLM process. Moreover, the average roughness of the
build surface may also be possible. The raster scanning applied to mesoscopic
model may accurately predict the build surface formation and surface roughness of
SLM parts. In the past, there have been some studies on build surface formation in
AM processes through continuum model. Dai and Gu [11] developed a 3D con-
tinuum model to predict the surface formation during SLM process. Similar model
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has also been developed for Powder Bed Electron Beam Additive Manufacturing
(PB-EBAM) process [12].

In this study, a 3D powder scale VOF model was developed to predict the single
track formation during SLM process. A moving-volumetric Gaussian heat source is
applied to randomly distributed powder over solid substrate. The applied heat
source immediately melts the powder and the solidified track is formed at the wake
of beam. The thermo-fluid dynamics is studied to understand the formation of
single track in SLM process. Moreover, a two layer simulation is performed to
predict the formation of interlayer pores.

Numerical Modeling Approach

Powder Scale Model

A 3D model with domain size 1600 µm � 500 µm � 150 µm is developed as
shown in Fig. 1 to perform single layer single track simulation. The powder par-
ticles are defined by using sequential powder addition algorithm [13]. With this
algorithm, random powder distribution can be obtained which would statistically
represent the actual powder bed condition. For this study, the powder size distri-
bution from 20 to 40 µm has been considered. The powder particles are defined
over the 90 µm solid Inconel 625 as depicted in Fig. 1 which shows the volume
fraction of the Inconel 625 defined over the domain. The blue zone is the argon gas
where there is no volume fraction of In625, and therefore the phase-2 volume
fraction in this region is 0. The red zone represents both solid base and powder as
this is a two phase simulation. And the free surface of the powder lies between
volume fraction of 0 and 1. The solid base is designed such that it is bigger than the
melt pool depth such that the boundary does not interfere with the melt flow. The
scan length of 1.2 mm is used for all single track simulation.

The hexahedral mesh is defined over the domain. In order to make the simulation
time reasonable, mesh size of 5 lm was used. The powder particles generated by
sequential addition algorithm was read through FLUENT user defined function
(UDF).

Fig. 1 3D computational domain used for single track simulation
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For the two layer simulation, the free surface from first layer scanning is
obtained and powder particles are spread over the free surface from first layer.
Since, the adiabatic boundary condition is defined for all walls in the domain; there
would be residual heat during the dwell time for multi-layer simulation. Therefore,
the model size was increased to reduce the effect of residual temperature on the
second layer simulation. The two-layer model configuration is shown in Fig. 2.

The basic governing equations associated with the Thermo-fluid model have
been presented [12]. Adiabatic boundary condition has been defined over all the
faces in domain. In this study, VOF model is used to track the free surface. In this
model, two phases have been used-argon and Inconel 625. A free surface of the
powder which interacts with the argon has the volume fraction between 0 and 1.
UDF is used to identify the free surface mesh to appropriately apply the volumetric
heat source.

Application of Volumetric Heat Source

The powder being a spherical surface, the free surface should be properly identified
in order to apply the volumetric heat source. In addition, the surface is continuously
deforming during the melting process. Therefore, the topmost cell with non-zero
phase-2 volume fraction which is the actual free surface has to be tracked after
iteration which is achieved through UDF. The free surface cell information is stored
and utilized to define the magnitude of heat source for other cells.

Material Properties

The physical properties such as thermal conductivity, specific heat, density are the
function of temperature. Therefore, the temperature dependent material properties

Fig. 2 3D computational domain used for two-layer simulation
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summarized in Fig. 3 are used to define solid and powder Inconel 625. As the
properties are almost linear with the temperature, they are defined as piece-wise
linear in Fluent. Besides these, surface tension is also the function of temperature.
Additional material properties of Inconel 625 have been summarized in Table 1.
Generally the surface tension of metal can be defined by the Eq. 1.

c ¼ cm þ dc
dT

DT ð1Þ

where c is the surface tension, cm is the surface tension at the melting point, dcdT is the
surface tension gradient and DT is the temperature difference. In this study, only
constant surface tension has been considered. Moreover, the surface tension for
Inconel 625 has been approximated with that of Inconel 718 [8].

Results and Discussion

Single Layer-Single Track Simulation

As the defined heat source is applied over the powder layer, it immediately melts
the powder particles. The melted powder fills the void between powder particles

Fig. 3 Temperature dependent material properties of Inconel 625 [14]

Table 1 Properties of
Inconel 625

Parameters Values

Solidus temperature, TS (°C) 1290

Liquidus temperature, TL (°C) 1350 15]

Latent heat of fusion, Lf (kJ/Kg) 227

Beam diameter, d (lm) 100

Hatch spacing (lm) 100

Power (W) 195

Viscosity (kg/m s) 0.006

Emissivity, ɛ 0.5 [16]

Stefan-Boltzmann constant, r 5.67 � 10−8

Computational Analysis of Thermo-Fluid Dynamics with Metallic … 89



due to the continuous flow of liquid Inconel 625 and the melt pool becomes dense.
Figure 4 shows the dynamics of melt pool in transverse plane at the beginning of
the scanning with scanning speed of 400 mm/s and power of 195 W, when constant
surface tension of material is used. At the initial condition (Fig. 4a), when the heat
source is not applied, the powder particles remain solid. As the laser beam is
defined, the temperature of the powder increases and the powder starts to melt. The
powder particles at the center of the laser beam melts first. Moreover, the smaller
powder particles would melt before larger powder particles. As seen from Fig. 4b,
the powder particle at the center starts to melt which is then followed by melting of
surrounding powder particles. As the melt pool is formed, the flow fills the argon
gap between the powders and finally dense melt is formed. This mechanism con-
tinues throughout the single scan. When the energy density is very high, the smaller
powder particles may face to rapid increment in temperature which may exceed the
boiling point of the material. This would result in evaporation and result in for-
mation of depression. In this paper, the evaporation and recoil pressure have not
been included and the fluid flow has been simplified.

The temperature distribution and melt formation for scanning speed of 400 mm/s
during a single scan track simulation is depicted in Fig. 5. Figure 5a shows the
temperature distribution while the laser is still scanning the powder layer. At this
point, the maximum temperature is 2900 °C. The scanning continues and after
reaching its end point the heat source is no more defined and only heat loss occurs
from that point on. The result after scanning and cooling for some time is shown in
Fig. 5b. We may observe that all the melted areas have been solidified as the
temperature is below melting point and the single track has formed permanently.

The longitudinal and transverse cross section of the solidified surface has been
presented in Fig. 6. These figures with phase volume fraction show that the melting
of the powder particles would form a dense single track. Therefore, process sim-
ulation with single track would help to identify the process window which would
result in dense single tracks. In addition, it is observed that there is a shallow area at
the end of the scan track. This may be due to the insufficient flow of melt pool at the

Fig. 4 Melt pool dynamics and formation of track profile at the beginning of single scan
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end of the scan track. When the laser is turned off, the melt immediately solidifies
leaving a shallow region at the end of the scan track. Moreover, if the energy
density is too high and shallow depression is formed, this may lead to formation of
pores at the end of the scan track.

Two Layer-Single Track Simulations

A single layer single track simulation can be applied to study the effect of different
process parameters towards the formation of single track morphology and possible

Fig. 5 a Temperature distribution (in K) during powder melting and b after melting
(v = 400 mm/s)

Fig. 6 Transverse and longitudinal cross section of solidified single track (v = 400 mm/s)
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pores in the surface. However, the SLM process being a layer by layer process, it is
necessary to predict the bonding between the layers as well. The solidified track
from previous layer would affect the powder particle distribution. Therefore, a two
layer simulation is carried out, this time will lower energy density compared to
single layer case. At first, 800 mm/s scanning speed is used with 195 W power. The
solidified surface and its transverse and longitudinal cross sections have been
summarized in Fig. 7. These set of parameters resulted in solid and dense single
track as well. It is observed that the track is shallow at the end of the scan track as
well, however the morphology of the scan track is different compared to 400 mm/s
speed case.

Now, the speed was even doubled to 1600 mm/s to make an extreme case which
would probably result in partial melting. With this speed, the maximum temperature
was very low, below 1700 °C and therefore there was insufficient melting. As seen
from Fig. 8a, the pores are formed in the build surface due to partial melting of
powder particles. If the scanning is continued to another layer, then the porosity
would get worse. The build surface formation during second layer scanning and the
temperature distribution is shown in Fig. 8b.

The low energy density would result in formation of pores in the build surface.
The two layer simulation result is presented in Fig. 9. Transverse and longitudinal
cross section of volume fraction shows variation in density within the solidified

Fig. 7 a Solidified single track after second layer scanning, b transverse and c longitudinal cross
section of solidified two layer-single track (v = 800 mm/s)
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track. Due to incomplete melting as in previous two cases, there pores are formed,
both intra-layer and interlayer. With these set of parameters, the build may fail due
to inappropriate bonding between the layers with such case, and if the build is
successful, the part would have very low density and high porosity.

Fig. 8 Temperature distribution during a first layer scanning and b second layer scanning
(v = 1600 mm/s)

Fig. 9 Transverse and longitudinal cross section of solidified two layer-single track
(v = 1600 mm/s)
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Conclusions

In this study, two powder scale models, single layer single track and two layers
single track, have been developed to study the fluid dynamics in the melt pool and
formation of single track. Different scanning speeds were used to study the tem-
perature distribution, fluid flow and eventually the formation of pores. Based on the
simulation results, following conclusions can be made:

• With the appropriate energy density, the single scan tracks formed are dense.
The scanning speed of 400 and 800 mm/s resulted in dense scan tracks without
porosity.

• When the single track formed are dense, it may be the case that the subsequent
layer tracks are also dense as observed from 800 mm/s case.

• The partial melting of powder particles would form both intra-layer pores and
interlayer pores and therefore should be avoided during the part build.
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Evaporation and Diffusion of Mn in Inert
Systems

Håkon Aleksander Hartvedt Olsen, Stefan Andersson
and Gabriella Tranell

Abstract This research is aimed to improve our knowledge on the dust formation
and clustering in the ferroalloy industry. Specifically, this paper focuses on the
evaporation of manganese metal, and how different parameters influence the
evaporation rate. Experiments were done with pure manganese metal heated to
between 1400 and 1700 °C in a pure argon atmosphere, where the change in weight
was measured to calculate the loss of manganese over time. A mathematical model
was constructed to link theoretical values to the results from the experiments. The
high control over the system parameters allowed for the validation, rejection or
creation of values and theories used in the model.

Keywords Manganese � Evaporation � Diffusion � CFD

Introduction

Airborne particulate matters, originating from various sources in the metallurgical
industry are not only a concern in terms of workers health, but the fumes from
industrial plants also contribute to the so-called fugitive emissions which may be
harmful to the local, urban communities as well as the environment at large.

The aerosols produced in most metallurgical processes may be harmful if inhaled
and exposure to high levels of particles has been linked to cancer, pneumonia,
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chronic obstructive pulmonary disease (COPD) and other respiratory and cardio-
vascular syndromes [1–5]. Inhalation of certain manganese (Mn) compounds has
also been linked to inflammation and neuropsychological disturbances [6–8].

Characteristic properties of the particles, especially particle size and chemical
composition, may influence their impact on human health. It is now well known
that ultrafine particles (nanoparticles, particles <100 nm) have a much greater
surface area and different physic-chemical characteristics [9, 10] compared to their
larger counterparts. They may therefore be more reactive, behave differently in the
respiratory system, and give rise to increased biological responses [11].

As the chemical composition and morphology (particle shape) of particles
originating from different ferroalloy industries and processes vary greatly, it is
important to understand the mechanisms of which dusts are generated and how the
characteristic properties of the particles depend on process parameters. With such
knowledge, primary dust generation may be partially controlled.

An important and not yet thoroughly studied part of the dust formation from
liquid manganese alloys such as ferromanganese (FeMn) and silicomanganese
(SiMn) is the evaporation and gas-phase diffusion of manganese. In contrast to
silicon, which has a very low vapor pressure and will mostly react with oxygen to
form dust, manganese evaporates noticeably at temperatures close to the melting
point. With silicomanganese, this leads to possible reactions between silicon oxides
and manganese fumes, but can also cause a competition for oxygen close to the
surface where if no oxygen reaches the surface, one might get no silicon in the dust
at all [12]. Because of these reasons, the experimental study and subsequent
modelling of evaporation rates of Mn is important.

Model Development

In the production process for ferroalloys such as ferromanganese and silicoman-
ganese, the produced melt is in contact with air during several steps of the process.
Most notably during tapping, refining and casting, the melt is exposed to air without
a protective slag layer over an extended duration. During this time, there are two
possible reactions for each metal in the alloy, Evaporation and oxidation, which
may be summed as shown in Eqs. 1 and 2.

Me lð Þ ) Me gð Þ ð1Þ

Me lð Þ þ xO2 gð Þ ) MeO2x s; lð Þ ð2Þ

Both reactions are thermodynamically driven towards equilibrium, and the distance
from equilibrium is the driving force of the mass flux. This work purely studies
reaction 1. for pure manganese, and the equilibrium partial pressure for this reaction
is defined as shown in Eq. 3.
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peq ¼ 1

exp �DG=R � T
� � ð3Þ

where R is the gas constant, T is the temperature in Kelvin, and DG is the change in
Gibbs free energy. The Gibbs free energy for each side of the equation is calculated
as shown in Eq. 4.

G ¼ H � TS ð4Þ

where S is the entropy and H is the enthalpy of formation. The flux from evapo-
ration at the surface can then be defined as shown in Eq. 5,

Fluxevaporation ¼ peq � p
� � �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Mm

NA � 2 � p � kB � T

r
ð5Þ

Here, NA is Avogadro’s number, kB is Boltzmann’s constant, and Mm is the molar
mass of Mn. For diffusion, the flux can be defined by Eq. 6,

Fluxdiffusion ¼ D � neq � nbulk
� �

DiffZ
�Mm
NA

ð6Þ

where DiffZ is the diffusion layer thickness defined by Eq. 7 [13], D is the diffusion
coefficient, and n is the molar concentration of Mn(g) for equilibrium and bulk gas
respectively.

DiffZ ¼ L � 4:52
Re1=2 � Sc1=3 ð7Þ

Reynold’s number and Schmidt’s number are defined by Eqs. 8 and 9 respectively.
L is here defined as the radius of the crucible, m is the viscosity, v is the bulk flow
velocity, D is the diffusion coefficient and q is the density of the gas.

Re ¼ v � L � q
m

ð8Þ

Sc ¼ m
D � q ð9Þ

In order to model the evaporation and diffusion kinetically, diffusion coefficients for
Mn and Ar gas as well as a Mn–Ar gas mixture were derived from
Chapman-Enskog kinetic theory [14] based on Lennard-Jones parameters for
Ar–Ar and a Morse potential used to describe the Mn–Mn and Mn–Ar interactions.
The Ar–Ar parameters were taken from the literature [14] whereas the Mn–Ar and
Mn–Mn interaction potentials were evaluated by high-level quantum chemical
calculations. Coupled cluster with single and double excitations with a perturbative
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treatment of triple excitations [CCSD(T)] [15] calculations were applied to Mn–Mn
and Mn–Ar pair interactions at a range of separation distances (3–7 Å) using the
CFOUR program package [16]. These results were subsequently fitted to Morse
potentials, respectively, since the Lennard-Jones potential was found not to
reproduce the calculated interaction energy curves well enough. Expressions and
values of collision integrals for calculating diffusion coefficients for the two types of
potential were taken from literature [14, 17].

The model for the evaporation was created in two parts: One that calculated the
flux of vaporization using thermodynamic and kinetic data, and one that calculated
the diffusion flux from flow conditions and kinetic theory. For each temperature and
flow rate investigated experimentally (see Section “Experiments”), the gas velocity
over the metal surface was calculated using a Comsol model. The model uses finite
element analysis, assuming steady state and incompressible flow, and using laminar
flow conditions as the calculated Reynold’s number for the relevant area is less than
100. The mesh used is shown in Fig. 1, it can be noted that a finer mesh is used near
the metal surface. For the surfaces, no slip is the assumed boundary condition, and
for each element, a form of the Navier-Stokes equation and the continuity equation
are solved. The exact equations solved are shown in Eqs. (10) and (11) [18].

q u � rð Þu ¼ r �pIþ l ruþ ruð ÞT� �� �þF ð10Þ

qr � uð Þ ¼ 0 ð11Þ

Fig. 1 The mesh used in the
comsol model. It has a total of
36587 domain elements, 4286
boundary elements, and 395
edge elements
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where u is the velocity field, q is the density, l is the dynamic viscosity, p is the
pressure, F is the external force, and I is the identity matrix. The flow pattern for
one experiment is shown in Fig. 2, with Fig. 3 showing a more detailed image of
the flow pattern close to the metal surface.

The thermodynamic data used in the model was taken from NIST-JANAF
Thermochemical Tables [19], where values for gases below boiling temperature
were extrapolated from the data given. The extrapolated data was found not to
deviate much at 1400 °C. Other parameters used in the model are listed in Table 1.

These two parts are both dependent on the partial pressure of Mn(g) just above
the surface of the metal. We know however, that under stable conditions, there is a
constant flux of vapour from the surface to the bulk phase, which means the flux
from metal to diffusion layer and through the layer to the bulk must be equal. Using
the solver function in Excel, the partial pressure at which these two fluxes are equal
can then be found, which gives the total flux through the system.

Fig. 2 Flow conditions inside crucible, model made using Comsol software. Conditions assumed:
laminar flow, no slip boundaries, incompressible flow, steady state. This image was from an
experiment with T = 1550 °C and 0.5 l/min flow rate
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Experiments

The apparatus used for the experiments was a graphite tube furnace, the design
which is sketched in Fig. 4. The inside of the furnace was kept in an 6 N argon
atmosphere of around 1.3 bar to avoid oxidation. Inside the graphite tube, an
alumina crucible with height 40 mm and diameter 27 mm was used as the container
for the experiments. The crucible was fitted with a lid to further limit contamination
from the surrounding atmosphere, and an alumina paste was used to seal the lid. An
alumina tube with inner diameter of 3 mm was inserted into a hole in the center of

Fig. 3 Flow conditions near the metal surface, model made using Comsol software. Conditions
assumed: laminar flow, no slip boundaries, incompressible flow, steady state. This image was from
an experiment with T = 1550 °C and 0.5 l/min flow rate

Table 1 Parameters used in
the model

Parameter Value

L 0.0135 m

MmMn 0.054938 kg/mol

m 8.42 − 7.87 � 10−5 Pa*s

D 2.93 − 3.97 � 10−4 m2/s

q 0.246 − 0.290 kg/m3
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the lid, through which argon was blown into the crucible. Another hole in the lid
with diameter 3 mm was the only outlet in the system. Figure 5 shows a crucible
after a finished experiment, without the alumina tube.

The crucible was filled with 15 (±0.5) grams of 99.9% Mn chips. The chips had
a slightly tarnished, oxidized surface before the experiments and as such, there was
a small amount of oxide present in the experiments. However, as a first approach,
this was assumed not to affect the evaporation rate. Each sample was pre-treated at
150 °C for 30 min to remove any humidity from the sample and the sealing paste,
and the crucible set-up was weighted before and after pre-treatment as well as after
the experiment. Longer pre-treatment time or higher temperatures were found not to
produce any further weight loss in the sample.

The sample was inserted into the furnace, which was then vacuumed to between
80 and 200 mTorr before it was purged with argon and kept at around 1.3 bar. After
purging, the chamber was heated to the desired temperature over 30 min and held at
that temperature for further 60 min before being cooled. During the entire heating,
holding and cooling period, argon was inserted through the alumina tube at a
constant flowrate. The different temperatures and flowrates for each experiment are
shown in Table 2.

Fig. 4 Sketch of the
experimental setup. An outer
tube of graphite with an inner
alumina crucible and tube
connected to an argon source.
The atmosphere inside the
tube was purged with argon
before and during the
experiments, and argon was
blown at different rates
through the tube in each
experiment
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After cooling, the crucible weight was again measured and the mass loss cal-
culated. As the only reaction happening was evaporation of Mn, the flux of Mn out
of the system could be calculated for each experiment.

Fig. 5 Alumina crucible
after finished experiment. The
middle hole was used for the
alumina tube, while the
smaller hole was used as the
outlet for the gas and vapor

Table 2 Flow rates, temperatures, holding times, and Sample contents for the experiments

Exp # Ar flow rate (l/min) Temp (°C) Holding time (min) Sample content

10 0.0 1400 60 100% Mn

5 0.5 1400 60 100% Mn

7 1.0 1400 60 100% Mn

2 0.0 1550 60 100% Mn

12 0.25 1550 60 100% Mn

3 0.5 1550 60 100% Mn

6 0.5 1550 60 100% Mn

1 1.0 1550 60 100% Mn

4 1.0 1550 60 100% Mn

8 0.0 1700 60 100% Mn

11 0.5 1700 60 100% Mn

9 1.0 1700 60 100% Mn

13 1.0 1700 60 100% Mn
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Results

The measured weight losses for each experiment are shown in Table 3 together
with the calculated mass flux and the parameters. Figure 6 show the mass loss as a
function of the flow rate with linear trend lines for each temperature.

Discussion

The crucible from experiment 10 (1400°, no Ar flow) has increased in weight by a
very small amount. A potential reason for this might be a small amount of oxygen,
supplied either from the ppm concentration in the Ar, the alumina crucible or from
the tarnished starting Mn-chip surface reacting with the metal to form heavier
oxides. The amount would not be very high however, and it is assumed that there
has been practically no evaporation of manganese in this experiment.

The two experiments at 1700 °C and with 1 l/min flow rate were found to have
very little metal left at the end of the experiment. This would likely cause a lower
rate of evaporation during the later stages of the experiment as the surface area
would be smaller. This would also explain why there is not the same linearity for
the 1700 °C experiments as for the lower temperatures. Figure 7 shows the inside
of crucible #13, where the metal content has been reduced to the point where it no
longer covers the full area of the crucible.

The model does show the same tendency to taper off at higher flow rates, but not
to the same degree as in the experiments.

Table 3 Experimental results: Total mass loss and flux for each set of parameters

Exp # Ar flow rate (l/min) Temp (°C) Loss (g) Flux (g/m2s)

10 0.0 1400 −0.11 −0.07

5 0.5 1400 0.40 0.25

7 1.0 1400 1.00 0.61

2 0.0 1550 0.07 0.04

12 0.25 1550 0.78 0.48

3 0.5 1550 1.66 1.02

6 0.5 1550 1.63 1.00

1 1.0 1550 3.67 2.25

4 1.0 1550 3.18 1.95

8 0.0 1700 0.29 0.18

11 0.5 1700 7.75 4.76

9 1.0 1700 11.24 6.90

13 1.0 1700 10.3 6.32
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Data from the experiments can be compared with the model, which was used to
generate data points for the same parameters as the experiments. These values are
shown in Table 4, and plotted in Fig. 8.

Fig. 6 Total mass loss in grams over the flow rate of argon in l/min. Linear trend lines are given
for each temperature

Fig. 7 Crucible from
experiment #13, 1700 °C and
1 l/min flow rate. The surface
area of the metal is clearly
reduced due to excessive
evaporation
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The mass loss calculated with the model are around one fourth of the experi-
mental values for all parameters. For comparison, Fig. 9 shows both data sets
together.

The curves are similar, but the model has evaporation rates that are about a
fourth of the experimental values. Figure 10 shows both data sets together, but with
the values from the model multiplied by 4 to show the similarities in the curves.

Table 4 Modelling results:
total mass loss for a choice set
of parameters

Ar flow rate (l/min) Temp (°C) Loss (g)

0.25 1400 0.06

0.5 1400 0.08

1.0 1400 0.12

0.25 1550 0.36

0.5 1550 0.50

1.0 1550 0.71

0.25 1700 1.55

0.5 1700 2.20

1.0 1700 3.11

Fig. 8 Modelled mass loss in grams/hour over the flow rate in l/min from the model
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Fig. 9 Mass loss in grams over the flow rate in l/min. Experimental and modelled values. Values
from model are multiplied by 4

Fig. 10 Mass loss in grams over the flow rate in l/min. Experimental and modelled values
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Conclusions

In order to better understand the kinetics of fume/dust formation in the
Mn-ferroalloys production industries, experiments investigating the evaporation
rate and diffusion of Mn in an argon atmosphere at different temperatures and flow
conditions, have been carried out. The results were compared to values calculated
using a mathematical model of the same system. There was a mismatch in the
results between model and experiments on the scale of factor 4, but the trends
shown were very similar. Possible uncertainties in the model include the diffusion
coefficient, enthalpy and entropy at lower temperatures, approximation of Reynolds
number, and the gas velocities from the Comsol model.

There are also uncertainties in the experimental work, which could have influ-
enced the experimentally obtained results. The evaporation during heating and
cooling might have been measurably large, as there is up to fifteen minutes of time
where the temperature is above the melting point during heating and cooling. The
flux would in that time probably lie between the values for our experiments. The
thin layer of oxide might have slowed the evaporation process, and the temperature
profile might be inaccurate as there is a delay between the outside of the tube where
the furnace measures temperature, and the inside of the crucible.

The data from the experiments can be further used when modelling the dust
formation in more complex systems where Mn evaporation is just a part of the
whole. If improved, the model can also be expanded to take further reactions into
account.

Further Work

This work is the beginning of a larger study, and there is much work still to be
done. Following is a list of planned work in the continuation of the project:

• Perform experiments where the temperature is measured inside the crucible to
find temperature delay.

• Perform experiment without holding time to measure mass loss during heating
and cooling.

• Etch the Mn before the experiment to remove any oxides.
• Use a crucible that doesn’t contain oxides.
• Perform experiments with 0.25 l/min flow rate for 1400 and 1700 °C.
• Review assumptions and uncertainties in the model, and then improve on it.
• Continue the experiments and model work with manganese and iron alloys, as

well as including oxygen in the gas.
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Recent Development and Applications
of CFD Simulation for Friction Stir
Welding

Gaoqiang Chen, Qingyu Shi and Shuai Zhang

Abstract Friction stir welding (FSW) has been successfully applied in fabricating
many critical structures, e.g. rocket fuel tanks. Generally, CFD simulation is
required to better understand the in-process material flow during FSW. In this
paper, we discuss the concepts and the approaches that have been employed in the
recent development and application of the CFD simulation for FSW. First, special
considerations on friction, heat generation and transient tool motion have been
adopted to capture the fully-coupled heat-and-mass-flow phenomenon during FSW.
Second, temporal evolution of the material state during welding is analyzed by
interpolation and integration along the flow paths, which is further used to predict
the typical feature and defects in the welds. Third, the CFD-based predictions on the
temperature and the material flow are validated by experimental measurements.
Finally, the current concepts and approaches in the simulation of FSW could be
applied in CFD-based studies on other similar thermal-mechanical processes.

Keywords Friction stir welding � Computational fluid dynamics
Numerical simulation � Material flow

Introduction

Friction stir welding (FSW) [1] is an advanced solid state welding process, which
has been successfully applied in fabricating lots of important engineering structures,
such as rocket fuel tanks and high speed train bodies. FSW relies on the complex
high-temperature plastic flow of solid-state material around the rotating welding
tool to achieve sound joints. The in-process thermal mechanical condition, e.g.
temperature field and material flow field, in the vicinity of the welding tool is of
critical importance in both fundamental understanding and engineering design of
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the FSW process due to its critical role in governing many performance-related
processes [2], such dynamic recrystallization [3] and heat generation [4, 5]. Despite
its critical importance, the in-process thermal-mechanical condition around the
welding tool, especially the material flow behavior, is still one of the yet-least
understood phenomenon in FSW.

Owing to its solid-state welding nature, the flow behaviors of solid-state material
in FSW is significantly different from that of molten material that occurs in casting
and fusion welding. Due to the difficulties in direct experimental observation,
computer simulation is required to better understand and control the in-process
material flow during FSW. To this end, the computational fluid dynamics (CFD)
simulation has been widely applied and playing a very important role in studying
the material flow of FSW, as the complex underlying physical couplings between
the interfacial friction, heat generation, severe plastic deformation and heat transfer
are readily to be implemented owing to the high computational efficiency and the
diversity of the boundary conditions. The application of three-dimensional CFD
simulation can be traced back to the first decade of this century [6]. The formulation
[7] which links the viscosity and the flow stress of the solid-state material is the
fundamental to for application of CFD approach in simulating FSW. The calcula-
tion of heat and mass transfer during FSW is implemented by the conventional
governing equations for the laminar flow [7–9], while specially designed source
terms and boundary conditions are developed to capture the friction-induced fully
coupled thermal-mechanical phenomena during the FSW process.

In this paper, the concepts and the approaches that have been employed in
development and application of the recent CFD simulation of FSW are discussed.

General Governing Equations for Simulation of FSW

In order to analyze the thermal-mechanical condition in FSW, the general gov-
erning equations for the heat transfer and the material flow for incompressible fluid
are generally used in the CFD simulation. The welding tool is assumed as a rigid
body, which is not included in the computation domain of fluid. The workpiece is
taken as a single-phase [8] or multi-phase [10] viscous fluid in the literatures. The
general used conservation equations of mass and momentum are given as,

@q
@t

þr � ðq~vÞ ¼ 0 ð1Þ

@q~v
@t

þr � q~v~vð Þ ¼ �pþr � l r~vþr~vT� �� � ð2Þ

where q is fluid density, l is fluid viscosity, p is pressure,~v is fluid velocity and t is
flow time. The energy conservation equation is given by,
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@qH
@t

þr � q~vHð Þ ¼ r � krTð Þþ SV ð3Þ

where H is enthalpy, T is temperature in K, k is thermal conductivity and SV is a
spatial source term.

Special Considerations in CFD Simulation of FSW

The CFD simulation approach has been successfully applied to study the flow of
conventional fluid, such as air and water. In the field of material processing, it has
been applied in the study of casting and the fusion welding process, where the flow
of the molten metal is critical. But simulating the flow of solid-state metal during
FSW is quite different. As such, special considerations are required to build a model
for capturing the in-process thermal-mechanical behaviors during FSW. In this
section, we are going to discuss these special considerations.

Interfacial friction. The interfacial friction between the welding tool and the
workpiece is important due to its essential role in governing the heat generation and
driving the plastic flow. In that both the welding tool and workpiece are in its solid
state. For the solid state metal, the interfacial frictional state can be very complex
due to the variation of interfacial conditions. For example, if the contact pressure
between the tool and the workpiece is not adequate, there will not be enough
frictional resistance so that the interfacial slipping can occur, which is a slipping
state. Otherwise, in the case of ideal contact at the tool/workpiece interface, there
will be enough frictional force to keep the workpiece flowing with the welding tool
at the same velocity, which is a sticking state. Actually, the contact state and the
interfacial motion state will change owing to the variation of pressure, temperature
and deformation rate [11, 12]. In order to handle this potential sticking and slipping
at the interface quantitatively, much work has been done on developing a friction
boundary condition in the literatures. In many models, the researchers used a fully
sticking condition [7, 9], where there is assumed to be no slipping at the interface.
Later, an empirical equation [8] and experimental work [13] were proposed to
determine the interfacial velocity. More recently, the shear-stress based frictional
boundary conditions [14] were developed to capture the extent of sticking or sliding
at the interface and used in the recent simulations [15].

Heat generation. Keeping high temperature is indeed necessary to join metals in
solid state during FSW. Thus the heat generation in FSW is very important topic.
The heat generation during FSW is a fully coupled thermal-mechanical process,
which can be divided into two parts, i.e. the heat due to friction and plastic
deformation. In the early CFD simulation of FSW, the heat generation was usually
treated as a facial heat fluxes at the tool/workpiece interface [8]. In recent studies,
the heat flux due to plastic deformation was been treated as a volumetric heat flux
[4, 5]. The simulation that takes the heat flux as a volumetric heat flux reflects more
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physical nature of the FSW process and captures the non-uniform distribution of the
heat flux, which provides more information to understand the local temperature
distribution.

Transient tool motion. The welding tool is an important part in FSW, which
rotates at high rate during the welding process. The real FSW tool is usually
designed on purpose to be not axis-symmetric in order to effectively drive the
material flow. As such, the transient motion and the geometry of the welding tool
plays a unique role in fundamental understanding of the in-process material flow. In
the early models, the transient the motion of the welding tool is simplified by using
steady-state model [16], while in many other work, the geometry feature such as
threads on pin are ignored [17]. In the recent CFD simulation, the mesh motion [9,
13, 18] is generally adopted to represent the influent of the transient motion of the
welding tool on the material flow.

Prediction of Microstructural Features and Defects
in Welds

Both the microstructural feature and the defects in the FS welds are closely linked
to the performance of the welds. The CFD simulation is approaching to the point
that the microstructural feature and the defects can be directly predicted. Early
simulation work focused more on prediction of the state variables during the
welding process, such as the temperature, processing force [19, 20]. Predicting the
essential in-process variables is the basis for further prediction of the microstruc-
tural and defects in the welds, because the features in the weld are history
dependent. Prediction of these feature requires to collect the information along the
whole flow path. In recent studies, the temporal evolution of the material state
during welding is analyzed by interpolation and integration along the flow paths,
which is further used to predict the typical feature and defects in the welds [15]. By
analyzing the temporal evolution of material state versus time could be obtained,
which make it possible to integrate more kinetic model, such as the precipitate
evolution, into the CFD to study more concerns in the welding engineering.

Validation of Simulation Data

It is necessary to use experimental data to confirm the validity of the simulation
results before further application for analysis. This concept has been recognized
widely in the CFD simulation of FSW. Some of the CFD simulations used only the
temperature data to validate the simulation results [4, 21]. However, the temperature
results and material flow results are weakly related. The material flow need separate
validation. Recently, more and more researchers has employed the microstructural
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features [8, 10, 15, 22] in the weld to further support the simulation model. In
addition, owing to the advanced experimental approaches [23, 24], more infor-
mation on the material flow during FSW can be obtained. We expect more studies
to validate the simulation results.

Conclusions and Outlook

In summary, CFD simulation has been successfully applied in simulating the FSW
process, because both the temperature and material flow are important in the fun-
damental understanding of FSW. Based on the data mining and validation, the CFD
simulation of FSW are approaching to the point that the engineering problems could
be directly investigated by the CFD simulation to support the engineering design. In
this paper, we discuss the concepts and the approaches that have been employed in
the recent development and application of the CFD simulation for FSW. The
current concepts and approaches in the simulation of FSW could be applied in
CFD-based studies on other similar thermal-mechanical processes, which are
summarized as blow.

(1) Special considerations on friction, heat generation and transient tool motion is
required to capture the fully-coupled thermal-mechanical phenomenon during
FSW.

(2) Temporal evolution of the material state variables during welding can be
analyzed by interpolation and integration along the flow paths, which can be
further used to predict the typical feature and defects in the welds.

(3) Both the predictions on temperature and material flow are need to be validated
by proper experimental measurements.
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Modeling of Argon Gas Behavior
in Continuous Casting of Steel

Hyunjin Yang, Surya P. Vanka and Brian G. Thomas

Abstract In continuous casting of steel, argon gas injection is a popular method to
reduce nozzle clogging. Multiphase turbulent flow of molten steel with argon gas
through complicated-geometry nozzles increases the complexity of the flow
dynamics. In this study, these complex multiphase turbulent flow behaviors are
simulated in a lab-scale continuous caster using a new hybrid model that involves a
Eulerian-Eulerian (EE) model coupled simultaneously with a Discrete Phase Model
(DPM). The complex behavior of the argon gas including formation of gas pockets,
intermittent shearing off of the gas pockets, volumetric expansion, coalescence and
breakup of bubbles, and transport of the bubbles in both the nozzle and mold are all
simulated. The model is validated with measurements on a benchmark experiment
of liquid-metal argon flow in a laboratory-scale system. This hybrid model is a
promising tool to estimate realistic bubble size distributions and multiphase flow in
a real caster.

Keywords Bubble size distribution � Coalescence � Breakup � Volumetric
expansion � Shearing off
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Introduction

In continuous casting of steel, argon gas injection has an important influence on the
fluid flow in the mold, including surface velocity, level fluctuations, and the con-
sequent entrainment of mold slag and formation of other defects. The bubble size
distribution is very important, controlling not only the flow pattern [1], but also the
distribution of bubbles and particles entrapped into the solidifying shell [2]. This
size distribution is very difficult to determine, and is an ongoing issue in compu-
tational modeling where unjustified assumptions must be made. A previous study
[3] showed that the evolving argon bubble size distribution is a consequence of
several phenomena: the formation of argon gas pockets in low-velocity regions
inside the nozzle, intermittent shearing off of the gas pockets, bubble interactions
such as coalescence and breakup, and volumetric expansion of the bubbles
according to the surrounding liquid steel pressure. To accurately model the evo-
lution of the bubble size distribution locally and transiently, sophisticated numerical
and mathematical models are needed to simulate the complex argon gas behavior
are necessary. In this work, a new hybrid model EEDPM is developed to model all
of the phenomena mentioned above.

Model Description

Governing Equations of EEDPM

As the name of the model suggests, the governing equations are composed of two
parts: an Eulerian-Eulerian (EE) model calculates velocity and volume fraction
fields of each phase with a shared pressure field [4] from a continuity and Navier
Stokes equations for each phase.

@ðakqkÞ
@t

þr � akqkukð Þ ¼ 0 ð1Þ

@ akqkukð Þ
@t

þr � akqkukukð Þ ¼ �akrpþr � ðlkak ruk þruTk
� �Þ þ akqkgþFD
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A DPM model tracks each bubble as a point-mass, tracking position and velocity of
the bubble [5].

qgVp
dvi
dt

¼ VcðFD þFV þFP þFBÞ ð3Þ

dxi
dt

¼ vi ð4Þ
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These two models are run together as separate models in the same domain, but
are coupled in several ways: the DPM momentum terms (RHS of Eq. 3) depend on
the flow field from the EE model. Drag, virtual mass, pressure gradient and
buoyancy forces are considered [6]. The DPM bubble size also evolves transiently
by bubble interactions (coalescence and breakup), and volumetric expansion. At the
same time, the instantaneous, spatially varying DPM bubble size distribution is
given to the EE model, where it influences the drag force FD between the gas and
liquid phases in the EE model. Here, Tomiyama drag force model is used for the
drag [7]. As the EE liquid phase flow field is changed by the drag force based on the
DPM bubble size, this model system is two-way coupled. Consequently, this hybrid
model can predict the spatially and time-varying bubble size distributions. Mass
conservation problems are avoided because no mass is exchanged between the two
models. For turbulence modeling, SST k-x model is used with this EEDPM mul-
tiphase flow model. These governing equations are solved with ANSYS-Fluent
using extensive user-defined subroutines developed specifically for this work.

Modeling of Shearing off Process

Figure 1 shows a flow chart of the overall algorithm of EEDPM including the
shearing off process. To simulate the shearing off process of small bubbles from a
large gas pocket, a new mathematical model is developed [8]. To locate the gas
pockets, the model uses the gas volume fraction field from the EE model solution.
The EE model captures both flow recirculation zones and gas pocket formation. To
extract a sharp interface, a�, from the continuous gas volume fraction field, a, a

Fig. 1 Flow chart of EEDPM including shearing off process
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criterion function is used (a� ¼ 1 if a� 0:95; otherwise a� ¼ 0Þ. After approxi-
mating the gas pocket interface, the interface area (Aint) and detachment point of
small bubbles are calculated numerically. The detachment point is assumed to be
the lowest point of the gas pocket. The sheared off volume from the gas pocket is
calculated by multiplying the interface area by the thickness of the sheared off layer
(Vso ¼ Aintd

�
g). The sheared off gas layer thickness (d

�
g) is calculated using boundary

layer theory. Once the sheared off volume is calculated, it is redistributed into small
DPM bubbles. According to previous works for bubble breakup, the daughter
bubble size is a stochastic variable [9]. Thus, the detached bubble size by the
shearing off process is assumed to be a random variable (all sizes have equal
probability). However, it is still important to specify a range of allowable daughter
bubble sizes using mass, force and energy balance criteria. By adjusting the criteria
of Luo and Svendsen (1996) [10] and Wang et al. [11], energy and force criteria are
derived for the shearing off process (⑤ in Fig. 1). Also, a new mass criterion is
added based on mass conservation, so that the total volume of detached bubbles
cannot exceed the sheared off volume from the gas pocket. The force criterion
generates the lower bound, and the mass and energy criteria generate the upper
bound of bubble size range. The daughter bubbles must satisfy all three criteria.
Then, the daughter bubble size is decided through a random generator in the range,
and a bubble is injected at the detachment point as a Discrete Phase Model
(DPM) bubble with that bubble size. The bounds evolve because mass, momentum
and energy are consumed as bubbles detach from the gas pocket: the upper bound
of bubble size decreases, and the lower bound increases. The shearing off process
ends when the upper bound becomes less than the lower bound. The shearing off
frequency is found by dividing the gas pocket length by the average liquid velocity.
Detached DPM bubbles change their size transiently by coalescence, breakup and
volumetric expansion. The locally and time-varying bubble size distribution
obtained from DPM bubbles is updated every time step to EE model for the
calculation of accurate local drag force.

Modeling of Bubble Interactions

Figure 2 shows a flow chart of the coalescence model. First, collision is easily
handled from the calculation of distance between a pair of DPM bubbles. Here, only
distances of pairs located in the same computational cell are considered to decrease
the computational cost from n2 to n. If the distance between a pair is smaller than a
sum of radius of two bubbles (r1 þ r2), the pair is counted as a collided pair. And
then, the coalescence efficiency e is calculated based on the drainage model [12],
based on the drainage time (tdrainage) and the contact time (tcontact), from previous
models [13]. Here, we assume constant e = 0.1. Coalescence is randomly deter-
mined with the probability based on the coalescence efficiency after collision. If two
bubbles coalesce, a coalesced bubble size and a velocity of the bubble are
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calculated by mass and momentum conservation. Otherwise, two bubbles bounce
apart via an elastic collision. This is a reasonable assumption for small bubbles
since the strong surface tension makes them act like hard spheres. Figure 3
describes the algorithm of the breakup model for DPM bubbles. The first criterion
of breakup is to check the bubble size: if the size is greater than the maximum stable
bubble size dcrit [14], the first criterion is satisfied. And then, a range of smaller
daughter bubble size is calculated by mass and force balance criteria. If the upper
bound is greater than the lower bound, the model counts that the bubble breaks up
and a smaller daughter bubble diameter is randomly determined in the range. The
other daughter bubble size is automatically determined by the mass conservation.

Fig. 2 Flow chart of coalescence model

Fig. 3 Flow chart of breakup model
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Modeling of Volumetric Expansion

Gas bubbles can expand or shrink according to the surrounding liquid pressure
field. To calculate the size change of bubble due to the liquid pressure, a cubic
equation with respect to rnew (new bubble radius) is derived from the Young-
Laplace equation and the ideal gas law [6]:

pl;new
dnew
2

� �3

þ 2r
dnew
2

� �2

�pg;old
dold
2

� �3

¼ 0 ð5Þ

By solving this equation for each DPM bubble, volumetric expansion or shrinkage
of bubbles by the surrounding liquid pressure is calculated. In this work, the vol-
umetric expansion is counted every 10-time step to decrease the computational cost.

Results and Discussion

An experiment of lab-scale stopper rod system done by Timmel’s research group
[3] is benchmarked to validate the EEDPM hybrid model. As shown in Fig. 4, this
is a slot-shaped geometry: front view geometry is projected into thickness direction
by 12 mm. Liquid Galinstan is supplied from the top of funnel shape and flows

Fig. 4 Geometry of lab-scale stopper rod system
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downward by gravity. Argon gas is injected from the tip of stopper rod. Operating
conditions and material properties are given in Table 1.

Due to the low melting point of Galinstan, this experiment is conducted at room
temperature. Argon gas behavior is measured through X-ray shots from front:
projected gas volume fraction field is obtained from the X-ray intensity (brightness
ffi volume fraction). Since this geometry is much smaller, thinner, and rectangular
than the real scale stopper-rod system, the argon gas behavior may be different than
a commercial casting nozzle. However, this experiment is still valuable for vali-
dation as: (1) bubbles behavior in liquid metal is measured (with similar high
surface tension and buoyancy), (2) experiments of bubbly downflow with sudden
expansion are rare.

Figure 5 shows the gas pocket formation at the recirculation zones through
accumulation of argon gas from the stopper tip and the detachment of small bubbles
from them. The shearing off model injects DPM bubbles as detached small bubbles.
The transient solution shows that large bubbles (d > 6 mm) are detached inter-
mittently, but break down to smaller bubbles in few time steps due to the devel-
opment of high turbulence dissipation rate near the gas pockets.

Figure 6 displays the sheared DPM bubbles with flow field information. Due to
the very thin mold, jets injecting from the nozzle ports obstruct most of the bubbles
from rising to the top once bubbles flow into the lower mold. It is observed that
bubbles circulate in the lower roll and experience coalescence and breakup
repeatedly. Very large bubbles (d > 7 mm) evolve due to serial coalescence and are

Table 1 Operating condition and material properties [3]

Operating
condition

Value Material property Value

Operating
temperature

293 K Galinstan density 6440 kg/s

Stopper rod
position

19 mm Galinstan viscosity 0.0024 Pa

Tundish level 70 mm Galinstan surface tension
coefficient

0.718 N/m

Galinstan flow
rate

140 cm/s Argon gas density 1.6228 kg/m3

Argon gas flow
rate

0.24 cm/s Argon gas viscosity 2.125 � 10−5 Pas

Submergence
depth

92 mm

Wall roughness Smooth wall (acrylic)

Mold size 100 � 15 � 426 mm3
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able to overcome the jet obstruction and float to the top sporadically. Figure 7
shows the DPM bubbles with the turbulence dissipation rate field. High e is
observed near the bottom of the port due to the development of swirl and it causes
breakup of big bubbles (d > 6 mm) when they pass through the port. Also, two
relatively-large bubbles are observed staying at the top of each port due to the
coalescence of accumulated DPM bubbles at the recirculation zones.

Figure 8 describes the time-averaged results of number, size and residence time
of DPM bubbles in the domain. In the nozzle, roughly 1000 bubbles are found and
zone 1 has the largest number of bubbles due to the accumulation of bubbles in the
recirculation zones near the inlet of nozzle. Residence time of zone 1 is longer than
zone 2 because of the same reason. The average bubble size increases as it goes
down except zone 4 due to the residence time effect: big bubbles try to stay longer
in the nozzle due to stronger buoyancy. The reason that zone 4 does not follow this

Fig. 5 Sheared off DPM bubbles from gas pockets at t = 22.0925 s
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trend is because of the breakup of bubbles by the swirl developed at the bottom of
the nozzle. In case of the bubbles in the mold, 4000 bubbles are observed in total,
and zone 7 has the largest number of bubbles due to the jet obstruction effect.
A decrease of average bubble size between zone 4 (in nozzle) and 7 (in mold) is
caused by the swirl effect discussed in Fig. 7. Also, zone 7 has the largest average
bubble size in the mold because of the coalescence of bubbles: high number density
of bubbles results more collision, and ultimately more chance of coalescence.
The residence time of zone 7 and 8 is longer than other zones, due to the jet
obstruction effect.

Figure 9 shows the transition of bubble size distribution by time. It shows that
the bubble size distribution does not change much by time. Figure 10 compares the
bubble size distribution with the experimental measurement [3]. The calculation
results show reasonable agreement. The majority of bubbles have d = 1–3 mm
because the average turbulence dissipation rate in the nozzle (e ¼ 1�10m2=s3)
allows maximum stable bubble sizes in the range.

Fig. 6 DPM bubble distribution with velocity (left) and turbulence dissipation rate field (right) at
t = 11.875 s
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Fig. 7 DPM bubble distribution with turbulence dissipation rate field near the bottom of the
nozzle at t = 22.23 s

Fig. 8 Number, size and residence time of DPM bubbles in the domain
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Fig. 9 Transition of bubble size distribution by time

Fig. 10 Comparison of bubble size distribution to the measurement

Modeling of Argon Gas Behavior in Continuous Casting of Steel 129



Conclusions

The lab-scale stopper rod system is simulated through the new hybrid model
EEDPM. The complex behavior of argon gas in the process is modeled, including
formation of argon gas pockets, intermittent shearing off of the gas pockets, vol-
umetric expansion, coalescence and breakup of bubbles. Those models are vali-
dated by comparison with the measured bubble size distribution in the mold. This
model is able to simulate realistic phenomena observed in the experiment such as
intermittent floatation of big bubbles near the narrow face in the lower mold by the
serial coalescence, and breakup of big bubbles at the bottom of the nozzle port by
the swirl development. The turbulent dissipation rate strongly affects the bubble
size distribution through the maximum stable bubble size in the breakup model. The
majority of bubbles have d = 1*3 mm corresponding to the average turbulence
dissipation rate e ¼ 1� 10m2=s3 in the nozzle flow. Due to the balance of all of the
phenomena changing the bubble size, the bubble size distribution does not change
much by time.

Acknowledgements This work was supported by the National Science Foundation (Grant
No. CMMI 15-63553) and the Continuous Casting Consortium, University of Illinois at
Urbana-Champaign, USA.

Nomenclature

Symbols

Aint Interface area of gas pocket, d: diameter of a bubble, F: force, g: gravity
mb Mass of a bubble, N: total number of bubble created by shearing off p:

pressure
R Random number between 0 and 1, r: bubble radius, t: time, u: velocity field,

u: velocity magnitude, �uk: eddy velocity, V: volume, vi: velocity of ith DPM
bubble, v0i: velocity of i-th DPM bubble after collision

Wec Critical Weber number, xi: ith DPM bubble velocity, a: EE volume fraction
field

a� Approximated volume fraction field, l: viscosity, q: density, e: liquid
turbulence dissipation rate

r Surface tension coefficient, d�g: sheared off gas layer thickness
PN
j¼1

Summation of sheared off bubbles created in one shearing off process
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Subscripts

k and q Arbitrary phase (gas or liquid), B: buoyancy, D: drag, g: gas, l: liquid, lf:
liquid film

N Normal, t: tangent, new: new position, old: old position, P: pressure
gradient, p: parent bubble

SO Sheared off, V: virtual mass, 1: smaller bubble in a pair, 2: larger bubble in
a pair

3 Created bubble by coalescence
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CFD Modeling of Transport Phenomena
and Inclusion Removal in a Gas-Stirred
Ladle

Qing Cao and Laurentiu Nastac

Abstract A three-dimensional, transient CFD modeling approach has been
developed to predict the multiphase fluid flow, slag-steel interface characteristics
and inclusion removal in a gas-stirred ladle with taking the fluctuant top slag layer
into account. The comparison with experimental data indicates that the model can
accurately predict the slag-steel interface and slag eye characteristics. The discrete
phase model was used to trace the individual inclusion movement through particle
trajectory. Finally, the contribution of different removal mechanisms on the
inclusion removal was investigated. The results show that the slag capture is the
prevailing mechanism for inclusion removal. The bubble-inclusion attachment also
helps remove a considerable amount of inclusions, while the inclusion removal ratio
by wall adhesion is quite low.

Keywords CFD modeling � Ladle metallurgical furnace � Gas stirring
Fluid flow � Slag eye � Inclusion removal

Introduction

A significant amount of nonmetallic inclusions is generated in the metallurgical
reactor during the steelmaking process. These inclusions would produce void
nucleation, surface defects and initiate fatigue cracks, affecting the weldability,
tensile strength and workability of the final steel products [1, 2]. With the increasing
demands for the high quality steel year by year, the inclusion removal has become
one of the main objectives in the steelmaking industry.
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Computational fluid dynamics (CFD) modeling is considered as the most
effective way to predict the fluid flow and thermodynamic phenomenon in the
gas-stirred ladles. Over the past decades, many mathematical simulation studies
were conducted to describe the inclusion evolution process during ladle treatments
[3–5]. Generally, the inclusions in steel are removed mainly by three mechanisms,
namely slag capture, wall adhesion, and bubble attachment. Gas stirring is com-
monly performed to promote the inclusion removal process in industrial ladle
operations [6]. In addition, the slag phase characteristic and slag-steel interfacial
area are also critical factors for inclusion removal.

The purpose of this study is to develop a numerical model to describe the
movement and removal of inclusions under gas stirring by taking into account the
effects of slag phase on the fluid flow and the slag-steel interface.

Mathematical Model

Simulations were carried out using the VOF-DPM (Volume of Fluid-Discrete Phase
Model) coupled CFD model available in ANSYS’s Fluent [7]. The mathematical
model for the fluid flow and inclusion removal was based on the following
assumptions:

(a) The liquid phases are Newtonian, viscous and non-miscible, and the fluid flow
in the ladle is isothermal.

(b) Inclusions are assumed to be spherical and their density is the same as that of
the alumina particles.

(c) Initially, the inclusions are supposed to be uniformly distributed in the bulk
steel. It is also assumed that there is no interaction among inclusions.

(d) The inclusions are removed mainly by three mechanisms: floating to the
slag-steel interface and captured by the slag, adhesion to the ladle wall, and
attachment to the bubbles. At the ladle wall, only a part of inclusions with a
velocity smaller than the critical velocity are adhered and the critical velocity is
determined based on Ref. [8]. The probability of inclusion attachment to a
bubble is determined according to Ref. [6].

DPM Model. The DPM method [7] was used to calculate the trajectory of both
the gas bubbles and the inclusions by solving the force balance on each particle
within a Lagrangian reference frame.

Discrete random walk model was applied to account for the effects of turbulent
dispersion on the discrete particles. Two-way turbulence coupling was implemented
to facilitate the momentum transfer between the discrete and the continuous phases.
This was accomplished by adding a momentum transfer source in the continuous
phase momentum equation [9].
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Gas Density and Bubble size. In the computation domain, the density and the
diameter of the gas bubbles were calculated at each position according to the local
pressure and the temperature, using the ideal gas law.

Multiphase Flow Model. The VOF model was applied for describing the con-
tinuous phases and for tracking the interface among the liquid steel, slag, and top air
phases [10]. The realizable k-e turbulence model is chosen to account for the
multiphase turbulence flow. A more detailed description for the model can be found
in the Ref. [11].

Boundary conditions. The ladle dimensions and other parameters employed in
the model are shown in Table 1. The geometry and mesh used to study the removal
of inclusions is displayed in Fig. 1. Initially, the slag layer rests on the top of the
steel bath, and the inclusions are considered to be uniformly distributed in the bulk
steel. The argon gas is injected from the bottom plugs and the injected velocity is
calculated according the gas flow rate [11]. The pressure outlet boundary condition
is used at the top surface of the ladle, where the gas bubbles are allowed to escape.

Results and Discussion

Figure 2 shows the slag-steel interface and the open eyes predicted by the CFD
model. Recently, Krishnapisharody and Irons [12] proposed a mathematical model
to estimate the open-eye area in gas-stirred ladles based on the analysis of a large
number of experiments, in which the dimensionless open-eye area (Ae*/Ap*) fits a

linear relationship with the parameter 1� q�ð Þ�1
2 Q�ð Þ13ðH=hÞ1=2. The terms in this

equation are explained in Ref. [12]. A quantitative comparison of the predicted
non-dimensional open-eye area ratio in this study against the experimental results
collected by Krishnapisharody and Irons [12] is shown in Fig. 3. The model
appears to capture the appropriate influences of the ladle operating variables on the
eye formation and to be comparable with the experimental data.

Table 1 The ladle dimensions and other parameters employed in the model

Diameter of ladle
(up)

3100 mm Density of inclusions 3900 kg/m3

Diameter of ladle
(down)

2660 mm Diameter of the two
off-centered plugs

0.092 m

Height of ladle 3500 mm Viscosity of slag 0.03 kg/(m s)

Argon gas flow
rate

1 L/s Viscosity of steel 0.006 kg/(m s)

Thickness of slag 150 mm Viscosity of argon 2.125 � 10−5 kg/(m s)

Density of liquid
steel

7020 kg/m3 Interfacial tension between
steel and gas

1.4 N/m

Density of slag 3500 kg/m3
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Figure 4 displays the variation of the inclusion distribution and their velocity
magnitude with time. The diameter of the inclusions is 1 µm and the gas flow rate is
1 L/s in this case. It can be seen that the inclusion number density in steel decreases
over time. The inclusions are sparser in the upper region of the bulk steel under

Fig. 1 The geometry and mesh used in the model

Fig. 2 a The slag-steel interface and b the open eyes under gas stirring predicted by CFD model
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Fig. 3 Comparison of the predicted dimensionless open-eye area (Ae*/Ap*) versus the parameter

1� q�ð Þ�1
2 Q�ð Þ13ðH=hÞ1=2 with the available experimental data (K&I: Krishnapisharody and Irons

[13]; Y & S: Yonezawa and Schwerdtfeger [14]; Han et al. [15])

Fig. 4 The inclusion distribution in the steel after a 20 s, b 150 s (the color scale represents the
velocity magnitude of the inclusions)
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gas-stirring. The velocity of the inclusions obviously improves near the gas plume
region because of the strong upward steel flow and bubble wake flow. The gas
bubble flow accelerates the transport of the inclusions to the slag-steel interface
where they may be captured by slag. Below the slag-steel interface, the steel flow
brings the inclusions toward the ladle wall. Some of the inclusions may impact and
adhere to the ladle wall, while some of them would follow the circulation steel flow
and move downward toward the bottom.

Figure 5 shows the time evolution of the entrapment ratio of inclusions by
different removal mechanisms. It is shown that the slag capture is the prevailing
mechanism for inclusion removal; the bubble-inclusion attachment also helps
remove a considerable amount of inclusions. Therefore, the effect of gas bubbles on
the inclusion removal is non-negligible. While the inclusion removal ratio by wall
adhesion is quite low. Venturini [8] has demonstrated that as the particle size
increases, the critical velocity for a particle sticking to the wall surface largely
decreases. Thus, for the inclusions larger than 1 lm, the probability of wall
adhesion would be much lower.

Conclusions

A fully transient 3D CFD modeling approach capable of predicting the multiphase
fluid flow, the inclusion transport and removal in the gas-stirred ladle was devel-
oped by taking the fluctuant top slag layer into account. The modeling results show
that the model can predict reasonably well the slag-steel interface and slag eye
characteristics inside the ladle. The transport of inclusions in the ladle is predicted
by tracing the individual inclusion movement. The results indicate that the slag
capture is the prevailing mechanism for inclusion removal; the bubble-inclusion
attachment also aids in the removal of a considerable amount of inclusions; while
the inclusion removal ratio by wall adhesion is quite low.

Fig. 5 Predicted evolution of
the inclusion removal with
time under the gas flow rate of
1 L/s
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An Innovative Modeling Approach
for Predicting the Desulfurization Kinetics
in an Argon-Stirred Ladle Furnace

Qing Cao and Laurentiu Nastac

Abstract The ladle metallurgical furnace (LMF) is one of the most important
secondary steel refining equipment to remove inclusions and produce clean
low-sulfur steel. With the increasing demand for high desulfurization efficiency in
the LMF process, it is very useful to predict the slag-steel interaction and the
desulfurization behavior for providing assistance in the industrial process control.
In this study, a modeling analysis tool for predicting the slag-metal reactions and
desulfurization kinetics in gas-stirred ladles has been developed. The model con-
sists of two uncoupled components: (i) a computation fluid dynamics (CFD) model
for predicting fluid flow and slag-steel interface characteristics, and (ii) a multi-
component reaction kinetics model for predicting desulfurization. The slag eye
behavior, slag-steel interface area, and mass transfer rates in the LMF were simu-
lated by the CFD model. The desulfurization kinetics were predicted using the CFD
simulation results together with the thermodynamic calculations. This approach is
validated in terms of the evolution of the sulfur content based on industrial data. As
the model can considerably decrease the computational time and cost for the
analysis of the sulfur evolution during the LMF processing, it would be a very
useful tool for the steel industry for quick and accurate predictions of the sulfur
evolution in the ladle refining process.
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Introduction

Steel alloys with ultralow sulfur contents are widely used in the manufacturing
pipes for transporting oil and construction of offshore platforms, which require high
impact strength and resistance to lamellar crack formation [1]. With the higher
requirement of steel quality, there is an increasing demand for low-sulfur steel
(below 0.005% and even below 0.001%) [2]. Ladle metallurgical furnace (LMF) is
one of the most important secondary steel refining units in which various phe-
nomena such as deoxidation, desulfurization, inclusion removal, and homoge-
nization of alloy composition take place.

The gas-stirring is of enormous importance during LMF operations in steel-
making [3, 4]. The bubbly plume flow is produced by blowing inert gas through the
ladle bottom plug, which yields steel flow circulation in the ladle, homogenize the
temperature and composition of the melt, enhance the mass transfer of the species
and promote slag-metal reactions [5, 6]. The rising bubbly plume can also create a
raised area or “spout” at the bath surface, exposing an open area of liquid metal to
the atmosphere, known as the “slag eye” [7]. The rising gas bubbles also stir the
slag layer, and create the slag-steel mixing region, which significantly increases the
contact area between slag and molten steel.

The interfacial thermodynamic equilibrium and the kinetic mass transfer coef-
ficients are important factors for desulfurization prediction model. Since the tem-
perature of the melt in LMF is extremely high, it is almost impossible to measure
the actual interfacial area and assess turbulent flows in gas-stirred ladles during
plant operations. Thus, it is desired to develop a mathematical model to predict the
slag-steel interaction and desulfurization behavior to assist the industrial process
control.

In this study, we employed a computational fluid dynamics (CFD) model to
predict the turbulence flow, slag-steel interfacial area and species mass transfer in
gas-stirred ladle furnace. Then the slag-steel interfacial area and mass transfer rates
obtained by CFD model would be used to compute interfacial thermodynamic
equilibrium for predicting desulfurization reactions.

Model Description

The following model assumptions are made in the simulation.

• The chemistry and temperature of slag and metal phases are assumed homo-
geneously distributed.

• All the chemical reactions occur very fast. Thermodynamic equilibrium is
assumed at slag/steel interface.

• Interactions between ladle refractory and slag/metal phases is neglected.
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CFD Model

A three-dimensional, transient CFD modeling approach capable of predicting the
multiphase fluid flow characteristics and steel-slag interfacial area is developed. The
multiphase volume of fluid (VOF) model is applied for tracking the interfaces
among argon gas, steel, slag and air phases.

The continuity equation of the qth phase is described in the following form
[8, 9]:

1
qq

@

@t
aqqq
� �þr � aqqqvq

!� �� �
¼ 0 ð1Þ

where the volume fraction aq is constrained by
Pn
q¼1

aq ¼ 1.

The momentum equation expressed as Eq. (2) is dependent on the volume
fractions of all phases through the properties q and l.

@

@t
q~vð Þþr � q~v~vð Þ ¼ �rpþr � l r~vþr~vT� �� �þ q~g ð2Þ

where the q is the density of mixture,~v is the underlying velocity field, p is the local
pressure, and µ is the effective viscosity.

Realizable k-e turbulence model was chosen to account for multiphase turbu-
lence flow in the current model [10]. The standard wall functions were used as
near-wall treatments for wall-bounded turbulent flows. The mass transfer coefficient
in steel, km, can be calculated through the Kolmogorov theory of isotropic turbu-
lence as follows:

km ¼ cD0:5
m

el
m

� 	0:25
ð3Þ

where c is a constant and is 0.4 for this work. Dm is the diffusion coefficients of the
species in liquid steel as described by Lou and Zhu [11]. el is turbulent energy
dissipation rate and m is kinematic viscosity.

The overall mass transfer coefficient of element i is calculated as

meff ;i ¼ km;iks;iLiqs
ks;iLiqs þ qmkm;i

ð4Þ

where km,i, ks,i are the mass transfer coefficient of species i in liquid steel and slag,
respectively.

ks;i ¼ 0:1km;i ð5Þ
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Desulfurization Kinetics Modeling Approach

The desulfurization process occurs by transferring sulfur dissolved in bulk steel to
slag/steel interface where it will react with oxygen from the slag and be removed.

O2�� �þ S½ � ¼ O½ � þ S2�
� � ð6Þ

Because of the high temperature of the molten melt, thermodynamic equilibrium
will occur very quickly at the slag/steel interface. Thus the limiting factors of
reaction kinetics in argon-stirred ladles are not chemical reaction rate but the mass
transfer rates of species in the melt to slag/steel interface.

By combining the rate-limiting effects of mass transfers in both slag and steel
phases, the removal rate of sulfur in steel can be expressed by an overall mass
transfer coefficient:

RRS ¼ meff ;S
A
V


 �
wt:%S½ � � ðwt:%SÞ

LS

� 
ð7Þ

where A and V are the interface area of slag/metal phases and the steel volume at the
interfacial region, respectively, meff,S characterizes the overall mass transfer coef-
ficient of sulfur. LS is the equilibrium distribution ratio of sulfur between slag and
steel phases. wt:%S½ � and (wt%S) is mass fraction of sulfur in liquid steel and slag,
respectively. The mass transfer coefficients and slag/steel interface area are obtained
by CFD model.

The desulfurization evolution in the LMF is calculated by using the Microsoft
Excel. The theory for computing thermodynamics properties such as sulfide
capacity, optical basicity, sulfur distribution ratio, activity of species in steel and
slag are illustrated in detail in Refs. [12] and [13].

Results and Discussion

Kinetic Results by CFD Model

Figure 1a shows the predicted open slag eyes. The predicted size of slag eyes is in
reasonable agreement with the experimental observations (see Fig. 1b). Figure 2
displays the velocity vector of the fluid flow inside the ladle. The flow buoyancy
from the injected gas causes high upward-directed steel velocities in the ladle. The
upwelling steel pushes slag towards ladle wall, forming slag eyes. Outside the open
eyes, the steel flows along the slag/steel interface. When the steel flow reaches the
ladle wall, it is directed downward toward the bottom, causing circulation loops in
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the ladle. Figure 3 illustrates the velocity vector of slag eye and the slag-steel
interface predicted by CFD model, which reflects the fluid flow behavior inside and
outside spout eye. The velocity vectors at the slag-steel interface are not horizontal.
Slag-steel interface shows non-flat and wavelike shape.

Fig. 1 Open slag eye in the ladle: a simulated result, b experimental observation

Fig. 2 The velocity vectors of: a the two-plug section plane and b the symmetry plane of the ladle
perpendicular to the two-plug section plane (legend units: m/s)

An Innovative Modeling Approach for Predicting the … 145



Desulfurization Predictions

Desulfurization predictions were conducted by a postprocessing spreadsheet-based
model using thermodynamic equations as well as the mass transfer coefficients and
the slag/steel interface area obtained from the CFD simulation. Validation of the
desulfurization results were carried out for a LMF case. The dimensions and
operating conditions of the experimental LMF process are presented in a previous
study [12].

Figure 4 compares the predicted average sulfur content in steel with the measured
data as a function of time as well as the simulation results obtained by the CFD-
desulfurization coupled model described in Ref. [12]. As it can be seen from Fig. 4,
the trend of the sulfur content variation based on the post-processing calculations
matches reasonably well the variation in the measured data. There are some dif-
ferences between the current predicted results and the simulation data obtained by
the CFD-desulfurization coupled model. The reason is that the CFD-desulfurization
coupled model captures the compositional variations in the slag-steel mixing region.
However, the CFD-desulfurization coupled model would require significantly higher

Fig. 3 The velocity vector in the slag eye and at the slag-steel interface predicted by the CFD
model (legend units: m/s)
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computational time and computational power. Therefore, the current desulfurization
predictive approach is quite useful and inexpensive to quickly predict the sulfur
content evolution during the LMF process.

Concluding Remarks

A three-dimensional, transient CFD modeling approach capable of predicting the
multiphase fluid flow characteristics and the steel-slag interfacial area has been
developed and validated against experimental data. The multiphase VOF model was
applied for tracking the steel/slag interface. The fluid flow characteristics, slag-steel
interfacial area and mass transfer rates in the ladle furnace were predicted by the
CFD model. Desulfurization predictions were conducted by combining thermo-
dynamic calculations as well as the mass transfer coefficients and the slag/steel
interface area computed by the CFD model.

Because the desulfurization predictions were fully uncoupled from the CFD
simulation, the computational time for the prediction of sulfur evolution was
decreased by more than 100 times. Thus, this proposed approach would be quite
useful, fast, and relatively inexpensive, yet accurate enough, for the steel industry to
estimate the sulfur evolution during the LMF process.
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Simulation of Non-metallic Inclusion
Deposition and Clogging of Nozzle

Hadi Barati, Menghuai Wu, Tobias Holzmann, Abdellah Kharicha
and Andreas Ludwig

Abstract Motion of non-metallic inclusions (NMIs) in molten steel and deposition
of them on nozzle wall leading to clogging are simulated using a two-way coupling
model. In this model different steps of clogging have been considered including
transport of NMIs by turbulent melt flow towards the nozzle wall, adhesion of the
NMI on the wall, and formation and growth of clogging material by the NMI
deposition. The model is used to simulate clogging in a pilot scale device. The
results show that the model reproduces these clogging steps well until complete
blockage of the flow path in the nozzle. It is found that clog growth step plays
critical role for prediction of the clogging process and understanding melt flow and
NMI behaviors during the process. Without implementation of this step, unrealistic
melt flow rate is obtained leading to incorrect particle deposition rate. In addition, if
the clog growth is ignored, distribution of deposition material becomes more uni-
form with overestimated amount of total deposition mass.
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Introduction

Blockage of submerged entry nozzle (SEN) is a long-term problem in steel con-
tinuous casting. It can result in operation disruptions and different casting defects
[1–3]. Among several mechanisms suggested for clogging, deposition of
non-metallic inclusions (NMIs) as de-oxidation and re-oxidation products, e.g.
Al2O3, on the SEN wall is considered as the primary reason [4], because similar
morphologies and chemical compositions of NMIs were observed in the melt, clog
material, and as-cast product [5].

Clogging generally occurs through four steps, as depicted in Fig. 1: (1) transport
of particles to the wall, (2) interactions of the fluid and the particles with the wall,
(3) formation and growth of the clog, and (4) probable fragmentation or resus-
pension of the clog.

High temperature, opaque nature of steel melt, and difficulties of precise control
of steel casting make experimental investigation of the process very hard.
Therefore, numerical modeling provides a helpful tool to study the clogging pro-
cess. Diverse modeling efforts have been made for the clogging of SEN by
emphasizing one or more critical steps of Fig. 1. Bai and Thomas [6] studied the
effect of the clog on the flow through a slide-gate nozzle and Zhang et al. [1]
investigated influence of blocking half of one out-port of the SEN. They manually
changed the geometry of SEN to mimic the as build clog. To model clogging the
Eulerian-Lagrangian approach is a common method which provides detailed
information about particle and its trajectory. It was used to find correlations
between SEN designs and clogging tendency [7], to study the influence of the
velocity gradient of the melt flow and the turbulent kinetic energy on the particle
deposition [8], and to investigate effects of SEN diameter on clogging [9].
Eulerian-Eulerian is also used to simulate the inclusion deposition rate in a SEN
[10, 11].

Most of the modeling efforts about SEN clogging focused only on the fluid flow
and particle transport, i.e. step 1 of Fig. 1, and other steps were ignored. Moreover,

Fig. 1 Schematic of clogging phenomenon (four steps)
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in previous simulations clogging was assumed as a steady process and SEN wall
stays clean during the process. To the knowledge of authors, none of them has
calculated mutual interactions of the clog growth with the melt flow. In the current
paper a transient model has been proposed to simulate nozzle clogging in pilot scale
by considering the further clogging step (steps 1–3). The current version of the
model neglects fragmentation of the clog (step 4).

Model in Brief

In the present paper an Eulerian-Lagrangian model as developed by the authors [12]
is used. The flow of the melt as the primary continuous medium is described by the
conservation equations of mass and momentum. To model the turbulence,
shear-stress transport (SST) k-xmodel is adopted. The solid non-metallic inclusions
are assumed as spherical particles and a force balance of buoyancy, drag, lift, virtual
mass, and pressure gradient controls motion of them. The equations for the turbulent
flow and forces acting on particle are listed in Tables 1 and 2, respectively.

Due to the different structure of flow in bulk and near the wall, a stochastic
model [13], which is developed for particle motion in wall-bounded flow, is used
for wall boundary cells.

Table 1 Governing equations for the fluid flow

Conservation equations Symbol definition

Mass r � q~uð Þ ¼ 0 q: density of fluid (kg/m3)
l: viscosity of fluid
(kg m−1 s−1)
t: time (s)
~u: velocity of fluid (m/s)
k: turbulence kinetic energy
(m2 s−2)
x: specific dissipation rate of
turbulence kinetic energy (s−1)
Ck , Cx: diffusivity for k and x
(kg m−1 s−1, kg m−2)
~Gk , Gx: generation of
turbulence kinetic energy for k
and x (kg m−1 s−3,
kg m−2 s−2)
Yk , Yx: dissipation of k and x
(kg m−1 s−3, kg m−2 s−2)
Dx: cross-diffusion term of x
(kg m−2 s−2)
Sk , Sx, ~Su: source term due to
porous medium of clog
(kg m−1 s−3, kg m−2 s−2,
kg m−2 s−2)

Momentum q @~u
@t þr � q~u~uð Þ ¼ �rpþr lr �~uð Þþ~Su

Turbulence
kinetic
energy

q
@k
@t

þr � qk~uð Þ ¼r � Ckr � kð Þ
þ ~Gk � Yk þ Sk

Specific
dissipation
rate

q
@x
@t

þr � qx~uð Þ ¼r � Cxr � kð Þ
þGx � Yx þDx þ Sx
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When a NMI meets the SEN wall, made of refractory or ceramic, the capillary
force, also termed adhesion force, is the dominant force. Several studies concluded
that once the capillary force is imposed, the particle stays in contact with the wall
[14–16]. The model has considered a tricking probability of particles as they
approaching wall. This sticking probability must be determined experimentally or
using other models. In this paper, it is assumed to be 100%. To couple particle
deposition with the fluid flow pattern, two stages are considered for clogging. In
early stage, particle deposition leads to change in wall roughness, as shown in
Fig. 2a, b. This stage lasts until the roughness height is larger than half of boundary
cell thickness. Thereafter, in later stage, the computational cell is converted to a
porous medium, marked in gray in Fig. 2c. Further deposition results in fully
occupation of the cell by particles, as indicated by line pattern in Fig. 2d. Neighbor
cells then are exposed to particle deposition. Hence, the clog material grows as a
porous medium. Regarding to the permeability of the clog, Darcy source terms are
applied for the clog region to take into account the effects of clog growth on the
fluid flow. More details about the model can be found in [12].

Clogging in a pilot scale device which has been used to investigate the nozzle
clogging [1, 17, 18] has been simulated. This device is made from a laboratory
induction furnace and a circular nozzle with 5 mm diameter as situated at the
bottom of the furnace. Molten steel flows through the nozzle until clogging in the
nozzle stops the flow. Figure 3 shows mesh and boundary conditions. Regarding
the physics controlling the process, multiphase fluid flow (melt and air) is modeled

Table 2 Equations for particle transport and forces acting on a particle in bulk flow

Equation Symbols definition

Particle
transport

mp
d~up
dt ¼ ~FB þ~FD þ~FL þ~FVM þ~Fpress

~up: velocity of particle
(m/s)
mp: mass of particle
(kg)
~g: gravity (m s−2)
qp: density of particle
(kg m−3)
dp: diameter of
particle (m)
CD: drag coefficient
(–)
Rep: particle Reynolds
number (–)
Us: difference between
instantaneous
streamwise velocities
for fluid and particle
(m s−1)
G: local velocity
gradients (s−1)
J: correction factor of
the lift force (–)

Buoyancy
force

~FB ¼ qp�qð Þpd3p
6 ~g

Drag force ~FD ¼ 1
8
pd2pqCD ~u�~up

�
�

�
� ~u�~up
� �

CD ¼

24
Rep

; if Rep � 0:1

24
Rep

1þ 0:15Re0:687p

� �

; if 0:1�Rep � 103

0:44; if Rep [ 103

8

>>><

>>>:

Rep ¼
~u�~up
�
�

�
�dpq

l

Lift force
~FL ¼ � 9

4p ld
2
pUssgn Gð Þ q

l Gj j
� �1

2
J

Virtual
mass force

~FVM ¼ qpd3p
12

d
dt ~u�~up
� �

Pressure
gradient
force

~Fpress ¼ qpd3p
6

D~u
Dt
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using volume of fluid (VOF) method. On the top surface, pressure-inlet boundary
condition is set for air, and for the nozzle outlet, pressure-outlet is imposed. Due to
the gravity, the furnace becomes empty gradually. However, due to the clogging,
the nozzle could be blocked before run out of the whole melt. Non-slip boundary
condition is applied on all walls. To save computation costs and avoid unimportant
calculation of particle tracking in the furnace, particles are injected on the con-
nection plane between bottom of the furnace and top of the nozzle. A full 3D
domain is simulated and the equations are numerically solved using commercial
CFD code ANSYS-FLUENT with extended user defined functions (UDFs) for
considering the growth of clog.

Fig. 2 Schematic illustration of clogging evolution in the model: a initial wall roughness
considered as uniform sand-grain roughness, b enhanced wall roughness due to the particle
deposition, c formation of porous clog, and d clog growth
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Results and Discussion

Clogging process and the clog growth are plotted in Fig. 4 by snapshots of the clog
from different views. It shows that after 50 s a smooth layer of deposited material
covers the nozzle wall. Continuous deposition of particles leads to formation of
some bulges in narrowest section of the nozzle and a part of the middle section.
Growth of the clog bulges finally blocks the flow passage as shown at 250 s.

In Fig. 5a velocity magnitude during the process is plotted on a vertical sym-
metry plane. The clog front is marked by solid lines and here the velocity mag-
nitude in the clog material decreases because of its porous character. At 250 s the
melt still flows due the small hole left in the clog, as shown in Fig. 4, however the
value of the melt velocity is negligible. Figure 5b depicts a zoomed view of the
flow field and the clog at 150 s. It shows how the presence of the clog changes the
flow pattern. Some eddies can be found below bulges which may result in trapping
of particles and finally attaching them to the clog. Therefore, it reveals that two-way
coupling between flow field and particle deposition is critical to understand the
clogging process.

To show the importance of clog growth in simulation of clogging, particle de-
position results are compared with a case without effects of clog growth on the melt
flow, i.e. particles are deleted from calculation once reach the nozzle wall and nozzle
wall stays with constant roughness during the process. In Fig. 6 total deposition
mass along height of the nozzle is shown for different times. The comparison of two
graphs indicates that in both cases at first, deposition is almost uniform and then after
100 s becomes wavy. In the case (a) deposition mass decreases dramatically at
y = 0.040 m when t = 200 s, while it happens at y = 0.054 m fore case (b).

Fig. 3 Computational domain and boundary conditions. The initial interface between air and melt
is plotted on the furnace wall
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Fig. 5 Changes in melt velocity magnitude during clogging process (a) and zoomed view of flow
arrows at 150 s (b). The clog front is marked by solid lines

Fig. 4 Evolution of the clogging in the nozzle. Horizontal cross sections in different heights and
the vertical sections are shown at different times
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Moreover, the maximum deposition occurs at y = 0.03 m in case (a), whereas in
case (b), maximum deposition happens at y = 0.03 and 0.05 m. The difference
between deposition mass at maximum peak(s) and other positions in Fig. 6a is much
larger than that in Fig. 6b. However without clog growth, case (a), initial deposition
areas can be found, they may change after a while due to the change of the flow
pattern, as found in case (b). The deposition mass values generally in Fig. 6b are
larger than those in Fig. 6a. It is because of different melt flow rates in two cases, as
shown in Fig. 7. In case (a), the melt flow rate decreases during the process because

Fig. 6 Comparison of deposition mass along nozzle height during time with (a) and without
(b) considering the clog growth

Fig. 7 Mass flow rate of the
melt during the process with
and without considering the
clog growth
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of narrowing of the flow passage in addition to hydrostatic pressure loss. While, in
case (b), the only reason is the hydrostatic pressure loss. Therefore, simulation
without considering clog growth leads to unrealistic results and would show
incorrect time and region of nozzle blockage.

Conclusions

A two-way coupling model is used to simulate clogging in pilot scale. The model
covers most of clogging steps, i.e. transport of particles by turbulent flow, depo-
sition of particle on the wall, and growth of the clog due to the particle deposition.
Interactions between particle deposition and fluid flow are taken into account in two
stages: enhancement of wall roughness in early stage of particle deposition and
development of clog as a porous medium in later stage. The simulation results
declare that the model can reproduce clogging steps well particularly clog growth
step. This step is critical to understand the clogging as a transient process. In the
present pilot scale neglecting the clog growth leads to unrealistic high melt flow rate
and hence incorrect particle deposition rate for whole process. Moreover, when the
clog growth is ignored, distribution of deposition material on the nozzle is modeled
much more uniform than that when the clog growth is considered in the simulation.
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Research on the Flow Properties
and Erosion Characteristics in Combined
Blown Converter at Steelmaking
Temperature

Shaoyan Hu, Rong Zhu, Runzao Liu and Kai Dong

Abstract The coupling stirring effect driven by top blown supersonic jets and
bottom blown jets plays a crucial role in converter bath movement. Based on
numerical simulation, jet-bath interactions inside a 110-ton commercial converter at
room temperature and at steelmaking temperature were compared. Penetration
depth and flow velocity in molten bath are larger at steelmaking temperature
because the velocity attenuation of supersonic jet is suppressed. The mathematical
model was then used to investigate the effect of radial angle between oxygen lance
nozzles and bottom blowing tuyeres on molten bath flow properties, which revealed
the fluid flow mechanism in combined blown converter. Based on the molten bath
flow field, mathematical model describing the erosion behavior of converter lining
was established and erosion characteristics in combined blown converter was
researched. The results showed that radial angle between oxygen lance nozzles and
bottom blowing tuyeres has an important influence on converter bath velocity field
distribution and lining erosion.

Keywords Ambient temperature � Combined blown converter � Jet characteristics
Flow properties � Erosion

Introduction

Converter steelmaking is the main method of steelmaking in the world. Molten bath
is driven by top blown supersonic oxygen jets and bottom blown nitrogen/argon
jets, which determines the movement state and mixing effect in steelmaking con-

S. Hu (&) � R. Zhu � R. Liu � K. Dong
School of Metallurgical and Ecological Engineering, University of Science
and Technology Beijing, Beijing 100083, China
e-mail: hushaoyanvip@126.com

S. Hu � R. Zhu � R. Liu � K. Dong
Beijing Key Laboratory of Research Center of Special Melting and Preparation of High-End
Metal Materials, University of Science and Technology Beijing, Beijing 100083, China

© The Minerals, Metals & Materials Society 2018
L. Nastac et al. (eds.), CFD Modeling and Simulation in Materials
Processing 2018, The Minerals, Metals & Materials Series,
https://doi.org/10.1007/978-3-319-72059-3_16

159



verter. Therefore, a lot of researches have been done to study the characteristics of
multiple supersonic oxygen jets and its impacting capability onto converter bath.
However, many researches [1–4] only analyzed the jet characteristics at room
temperature, because of the limitations of experiment method. Sumi [5] studied
characteristics of single-jet under different ambient temperature by experiments.
Alam [6] found that the potential flow core length of single-strand oxygen jet at
steelmaking temperatures (1800 K) is 2.5 times as long as that at room temperature,
using a modified k-e turbulence model. Zhao [7] also found that ambient temper-
ature has a significant influence on the single-strand jet by numerical simulations
and experiments. But the top blown oxygen lance used in converter usually has
multi nozzles, generating multiple supersonic jets interfering each other. Few works
has been done to reveal the influence of ambient temperature on the multiple
supersonic jets. More importantly, the difference of jet characteristics inevitably
leads to difference of jet impacting capability. Jet-bath interactions at room tem-
perature and at steelmaking temperature has never been compared, because most of
converter multi-phase simulations assumed that ambient temperature is room
temperature. Penetration depth and flow velocity in molten bath based on inaccurate
ambient temperature is not accurate enough. Based on numerical simulation, effect
of ambient temperature on multiple oxygen jets characteristics was studied, at the
same time jet-bath interactions at room temperature and at steelmaking temperature
were compared by multi-phase simulation.

Based on that, effect of radial angle between oxygen lance nozzles and bottom
blown tuyeres on molten bath flow properties was studied in detail to reveal the
fluid flow mechanism in combined blown converter. Many researchers [8–10] on
combined converter focused on the influence of lance height, oxygen flow rate,
bottom blowing intensity, et al., but ignored the influence of relative position
between multi nozzles and multi tuyeres. The relative position depends on the
installation process of oxygen lance tip, because the position of bottom blowing
tuyeres are fixed. Besides the analysis on the molten bath flow field, the erosion
behavior of converter lining was also discussed in this paper.

Mathematical Model

Geometry Model and Computation Procedure

A commercial 110-ton converter with a four-nozzle oxygen lance and four bottom
blowing tuyeres was considered to study the fluid flow properties in converter
steelmaking process. Figure 1 shows the diagrammatic sketch of converter as well as
details of oxygen lance and tuyeres. Three geometric models with different radial
angle betweenmulti nozzles andmulti tuyereswere established in this work, named as
Arrangement-A, Arrangement–B and Arrangement-C respectively, shown in Fig. 2.
Mesh refinement was done to capture the sharply oscillation offluid flow, as presented
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in Fig. 3. Every geometry model consisted of more than 670,000 cells. Table 1 lists
the key geometric and operational parameters of the converter used in this work.

Effect of ambient temperature on multiple jets and jet-bath interactions was
researched based on the geometry model of Arrangement-A. For the free jets
simulation, the effect of ambient temperature was studied in detail, which changes
from 300 to 1723 K gradually, as shown in Table 2. Because the cell number was
large and the computational model was complex, only jet-bath interactions at room
temperature (300 K) and steelmaking temperature (1723 K) were studied and

Fig. 1 Diagrammatic sketch of converter, and details of oxygen lance, tuyeres

Fig. 2 Illustrations of radial angle between multi nozzles and multi tuyeres
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compared by multi-phase simulations. Then fluid flow properties of three geometry
models at steelmaking temperature were researched by multi-phase simulations.

During converter steelmaking process, slag exists as foaming slag and its state is
unstable. Therefore, molten slag was ignored, only oxygen and molten steel were
considered in multi-phase simulation works. The thermophysical properties of the
oxygen and molten steel are shown in Table 3.

Fig. 3 Detailed grid
arrangement of converter
model

Table 1 Key geometric and
operational parameters of the
converter

Items Value

Converter capacity (ton) 110

Molten bath height (m) 1.3

Lance height (m) 1.5

Furnace diameter (m) 4.5

Bottom blown flow rate (Nm3/h) 660

Number of tuyeres 4

Installation radius of tuyeres 0.5R

Top blown oxygen flow rate (Nm3/h) 23,000

Number of nozzles 4

Nozzle throat diameter (mm) 38.7

Nozzle outlet diameter (mm) 50.2

Nozzle inclination angle (°) 12
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Turbulence and VOF Model

The standard k � e model with compressibility correction was implemented for
modeling the supersonic oxygen jet and turbulent flow, which was a semi-empirical
model based on model transport equations for the turbulence kinetic energy (k) and
its dissipation rate (e) [11, 12].

Turbulence kinetic energy equation (k equation):
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For the situation of gas injection operations considered in the present study, the
well known volume of fluid method (VOF) was applied to describe the sharp
gas-liquid interface between oxygen, slag and molten metal. For the VOF model,
two or more fluids or phases were not interpenetrating. Each phase in the model has
its own volume fraction a. The sum of the volume fraction of each phase in an
arbitrary calculation area is 1. The variables and parameters in control volume were
calculated by the volume average method using the volume fraction a.

In VOF method, the different fluids are modelled as single continuum obeying
the same set of governing equations, with the different fluids identified locally by a
volume fraction field as discussed above.

Table 2 Ambient temperature of free jets simulation

No. 1 2 3 4 5 6

Ambient temperature (K) 300 600 900 1200 1500 1723

Table 3 Thermophysical
properties of the oxygen and
molten steel

Molten steel Oxygen

Viscosity (kg/m s) 0.0065 1.919e−5

Density (kg/m3) 7200 Ideal gas

Thermal conductivity (W/m K) 15 0.0246

Heat capacity (J/kg K) 670 919.31

Temperature (K) 1723 300
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Energy Model

The energy equation is also shared among the phases, as shown in Eq. [3]
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The VOF model treats energy E and temperature T as mass-averaged variables.

E ¼
Xn
i¼1

aiqiEi

,Xn
i¼1
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Assumptions

(1) The chemical reactions in the converter steelmaking process was ignored.
(2) The molten slag in the converter was ignored.
(3) The gas phase was regarded as ideal gas, while the liquids as incompressible

Newtonian fluid.

Results and Discussion

Effect of Ambient Temperature on Jet Characteristics

The final computational flow field distributions of the multiple jets are shown in
Fig. 4. Although the multiple jets flow from the same gas source in the oxygen
lance, ambient temperature has significant effect on jets velocity attenuation and
radial expansion. With the increase of the ambient temperature, velocity attenuation
of the multiple jets is inhibited and radial expansion of the jets is aggravated. The
multiple jets keep entraining atmospheric gas into the jets while flowing, inducing
velocity attenuation and jets expansion. Comparing with low-temperature envi-
ronment, the atmospheric gas density is lower in high-temperature environment,
which means less energy loss of mass transfer. High-temperature and low-density
atmospheric gas is easier to be sucked into multiple jets.

For converter steelmaking process, jet-bath interactions mainly occurs nearby
the molten bath level. Hence, multiple jets characteristics in the radial direction at
the cross-section of lance height are more worthy of attention, which is 1.5 m from
the lance tip in this research.

Figure 5 shows the velocity distribution in the radial direction at the
cross-section mentioned above. There is a peak velocity in each center of the
individual jet, and the peak velocity increases significantly with the increase of
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ambient temperature. For instance, the peak velocity at ambient temperature of
300 K is only 166 m/s, and the velocity reaches 322 m/s at steelmaking tempera-
ture of 1723 K. It should be noted that the increasing rate of peak velocity gets slow
down as the ambient temperature increases. In addition, center of individual jet gets
away from lance axis gradually with the increase of ambient temperature, indicating
that coalescence between multiple jets is suppressed in higher ambient temperature.

Actually, dynamic pressure rather than velocity is the most crucial parameter for
evaluating the impact power of oxygen jets. The dynamic pressure increases from
19,229 to 24,848 Pa when the ambient temperature is raised from 300 to 1723 K, as
shown in Fig. 6. The effect of ambient temperature on dynamic pressure is not as

Fig. 4 Flow field distributions of the free multiple jets

Fig. 5 Radial velocity distribution at the cross-section of 1.5 m from lance tip
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significant as that on velocity, because the dynamic pressure is also closely related
to the jet density. Along with the ambient temperature increasing, the jet itself will
be heated and warmed up, inducing the jet density decrease and limiting the
increase of jet dynamic pressure. Anyway, the multiple jets has stronger impact
power at high-temperature environment, and its impact effect will be discussed in
the next section.

Effect of Ambient Temperature on Jet-Bath Interactions

Multiple jets impacts on the molten bath level, forming a penetration cavity,
meanwhile bottom blowing bubbles floating through the bath, the coupling force of
which drives the molten steel movement. Because of the jet shear force and
gas-liquid surface tension, a large amount of metallurgic droplets are produced
nearby the penetration cavity, just as shown in Fig. 7. In order to compare the
penetration depth of multiple jets at room temperature and at steelmaking tem-
perature, jet-bath interface profiles are plotted in Fig. 8. The penetration depth of
multiple jets increases from 0.11035 to 0.14807 m when the ambient temperature is
raised from 300 to 1723 K. The penetration depth is increased by 34.18%, which
means that the influence of ambient temperature can not be ignored in converter
flow field research.

Figure 9 shows the velocity distribution contours at the cross-section of 0.3 m
below the molten bath level. The velocity distribution pattern is similar in general
whether the ambient temperature is room temperature or steelmaking temperature.
In addition to the region near bottom flow and penetration cavity, high velocity

Fig. 6 Radial dynamic pressure distribution at the cross-section of 1.5 m from lance tip

166 S. Hu et al.



zone is also distributed at the included region between two oxygen lance nozzles
(while also between two bottom blowing tuyeres), as region A shows. And outer
region of the extension line of bath center and tuyere is dead zone, as region B
shows. The influence of ambient temperature can be expressed as that area of high
velocity zone and value of average flow velocity in molten bath are both larger at
steelmaking temperature.

Fig. 7 Flow phenomenon illustration in combined blown converter

Fig. 8 Jet-bath interface profiles at room temperature and steelmaking temperature
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Effect of Radial Angle Between Multi Nozzles and Multi
Tuyeres on Flow Properties

Figure 10 shows the velocity distribution contours of three geometric models at the
cross-section of 0.3 m below the molten bath level. Unlike the influence of ambient
temperature, arrangement has distinct influence on the velocity distribution pattern.
As presented in Fig. 10, for Arrangement-A and Arrangement-B, there exists high
velocity zone in the direction of angular bisector of two oxygen nozzles, not the
direction of angular bisector of two bottom blowing tuyeres. The radial angle
between multi tuyeres and multi nozzles of Arrangement-B is 30°, where the
tuyeres are near the angular bisector of nozzles, and the area of high velocity zone
of Arrangement-B is smaller than that of Arrangement-A. For Arrangement-C,
bottom tuyeres happen to be arranged on the angular bisector, and the high velocity
zone vanishes in that region. It seems that the high velocity zone is formed mainly

Fig. 9 Velocity distribution contours at room temperature and steelmaking temperature

Fig. 10 Velocity distribution contours of three geometric models
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by flow of top blown oxygen jets. Moreover, the bottom blown flow blocks the
fluid movement in that region. The area-weighted average flow velocity of molten
bath with Arrangement-A, Arrangement-B and Arrangement-C is 0.2137, 0.1990
and 0.1980 m/s, respectively. By comparison, the stirring effect of Arrangement-A
is the best.

In order to verify the reason for above discussed phenomenon and reveal the
fluid flow mechanism in combined blown converter, velocity vectors are shown in
Fig. 11. Different arrowheads represent different flow directions, and different
colors represent different velocity values. As can be seen from Fig. 11, in the
central region of the whole bath, molten steel flows converging to the center due to
the formation of penetration cavity. Molten steel with different radial velocities
interferes and collides with each other at the bath center, which leads to the kinetic
energy loss and no high velocity zone formation at the bath center. In the included
region between two oxygen nozzles, molten steel flows outwards and towards the
furnace wall until be bounced to other direction, forming the high velocity zone in
the direction of angular bisector of two oxygen nozzles. Once the bottom blowing
tuyeres is arranged at the included region, like Arrangement-B and Arrangement C,
floating molten steel driven by bottom bubbles will hinder the molten steel flowing
outwards. Molten steel flowing outwards can only get round the floating molten
steel after fluid collision and kinetic energy loss. Although the high velocity zone in
the direction of angular bisector of two oxygen nozzles is reduced in size, even
disappeared, but the dead zone shrinks slightly. Overall, Arrangement-A is the best
choice of above mentioned three arrangements, because of largest area of high
velocity zone and highest value of flow velocity.

Wall shear stress is a crucial index to quantitative study the erosion rate of
converter lining. Figure 12 shows the wall shear stress distribution contours of three
arrangements. For the bottom-wall, erosion rate of tuyeres margins is highest,
followed by the annular region near tuyeres. For the side-wall, erosion rate is closed
related to the velocity magnitude near wall. It seems that the area of high wall shear

Fig. 11 Velocity vectors of three geometric models

Research on the Flow Properties and Erosion Characteristics in … 169



stress zone is larger under the case of Arrangement-C, because the dead zone near
wall shrinks slightly, which can be seen from Fig. 10.

Conclusions

Effect of ambient temperature on multiple jets characteristics and jet-bath interac-
tions have been studied and compared in detail using computational simulation,
proving that ambient temperature can not be ignored in converter flow field
research. Then effect of radial angle between multi nozzles and multi tuyeres on
flow properties at steelmaking temperature has been analyzed. The following
conclusions have been reached from the current study:

(1) With the increase of the ambient temperature, velocity attenuation of the
multiple jets is inhibited and radial expansion of the jets is aggravated.

(2) Penetration depth of multiple jets increases from 0.11035 to 0.14807 m when
the ambient temperature is raised from 300 to 1723 K, resulting in larger flow
velocity in molten bath at steelmaking temperature.

(3) In combined blown converter, high velocity zone is distributed in the included
region between two oxygen nozzles, formed mainly by flow of top blown
oxygen jets, rather than the bottom blown flow. Based on the analysis of
velocity vector, floating molten steel driven by bottom bubbles will hinder the
molten steel flowing outwards, leading to fluid collision and kinetic energy loss.

Radial angle between multi nozzles and multi tuyeres should be paid more
attention in converter operating and research.

Fig. 12 Wall shear stress distribution contours of three arrangements
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Effect of Carbide Configuration
on the Current Distribution in Submerged
Arc Furnaces for Silicon Production—A
Modelling Approach

Y. A. Tesfahunegn, T. Magnusson, M. Tangstad and G. Saevarsdottir

Abstract Current distribution is critical for good operation of Submerged Arc
Furnaces for silicon production. Control systems do not offer this information as it
is not directly measureable, but metallurgists operate furnaces based on experienced
interpretation of available data. A number of recent dig-outs of industrial furnaces
has expanded available information on location dependent charge properties, thus
enabling numerical models with reasonably realistic domain configurations. This
has the potential to enhance understanding of critical process parameters allowing
more accurate furnace control. This work presents computations of electric current
distributions inside an industrial submerged arc furnace for silicon production.
A 3D model has been developed in ANSYS Fluent using electric potential solver.
Electrode, arc, crater, crater wall, and side arc that connects electrode and crater
wall are considered for each phase. In this paper the current distributions in elec-
trode, arc and crater wall for different configurations and thickness of the crater
walls are presented. The side-arcs are modelled as either a single concentrated arc,
or a smeared out arc, in order to capture extreme cases. The main result is that side
arc configuration is more important for the fraction of the current passing through
the crater wall than the carbide thickness. The current fraction bypassing the main
arc through the charge is highly influenced by the ease of contact between electrode
and conducting charge material. Qualitatively, the results are in a good agreement
with previously published results from literature.
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Introduction

In the silicon production process, quartz and carbon materials are fed into a
Submerged Arc Furnace. The raw material mix fills up the furnace and forms a
charge. Three electrodes sticking into the charge from above. The energy for the
reactions in the furnace is provided by electric heating from the current passed to
the furnace through the electrodes, but each carries one of three phases of 50 Hz
AC current, cancelling out at a star-point in the furnace.

The overall reaction for producing silicon is:

SiO2 þ 2C ¼ Siþ 2COðgÞ ð1Þ

This reaction however happens through a series of sub-reactions, changing the
properties of the charge along the way as intermediary reaction products are
formed. The current passes from the electrodes through and the raw-material charge
and an electric arc burning at the tip of the electrode. The arc, which consists of
thermal plasma at 20,000 K, is necessary for the energy consuming silicon pro-
ducing reaction (4) while the SiC forming reaction and SiO(g) condensation,
reactions (2) and (3) happen at a lower temperature further up in the furnace, see
Schei et al. [1]:

SiOðgÞþ 2C ¼ SiCþCOðgÞ ð2Þ

2SiOðgÞ ¼ Siþ SiO2 ð3Þ

SiO2 þ SiC ¼ SiOðgÞþCOðgÞþ SiðlÞ ð4Þ

It is extremely important for the silicon recovery in this process that there is a
balance between the high temperature reactions (4) and the low temperature reac-
tions (2) and (3). Therefor it is necessary that sufficient heat is released in the arc,
while a certain part should be released in the raw-material charge.

This is however not well known for silicon furnaces, and cannot be directly
measured. Sævarsdottir [2] calculated that the arc could be maximum 10–15 cm,
based on the electrical parameters. Although much has been speculated on this, and
papers published as well [3], results from an accurate model where the current
distribution can be calculated have not been published to date.

The geometry of the zones in a Si furnace is dependent on the operation history,
and hence it can be a number of different geometries, sizes and composition of the
various parts of the furnace. Report from recent excavations of industrial furnaces
published by Tranell et al. [4] describe the various zones in a FeSi furnace. The
results are summarized in Fig. 1. Myrhaug [5] reported some of the similar features
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from a pilot scale excavation operating around 150 kW. Tangstad et al. [6] pub-
lished results from excavation of industrial furnaces in 2013, where the interior of
the furnace is divided into zones depending on the materials and their degree of
conversion. Mapping the material distribution gives a basis for quantifying the
location dependent physical properties of the charge materials, among others the
electrical conductivity.

A master’s thesis by Krokstad [7] published in 2014 describes measurements of
the electrical conductivity of silicon carbide and Vangskåsen [8] in 2012 looked in
detail at the metal producing mechanisms. Molnas [9] and Nell [10] have also
published data on digout samples and material analysis that are relevant. These are
some of the basic components necessary to set up a reasonably realistic modeling
domain with correct physical properties in order to model the current distribution
within a furnace and therefore there is now a unique opportunity to create a model
which enables understanding of the current distribution in the furnace. These results
can be used in the development of furnace control strategies that can enable
improved silicon recovery and current efficiency.

A number of researchers have published results on current distribution of
Submerged Arc Furnaces using Computational Fluid Dynamics (CFD) and Finite
Element Method (FEM). Diahnaut [11] presented computations of electric field in
SAF using CFD. The author showed the effect of contact resistance by studying the
contact between two coke particles before dealing with a full-scale furnace. The
furnace is partitioned in layers to consider different materials and no assumption has
been made on the current path. Bezuidenhout et al. [12] applied CFD on a
three-phase electric smelting furnace to investigate the electrical aspects, thermal

Fig. 1 Reaction zones at a 17.5 MW industrial FeSi furnace reproduced from Tranell et al. [4]
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and flow behavior. They showed relationships between electrode positions, current
distribution and slag electrical resistivity. Darmana et al. [13] developed a modeling
concept applicable for SAFs using CFD that considers various physical phenomena
such as thermodynamics, electricity, hydrodynamics, heat radiation and chemical
reactions. Wang et al. [14] investigated the thermal behavior inside three different
electric furnaces for MgO production.

This paper presents computations of electric current distributions inside an
industrial submerged arc furnace for silicon production. A 3D model has been
developed in ANSYS Fluent [15] using electric potential solver. Electrode, central
arc, crater, crater wall, and side arc that connects electrode and crater wall are
considered for each phase. The current distributions in electrode, arc and crater wall
for different configurations and thickness of the crater walls are presented. The
side-arcs are modelled as either a single concentrated arc, or a smeared out arc, in
order to represent extreme cases. The results are compared with previously pub-
lished results from literature [3].

Computational Model

In this section, we describe the mathematical modeling, the furnace geometry,
material properties, mesh generation and boundary conditions.

Mathematical Modeling

In this paper we will focus only on the electrical aspects of SAF. The 3D electrical
model is developed in ANSYS Fluent [15] using electric potential solver. This will
neither capture the time-dependent effects nor the induced magnetic field and the
resulting magnetic forces in the system, but for the considerations in this paper a
quasi-static approach using the potential solver is deemed sufficient. The electric
potential equation is therefore given by:

r � rruð Þ ¼ 0 ð5Þ

where u and r are the scalar potential and electrical conductivity, respectively.
Equation (5) is solved using the finite volume method implemented in commercial
CFD software ANSYS Fluent version 17 [15] based on the User Defined Scalar
(UDS) solver. Once it is solved, the electric field (E) and hence the electric current
density (J) using Ohm’s law can be determined as shown in Eqs. (6) and (7),
respectively.
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E ¼ �ru ð6Þ

J ¼ rE ð7Þ

Furnace Geometry and Material Properties

The computational domain is based on the actual design of a 32 MW industrial
furnace. A simplified schematic drawing of the furnace is shown in Fig. 2. Due to
the proprietary right, the dimensions of the furnace are not indicated in the figure.
Hence the furnace is partitioned into different zones based on the material prop-
erties. Included in the modelling are the furnace lining, three electrodes, charge,
molten material, three arcs below electrodes, side arcs, three craters with crater
walls made of carbides. For brevity a section of the furnace and one electrode are
depicted in Fig. 2. For each phase, two arcs are included. The main-arc, burning
below the electrode, with arc length of 10 cm and diameter of 5 cm [3], and a
shorter arc connecting the carbide layer to the side of the electrode, in this paper the
word “side arc” is used for the configuration with an arc/arcs connecting electrode
and the carbide crater wall The curvature of the three crater walls is assumed to be a
section of a circle with a diameter of 100 cm [16]. In this study five values of crater
wall carbide thickness carbide values are simulated i.e. 10, 25, 35, 45 and 55 cm.
The furnace geometry has been created using ICEM-CFD [17] mesh generator
software. Each of the zones are assumed to have constant electrical conductivity.
The conductivity of each zone are taken from various literature sources and sum-
marized in Table 1.
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Fig. 2 Schematic of the industrial silicon SAF with different zones (a) electrode, (b) arc,
(c) crater, (d) side arc, (e) gap, (f) carbide, (g) charge, (h) alumina brick, (i) carbon block and
carbide, (j) molten material, and (k) carbon block
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Mesh Generation and Boundary Conditions

Mesh generation is a crucial part of any computational method. It has a significant
influence on the runtime and memory use of simulation, as well as the accuracy and
stability of the solution. The material volumes described in Section “Furnace
Geometry and Material Properties” were meshed using ICEM-CFD [17]. The mesh
is generated using unstructured grid because of the complexity of the furnace
geometry. After performing preliminary grid convergence study, the minimum and
maximum element sizes are set 2 and 30 cm, respectively. In order to reduce the
cell count the fine unstructured mesh is converted to polyhedral mesh in ANSYS
Fluent reducing cell count to almost a third, enabling faster convergence and saving
computational expense.

The model boundary conditions were specified to resemble the actual furnace as
closely as possible. The outer furnace walls are set as nonconductive wall. The top
surface of the electrodes defined as conductive walls by applying the respective
phase currents as current density, a total current of 99,000 A was applied at the top
of electrode 1, and a corresponding current density giving −49,500 A on phase 2
and 3. The interface walls between different zones implemented as coupled
boundary conditions.

Numerical Cases

In this section, we study the effect of carbide thickness on current distribution
through different parts of the furnace. Five different carbide thickness values were
used, i.e. 10, 25, 35, 45 and 55 cm at a fixed gap value of 5 cm. The 10 cm carbide
thickness was used only in one simulation case where all the phases set to 10 cm.
Hence, each phase has four levels of thickness values and combinations of these
levels gave 64 simulation cases plus the symmetric case for the 10 cm. The
cases are identified by the carbide thickness applied on the phases. For example,
25–35–45 refers to 25, 35 and 45 cm carbide thickness applied on phase 1, 2 and 3,
respectively. Since phase 2 and 3 have the same applied current, for instance case

Table 1 Electrical
conductivity of different
zones

Zones Electrical conductivity (S/m)

Electrode [7] 225,000

Arc [16] 7000

Crater 1e−14

Carbide [7] 400

Charge 0.15

Molten material [18] 1,388,900

Carbon block 225,000

Alumina brick 1e−14
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25–35–45 and 25–45–35 have the same effect. Therefore, the total number of
simulation cases reduced to 13 cases.

For all cases the simulations were performed by a second order upwind scheme
based on an implicit formulation. Asymptotic convergence to a steady state solution
is obtained for each case. The iterative convergence of each solution is examined by
monitoring the overall residual, which is the sum (over all the cells in the com-
putational domain) of the L2 norm of all the governing equations solved in each
cell. The solution convergence criterion for all models is the one that occurs first of
the following: a reduction of the residuals by twelve orders of magnitude, or a
maximum number of iterations of 3000. The simulation time per a case on average
is around 3 h.

For each simulation, at several sections of the furnace on different parts, lumped
current values were calculated from the current density using ANSYS Fluent’s
surface integrator. By integrating the current density component along the furnace
height direction multiplied with the normal vector for the area associated with it, we
get the current passing through the area. Table 2 shows the simulation cases along
with associated results. These cases can be categorized into five possible scenarios
that can exist during the furnace operation. We assume the following scenarios:

(a) All phases have the same value and change simultaneously.
(b) One phase is varying and the other phases are fixed with different carbide

thickness.
(c) One phase is varying and the other phases are fixed with the same carbide

thickness.
(d) One phase is fixed the other phases are varying simultaneously with different

carbide thickness.
(e) One phase is fixed the other phases are varying simultaneously with the same

carbide thickness.

Each simulation case listed in Table 2 has been simulated twice based on two
side arc-modelling approaches. The first approach is a single concentrated side-arc
on each phase connecting the crater wall carbide to the side of the electrodes. The
length of the side arcs is 5 cm with a radius of 5 cm and their conductivity is the
same as the main arc. In the second approach, which is modelled to mimic the case
of multiple side-arcs, the arc is evenly distributed on the circumference of the
electrodes and the carbides. The main idea is that the arc-resistance of the dis-
tributed and concentrated arcs are assumed to be equal. From this relationship, it is
possible to determine the conductivity of the distributed side arc as shown in Eq. 8:

rdis ¼ rcon
ra
4re

ð8Þ

where rdis, rcon, ra and re conductivity of distributed side arc, conductivity of
concentrated side arc, radius of arc, and radius of electrode, respectively. With this
approach the effect of concentrating the current within the carbide and electrode, in
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the close vicinity of the side-arc can be compared to a more spread connection
between electrode and the crater wall. For discussions, scenario (a) is considered.
Using scenario (a) we study the two side arc modelling approaches as a function of
carbide thickness. Figure 3 shows the total current through electrode and the central
main arc at different height of the furnace on the electrodes and arcs for both side
arc-modelling approaches. The vertical axis is a normalized current, which is the
fraction of the phase current in the electrode and arc. The horizontal axis is
dimensionless furnace height, which is the ratio between a given height and the
total height of the furnace. In this paper, we define the total height of the furnace
from the bottom of the furnace to the top of the electrodes. In all plots we can see
that the current on each electrode is almost constant from the top of furnace (1) to
0.59 normalized height, below 0.57 height, where the side arcs are attached the

Table 2 Normalized main-arc current fractions for each of the 13 cases

No. Case Concentrated side arc Distributed side arc

Phase 1 Phase 2 Phase 3 Phase 1 Phase 2 Phase 3

1 10-10-10 0.924 0.922 0.924 0.628 0.627 0.626

2 25-25-25 0.881 0.881 0.881 0.429 0.429 0.428

3 35-35-35 0.866 0.873 0.873 0.358 0.362 0.362

4 45-45-45 0.869 0.867 0.871 0.318 0.317 0.318

5 55-55-55 0.866 0.867 0.869 0.285 0.284 0.285

6 25-35-25 0.877 0.869 0.877 0.426 0.360 0.425

7 35-35-25 0.871 0.869 0.880 0.361 0.361 0.427

8 45-35-25 0.868 0.874 0.883 0.317 0.363 0.430

9 55-35-25 0.862 0.869 0.881 0.283 0.361 0.428

10 35-25-25 0.869 0.880 0.881 0.360 0.426 0.425

11 45-25-25 0.867 0.883 0.883 0.318 0.428 0.430

12 45-25-45 0.869 0.882 0.869 0.317 0.429 0.317

13 45-35-45 0.868 0.874 0.867 0.317 0.362 0.317
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Fig. 3 Normalized current passing through electrode and main arc as a function of normalized
distance form furnace bottom for a a single concentrated arc, and b distributed side-arc
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current fraction decreases as part of it bypasses the main-arc into the crater wall
depending the value of the carbide thickness.

Figure 3a shows results for the concentrated side arc and Fig. 3b for distributed
side arc at different carbide thickness values. The actual main-arc current at around
0.5 on the horizontal axis decreases non-linearly as the carbide thickness increases.
In the case of single concentrated side-arc the maximum and minimum main-arc
current obtained are about 92 and 86% of total current, respectively. In the dis-
tributed arc the corresponding values are 62 and 28%, for 10 and 55 cm thick
carbide respectively, the supplementing current passing through the carbide. As the
total side-arc resistance is identical for these cases, this difference between single
arc and distributed arc is due to the way the current is distributed in the carbide. In
the case of a single concentrated side-arc, the current must pass through a small area
of carbide which is attached to the arc. This proves to be the limiting factor due to
the voltage drop associated. In the distributed side arc case, the current is evenly
distributed throughout the carbide as it can be seen in Fig. 4. The real case is
probably somewhere between these two extremes, there are probably a number of
side-arcs connecting the electrode and crater wall, but it is clear that the resistance
in the carbide at the arc attachment is the limiting factor on how much current
passes through the charge.

From Table 2 based on the distributed side arc case we can see that up to 2/3 of
the current is bypassing the main arc through the carbide. Limited amount of
research has been published on this, but this is in reasonable agreement with the
work of Saevarsdottir and Bakken [3]. Their work describes measurements of
current and voltage on an industrial submerged arc furnace producing FeSi75 to
determine the current in the arc and the charge. Their result showed that under
normal operation of the furnace, approximately half of the current bypasses the arc
through the charge. They also deduced that it is likely more than one arc present in
the phase considered.

Fig. 4 Current density in the carbide crater wall for a single concentrated side arc modelling and
b distributed side arc modelling
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Conclusions

This paper presents computations of electric current distributions inside an indus-
trial submerged arc furnace for silicon production. A 3D model has been developed
in ANSYS Fluent using electric potential solver. Electrodes, arcs, crater, crater wall,
and side-arcs that connect electrode and crater wall are considered for each phase.
In this paper, the current distributions between main-arc and crater wall or charge
are presented for different values of crater wall carbide thickness. Five levels of
carbide thickness have been considered for each phase. Based on the combination
of the levels, 13 simulation cases were generated. Each of these carbide configu-
ration cases was simulated twice, assuming either a single concentrated side-arc or a
distributed side arc to resemble the extreme case of multiple side-arcs. It was
observed that the voltage drop due to constrained carbide area the current passes
through in the case of single side-arc is the limiting factor for the charge current
bypassing the arc, rather than thickness of crater wall carbide. A thicker carbide will
draw more current which bypasses the main-arc through the carbide containing
charge, but all the current will pass through the limited arc attachment area.
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Investigation of Combustion and Heat
Transfer in an Industrial Reheating
Furnace Using CFD

Yuchao Chen, Xiang Liu, Armin K. Silaen, Kurt Johnson
and Chenn Q. Zhou

Abstract The reheating furnace is used to reheat steel slabs to a target rolling
temperature in the steelmaking process. The flue gas temperature distribution inside
the reheating furnace is one of the main determining factors of the furnace perfor-
mance. In this study, a three-dimensional steady-state computational fluid dynamics
(CFD) model was developed to investigate the flow field in an industrial reheating
furnace. The commercial software ANSYS Fluent® was employed to solve the
transport equations to calculate gas flow, combustion and heat transfer. The simu-
lation was carried out based on real operating conditions and data collected from
industrial manufacturers. Validation of the CFD model was conducted by comparing
the temperature prediction by the model with the real thermocouple measurements.
The simulation results indicate that the combustion gas flow characteristics inside the
reheating furnace have a significant effect on the temperature distribution. The effect
of fuel/oxidant input flow rate on the temperature distribution was also investigated.

Keywords Walking-beam reheating furnace � CFD � Combustion

Introduction

In a reheating furnace, fuel is fed into a chamber through burners installed on the
walls. Combustion generates high-temperature gas flow which serves to heat up the
slabs, primarily through radiation, until a target temperature is reached. Reheating
furnaces can be classified into batch type furnaces and continuous type furnaces.
Continuous furnaces can be further divided into pusher and walking beam type
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reheating furnaces based on the movement of the steel stock inside the furnace. In
this study, a walking beam type reheating furnace was analyzed, taking into account
the moving system below the slabs. The slabs are supported by water-cooled skids
that serve to advance them through the furnace. Heat is transferred from the
slab bottom surface to the cooling water inside the moving structures through the
skids [1].

During the past several decades, the steelmaking industry has worked to reduce
energy consumption and the environmental impacts of the reheating furnace process
through analysis of design and operating conditions [2]. In order to accomplish this,
it is necessary to have a full understanding of the physical and chemical phenomena
inside the reheating furnace. Industrial and research experience has shown that
uneven temperature distributions inside the furnace caused by certain operating
conditions or designs may lead to negative impacts on slab quality as well as on fuel
consumption and pollutant emission. However, it is difficult to predict the impact of
any given set of conditions accurately and economically through the use of tradi-
tional methods due to the complex three-dimensional structure of the furnace [3, 4].
To remedy this issue, computational modeling of fluid flow and heat transfer inside
the walking beam type reheating furnace has become a popular method of analysis.

In this study, a three-dimensional steady-state computational fluid dynamics
(CFD) model was developed in order to investigate the flow field in an industrial
scale reheating furnace. The commercial software ANSYS Fluent® was employed
to solve the transport equations related to gas flow, combustion, and heat transfer.
A baseline case was firstly simulated based on real operating conditions, and further
validation of this case was conducted by comparing simulation results with ther-
mocouple measurements from industrial sites in order to confirm the accuracy of the
CFD model. Additionally, parametric studies, which focused on the bottom inter-
mediate zone, were then carried out to investigate the effect of fuel/oxidant input
flow rate on the uniformity of gas temperature distribution in the bottom interme-
diate zone of the walking-beam-type reheating furnace.

Numerical Models

Since the emphasis of this study was to determine the flow distribution during a
certain time period when flow conditions are essentially continuous, this study
assumed that a steady-state case can represent the conditions of typical furnace
operation. In this study, turbulent flow including combustion accompanied with
heat and mass transfer was considered. The realizable k-e turbulence model was
employed to predict flow turbulence. The eddy dissipation species transport model
was conducted to determine species distribution during the working process. The
Discrete Ordinates (DO) radiation model coupled with the Weighted-Sum-of-
Gray-Gases Model (WSGGM) was used to calculate the heat transfer inside the
furnace mainly through radiation. All general transport equations used in this study
are listed below.
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The Species Conservation Equation

r � q~vYið Þ ¼ �r � ji!þRi ð1Þ

where Ri is the net rate of production of species i by chemical reactions, which is

calculated through the eddy dissipation concept model [5]. ji
!

is the diffusion flux
term of species i, which arises due to gradients of concentration and temperature,
under which the diffusion flux is given as follows:

ji
!¼ � qDi;m þ lt

Sct

� �
rYi � DT ;i

rT
T

ð2Þ

where Di;m is the diffusivity for species i in the gas mixture, 2.88E−5 m2/s. lt is
turbulent viscosity, DT ;i is the thermal diffusion coefficient, which is calculated
from thermal conductivity divided by density and specific heat capacity at a con-
stant pressure. Sct is the turbulent Schmidt number, which is 0.7.

Combustion Model (Eddy Dissipation Concept)

The detailed Arrhenius chemical reaction kinetics of natural gas combustion can be
incorporated in turbulent flames through the eddy-dissipation concept (EDC) model
[5]. The EDC model relies on the Kolmogorov cascade of energy dissipation on all
length scales in turbulence flow. The source term in the conservation equation for
the mean species i is modeled as:

Ri ¼ q n�ð Þ2

s� 1� n�ð Þ3
h i ðY�

i � YiÞ ð3Þ

where Y�
i is the mass fraction of species i within the fine structures after reacting

over the time s�. Yi is the Favre-averaged mass fraction of species i obtained from

Yi ¼ n�ð Þ3Y�
i þð1� n�ð Þ3ÞY0

i ð4Þ

where Y0
i represents the mass fraction of species i in the fluid surrounding the fine

structures, and n�, the mass fraction occupied by the fine structure regions, can be
expressed as

n� ¼ Cn
ve
k2

� �1=4
ð5Þ
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where Cn is a volume fraction constant and the value is 2.1377. The reactions are
assumed to occur in the fine structures over a residence time scale s�, which is
defined as

s� ¼ Cs
v
e

� �1=2
ð6Þ

The Discrete Ordinates (DO) Radiation Model

r � I ~r;~sð Þ~sð Þþ aþ dSð ÞI ~r;~sð Þ ¼ an2
dT4

p
þ dS

4p
Z4p

0

I ~r;~s 0ð Þ/ ~s �~s 0ð ÞdX0 ð7Þ

where r! is position vector, s! is the direction vector, and s!0
is the scattering

direction vector. a is the absorption coefficient. n is the refractive index. rs is the
scattering coefficient. r is the Stefan-Boltzmann constant (5.669 � 10−8 W/m2 T4).
I is radiation intensity, which depends on position r! and direction s!. T is the local
temperature. U is the phase function. X0 is the solid angle.

The Weighted-Sum-of-Gray-Gases Model (WSGGM)

The weighted-sum-of-gray-gases model (WSGGM) is a reasonable compromise
between the oversimplified gray gas model and a complete model which takes into
account particular absorption bands. The emissivity over the distance S can be
presented as:

e ¼
XI

i¼0

ae;iðTÞð1� e�KiPSÞ ð8Þ

where ae;i is the emissivity weighting factor for the ith fictitious gray gas, the
bracketed quantity is the ith fictitious gray gas emissivity, Ki is the absorption
coefficient of the ith gray gas, P is the sum of the partial pressures of all absorbing
gases, and S is the path length.

The absorption coefficient for i = 0 is assigned a value of zero to account for
windows in the spectrum between spectral regions of high absorptions
(
PI

i¼0 ae;i\1) and the weighting factor for i = 0 is evaluated as:

ae;0 ¼ 1�
XI

i¼0

ae;i ð9Þ
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The temperature dependence of the emissivity weighting factor can be approx-
imated by the function:

ae;i ¼
XJ
j¼0

be;i;jT
j�1 ð10Þ

where be;i;j is the emissivity gas temperature polynomial coefficients. If KiPS � 1,
Eq. 10 can be simplified to:

ae;i ¼
XJ
j¼0

be;i;jT
j�1 ð11Þ

Simulation Conditions

Simulation Domain and Mesh

The basic structure of the walking-beam-type reheating furnace, based on the
drawings provided by ArcelorMittal, is given in Fig. 1b including four temperature
zones: preheating zone, heating zone, intermediate zone and soaking zone
according to the heating characteristics.

Ten different types of burners are installed within the different temperature zones
according to the working requirements, as illustrated in Fig. 2. The burners are
named correspond to the zone name and burner locations. From front to rear, these
burners are grouped as top/bottom preheating burners, top/bottom heating 1
burners, top/bottom heating 2 burners, top/bottom intermediate burners and top/
bottom soaking burners. For the top and bottom soaking zone, the burners are
classified into two sets according to their direction.

The geometry shown in Fig. 2 is further divided into computational grids where
a set of transport equations can be applied to each cell and solved. As can be seen

Fig. 1 Geometry of four
temperature zones in
reheating furnace
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from Fig. 3, a hybrid mesh including the structured and unstructured grids with 9.5
million elements was generated for numerical calculation.

Boundary Conditions

Natural gas which contains approximately 96% methane was charged as fuel in this
study. A two-step reaction mechanism was employed in order to obtain more
accurate representation of species concentrations in the simulation results. The
reaction mechanism and kinetics are from literature [6].

This study is based on the assumption that the injected fuel and air flow are both
uniform. Therefore, the average mass flow rate measured from industrial sites is
considered for corresponding fuel and air inlets. The boundary conditions used in
this study are listed in Table 1.

Based on the operating data provided by ArcelorMittal, the slab charging tem-
perature is 174.2 °F, and the slab discharge temperature is 2278.26 °F. The tem-
peratures of the other 37 slabs inside the furnace are assumed to be linearly
increasing from the charge temperature to the discharge temperature. The furnace
wall is treated as an adiabatic wall with an emissivity of 0.75 [2]. The charge and
discharge doors are assumed to be closed, and boundary conditions on the doors are
identical to the furnace walls.

Fig. 2 The burner installation locations

Fig. 3 A hybrid mesh with 9.5 million elements used for the furnace
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Model Validation

Simulation results of the baseline case were firstly validated by comparing results
with the thermocouple readings from industrial sites. According to the real ther-
mocouple position, measured points in the same locations marked in the domain to
get the simulated temperature. The detailed positions of the measured points are
shown in Fig. 4.

A comparison between simulation results and thermocouple readings is given in
Table 2. As seen from the table, the difference between the two data sets is within
15%. The maximum deviation happens near the outlet, which is acceptable, as the
outlet conditions are not the focus of this study.

Table 1 Boundary conditions

Top
Preheating

Bottom
Preheating

Top
Heating 1

Bottom
Heating 1

Top
Heating 2

Bottom
Heating 2

Combustion
air temp.(°F)

692.6 692.6 692.6 692.6 692.6 692.6

Combustion
Air (kg/s)

0.794979 0.899528 6.721339 8.093713 11.20947 11.1297

Fuel
Temp. (°F)

80 80 80 80 80 80

Fuel (kg/s) 0.001222 0.001018 0.330461 0.441022 0.56441 0.6033

Top
Intermediate

Bottom
Intermediate

Top
North
Soaking

Top
South
Soaking

Bottom
North
Soaking

Bottom
South
Soaking

Combustion
air temp. (°F)

692.6 692.6 692.6 692.6 692.6 692.6

Combustion
Air (kg/s)

4.748828 5.966415 1.104892 1.192129 1.292604 2.083849

Fuel
temp. (°F)

80 80 80 80 80 80

Fuel (kg/s) 0.265102 0.322316 0.055586 0.055586 0.063323 0.109543

Fig. 4 The position of the measured points in simulation domain
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Results and Discussion

Furnace Gas Temperature

Top view of temperature contours given in Fig. 5 shows the overall gas temperature
distribution in the baseline case. In the front of the furnace, in the early stage of
heating, the average gas temperature is largely impacted by the low temperature
from charge door and outlet, which is restricted around 1600 °F.

However, once slabs are brought into the heating zone, slab temperature will
rapidly increase due to high gas temperatures generated from heating burners
located at both sides of the furnace wall. Because of the heating zone, the average
gas temperature is elevated to around 2500 °F. The intermediate zone and the
soaking zone are identified as the areas for stabilizing the slab temperture to the
target rolling temperature. Therefore, the average gas temperature in those zones
remains around 2400 °F.

Parameter Study in Bottom Intermediate Zone

It is well known that uneven temperature distributions inside the furnace may lead to
negative impacts on slab quality, fuel consumption, and pollutant emission. In this
parameter study, the effect of fuel/oxidant input flow rate on the temperature dis-
tribution was investigated. In order to balance the computational time and simulation
accuracy, only the bottom intermediate zone, where typical operating conditions will
be used, was included for the further study. The simulation domain shown in Fig. 6
is used to generate the mesh, which contains roughly 3.8 million elements.

Based on the baseline case, operating conditions in the bottom intermediate zone
are listed in Table 3 for three studied groups with 50% fuel, 25% fuel, and 10% fuel
respectively. In each group, the air mass flow rate of the latter case is 1.09 times that
of the previous case, and the air/fuel ratio in a group varies from 16.6 to 23.3. The
temperature distribution contour on a cross-section of burner #6 is illustrated in
Fig. 7. Group 1 has the highest average overall gas temperature up to 2600 °F,
while this temperature has been significantly decreased in both group 2 and 3 due to
the lower fuel input. The area of high-temperature zone created by combustion in
group 1 is much larger than those of group 2 and 3, where the hot gas can almost
reach the center of the domain.

Fig. 5 Top view of temperature contours on different cross-sections above skids bottom
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Streamlines colored by temperature for case 2 in group 1, case 7 in group 2, and
case 12 in group 3 are given in Fig. 8. It is clear that the low mass flow rate for both
air and gas input leads to low momentum for the fluid, which allows the hot gas to
rise and touch the slab bottom surface. This situation may result in uneven heat

Fig. 6 Simulation domain and mesh for parameter study

Table 3 The detailed fuel/oxidant input flow in three studied groups

No. Case 1 Case 2 Case 3 Case 4 Case 5

Group 1
50% fuel

Fuel Mass flow rate (kg/s) 0.225 0.225 0.225 0.225 0.225

Temperature (°F) 80 80 80 80 80

Air Mass flow rate (kg/s) 3.758 4.133 4.509 4.885 5.261

Temperature (°F) 662 662 662 662 662

No. Case 6 Case 7 Case 8 Case 9 Case 10

Group 2
25% fuel

Fuel Mass flow rate (kg/s) 0.113 0.113 0.113 0.113 0.113

Temperature (°F) 80 80 80 80 80

Air Mass flow rate (kg/s) 1.879 2.067 2.255 2.442 2.63

Temperature (°F) 662 662 662 662 662

No. Case 11 Case 12 Case 13 Case 14 Case 15

Group 3
10% fuel

Fuel Mass flow rate (kg/s) 0.045 0.045 0.045 0.045 0.045

Temperature (°F) 80 80 80 80 80

Air Mass flow rate (kg/s) 0.752 0.827 0.902 0.977 1.052

Temperature (°F) 662 662 662 662 662

Fig. 7 Temperature distribution contour on a cross-section of burner #6
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distribution and poor slab quality in the temperature stabilization stage, and these
operating conditions should be avoided if possible.

Corresponding CO distributions for case 2, 7, 12 are shown in Fig. 9. The flame
shape is described by CO distribution using 500 ppm mass fraction. It can be seen
from the figure that, reducing the percentage of both air and gas input will sig-
nificantly reduce the average flame temperature from 2700 to 2250 °F. However,
due to the similar air/fuel ratio, case 2, 7 and 12 have almost the same flame length
but different lift-angles because of the different momentum for the input fluid. The
flame shape in case 2 is straightforward, while case 7 has a small rising-angle. The
rising angle in case 12 is larger still.

Conclusions

A comprehensive three-dimensional CFD model based on actual operation
boundary conditions was developed to simulate the steady-state flow inside the
walking-beam-type reheating furnace. The CFD model provides detailed flow and

Fig. 8 Streamlines colored by temperature for case 2, 7, 12

Fig. 9 Flame shape described by CO distribution using 500 ppm mass fraction for case 2, 7, 12
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temperature profiles for investigation of complicated combustion and heat transfer
processes. Validation of the model has been conducted by comparing numerical
results with measured data provided by ArcelorMittal. The current model is capable
of predicting the temperature distribution and also the flame shape inside the fur-
nace. A parameter study focusing on the bottom intermediate zone was conducted
to investigate the combustion and heat transfer processes underneath the slab. The
influence of input air/fuel ratio to the flame size and shape has been illustrated,
potentially providing information that can be used to reduce the possibility of
uneven heat distribution and corresponding poor slab quality.
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Finite Element Modelling of Electrokinetic
Deposition of Zinc on Mild Steel
with ZnO-Citrus sinensis as Nano-Additive

Oluseyi O. Ajayi, Olasubomi F. Omowa, Oluwabunmi P. Abioye,
Olugbenga A. Omotosho, Esther T. Akinlabi, Stephen A. Akinlabi,
Abiodun A. Abioye, Felicia T. Owoeye and Sunday A. Afolalu

Abstract The electrokinetic deposition of zinc on mild steel substrate under the
influence of ZnO-Citrus sinensis nano-additive was investigated numerically using
a Finite Element (FE) solver. The conductivity of the Acid chloride plus ZnO-
Citrus sinensis nano-additive electrolyte and the properties of Zinc and mild steel
electrodes were used as the input codes for the model. The model was designed on a
3-dimensional scale. The boundary conditions were set and the model was meshed
using the finer mesh capability in the FE solver. The model was processed and
readings of the modelled zinc deposited mild steel were taken, validated and
analysed so as to get the optimum parameters from the deposition process. Based on
the results, the deposition mass and thickness increased with deposition time with
ZnO-Citrus sinensis nano-additive, it is thus recommended that relatively high
deposition time should be used in order to achieve optimum deposition.
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Introduction

Electrodeposition is a process of coating a thin layer of a metal on top of another
metal so as to modify its surface properties. It helps in accomplishing the desired
properties in a material. Such properties include the electrical and corrosion resis-
tance, wear resistance, heat tolerance enhancement and decoration purposes [1, 2].
One of the ways to improve mild steel’s value includes electrodeposition [3–5].
Electrokinetic deposition process is lately a process of interest to researchers because
of its ability to enhance properties of different substrate materials such as mild steel
at an affordable cost. Moreover, the phenomenon of electrodeposition comes by as a
result of several experimentations which can be time consuming, repetitive, cost
intensive and cumbersome, when there is the need to find optimum conditions.
However, with the advent of computational fluid dynamics and finite element
modelling/analysis, the process of simulating electrokinetic deposition becomes a
cost-effective way to understand, optimize and control the electrodeposition
processes.

Mild steel is an outstanding structural material. It is very affordable for engi-
neering applications, can be easily formed and is mechanically strong. However, it
rusts at low temperatures, and oxidises rapidly at high temperature [6]. Hence, there
is a great need to improve the value of mild steel so that its intrinsic properties can
be leveraged on and thus make the alloy more valuable in essential applications
such as in our day to day lives and in industries which include the automotive,
construction, electronics, electrical appliances, recreational and materials handling.

Relatively half of the world’s consumption of zinc is used for the purpose of
coating zinc on steel while electrodeposition of steel sheets consumes about 25–
30% of the zinc produced [7, 8]. Zinc is appropriate to be utilised as a sacrificial
cathode protector of steel from corrosion because its electronegativity of −0.6 V/
standard hydrogen electrode (SHE) is over iron (Fe/Fe2+ 0.44 V/SHE) [9]. The
exceptional resistive nature of zinc to corrosion is due to its ability to form adherent
corrosion product films. Also, its corrosion rate is significantly lower than that of
ferrous material (10–100 times depending on the environment). Additionally, zinc
plating is fit to come in contact with edibles because zinc is nontoxic.

Acid chloride zinc plating is one of the most popular plating methods employed
in developed countries. The first plating baths employed were acidic and zinc
sulfate based. A great increase in the use of acid-zinc based bath has been noticed
recently, as a result of environmental impact of cyanide-based bath which is toxic
and expensive [10, 11].

The use of additives in aqueous electroplating solutions is really important
because of its significant effects on the growth and structure of the deposits. Its
benefits include enhancing mechanical and physical properties; brightening of the
deposit, grain size reduction, stress and pitting reduction; increase in the current
density range and stimulating levelling. However, the additives, which may be
organic or metallic, ionic or non-ionic, are absorbed on the plated surface. For all
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types of coating, the surface condition of the substrate is critical in terms of coating
performance and durability [12].

A typical simulation produces the current distribution in the electrodeposition
cell and at the electrodes’ surface. The chosen FE solver is able to model cells when
the thickness deposited is negligible compared to the inter-electrode gap and in
event the growth and dissolution of the electrodes have to be considered using
dynamic boundaries. Artificially modelling electrodeposition using for instance a
Finite Element (FE) solver can help in the investigation of the influence of different
parameters such as the time and additive concentration in the electrokinetic depo-
sition process. This is the focus of this study. It additionally showed the ability to
artificially model and analyse electrokinetic deposition of zinc on mild steel under
the influence of organic zinc oxide-Citrus sinensis nanoadditive. It aimed to con-
tribute to the very limited studies in this direction and employed a 3-D modelling
procedure rather 2-D.

Materials and Methods

The modelling and simulation were carried out using a commercially available FE
solver. The procedure follows three stages of pre-processing, processing and
analysis, and post-processing.

Pre-processing

The FE model wizard was launched and a space dimension of 3-D was chosen. The
electrodeposition module was used for the simulation. The geometry of the elec-
trokinetic deposition setup was captured in the model. The model is as shown in
Fig. 1.

Fig. 1 The electrokinetic deposition setup model
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The electrokinetic deposition setup model consisted of the cathode, anodes and
the container holding the electrolyte. The explicit selection node was created which
allows for the boundary creation. The boundaries of the anodes and cathode were
respectively defined, with boundaries 5–7, 11–13, 16, 18 for cathode and bound-
aries 8–10, 17 for the anode. The geometry statistics are defined as shown in
Table 1.

Also, the combination of properties for the surface and the reaction stoichiom-
etry which will determine how the magnitude and direction of the growth velocity
of the deposited layer relate to the electrode reaction currents were defined. The
external depositing electrode (i.e. the anode), surface properties and electrode
reaction nodes were also defined (definitions are shown in Table 2).

Table 1 The geometry statistics of the model

Description Value

Space dimension 3

Number of domains 1

Number of boundaries 18

Number of edges 48

Number of vertices 32

Table 2 Parameters for the deposition model

Parameters Value

Electrolyte conductivity (acid chloride + 1 Mol ZnO-Citrus sinensis
nano-additive)

0.1964 S/m

Electrolyte conductivity (acid chloride only) 0.2013 S/m

Current 0.8 A

Cathode current density (mild steel) 0.020 A/m2

Density of anode (Zinc) 7.13 g/mL

Density of cathode (Steel) 7.85 g/mL

Assumption Model is isotropic

Equilibrium potential 0.7618 V

Temperature derivative of equilibrium potential 0 [V/K]

Kinetics expression type Linearized butler—
Volmer

Exchange current density 2.6e5 [A/m2]

Molar mass of zinc 0.06538 kg/mol

Molar mass of steel 0.05584 kg/mol

Anodic transfer coefficient 0.5

Cathodic transfer coefficient 0.5

Active specific surface area 1e6 [1/m]

Limiting current density Off

Number of participating electrons 2

Stoichiometric coefficient 1
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The cathode was defined to be mild steel, Anodes were made of pure zinc and
the electrolyte initially used was acid chloride which was later changed to acid
chloride + 1 Mol Zinc Oxide-Citrus sinensis nano-additive. The properties of the
Cathode, Anode and electrolytes were thus captured as the input codes for the
model as the model parameters (as shown in Table 2). Some of the parameters used
for the model were measured while others were as obtained in the literature.

Meshing was done on the model using a physics-controlled mesh with finer
mesh element size employed. The meshed model is shown in Fig. 2.

The simulation was set as time dependent and fixed geometry. The processing
time was configured in seconds and in a range (0, 30, 1500).

Processing and Analysis

The simulation was computed by varying the deposition time with and without the
ZnO-Citrus sinensis nano-additive. The FE solver then solved the problem at every
node during the simulated deposition process.

The analysis was done by the FE solver as explained below.
The overpotential, µi, for an electrode reaction of index i, can be defined

according to the following equation:

li ¼ bm;0 � b1 � Xeq;i ð1Þ

where bm;0 denotes the electric potential of the metal, b1 denotes the potential in the
electrolyte, and Xeq;i denotes the difference between the metal and electrolyte
potentials at the electrode surface measured at equilibrium using a common ref-
erence potential. The electric potential of the metal at the anode is equal to the cell
voltage. The potential of the electrolyte floats and adapts to satisfy the balance of
current, so that an equal amount of current that leaves at the cathode also enters at
the anode. This then determines the overpotential at the anode and the cathode.

Fig. 2 Meshed electrokinetic
deposition model
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The model used the electrodeposition and secondary interface to solve for the
electrolyte potential, bl (V), according to:

nl ¼ �alDbl
D � nl ¼ 0

ð2Þ

where nl(A/m
2) is the electrolyte current density vector and al (S/m) is the elec-

trolyte conductivity, which is assumed to be a constant. Using the default Insulation
condition for all boundaries excluding the anode and cathode surfaces:

p � nl ¼ 0 ð3Þ

as p is the normal vector, pointing out of the domain. The main electrode reaction
on both the anode and the cathode surfaces is the zinc deposition/dissolution
reaction given as:

Zn2þ þ 2e� $ ZnðsÞ ð4Þ

Using the Butler-Volmer expression to model this reaction, this will set the local
current density to:

nloc;Zn ¼ n0;Zn exp
eaFlZn
RT

� �
� exp

ecFlZn
RT

� �� �
ð5Þ

The rate of deposition at the cathode boundary surfaces and the rate of disso-
lution at the anode boundary surface, with a velocity in the normal direction, v (m/
s), can be calculated according to:

V ¼ nloc;Zn
pF

M
q

ð6Þ

where M is the mean molar mass (65 g/mol) and q is the density (7130 kg/m3) of
the Zinc atoms and p is number of participating electrons. It should be noted that the
local current density is positive at the anode and negative at the cathode surfaces.
On the anode the electrolyte current density is set to the local current density of the
zinc deposition reaction:

p � nl ¼ nloc;Zn ð7Þ

On the cathode, a second electrode reaction was added to model the parasitic
hydrogen evolution reaction:

2Hþ þ 2e� $ H2 ð8Þ
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A cathodic Tafel equation was used to model the kinetics of the hydrogen
reaction on the cathode, this will thus set the local current density to:

nloc;H ¼ �no;H10�l=A ð9Þ

The hydrogen reaction will not affect the rate of deposition of zinc, but it will
affect the total current density at the cathode surface:

p � nl ¼ nloc;Zn þ nloc;H ð10Þ

Thus, simulating the deposition with time dependent and fixed geometry,

n1 � p ¼ ntotal ð11Þ

ntotal ¼
X
i

nloc�i þ ndl ð12Þ

@Cm;n

@t
þDt � �DnDtcm;n

� � ¼ Rm;n ð13Þ

Nm;n ¼ �DnDtcm;n ð14Þ

;n ¼ cm;nan
:s

ð15Þ

@cdep;n
@t

¼ Rdep�n ð16Þ

p � @x
@t

¼
X
n

Rdep;nMn

qn
ð17Þ

D � nl ¼ Qi ð18Þ

n1 ¼ �a1Db1 ð19Þ

Also with:

D � nm ¼ Qm ð20Þ

nm ¼ �amDbm ð21Þ

where,

b1 = phil and bm = phis; phil is the electrolyte potential and phis is the electric
potential.
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Post-processing

The solution data set was added, the surface plot was created to get the thickness
and mass change of the electrodes and the second surface plot for current efficiency
was created. Likewise, the thickness and mass changes were captured when the
electrolyte conductivity is updated with the addition of 1 Mol ZnO-Citrus sinensis
nano-additive data.

Results and Discussion

Electrolyte Potential

Figure 3 shows the potential of the electrolyte during deposition. Based on the
simulation, the electrolyte has the lowest value of potential around the cathode and
highest value of potential around the anodes.

Anode Electrode Change

The anode’s thickness and mass reduced significantly as shown in the simulation in
Fig. 4. Also, Fig. 5a, b shows that the anode electrodes thickness and mass con-
sistently decreased with time. The anode reduced by about 2.1 � 10−6 m in
thickness and 0.0145 kg/m3 after depositing for 1500 s.

Fig. 3 Potential of the
electrolyte during deposition
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Cathode Electrode Change

At the end of the deposition, significant increase in mass was observed in the
cathode, this confirms that the deposition process led to a mass increase in the
cathode as shown in Fig. 6. Also, Fig. 7a, b shows that the cathode electrode
thickness and mass consistently increased with time. The cathode increased by
about 2.2 � 10−6 m in thickness and 0.017 kg/m3 in mass after depositing for
1500 s.

Fig. 4 Surface: anode mass change (kg/m2) at the end of deposition

Fig. 5 Point graph, a Total anode thickness change (m), b Total anode mass change (kg/m2)
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Comparison of the Results of Cathode Change from the FE
Solver with Experimentation

Figure 8 shows the result of the cathode mass change, the same mass change trend
was observed both in the simulated result (shown in Fig. 7b) and experimental
result. The experimental result shows the actual mass change from the deposition
while the simulated result shows the expected result in an ideal situation (thus the
reason for the slight deviation seen between 600 and 900 s in the experimental
result’s graph). This mass change trend in the experimental result validates the
accuracy of the simulation.

Fig. 6 Surface: Total Cathode mass change (kg/m2) at the end of deposition

Fig. 7 Point graph, a Total cathode thickness change (m), b Total cathode mass change (kg/m2)
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Effect of ZnO-Citrus sinensis Nano-Additive
on the Electrokinetic Deposition

To get the effect of ZnO-Citrus sinensis nano-additive on the electrokinetic depo-
sition, the data of the electroconductivity in the model was updated with the data for
1 Mol of ZnO-Citrus sinensis nano-additive (as stated in Table 2). Figure 9 shows
the result showing the impact of the 1 Mol ZnO-Citrus sinensis nano-additive on
the cathode thickness and mass changes.

Without the additive, the cathode increased by about 2.2 � 10−6 m in thickness
and 0.017 kg/m3 in mass after depositing for 1500 s; while with 1 Mol ZnO-Citrus
sinensis nano-additive, the cathode increased by about 2.18 � 10−6 m in thickness
and approximately 0.017 kg/m3 after depositing for 1500 s. Based on the results
from the simulation, the impact of 1 Mol of the nanoadditive used is insignificant in
electrokinetic deposition of zinc on mild steel in acid chloride environment. Similar
results were also gotten at the anodes when comparing with and without the 1 Mol
ZnO-Citrus sinensis nano-additive (i.e. The anode reduced by about 2.1 � 10−6 m
in thickness and 0.0145 kg/m3 after depositing for 1500 s).
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Fig. 8 Experimental result of the cathode mass change

Fig. 9 Point graph, a Total cathode thickness change (m), b total cathode mass change (kg/m2)
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Although physical examination of the zinc deposited mild steel shows a
smoother surface finish when ZnO-Citrus sinensis as nano-additive was included in
the electrolyte solution, the simulation and experiment showed an insignificant
impact of the nano-additive on mass and thickness changes in the deposition.

Conclusion

The electrokinetic deposition of zinc on mild steel with ZnO-Citrus sinensis as
nano-additive was artificially studied using a commercially available FE solver.
With and without the ZnO-Citrus sinensis nano-additive, the Cathode’s thickness
and mass increased while the Anode’s thickness and mass reduced with the
deposition time. The amount of mass and thickness increment in the Cathode is
similar to the total amount of mass and thickness reduction in the anodes. Thus,
high deposition time is required for optimum deposition. This study showed that
electrokinetic deposition aid consistent mass exchange between the cathode and
anode, thus it is an efficient and effective deposition method. Also, there was no
significant impact of the ZnO-Citrus sinensis nano-additive on the mass and
thickness changes in the anodes and cathode from the simulation and experiment
despite a smoother surface achieved with ZnO-Citrus sinensis nano-additive when
examined physically.

It also shows that the process can effectively be investigated artificially without
recourse to experimentation.
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Implementing CFD Modelling to Address
Defect Formation in Core Injection
Moulding

Stefano Cademartori, Nicholas Humphreys, Jean-Christophe Gebelin
and Jeffery Brooks

Abstract Ceramic cores are used in casting processes to create complex internal
shapes within the final component. The work presented here uses Computational
Fluid Dynamics (CFD) analysis to predict the filling and solidification behaviour of
ceramic core material during the Ceramic Injection Moulding (CIM) process in the
large, complex geometries now typical of modern cores. The aim of the study is to
develop a predictive capability to identify key defects in the core that might
otherwise only be observed after a number of expensive manufacturing processes.
Manufacturing trials using short shots have been carried out in order to validate the
transient flow patterns of the paste; this has highlighted the occurrence of jetting,
weld lines and flow defects that are highly dependent on the injection parameters
and runner designs employed. Analysis of the modelled solidification, shear rates,
stagnation points and phase migration has driven die and process optimisation in a
production environment.

Keywords CIM � Injection moulding � CFD � Process � Simulation
Ceramic � Defect � StarCCM+

Introduction

High working temperatures increase the efficiency of gas-turbines engines, there-
fore modern components are designed for extreme operating conditions, even
beyond the melting temperature of the alloy. Flowing cooling air within and across
the surfaces of the components, or film cooling, is one of the technologies used to
cool down the turbine blades and vanes [1]. The geometry of the channels is usually
complex to increase turbulence and surface area for heat exchange. To achieve such
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degree of complexity, metal is cast around ceramic cores housed inside investment
moulds. The cores are then removed via chemical etching [2].

The shape complexity, the high production volume and the surface quality
required in the production of cores, make injection moulding the most frequently
used forming technique for this purpose. However, the selection of the process
parameters, often found empirically, makes the process challenging to set up and
not suitable for small production runs. The core material is formed of ceramic
powders, mixed with a suitable wax binder system, which promotes an even dis-
tribution of the powder while injected into a mould. The binder also allows com-
paction of the powder to form a so-called ‘green body’, which is heated in a furnace
for de-binding, and then sintering [2].

If the selection of injection parameters or paste formulation is poor, it can lead to
the formation of defects, that may only be detectable after costly thermal treatments
(the most time consuming and energy expensive steps of the process) [2, 3].
Moreover, to inject sound cores, the dies used in CIM require high wear resistance,
fluid cooling channels, gas vents and an ejection system to extract the solid core.
Despite the consequential high up-front cost of tooling, the dies are not commonly
designed accounting for the behaviour of the fluid material during injection.

The implementation of a mathematical model able to predict defect formation in
the production of complex CIM parts opens the possibility for engineers to design
dies specifically for the injected material, shifting from a tool-maker die design to a
process oriented die design. Furthermore, the understanding of the injection con-
ditions enables the optimisation of machine parameters in order to reduce pro-
duction problems with existing moulds.

This work reports some of the insight on defect formation achieved through
modelling of a number of core geometries, injection profiles and material systems.
Due to the strictly confidential origin of the work neither material data nor detailed
pictures will be given.

Materials and Methods

The core materials injected into the die are highly loaded ceramic wax systems.
These ceramic pastes must be able to achieve a complex shape, fine surface detail,
maintain a homogenous chemical composition, and behave like a fluid during
injection while guaranteeing sufficient wet strength for extraction. The selection of
materials in the ceramic core is further limited to those that can be dissolved out
using an etchant after casting of the metal blade. Two categories of material are
commonly employed: silica and alumina based ceramics [2, 4, 5]. In this work two
separate ceramic-wax pastes were considered; one having a higher viscosity, typ-
ically injected at higher pressures, the other having a lower viscosity, more suitable
for lower pressures and larger cores.

The paste was thermally characterised using several methods: Differential
Scanning Calorimetry (DSC) for liquidus and solidus temperatures—Thermal
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Gravimetric Analysis (TGA) to assess wax content—laser flash for the thermal
diffusivity, and material density using the Archimedes’ method.

The flow behaviour of the pastes was characterised using rotational and capillary
rheometry, at low and high shear rates respectively. A range of rotational and
capillary experiments were carried out from injection temperature to just above the
solidification temperature. Yield stress was measured by twin plate rotational rhe-
ology, using a stress linear ramp at the injection temperature [6]. All the viscosity
readings were fitted using the Herschel-Bulkley model [7] for Bingham plastics
limited by a maximum and a minimum viscosity value:

l _cð Þ ¼
aT l0; _c\ s0

l0

aT
s0 þ k aT _c�s0

l0

� �h i

aT _c ; _c� s0
l0

8><
>:

where l [Pa s] is the viscosity, _c [s−1] is the shear rate, aT the temperature shift
factor, s0 [Pa] is the yield stress, k the consistency factor and l0 [Pa s] the yielding
viscosity [8].

The dependence to the temperature is of the Arrhenius’ type as follow:

log aTð Þ ¼ Ea

R
1
T
� 1
T0

� �

where Ea [J/mol] is the activation energy, R J
molK

h i
the universal gas constant and

T0 [K] the reference temperature [8].
The computational fluid dynamic (CFD) software environment used was

StarCCM+. A fully coupled fluid flow and heat transfer model was created, with
physical domains for the dies, fluid volumes, cooling channels, and any additional
volumes such as stabilising quartz pins. Regions were meshed using polyhedral
elements with multiple prism layers at the walls to capture the heat transfer and high
fluid shear rates. A continuous fluid volume was modelled as a Eulerian multiphase
problem, with the ceramic paste acting as a liquid phase, and a compressible ideal
gas as a secondary phase. Transient simulations were carried out using an implicit
unsteady solver, with timestep limited to obtain a target mean value of the
Courant-Friedrichs-Lewy number (CFL) of 0.5. The high fidelity of mesh resolu-
tion, and small timestep (typically 1e−4), as well as highly viscous fluid meant
turbulence was modelled directly, with no additional models required [9]. Gas in
the dies was vented at pressure outlets, stopping as soon as obstructed by paste.

The injection parameters used in production were modelled using the defined
ramping time and pressure limits. The injection stage comprised of the filling, then
the compaction of the material at high pressure; afterwards the injection pressure is
removed and the core left to solidify. The cooling and solidification of the core was
driven by the large thermal mass of the steel die, with additional cooling channels,
which were fully modelled.
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Results and Discussion

Simulations of injection and solidification of different die geometries were carried
out along with production data analysis. Moreover, two different pastes have been
employed depending on the core. Results have been divided by the three highly
interacting factors influencing the occurrence of defects after sintering: filling
pattern, shear rate, and temperature distribution. The first is highly dependent on the
die geometry and the rheology of the paste. The process variable driving the second
is the injection speed, while the nozzle temperature and the cooling of the die are
responsible for the temperature distribution of the paste.

Filling Pattern

An initial assessment of the material models, boundary conditions and process
description was carried out through comparison of simulated injections and real
short shots (Fig. 1). The simulations are in excellent agreement with experiments,
and are easy to measure using the features on the core, giving confidence in the
process description. The material description has also been validated by simulating
rheological experiments directly—to be discussed in a later paper.

Short shots are useful to visualise the transient filling pattern, but thanks to
modelling it was possible to gather more specific information on the paste such as
its residence time and distribution after injection. Figure 2 highlights the injection

Fig. 1 Outline comparison of a short shot (left) and the simulation (right) at identical injected
volume

Fig. 2 Turbine blade core detail showing injection time of paste into the mould. Scale highlights
the flow of new material into stagnant one
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time, showing how streams of newly injected paste interact with the rest of the
material. The study of the filling enables prediction of the position of weld lines, to
visualise the residence time of the injected paste into the die and highlights crucial
information such as stagnant location and feeder efficiency.

The ability of the paste to weld together when two fronts meet is essential in the
production of complex shapes. If the temperature of the paste and/or local pressure
are not high enough, a weld line will appear, producing a surface defect and an
optimal crack initiator [10, 11]. Weld lines are usually identified post injection, with
the part scrapped before firing, however, cracks may also be seen post-firing at the
meeting point of paste fronts that appeared to have welded together well. The
example reported in Fig. 3 demonstrates an area where two fronts meet along an
extruded section of the core. Cracks in the fired core, in the location of the simu-
lated meeting fronts are shown. It is common that feeders are under-dimensioned or
in a suboptimal location to achieve the required pressure to continuously feed part
of the die without stopping, furthermore, long sections with small cross sections are
subjected to a higher thermal exchange that the rest of the die, increasing the paste
viscosity and therefore the pressure required to weld together. With the merging
fronts having a low surface temperature, it seems fair to attribute longitudinal cracks
found in this location to such phenomena. As the defect is only detectable
post-firing, it is arguable that the two fronts adhered to some degree, but leaving the
ceramic particles strongly orientated, so that the stress produced by later shrinkage
was released by crack formation.

Fig. 3 Top—Simulation showing the last filled volume of a core. Bottom—a post-firing core
showing a crack along the weld line
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Shear Rates

Temperature, viscosity and instantaneous injection flow rate, in combination with
localised die cross-section in the complex geometries typical of technical ceramics
determine the velocity and shear rate of the paste. Loaded materials are subjected to
phase migration and orientation in areas exhibiting high shear rates [12, 13].
Occurrence of such conditions have been tested by microstructural analysis in
different sections and additionally by thermogravimetric investigations on green
bodies.

By developing a simple yet useful criterion, recording the maximum shear rate
applied to the paste as it moves through the core, the simulation was able to predict
the location of cracks recorded after firing of the part. In particular cracks were
located where the shear rate was high compared to the surrounding area, suggesting
that the geometry variation responsible for the higher local speed has produced a
weaker structure (Fig. 4). It is likely that only the liquid phase accommodates the
strain by forming particle-free regions away from die walls, where the local speed is
higher, whereas particles packed aligned along the walls [14].

Clearly, all of the injected material in the final core will have passed through the
inlet, and as such, any poor flow condition here will detrimentally affect the prop-
erties of the part. A design modification at the inlet is shown in Fig. 5. The use of
conical section from the nozzle to the bulk of the core was optimised through
simulation to reduce the maximum shear rate achieved by more than 60%.
Furthermore, often such modification can be applied to existing dies. Conical

Fig. 4 Localised high values of maximum shear rates and reported post-firing cracks

Fig. 5 Shear rate at the inlet using a square section (top) and conical (bottom)
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sections have been reported in a number of investigations [15] to limit the amount of
phase migration.

Typical of all blades, high shear rates are found in the trailing edge, as the
thinnest section of a core and usually last to fill. In extreme cases, the trailing edge
is so thin that the paste velocity increases enough to prevent efficient venting. X-ray
radiography has showed the presence of trapped air at the location where stagnant
paste in the trailing edge meet with a flux of high velocity new paste. With the
ability to simulate the filling, it is possible to modify the injection parameters to
reduce the piston or screw speed as the filling front reaches the trailing edge. In this
way, the thermal and shear distribution in the bulk of the core is unchanged, with
only the last phase of the filling varying. Figure 6 demonstrates a shear rate 50%
lower in the most critical section of a core, where most of the defects are located.

Solidification

The thermal conductivity and melting temperature of the pastes simulated were
measured. Although CIM solidification has been previously modelled [16, 17] this
work also simulated the shape of the water cooling channels within the die, in order
to achieve a more representative description of the heat distribution of the tool. It
was therefore possible to reproduce the solidification after injection. Other than the
formation of weld lines, one of the most severe problems driven by a non-optimal
solidification control is the inlet freezing: if the inlet has high thermal losses, it will
freeze off prematurely, preventing new injection material to compensate for the
solidification shrinkage in the bulk of the core. The resulting ineffective compaction
phase leads to internal voids, delamination between the solid skin and the bulk and
also weakness on this boundary, due to orientation as reported by other investi-
gations [16, 18, 19]. Figure 7 shows a simulation of a solidifying core, and the
isolated liquid phase in the centre of the aerofoil after the inlet has frozen, compared
to a picture of the fired core with visible internal lamination.

The primary cause of scrap in our analysis of complex core production is
post-firing cracking of the trailing edge, where simulated heat loss predicted the
material solidifying along two divergent fronts, pulling the fragile sections apart. In

Fig. 6 By changing the flow rate profile of the injection the shear rates achieved in the trailing
edge were halved
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this context, our model was able to provide an insight into the combined flow and
solidification results. In particular the die has been modified to have an empty
volume next to the trailing edge; this region is partially filled, but remains stagnant
during the initial stage of the filling, while the paste flows preferentially into the
thickest sections. The empty volume subsequently allows additional, hotter material
to flush through the cold, stagnant paste in the last phase of filling, into a
non-critical location for the component in Fig. 8. This modification, allowing on
average a 5 °C increase in temperature above liquidus has driven an outstanding
improvement in production.

Conclusions

In this work filling and solidification of different ceramic cores have been modelled.
In particular, results have showed that:

• Cracks form where there are high shear rate gradients
• Weld lines can be eliminated by the use of well-designed feeders and packing

stage optimisation

Fig. 7 Left—Molten paste during the compaction phase of the injection, at the point at which the
inlet has frozen. Right—a broken core after firing: showing a crack following the perimeter of the
part
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Fig. 8 An additional overflow added to flush through warm paste into critical regions (path of
coloured arrow). Graph shows higher temperature achieved with overflow in probe position (white
arrow) (Figure censored over critical geometry)
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• Injection velocity can be optimised depending on the section being filled
• Die design can be modified to limit phase migration
• Stagnant paste related defects can be overcome by adding sacrificial volumes.

Future work will include the following:

• Building of an experimental system to investigate the severity of weld lines in
ceramic pastes at different forming conditions

• Statistical analysis of the production to verify the effect of the die changes made
• Test shots using the proposed injection flow profiles
• Use of an instrumented die to validate further filling and solidification.

In conclusion, by combining accurate description of the process and material
behaviour, with an understanding of typical defects formation mechanics this work
can be used at the mould design phase to reduce problems often only detectable at
the end of the production and reduce design iteration of the die.
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Numerical Simulation of Turbulence Flow
and Solidification in a Bloom Continuous
Casting Mould with Electromagnetic
Stirring

Shaoxiang Li, Peng Lan and Jiaquan Zhang

Abstract Based on the Maxwell’s equations and a revised low-Reynolds number
k-e turbulence model, a coupled three-dimensional numerical model has been
developed to describe the electromagnetic field, fluid flow and solidification in a
bloom continuous casting mould with electromagnetic stirring (M-EMS). The
stirring electric current effects on the turbulent flow, temperature distribution and
shell growth are investigated numerically. According to the simulation result, the
electromagnetic force has a circumferential distribution on the strand transverse
section, and a swirling flow field along the axial direction is observed in the mould
region with the application of M-EMS, which changes the flow pattern of melt in
the mould significantly and promotes the superheat dissipation of the molten steel.
Moreover, overlarge current intensity will generate an inhomogeneous solidified
shell at the exit of the mould due to the tangential velocity of the swirling flow and
the installed position of the M-EMS.

Keywords Continuous casting � Electromagnetic stirring � Electromagnetic field
Fluid flow � Solidification

Introduction

The mould electromagnetic stirring has been widely used in the process of bloom
continuous casting, and its metallurgical effectiveness for improving the quality of
cast products is mainly obtained by controlling the flow pattern of melt in the given
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region of the mould. The optimized flow velocity will enhance the columnar-to-
equiaxed transition during solidification and reduce the surface and subsurface
defects [1, 2]. Since the complexity of transport phenomena in continuous casting
process, it is difficult for plant measurements and physical experiments to investi-
gate the melt flow and solidification with M-EMS. Therefore, numerical simulation
method is very necessary for the research of electromagnetic stirring. Previous
researchers have devoted significant efforts to develop the mathematical models for
numerical studying of the characteristics in the continuous casting process with
M-EMS [3–10]. However, the superheat dissipation effect of the M-EMS and the
solidifying shell growth under M-EMS have rarely been reported.

In this research, a 250 � 280 mm bloom mould with electromagnetic stirring is
studied by the numerical simulation method. A coupled model has been developed
to analyse the characteristic of the three-dimensional electromagnetic field, turbu-
lent flow, heat transfer and solidification in the bloom strand with M-EMS. The
influences of stirring current intensity on the superheat dissipation and shell growth
are studied in detail.

Mathematical Model

The schematic diagram of the bloom continuous casting with M-EMS discussed in
this paper is shown in Fig. 1a, and the location of the M-EMS is given in Fig. 1b.
The model of M-EMS mainly includes molten steel, stirring coil, copper mould,
iron core and air (not shown). The origin of the coordinates is at the center of the
mould meniscus, and the casting direction is along the positive direction of Z axis.
The mid-plane of the stirrer is located at Z = 0.45 m. Below the mould exit, the
length of the water spray zone is 0.35 m and the air-mist cooling zone is 1.005 m.
And the straight through SEN is used in this study.

Fig. 1 Schematic diagram (a) and location (b) of the M-EMS
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Assumptions

The following assumptions are made to simplify the mathematical model and make
it more efficient:

1. Because of the low magnetic Reynolds number (about 0.01) in continuous
casting with M-EMS, the effect of the melt flow on the electromagnetic field was
ignored.

2. The electromagnetic phenomena were assumed to be a magneto quasi-static
problem, and the displacement current in Maxwell’s equations was ignored.

3. The molten steel was assumed to be incompressible Newtonian fluid. The vis-
cosity, the specific heat, and the thermal conductivity were assumed to be
constant.

4. The mushy zone was treated as a porous medium, where the flow obeys Darcy’s
law.

5. The influence of mould oscillation and mould taper on the fluid flow was not
considered.

Governing Equations

1. Electromagnetic field
At the low frequency of M-EMS, the Maxwell’s equations can be found else-
where [11].
The time-averaged Lorentz force can be calculated by:

FE ¼ 1
2Re j� Bð Þ ð1Þ

where B is the magnetic induction intensity and j is the induced current density
in the melt.

2. Fluid flow

Continuity equation:

@ui
@xi

¼ 0 ð2Þ

The momentum equation is:

q
@lilj
@xj

¼ @
@xj

leff
@li
@xj

þ @lj
@xi

� �h i
� @P

@xi
þ qgi þFE þ SP ð3Þ
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where q is the density of molten steel, P is the pressure, g is the acceleration of
gravity. leff is the effective viscosity coefficient, which is calculated by:

leff ¼ lþ lt ð4Þ

lt represents the turbulent viscosity determined by the low Reynolds number k − ɛ
turbulent model [12], while l is the viscosity of molten steel. FE represents the
electromagnetic force, as the source term in the momentum equation. The last term
SP accounts for the phase interaction force within the mushy zone, and described by
the Darcy’s law:

SP ¼ 1�fLð Þ2
f 3L þ 0:001ð ÞAmush ui � uS;i

� �
ð5Þ

Amush is the mushy zone constant, depending on the morphology of the solidifying
interface. The value of Amush must be large enough to make the velocity of the solid
phase equal to the casting speed and is usually between 1 � 105–1 � 108 [13]. In
present research, is used 5 � 108 for Amush. fL is the liquid fraction and is given by
the lever rule in the mushy zone as follows:

fL ¼ 1� fS ¼
0 T � TS

T�TS
TL�TS

TS\T\TL
1 T � TL

8<
: ð6Þ

where TL and Ts are the liquidus and solidus temperature, respectively.

3. Solidification and Heat-Transfer

To obtain a precise prediction of the temperature field and macroscopic solidifi-
cation behavior in the continuous casting process, the enthalpy equation is
employed. The energy equation is:

qli
@H
@xi

¼ @
@xi

kl þ lt
Prt

� �
@H
@xi

h i
ð7Þ

where kl is the thermal conductivity, Prt is the turbulent Prandtl number and set at
0.9.

Boundary Conditions

Electromagnetic Field

1. Three phase alternating current is connected to the coils of M-EMS, and the
phase difference is 120°.

2. The magnetic flux is assumed to be parallel to the boundary at the side of the air
cylinder, and it is assumed to satisfy a Neumann boundary condition on the top
and bottom surfaces.
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3. An insulating layer is used between the iron core and the coil, as well as
between the strand and the mould to represent the mould powder layer, so the
current is enclosed within the coil and the induced current is enclosed within the
molten steel.

Flow-Solidification

1. Inlet: the inlet velocity is computed according to the mass conservation between
the inlet and outlet based on the casting speed, and the inlet temperature is set as
the sum of the liquidus temperature and the superheat. The values of turbulent
kinetic energy and turbulent dissipation rate at the inlet are calculated by the
semiempirical equations.

2. Outlet: the fully developed flow condition is adopted.
3. Free surface: considering the heat insulation of mould flux, the adiabatic con-

dition is applied to the free surface with zero-shear force.
4. Strand surface: The stationary wall condition is employed. The heat flux

boundary condition is applied on the mould zone according to Savage and
Pritchard:

qs ¼ 2;680;000� b
ffiffiffiffiffiffiffiffiffiffi
L=Vc

p ð8Þ

and a convective boundary condition is imposed on the secondary cooling zone and
the integrated heat transfer coefficient is calculated by:

Water spray region: h ¼ 0:42w0:351 ð9Þ

Air-mist spray region: h ¼ 116þ 10:44w0:851 ð10Þ

Numerical Solution Procedure

The numerical simulation is divided into two steps: Firstly, the electromagnetic
field is calculated via the finite element code Ansys Maxwell by solving Maxwell’s
equations, and then the time-averaged electromagnetic forces are extracted.
Secondly, the phenomena of the fluid flow, heat transfer and solidification in the
continuous casting process is simulated by the control-volume-based Fluent soft-
ware, and the data of electromagnetic forces are imported into the momentum
equation as source term by user defined functions of the Fluent. The 1.45 m long
strand from the meniscus is simulated for electromagnetic field calculations in order
to save computation consumption, and 2.0 m for the flow field and solidification so
that the fluid flow will get a full development. The main dimensions and material
physical properties used in the current study are listed in Table 1.
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Results and Discussion

Electromagnetic Field

Figure 2 shows contour plots of the magnetic flux density on the strand surface with
350 A. The magnetic flux density increases firstly and then decreases gradually
along the casting direction, the tendency matches well with the results measured by
Trindade [11]. Figure 3 gives the center magnetic flux density along the casting
direction (a) and in the stirrer center (b) under different currents, the values are in
agreement with the measured data under 350 A. It can be seen that the magnetic
flux density increases distinctly with the increasing current intensity. However, the
maximum magnetic flux density does not appear at the center plane of the stirrer but
nearby the exit of the mould. It can be accounted for the electromagnetic shielding
effect of the copper mould, which affects the electromagnetic field distribution.
Besides, the center magnetic flux density has a favourable linear relation with the
running current, where every 150 A increase in current, the magnetic flux density
will increase 22.9 mT.

Table 1 Main dimensions and material properties for the numerical simulation

Parameter Value Parameter Value

Mould cross section/mm2 250 � 280 Density/kg m−3 7020

Mould length/mm 780 Viscosity/
kg m−1 s−1

0.0055

Mould working length/mm 645 Specific heat/
J kg−1 K−1

680

Mould thickness/mm 24 Thermal
conductivity/
W m−1 K−1

29

SEN external diameter/mm 90 Liquidus
temperature/K

1766

SEN inner diameter/mm 40 Solidus
temperature/K

1718

SEN submerged depth/mm 100 Latent heat of
molten steel/
J kg−1

270,000

Magnetic permeability of vacuum/H m−1 1.257 � 10−6 Superheat/K 30

Relative permeability of the steel, copper
mould, stirring coil and air

1 EMS current
intensity/A

200,
350, 500

Iron core relative permeability 1000 EMS current
frequency/Hz

3

Electrical conductivity of molten steel/S m−1 7.14 � 105 Casting speed/
m min−1

1.05

Copper mould conductivity (423 K) [11]/
S m−1

3.18 � 107 Grade of steel 45 Steel
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Figure 4 shows the vector of the time averaged electromagnetic force density on
the plane Z = 0.45 m with 350 A. The electromagnetic force density has a cir-
cumferential distribution on the transverse plane to the bloom strand, being greatest
at the corners of the bloom and decreasing towards the center. Figure 5 shows the
distribution of tangential electromagnetic force along Y direction at center plane of
stirrer. The tangential electromagnetic force increases obviously with the increasing

Fig. 2 Distribution of magnetic flux density on the strand surface with 350 A

Fig. 3 Comparison of the magnetic flux density (a) along central axis of the strand, and (b) in the
stirrer center under the cases of different currents
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current intensity, The maximum tangential electromagnetic force increases form
428 N/m3 at 200 A to 2675 N/m3 at 500 A.

Flow Field and Solidification

Figure 6 displays the velocity contour and streamline on the central symmetry plane
of strand wide face (X = 0) under (a) without electromagnetic stirring and (b) the

Fig. 4 Distribution of electromagnetic force density on the plane Z = 0.45 m with 350 A

Fig. 5 Variation of
tangential electromagnetic
force along Y direction at
center plane of stirrer
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stirring current intensity is 350 A. Without M-EMS, the impinging jet from the
straight through SEN flows down into the depths of liquid core and then returns
upward along the solidification front, finally forms a pair of large recirculation
zones owing to the continuum of the fluid. Meanwhile, a pair of smaller vortices
appears near the meniscus. After applying the M-EMS, the molten steel flow pattern
changes significantly. In addition to a clockwise recirculation zone formed at the
upper part, another pair of recirculation zone forms in the lower region, which flows
anticlockwise. Besides, with the effect of the rotary electromagnetic force, a hori-
zontal clockwise swirling flow is formed at the cross section of the strand, which is
in agreement with the direction of electromagnetic force. The tangential velocity
can break the dendrites from the solidification front effectively and promote
nucleation, consequently enhance the transition from a columnar to an equiaxed
crystal structure. Figure 7 shows the streamline of the molten steel in the mould
under various current intensity. It can be seen that, with the increase of the current
intensity, the swirl flow of the molten steel in the mould becomes stronger because
of the larger electromagnetic force.

Figure 8 shows the distribution of the tangential velocity at cross section through
the center plane of stirrer (Z = 0.45 m). It can be seen that the tangential velocity is
zero without EMS. When EMS is applied, the tangential velocity rises with the
increasing current intensity. The maximum tangential velocity is 0.117, 0.279 and

Fig. 6 Velocity contour and
streamline on the plane
X = 0 m, a without EMS
b I = 350 A
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0.358 m/s under the current intensity of 200, 350 and 500 A, respectively.
Meanwhile, the magnitude of tangential velocity increases from the edge firstly,
which reaches the maximum near the solidification front region, and then gradually
decreases when it is closer to the center of the bloom.

Figure 9 shows the temperature distribution at the centerline of the strand along
casting direction. Because of the rotary electromagnetic force and the lower
recirculation zone, the adoption of M-EMS can reduce the impingement depth of

Fig. 7 Streamline of the
molten steel for a I = 0 A,
b I = 200 A, c I = 350 A and
d I = 500 A

Fig. 8 Tangential velocity
profile along Y direction at
center plane of stirrer
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the bulk flow from the SEN, which will be beneficial for melt superheat dissipation
and the floatation removal of inclusions. It can be seen that when the running
current is 200 A, the temperature distribution at the centerline is approximate to the
case of without EMS, which means I = 200 A can’t generate sufficient stirring
intensity to achieve the better superheat dissipation effect under the present oper-
ating condition. However, when I = 350, 500 A, the temperature at the centerline
drops clearly below Z = 0.4 m. The remained superheat of molten steel at the
mould exit are 10.8, 10.7, 9.3 and 7.9 K, respectively.

Figure 10 shows the growth of shell thickness on its broad surface along with
the casting direction, where the liquid fraction of 0.3 is defined as a solidification
front. It can be seen that when I = 200 A the shell thickness profile is almost the
same as that without M-EMS. When the stirring current increases to 350 or 500 A,
the shell of strand begin to growth slowly near the stirrer installed position, which
means the M-EMS will inhibit the shell growth as the current intensity increases.
This phenomenon can attribute to the superheat dissipation effect of the M-EMS.
Moreover, it is seen that the shell thicknesses at the mould exit (Z = 0.645 m) are
13.7, 13.5, 13.0 and 11.3 mm under the four different cases of without M-EMS,
I = 200, 350 and 500 A, respectively.

Figure 11 illustrates the liquid fraction on the cross plane at the mould exit. It
should be noticed that when the current intensity is 500 A, the tangential velocity
on the transverse section of the mould exit is still very high, which is about 0.3 m/s
at maximum. Besides, the stirrer locates at the lower part of the mould, which
expands the action range of the stirrer. This condition generates an inhomogeneous
solidifying shell, which deflect along with the swirling flow direction. That means
that it is not the bigger the better situation for the stirring current intensity, and
350 A is a more reasonable case for the present continuous casting process.

Fig. 9 Temperature
variations at strand center
along the casting direction
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Fig. 10 Variation of the shell thickness along the casting direction

Fig. 11 Liquid fraction contour on the cross plane at the mould exit (Z = 0.645 m) for a I = 0 A,
b I = 200 A, c I = 350 A and d I = 500 A
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Conclusion

1. M-EMS generates a circumferential distribution electromagnetic force on the
transverse plane to the bloom strand, with maxima at the corner and decline to
the center. Moreover, the distribution of the magnetic flux density and elec-
tromagnetic force increase remarkably with the rise of the current intensity.

2. M-EMS changes the flow pattern of melt in the mould distinctly with additional
pair of longitudinal anticlockwise flow recirculation in the lower region. The
lower recirculation zone reduces the impingement depth of the bulk flow from
the SEN, which will be beneficial for melt superheat dissipation and the removal
of inclusions.

3. The thickness of the shell decreases with the incremental current intensity,
which can be attributed to the increasing superheat dissipation effect of the
M-EMS.

4. When the stirrer locates at the lower part of the mould, overlarge current
intensity will lead to higher tangential velocity, which will generate an inho-
mogeneous solidifying shell. And M-EMS with current 350 A is a more rea-
sonable case for the present continuous casting process.
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