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Preface

Within Europe’s Aviation Vision, ambitious goals have been set for air traffic of the
next decades. These include a reduction of emissions by 75% and a decrease of the
perceived external noise by 65% relative to a typical aircraft in 2000. Continuous
improvement of conventional technologies will not be sufficient to achieve these
goals, however, a technological leap forward is required. Combined efforts of
industry and academia will be necessary to harness revolutionary technologies and
entirely new configurations for use in future aircraft design and development. This
will require a significant investment in enhancing the capabilities and tools of
numerical simulation, which has become a key technology in recent years. In
current aircraft design cycles, the structural layout and aerodynamic design is
usually done separately by different groups, leading to sequential and error prone
processes requiring a huge amount of communication and “hand work”. A key
challenge is to combine the structural layout and the aerodynamic design in inte-
grated process chains taking into account the interaction of both disciplines in an
early stage of the design cycle, making use of high-fidelity methods.

In order to meet future requirements of German aircraft industry, the German
research initiative AeroStruct was set up within the frame of the fourth aviation
program of the German Federal Government. The initiative was coordinated by the
German Aerospace Center (DLR) and promoted collaboration between the aircraft
industry and academia. An essential goal of the project was the development of an
integrated multidisciplinary simulation environment for analysis and optimization
of aircraft using high-fidelity methods. In contrast to previous projects the process
chains to be developed shall run with a high level of automatism. Of special
importance is a description of aircraft geometry independent from the disciplines
involved, an automated CFD mesh generation and an automated structure model
generation including a sizing process. As common software platform the
FlowSimulator environment was used.

The software and process chains developed was be demonstrated by the
industrial partners and DLR using test cases of relevance for industry. Eg., DLR
used the software environment for the design of a forward swept wing of highest
aerodynamic quality making use of the potential of aeroelastic tailoring.

v



The reader will find separate chapters for each of the four industrial use cases
ForSWING (DLR), FlexCraft (Airbus), OPTIMALE (Airbus Defence and Space)
and DIMENSyon-P (Rolls-Ryce). The fifth chapter is dedicated to technological
development work related to all use cases. The important results of this 3 year
initiative published in this book were also presented during the AeroStruct closing
symposium, which took place at the DLR in Braunschweig, Germany, on 13–14th
October 2015.

Braunschweig, Germany Ralf Heinrich
July 2016
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Chapter 1
Integrated Process Chain for Aerostructural
Wing Optimization and Application to an
NLF Forward Swept Composite Wing

Tobias Wunderlich and Lars Reimer

Abstract This contribution introduces an integrated process chain for aerostructural
wing optimization based on high fidelity simulationmethods. The architecture of this
process chain enables two of the most promising future technologies in commercial
aircraft design in the context of multidisciplinary design optimization (MDO). These
technologies are natural laminar flow (NLF) and aeroelastic tailoring using carbon
fiber reinforced plastics (CFRP). With this new approach the application of MDO
to an NLF forward swept composite wing will be possible. The main feature of the
process chain is the hierarchical decomposition of the optimization problem into two
levels. On the highest level the wing planform including twist and airfoil thickness
distributions as well as the orthotropy direction of the composite structure will be
optimized. The lower optimization level includes the wing box sizing for essential
load cases considering the static aeroelastic deformations. Additionally, the airfoil
shapes are transferred from a given NLF wing design. The natural laminar flow
is considered by prescribing laminar-turbulent transition locations. Results of wing
design studies and a wing optimization using the process chain are presented for a
forward swept wing aircraft configuration. The wing optimization with 12 design
parameters shows a fuel burn reduction in the order of 9% for the design mission.

T. Wunderlich (B) · L. Reimer
German Aerospace Center, Institute of Aerodynamics and Flow Technology,
Lilienthalplatz 7, 38108 Braunschweig, Germany
e-mail: tobias.wunderlich@dlr.de
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4 T. Wunderlich and L. Reimer

1.1 Introduction

The environmental impact of aviation increases with the rapid growth of air travel
and transport. For this reason efficiency of future air transport must be improved
significantly. The research and development of future transport aircraft have to meet
this challenge. A Strategic Research Agenda has been developed by the Advisory
Council for Aeronautics Research in Europe (ACARE). The goals of the European
aeronautical research have been formulated in this research agenda and have been
published in the “Vision 2020” [1, 2] and the “Flightpath 2050” [3]. In order to
protect the environment and to preserve the energy supply a 50% reduction of the
C O2 emissions per passenger kilometer has been requested for the year 2020 based
on the values of the year 2000. The airframe contribution should be in the order of
20–25% in terms of fuel consumption reduction.

To achieve these challenging goals the development timescales for new technolo-
gies including new aircraft concepts have to be reduced significantly. For the assess-
ment of an aircraft configuration it is essential to consider all relevant disciplines and
their interactions on overall aircraft level. The consideration of new technologies and
aircraft concepts requires a physics based approach because no statistics are available
anymore. In order to represent the physics in a realistic manner, accurate simulation
tools have to be applied. With increasing accuracy of the disciplinary simulations the
geometrical description has to be improved, too. This inherently leads to increased
computational costs. The development of accurate and fast numerical simulation
and optimization processes is getting more and more important. In this context new
capabilities in the areas of process architecture, program interfaces, parallelization
and the usage of high performance computing (HPC) are required.

The combination of increasing computer resources and advanced numerical sim-
ulation tools enables the accurate prediction of flight performance of a transport
aircraft configuration [4]. The use of these high fidelity simulation programs for
aerodynamic design and optimization has been demonstrated in the MEGADESIGN
project (Kroll et al. [5–8] and Gauger [9]).

State of the art high fidelity analysis methods already routinely include fluid-
structure coupling of the aircraft wing for a given structural model. The consideration
of fluid-structure interactions gets more important for the accurate performance and
load prediction of highly flexible wings.

Improvements in automation and coupling of accurate simulationmethods in com-
bination with advances in numerical optimization strategies lead to the emergence
of MDO based on high fidelity methods.

Multidisciplinary wing optimizations for realistic aircraft configurations under
consideration of static aeroelasticity have been shown for example by Piperni
et al. [10] for a large business jet and by Chiba et al. [11] for a regional jet.

The challenge in using MDO based on highly accurate methods is the large num-
ber of design parameters and the increased computing effort. To overcome this issue,
the adjoint method enables the efficient calculation of the flow variable gradients as
a function of the design parameters for gradient based optimizations. The adjoint
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method was used by Jameson, Leoviriyakit and Shankaran [12] for a gradient based
multidisciplinary wing optimization with fluid-structure coupling. Up-to-date appli-
cations of the adjoint approach for multidisciplinary wing optimization have been
shown in the publications of Kenway and Martins [13], Kenway, Kennedy and Mar-
tins [14] and Liem, Kenway and Martins [15]. These publications show that the
gradient based optimization using the adjoint approach is an adequate method for
multidisciplinary wing optimization with high fidelity simulation programs and a
large number of design parameters.

In this contribution an alternative MDO approach is introduced for cases in which
gradients cannot be computed efficiently for all relevant disciplines. This applies par-
ticularly to cases which involve laminar-turbulent transition prescription and struc-
tural sizing of composite structures using proprietary codes. Furthermore, a certain
degree of flexibility in the process architecture and optimization strategy is desired.
Especially the option to use optimization strategies seeking for the global optimum
is important.

The application of MDO to new aircraft concepts and technologies using high
fidelity methods is very promising. By using MDO an accurate comparison between
optimal solutions based on conventional and new technologies will be possible. This
facilitates an adequate assessment of new concepts and technologies on the one hand.
On the other hand, this requires the availability of physics-based simulation models
and efficient programs with adequate interfaces.

To improve the aerodynamic efficiency of commercial aircraft, modern tech-
nologies for drag reduction have to be applied. A short overview of aerodynamic
wing design and corresponding technologies is given for example by Horstmann and
Streit [16]. One of the most promising drag reduction technologies is laminar flow
control (LFC). The potential of this technology for drag reduction of commercial
aircraft has been described by Schrauf [17] and Green [18] for example.

In 1979, Boeing already investigated the benefit of NLF on large transport air-
craft [19]. This study shows that the aircraft having an NLF wing design was not
competitive against a turbulent wing design taking the top level aircraft requirements
as a basis for comparison. In the DLR project LamAiR [20], however, the concept
of forward sweep for laminar wings as proposed by Redeker and Wichmann [21]
shows significant potential for efficiency improvements. In this project an aerostruc-
tural wing design of a forward swept wing having NLF and a composite structure
including aeroelastic tailoring has been performed. The results have been published
by Kruse et al. [22].

The work on aeroelastic tailoring is summarized by Shirk et al. [23]. In this
publication aeroelastic tailoring is described as

...embodiment of directional stiffness into an aircraft structural design to control aeroelastic
deformation, static or dynamic, in such a fashion as to affect the aerodynamic and structural
performance of that aircraft in a beneficial way.

Additionally, the advantages of composite materials on forward swept wings are
explained. Tailoring the primary stiffness direction relative to the structural reference
axis introduces a bend-twist-coupling that can be used to counteract the susceptibil-
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ity of forward swept wings to static divergence. Dähne et al. [24] investigated the
influence of aeroelastically tailored composites on structural mass. In this study an
automated structural sizing process has been applied with the simplification that the
aerodynamic loads remained fixed.

In striving for the capability to assess new wing technologies by development and
application of an integrated process chain has been one of the main topics in DLR’s
contribution to the LuFo IV joint research project AeroStruct. In the scope of the
project an integrated process chain for aerostructural wing optimization consider-
ing new wing technologies such as forward sweep, NLF, composite materials and
aeroelastic tailoring have been developed. In the setup of the process chain it was
made sure that the aerodynamic loads of all load cases entering the structural sizing
always result from fluid-structure coupled simulations. Wunderlich [25] showed that
this has crucial influence on the aerostructural wing optimization results.

1.2 Process Chain for Aerostructural Wing Optimization

An integrated process chain for aerostructural wing optimization based on high
fidelity simulation methods has been developed. The developed process chain can
be characterized by the following items:

• Usage of a central file format for parametric aircraft description,
• Automated grid generation for aerodynamic simulation,
• Automated structural model generation for structural simulation,
• Parallel static aeroelastic analysis for an arbitrary number of load cases,
• Structural wing box sizing for composite structures,
• Consideration of NLF by prescribing laminar-turbulent transition locations,
• Applicability for large geometrical changes and global optimization strategy.

The selectedMDO architecture falls in the category ofMDF-optimization (Multi-
Disciplinary Feasible) and can be described as ASO (Asymmetric Subspace Opti-
mization) according to Martins and Lambe [26]. In the MDF architecture a full
multidisciplinary analysis (MDA) is performed for each optimization iteration. This
means that the investigated design fulfills all constraints in each optimization step
and hence is called a feasible design.

In Fig. 1.1 the process chain is illustrated with an XDSM-diagram (Extended
Design Structure Matrix) [27]. This type of diagram combines the information of
process flow between computational components with the information of data depen-
dency. Each component in the diagram takes input data from the vertical direction
and provides output data from the horizontal direction. Input and output data are
marked by parallelograms. Thick gray lines show the data flow. Thin black arrows
indicate the process flow, and a numbering system is used to define the order in which
the components are executed.

The starting point for an aerostructural wing optimization is normally a detailed
geometrical model of a given reference aircraft configuration. From this
non-parametricmodel a fully parametric descriptionof the aircraft using theCommon
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xini
Reference
aircraft

configuration

xopt
1, 7 → 2:

Multidisciplinary
wing optimization

3: xglobal ,
cglobal , caero

4: xglobal ,
xstruct , cglobal ,
cstruct , csizing

5: cglobal ,
caero , cgoal

Load case
definitions

2, 6 → 3:
Static aeroelastic
analysis with

structural sizing

yopt
aero 6: L/D

3:
Aerodynamic
simulation for
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4: yaero 5: L/D

yopt
struct 6: mW 3: ystruct

4:
Structural

simulation and
sizing process

5: mW

7:
mF

R·mP 6:
mF

R·mP
5:

Objective
function

Fig. 1.1 Flow chart of the process chain for aerostructural wing optimization

Parametric Aircraft Configuration Schema (CPACS) has to be generated manually
or with a program in an automated way. Furthermore, the initial vector of design
parameters xini is determined by the reference aircraft configuration. The load case
definitions for the structural sizing have to be identified and stored in the CPACS
dataset.

All disciplinary simulation programs in the process chain provide interfaces to
this central hierarchical and human readable file format. In Sect. 1.2.2 the parametric
model and the CPACS dataset are described in more detail.

The driver component controls the optimization iteration and is represented in
Fig. 1.1 by a blue rounded rectangle. Based upon a design parameter variation and a
following transfer to the CPACS dataset the disciplinary models are built or updated
automatically. Thereby, the vector of design parameters x describes the wing plan-
form including twist and airfoil thickness distributions and the orthotropy direction
of the composite structure.

The static aeroelastic analysis is then run in parallel for all load cases including the
design point under cruise flight conditions. In the actual implementation, the process
chain is limited to steady state maneuver load cases and only the wing-fuselage
configuration is analysed within the high-fidelity simulation process.

For each load case the surface pressure distribution and aerodynamic coefficients
of the wing are determined by solving the Reynolds-averaged Navier–Stokes equa-
tions (RANS) within a numerical flow simulation. Elastic characteristics of the wing
and its internal loads are determined using the finite element method (FEM). Subse-
quently, thewingmass is deduced by processing these internal loads. The interactions
between the aerodynamic forces and the structural deformations of the elastic wing
are taken into account in the static aeroelastic analysis. The fluid-structure interac-
tion belongs to the category of loosely coupled analysis as described in [28, 29].
Thereby, the fluid-structure coupling loop stops when the values for the lift-to-drag
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2: xglobal ,
cglobal , caero

4:
xglobal , xstruct ,
cglobal , cstruct

5: csizing

7:
xglobal , xstruct ,
cglobal , cstruct

1, 8 → 2:
Static aeroelastic
analysis with

structural sizing

8: L/D

2:
Aerodynamic
simulation for
all load cases
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3, 6 → 4:
Structural sizing
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Structural
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8: mW 6: MoS, mW 4: ysizing
5:

Structural
sizing

7: ysizing

2: ystruct

7:
Structural
analysis for
all load cases

Fig. 1.2 Flow chart of the parallel static aeroelastic analysis including structural sizing

ratio, wing mass and fuel consumption are converged. The fluid-structure coupling
loop is shown in Fig. 1.1 by a yellow rounded rectangle.

Figure1.2 gives more insight into the parallel static aeroelastic analysis including
structural sizing.Within the parallel static aeroelastic analysis the wing box structure
is sized and the bending and torsional stiffness of the wing converge in the fluid-
structure coupling loop. Thereby, the structural sizing forms an inner loop to fulfill
the structural constraints in terms of failure criteria and converge the margins of
safety (MoS) and the wing mass mW for a fixed aerodynamic load.

The main results of this parallel analysis are the wing mass mW and the deformed
wing shape for the design point under cruise flight conditions, which is normally
called “1g-flight shape”. Based on this 1g-flight shape the aerodynamic performance
in terms of lift-to-drag ratio L/D is determined.

The last step in the process chain is the evaluation of the objective function f
for the multidisciplinary assessment of the wing design. The optimization algorithm
then calculates a new set of values for the design parameters based on the value of
the objective function. After the optimization run has been finished the optimized
vector of design parameters xopt represents the main result of the process chain for
the corresponding optimization problem.

1.2.1 Flight Mission and Objective Function

For the evaluation of the objective function a simplified model of the flight mission
has been used. This model is described in the textbook by Raymer [30] and is often
used for preliminary aircraft design.
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Table 1.1 Flight mission segments and mass fractions

Segment number Mission segment Aircraft mass fraction

1 Warm-up, taxi and take-off m1/m0

2 Climb and accelerate m2/m1

3 Cruise m3/m2

4 Descent for landing m4/m3

5 Landing and taxi m5/m4

In this work, the flight mission consist of five segments. Table1.1 gives an
overview of these flight mission segments and the corresponding aircraft mass frac-
tions. With the exception of the cruise flight segment the values for the aircraft mass
fractions have to be prescribed depending on the optimization problem.

For the cruise flight segment a constant flight speed V and a given constant
lift coefficient CL have been assumed. The flight speed V is determined by the
selected design cruise Mach number Ma and the flight altitude H at the beginning
of cruise flight. In combination with the assumption of constant thrust specific fuel
consumption T SFC this leads to the well known Breguet range equation:

R = 1

g

V

T SFC

L

D
ln

m2

m3
(1.1)

The lift-to-drag ratio L/D of the aircraft for the given lift coefficient CL and the
wing mass mW are results of the parallel static aeroelastic analysis. Furthermore,
the selected flight mission corresponds to the design mission. The outcome of this
is that the aircraft mass m0 at the start of the mission is equivalent to the maximum
take-off mass mMT O . For an aircraft the maximum take-off mass mMT O is the sum
of the residual mass m Res (structural mass without the wing), the wing mass mW , the
payload m P , the fuel mass m F and the reserve fuel mass m F,res :

mMT O = m Res + mW + m P + m F + m F,res (1.2)

In the presented applications the maximum take-off mass mMT O is held constant.
Furthermore, the residual mass ratio m Res/mMT O is also assumed to be constant,
because the optimization is limited to the wing. In accordance with the simple model
of the flight mission, the reserve fuel mass fraction m F,res/m F is assumed to be
constant as well. The fuel mass m F corresponds to the fuel mass which is required
for the design mission and has been calculated with the following equation:

m F = m0 − m5 = mMT O − m5 (1.3)

The objective function has to be selected based on the lift-to-drag ratio and the
wing mass. Options for this selection are the minimization of fuel burn for a given
range or the maximization of range for a given payload. Thereby, the objective
function has to be derived for fixed maximum take-off mass.
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For the transfer of the simulation results to the aircraft level the three following
assumptions have been made.

Firstly, it has been assumed that the tailplane lift coefficient CL ,T is constant. This
means that the adaptation of tailplane lift for aircraft trimming has been neglected.
The sum of wing and fuselage lift coefficients CL ,W + CL ,F results from the flow
simulation and matches the prescribed target lift coefficient for the cruise flight.

Secondly, a constant sum of tailplane and engine cowling drag coefficients (here
denoted by CD,res) has been assumed. The sum of wing and fuselage drag coeffi-
cients CD,W + CD,F is a result of the flow simulation and includes pressure and
viscous parts. With these assumptions the aerodynamic performance in terms of
lift-to-drag L/D ratio is calculated with the following equation:

L

D
= CL

CD
=

flow simulation
︷ ︸︸ ︷

CL ,W + CL ,F +
=const.
︷︸︸︷

CL ,T

CD,W + CD,F
︸ ︷︷ ︸

flow simulation

+ CD,T + CD,E
︸ ︷︷ ︸

CD,res=const.

(1.4)

Thirdly, the wing mass mW is the sum of the wing box mass mW,box and the sec-
ondary wing masses mW,sec. The secondary wing mass consists of the wing leading
and trailing edge masses, which have been prescribed in terms of mass per pro-
jected area. Additionally, the wing box mass is computed based on the sized finite
element (FE) model and is multiplied by a correction factor of 1.25 to get a more
realistic wing mass. This correction factor accounts for additional structural mass,
which is not modeled in the idealized wing box model.

1.2.2 Parametric Model

For the parameterization of the aircraft the Common Parametric Aircraft Configura-
tion Schema (CPACS) [31] has been selected. This aircraft parameterization scheme
uses the widely spread Extensible Markup Language (XML). Hence, the CPACS
dataset represents a hierarchical organized and human readable file format.

The usage of CPACS offers a generic and fully parametric description of the
aircraft. The geometrical description in CPACS is section based and developed for
low-fidelity tools in conceptual design. For the usage in the context of high-fidelity
simulation methods this geometrical description is not accurate enough. Therefore,
some extensions have been introduced to the geometry description inCPACS through
the definition of guide curves. These guide curves describe the surface geometry
between the fuselage and wing sections respectively and will be used for the surface
lofting. The resulting quality of the outer surface geometry is therefore appropriate
for aerodynamic simulations with CFD methods.

In CPACS the inner geometry is defined based on the outer geometry description.
This includes for example the parametric arrangement of spars and ribs. Also the
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used materials with their properties have to be defined in the CPACS dataset. The
structural model generation process is linked to the CPACS dataset and is introduced
in Sect. 1.2.5.

For the aerodynamic simulations aCADmodel has been built automaticallywithin
the commercial software system CATIA® V5 based on the geometry description in
CPACS. This parametric CAD model represents an equivalent representation of the
geometrical description in CPACS with the same parametric description. The main
task of the CADmodel is the computation of the resulting surfaces and intersections
for a given set of geometrical parameters in CPACS. In addition the CAD model
includes the auxiliary geometry for the aerodynamic grid generation process.

This approach allows the fast and automated construction of a parametric CAD
model, which provides the necessary interfaces to the CPACS dataset and the aero-
dynamic grid generation. Furthermore, the parametric CAD model allows fast and
robust geometrical changes based on the CPACS parameters for a fixed aircraft
topology.

1.2.3 Aerodynamic Grid Generation Process

The automated CAD model generation in CATIA® includes the construction of the
auxiliary geometry for the structured grid generation as mentioned before. Addition-
ally, this CAD model generation program writes the control script for the structured
aerodynamic grid generation using the commercial program Pointwise®.

In combination with the generated control script the extended CAD model forms
the input for the automatic aerodynamic grid generation with Pointwise®. The con-
trol script includes all commands for the automatic generation of the structured
aerodynamic grid.

In Fig. 1.3 the surface grid of the reference aircraft configuration is shown as an
example. It also includes some details of the leading and trailing edge.

To minimize the number of grid points an O-O-topology is used. Each airfoil
section is discretized with 170 points. The resulting aerodynamic grid consists of
2.5 · 106 points. This grid resolution represents an appropriate trade-off between
accuracy and computing effort for wing optimizations.

The introduced approach allows the fast and automatic grid generation for geo-
metrical changes controlled by design parameters within the optimization loop. Fur-
thermore, the number of grid points is kept constant and the optimization process can
be accelerated by using a fully converged flow solution as the starting point for solv-
ing the flow field around the modified aircraft geometry. With the usage of structured
aerodynamic grids the grid dependent numerical noise is very low for geometrical
changes, which is essential for accurate optimization results.

The actual implementation of the automated structured grid generation process is
limited to the wing-fuselage configuration. However, the introduced procedure is of
general applicability to aerodynamic grid generation in the context of MDO.
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Fig. 1.3 Aerodynamic
surface grid of the reference
aircraft configuration with
some details of the leading
and trailing edge
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1.2.4 Flow Solver

The transonic flow around thewing-fuselage configuration is simulatedwith theDLR
TAU-code [32–34], which has been developed at the DLR Institute of Aerodynam-
ics and Flow Technology. The TAU-code solves the compressible, three-dimensional
Reynolds-averaged Navier–Stokes equations. It is a well established tool for aero-
dynamic applications at DLR, universities and aerospace industry [4, 35, 36]. The
TAU-code uses a vertex centered dual mesh formulation. For spatial approximation,
a finite volume method with second order upwind or central discretization is used.

For the flow simulation within the aerostructural process chain the central dis-
cretization schema and the negative Spalart–Allmaras turbulence model [37] is cur-
rently being used.

1.2.5 Structural Model Generation Process

For the generation of structure models, the software DELiS (Design Environment
for thin-walled Lightweight Structures) has been selected. The core of DELiS is a
parametric model generator that supports various levels of detail. Based on a CPACS
dataset, DELiS creates an abstract and object oriented model of the aircraft. This
model contains all the structurally relevant CPACS information and enriches it with
required data for finite elements. Due to the abstract and FE-centric definition of
the lightweight structure, models for various FE solvers can be created, such as
MSC Nastran™ and ANSYS® [38].

In Sect. 2.2 the structural model generation process is described in more detail.

http://dx.doi.org/10.1007/978-3-319-72020-3_2
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1.2.6 Structural Analysis and Sizing

The aim of the structural sizing and optimization process is the minimization of
the wing box mass mW,box with respect to a set of failure criteria. Based on the
CPACS file an FE model of the wing is automatically generated as described in
Sect. 2.2. With the external loads, which are calculated within the flow simulation
and afterwards mapped onto the FE model, the internal loads are calculated with
linear-static FE calculations. Subsequently the FE model with its geometry, material
properties and loads is passed to the sizing and optimization module.

The sizing and optimizationmodule is described in Sect. 2.3. Structuremechanical
criteria for global buckling, local buckling and maximum strain for skin and stiffener
are used for the sizing of the structural components. All criteria are evaluated at ulti-
mate load. Damage tolerance constraints are covered by adapted strain allowables.
For the strain allowable at ultimate load a conservative value of 3500μm/m has been
chosen as proposed in Military Handbook [39]. Furthermore criteria from manufac-
turing and operations like minimum andmaximum ply share in 0◦/90◦/+45◦/−45◦
direction, minimum and maximum height for stringer webs and a minimum skin
thickness for repair are considered.

The component sizing itself is performed within the commercial computer-aided
engineering (CAE) software HyperSizer® [40]. The structural analysis and sizing
process is iterated until all failure criteria are fulfilled and the mass change is lower
than the convergence threshold.

1.2.7 Fluid-Structure Coupling

The fluid-structure interaction loop to be carried out in each of the parallel static
aeroelastic analyses of Fig. 1.1 involves the following operations:

1. Compute the aerodynamic loads on the given CFD grid for every load case,
2. Interpolate the loads from the CFD surface grid to the structural model,
3. Perform the structural sizing (once the loads of all load cases are available),
4. Compute the structural deformations for the newly sized structure for every load

case and
5. Adjust the CFD volume grid according to the resulting structural deformations.

Then the loop starts over again. In step 2, an efficient classical nearest-neighbor
interpolation is applied. It ensures equilibrium of forces on fluid and structural side.
The existing defect in the equilibrium of moments is negligible. In step 5, a fast and
robust grid deformation method is used which is based on the scattered data inter-
polation technology using radial basis functions. Based on the occurring structural
deformations, a volume spline is determined which is then evaluated in parallel at
all CFD volume grid points. Consult the publication by Barnewitz [41] for more
detailed information on the grid deformation method.

http://dx.doi.org/10.1007/978-3-319-72020-3_2
http://dx.doi.org/10.1007/978-3-319-72020-3_2
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The outlined fluid-structure interaction procedure is scripted in the FlowSimula-
tor environment. The FlowSimulator has been designed particularly for massively-
parallel multidisciplinary simulations with high-fidelity tools [42]. It is being jointly
developed by Airbus, ONERA, DLR and universities. Its core, a c++ layer, pro-
vides parallel data containers and associated methods that support an efficient in-
memory data exchange between involved process components. A Python scripting
layer representing the users’ level of access facilitates a fast creation of complex
multidisciplinary process chains [43].

For the convergence of the fluid-structure coupling loop several convergence cri-
teria have been used in parallel. A list of all considered physical quantities and their
corresponding convergence criteria is shown in Table1.2. If all these convergence
criteria are fulfilled simultaneously, the aeroelastic equilibrium will be considered
as having been achieved and the fluid-structure coupling loop will be terminated.

The selected values represent an appropriate trade-off between accuracy and com-
puting time for thewing optimizations. The application of the process chain shows 4–
8 fluid-structure coupling iterations ncpl in practice to reach convergence. Figure1.4
gives an example for the fluid-structure coupling convergence. Thereby, the used
convergence criteria are shown as error bars.

Table 1.2 Convergence criteria of the fluid-structure coupling

Physical quantity Convergence criteriona

Lift-to-drag ratio L/D Δ(L/D)
L/D ≤ 0.001

Wing mass mW
ΔmW
mW

≤ 0.005

Fuel consumption FC = m F/(R · m P ) ΔFC
FC ≤ 0.002

aThe Δ symbol indicates the difference between the values of two consecutive fluid-structure
coupling iterations
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Fig. 1.4 Fluid-structure coupling convergence with used convergence criteria as error bars
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The increase of wing mass at the beginning of the fluid structure coupling can be
explained with the aeroelastic bending-torsion coupling of the forward swept wing.
With increasing bending deformation the center of lift moves outboard and the result-
ing structural load increases. Additionally, Fig. 1.4 shows a decreasing lift-to-drag
ratio under cruise flight conditions. This is a consequence of the elastic wing defor-
mations. The convergence of the fuel consumption is reached after 4 fluid-structure
coupling iterations. With the usage of several convergence criteria for the fluid-
structure coupling up to the aeroelastic equilibrium the comparability of results for
different geometries can be guaranteed within the aerostructural wing optimization.

1.2.8 Optimization Method

To control the process chain the program POT (Powerful Optimization Toolkit) [44]
has been integrated. This program has been developed by the DLR Institute of Aero-
dynamics and Flow Technology and provides several optimization methods.

A surrogate based optimization (SBO)method has been selected for the aerostruc-
tural wing optimizations. This optimizationmethod searches the global optimum and
offers a high level of robustness. A similar optimization method named EGO (Effi-
cient Global Optimizer) has been introduced by Jones et al. [45] and is discussed in
Forrester et al. [46].

The optimization method starts with a design of experiments (DoE) for a selected
number of samples. For the calculated objective function values, a surrogate model
basedonkriging [47] is built. This surrogatemodel is able tomodel nonlinear function
behavior and includes a statistical error estimation.

The resulting surrogate model is then used for the optimization with a hybrid
optimization strategy. Thereby, the expected improvement (EI) is used as the objec-
tive function. The optimization starts with a global optimization method and the
localization of the optimum is improved by the application of a local optimization
method. For the resulting global optimum of the surrogate model a recalculation
is performed. The result of this recalculation is then used to improve the surrogate
model. The described procedure is iterated until convergence is reached.

1.3 Reference Aircraft Configuration

Within the scope of the DLR project LamAiR [20] an aerostructural wing design of
an NLF forward swept wing for short and medium range transport aircraft has been
performed [22]. It has been shown, that the forward swept wing design enables for
wide extend of laminar flow at transonic flight conditions. By aeroelastic tailoring
of the composite wing structure, a divergence free design has been achieved.

For the present study of aerostructural wing design and optimization, the LamAiR
aircraft configuration has been selected as the reference. Furthermore, the top level
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Table 1.3 Top level aircraft requirements of the reference aircraft configuration

Design cruise Mach number Ma 0.78

Design mission payload m P 150 passengers

Design range R 4815km

Maximum payload m P,max 150 passengers and 5 t cargo

Range with maximum payload Rm P 3056km

Take-off field length sT O F L ≈1900m

Landing field length sL F L ≈1600m

Propulsion − CFM56 class turbofan

Airport conformity − FAA Group III and ICAO Code C

aircraft requirements and the design mission are identical to this aircraft configura-
tion. Table1.3 gives an overview on the top level aircraft requirements.

The reference aircraft configuration has a low wing, rear mounted engines and a
T-tail as shown in Fig. 1.5. To fulfill the surface requirements for laminar flow and the
requirements for take-off and landing performance, the reference aircraft features a
smart leading edge high-lift system as proposed by the DLR Institute of Composite
Structures and Adaptive Systems [48].

The selected reference aircraft configuration represents a short and medium range
commercial aircraft in the Airbus A320 and Boeing 737 class.

Key figures of the aircraft’s flight envelope are summarized in Table1.4. Flight
envelope data give the basis for the selection of critical load cases for the structural
sizing of the wing box.

The aerodynamic wing design of the reference aircraft configuration has been
published by Kruse et al. [22]. With the objective of drag reduction by maximizing
the extension of laminar flow for a design cruise Mach number of Ma = 0.78,
the choice for a forward swept wing configuration is well-founded. For tapered
wings, the forward swept wing design allows the favorably low leading edge sweep
angle of ϕL E = −17◦ for a passive control of cross flow instabilities in the leading
edge region. Simultaneously, a sufficiently high sweep angle near the midchord
shock position in the order of ϕ = −25◦ is maintained, to meet the requirement
of low wave drag in cruise flight for realistic wing thickness distributions and lift
coefficients. Regarding these aspects, the forward swept wing design offers a clear
advantage for NLF design under transonic cruise flight conditions in comparison to
backward swept configurations. Some penalty in high-lift efficiency is expected due
to the pronounced sweep of the trailing edge. However, the straight trailing edge
of the mono-trapezoid wing planform and the rear mounted engine layout allow an
efficient continuous trailing edge flap design. Aerodynamic cruise performance is
shown to benefit from up to 19% drag reduction in comparison to a conventional
backward swept aircraft design. The predicted laminar-turbulent transition locations
at the design point (Ma = 0.78 and CL = 0.5 at F L = 350) reach values between
xT /c = 45% and xT /c = 60% on the wing’s upper surface and values of xT /c =
50% on the lower surface.
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Fig. 1.5 Reference aircraft
configuration

Table 1.4 Key figures of the flight envelope

Altitude

Maximum flight altitude Hmax 41000 ft = 12500m

Design speeds

Maximum operating Mach number MaM O 0.8

Maximum operating limit speed VM O,C AS 350kn

Design diving Mach number MaD 0.87

Design diving speed VD,C AS 395kn

The wing box structure of the reference aircraft configuration has been derived
from the structural design and sizing of the LamAiR configuration [22]. For the
composite wing box the material properties of the CYCOM® 977-2 Epoxy Resin
System from Cytec Industries Inc. have been used. The percentage ply share of the
composite material is shown in Table1.5 for the wing box of the reference aircraft
configuration.
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Table 1.5 Percentage ply share of the wing box composite material

Dimensionless span coordinate
η = 2y/b

Percentage ply share
0◦/ ± 45◦/90◦

Upper skin 0.0000−0.3876 70/20/10

0.3876−0.8157 60/20/20

0.8157−0.8871 50/30/20

0.8871−0.9584 40/40/20

Lower skin 0.0000−0.3520 70/20/10

0.3520−0.7444 60/20/20

0.7444−0.7801 50/30/20

0.7801−0.9584 40/40/20

Front spar 0.0000−0.6730 50/30/20

0.6730−0.9584 40/30/30

Rear spar 0.0000−0.9584 70/20/10

Ribs 0.0000−0.2101 10/80/10

0.2101−0.3163 20/60/20

0.3163−0.3876 30/50/20

0.3876−0.4947 40/40/20

0.4947−0.9584 60/20/20

1.4 Design Task

1.4.1 Design Parameters and Constraints

The parametric model of the reference aircraft configuration is generated based on
the selection of 12 fuselage sections and 9 wing sections. Additionally, 5 guide
curves have been used for the geometry description between the fuselage sections
and 3 guide curves for the geometry description between the wing sections. Thereby,
the guide curves of the wing form the wing leading edge and the upper and lower
line of the blunt trailing edge. In Fig. 1.6 the positions of the selected wing sections
are shown for the reference aircraft configuration.

The selected design parameters for the wing design studies and the wing opti-
mization are:

• Aspect ratio A,
• Taper ratio λ,
• Twist and thickness distribution εi , (t/c)i ,
• Orthotropy angles of the composite material ϕO D,middle and ϕO D,outboard .

For the variation of the twist and thickness distribution the values in 4 wing
sections have been used respectively. This leads to a total number of 12 design
parameters.
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Fig. 1.6 Definition of design parameters

The optimizer does not directly control the design parameters. Scaling factors
are used for the control of the aspect ratio, taper ratio and thickness distribution, and
differences are used for the control of the twist distribution and the orthotropy angles.
Thereby, the scaling factors and the differences are based on the corresponding values
of the reference aircraft configuration.

In Fig. 1.6 the selected definition of design parameters is shown. The twist dis-
tribution parameters control the twist angles εi in the wing sections 3, 4, 6 and 9.
For the control of the thickness distribution the thickness parameters (t/c)i of the
wing sections 1, 4, 6 and 8 have been used. In the wing sections between the values
for the twist angle and relative thickness are calculated by linear interpolation of the
corresponding scaling factors and differences.

For the aeroelastic tailoring of the wing the complete orthotropic material includ-
ing the stringers of the upper and lowerwing box skin is rotated. The orthotropy angle
of the composite material ϕO D is defined relative to the mean line of the wing box as
shown in Fig. 1.6. In the unswept center wing and the inboard wing the orthotropy
angle of the composite material has been held constant. The aeroelastic tailoring has
been applied to the middle and outboard wing regions. This is achieved by using the
orthotropy angles of the composite material ϕO D,middle and ϕO D,outboard to control
the bend-twist-coupling of the wing. Thereby, the middle wing starts at approxi-
mately 40% wing span and ends at approximately 70% wing span. Consequently the
outboard wing starts at approximately 70% wing span.

The optimization constraints are listed in Table1.6 and are based on the top level
aircraft requirements ofTable1.3 and the results of the conceptual aircraft design pub-
lished in [22]. This includes the specifications of the maximum take-off mass mMT O ,
wing loading mMT O/S and the cruise Mach number Ma.
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Table 1.6 Constraints for the wing design studies and wing optimization

Aircraft

Maximum take-off mass mMT O 73365 kg

Maximum payload m P,max 19250 kg

Wing loading mMT O/S 556 kg/m2

Residual mass ratio m Res/mMT O 0.4604

Drag coefficient of tailplane and engine cowling CD,res 0.0025

Specific mass of leading edge high lift device mle/Sle 30 kg/m2

Specific mass of trailing edge high lift device mte/Ste 50 kg/m2

Leading edge sweep angle ϕL E −16.8◦

Relative front spar position xF S/c 0.15

Relative rear spar position xRS/c 0.60

Number of ribs NRibs 2 · 27 + 1 = 57

Design mission

Mach number Ma 0.78

Range R 4815 km

Range cruise segment R23 3726 km

Lift coefficient aircraft CL 0.5

Lift coefficient tailplane CL ,T −0.0022

Thrust specific fuel consumption T SFC 0.0589 kg/(Nh)

Take-off and climb mass fraction m2/m0 0.9589

Descent and landing mass fraction m5/m3 0.9906

Reserve fuel mass fraction m F,res/m F 0.4604

Table 1.7 Cruise flight design point and load cases for the structural sizing of the wing

Load case Altitude H
(m)

Mach number
Ma

Lift coefficient
CL ,W + CL ,F

Aircraft mass
m (kg)

Load factor n

Cruisea 10668 0.780 0.502 68640 1.0

LC 2 0 0.717b 0.374 73365 2.5

LC 3 4725 0.772 0.571 73365 2.5

LC 4 0 0.717b −0.149 73365 −1.0
aDesign point with laminar-turbulent transition prescription
bV = 1.2 · VD for divergence prevention from CS-25/FAR 25

For the structural sizing of the wing box threemaneuver load cases withminimum
and maximum load factors from the certification specifications CS-25/FAR 25 have
been selected. The definitions of the cruise flight design point and the selected load
cases are specified in Table1.7 and are based on the flight envelope of the reference
aircraft configuration.

The NLF wing sections have been adopted from the reference aircraft config-
uration. For the flow simulations, spanwise transition locations are prescibed at
xT /c = 0.3 for the inboard wing and xT /c = 0.4 for the middle and outboard
wing. Furthermore, the leading edge sweep angle is limited to |ϕL E | ≤ 17◦ to
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Table 1.8 Equations for the calculation of fuel consumption

Mass fraction cruise m3
m2

= e− g T SFC R
V (L/D)

Mass fraction fuel m F
mMT O

= 1 − m3
m2

m1
mMT O

m2
m1

m4
m3

m5
m4

Mass fraction payload m P
mMT O

= 1 − m Res
mMT O

− mW
mMT O

−
(

1 + m F,res
m F

)

m F
mMT O

Fuel consumption FC = 1
R

m F
mMT O

mMT O
m P

preclude excessive growth of crossflow instabilities and potential attachment line
transition [17].

The topology of the wing box structure (relative spar positions and number of
ribs) and the ply share of the composite material are transferred from the reference
aircraft configuration. The values for this percentage ply share of the composite
material are indicated in Table1.5. Within the structural sizing process the wing box
topology and the ply share of the composite material is held constant. The wing box
mass mW,box resulting from the structural sizing process is multiplied by a factor
of 1.25 to account for additional masses which are not modeled in the idealized finite
element model [49]. This is required to obtain a realistic wingmass for the evaluation
of the objective function.

1.4.2 Objective Function

Based on the simplified model for the flight mission as introduced in Sect. 1.2.1 the
fuel consumption FC has been selected as the figure of merit for the aerostructural
wing optimization. The fuel consumption FC is here defined in terms of fuel burn
per range and payload m F/ (R m P) for a given range R.

Theminimization of the fuel burn is an appropriate objective for the aerostructural
wing optimization of future commercial aircraft as shown in [50].

For the calculation of the fuel consumption the required equations are listed in
Table1.8. Thereby, the fuel mass m F is computed from the given range R and the
lift-to-drag ratio L/D. The payload m P results from this fuel mass m F and the wing
mass mW . As mentioned before, the lift-to-drag ratio L/D and the wing mass mW

are outputs of the parallel static aeroelastic analysis. With all these calculated values
the fuel consumption per range and payload m F/ (R m P) follows directly from the
last equation shown in Table1.8.

1.5 Wing Design Studies

The wing design studies have been performed with the introduced process chain
and the selected design parameters and constraints. Each study has been executed
for a constant taper ratio and a constant orthotropy angle distribution of the com-
posite material. In each design study wings with 2–3 aspect ratios, 2–3 thickness
distributions and 2 twist distributions have been investigated.
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The results for the orthotropy angle distribution of ϕO D = (0◦; 0◦; 0◦) are sum-
marized in Figs. 1.7 and 1.8 in terms of wing mass ratio mW /mMT O , lift-to-drag
ratio L/D and fuel consumption FC .

As expected, the increasing aspect ratio shows an increase of lift-to-drag ratio and
wing mass ratio due to induced drag reduction and a higher level of structural loads.
The results for different thickness distributions show the trend of increased lift-to-
drag ratios and wing mass ratios for reduced airfoil thicknesses. Furthermore, twist
distributions with increased outboard loading lead to increased wing mass ratios.

The design mission fuel consumption depends on aerodynamic performance and
structural wing mass ratio. Consequently, the minimization of design mission fuel
consumption is equivalent to the search for the best trade-off between aerodynamic
performance in terms of lift-to-drag ratio and structural wing mass ratio. It can be
observed that different wing geometries with the same design mission fuel con-
sumption exist. These solutions are equivalent with regard to the objective function.
Additional criteria have to be considered for a further assessment.

In all figures the solutions for the baseline and the optimized wing geometries
are included. The baseline wing geometry is transferred from the reference aircraft
configuration, which is described in Sect. 1.3. Thereby, no aeroelastic tailoring has
been considered. This means that the orthotropy angles of the composite material
are set to ϕO D = (0◦; 0◦; 0◦). The optimized wing geometry is the result of the wing
optimization including aeroelastic tailoring, which is presented in Sect. 1.6.

Fig. 1.7 Variation of aspect ratio, thickness and twist distribution for a taper ratio of λ = 0.24 and
an orthotropy angle distribution of ϕO D = (0◦; 0◦; 0◦)
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Fig. 1.8 Variation of aspect ratio, thickness and twist distribution for a taper ratio of λ = 0.17 and
an orthotropy angle distribution of ϕO D = (0◦; 0◦; 0◦)

The influence of taper ratio variation can be observed by comparing the results
of Figs. 1.7 and 1.8. This taper ratio reduction shows the trend to almost unchanged
lift-to-drag ratios and decreased wing mass ratios. Only for the lower taper ratio
of λ = 0.17 the calculations with the high aspect ratio of A = 13.44 have been
performed.

To investigate the influence of aeroelastic tailoring the studies have been repeated
for wings with different orthotropy angle distributions. The results for an orthotropy
angle distribution of ϕO D = (0◦;−5◦;−5◦) are shown in Figs. 1.9 and 1.10.

The aeroelastic tailoring leads to a significant wing mass reduction and similar
aerodynamic performance. In comparison to the results with an orthotropy angle
distribution of ϕO D = (0◦; 0◦; 0◦) the results show the same trend of increased
lift-to-drag ratios and wing mass ratios for reduced airfoil thicknesses. The main
difference can be observed for the twist distribution variations. In contrast to the
results with an orthotropy angle distribution of ϕO D = (0◦; 0◦; 0◦) the results for
the aeroelastic tailored wings show that twist distributions with increased outboard
loading lead to increased lift-to-drag ratios with minor effect to the wing mass ratios.

In Figs. 1.11 and 1.12 the results for the orthotropy angle distribution of ϕO D =
(0◦;−5◦;−10◦) are presented. These results show further fuel consumption reduc-
tions in comparison to the results with an orthotropy angle distribution of ϕO D =
(0◦;−5◦;−5◦). The reason for the fuel consumption reductions is the decrease of
wing masses due to maneuver load reduction.
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Fig. 1.9 Variation of aspect ratio, thickness and twist distribution for a taper ratio of λ = 0.24 and
an orthotropy angle distribution of ϕO D = (0◦; −5◦; −5◦)

Fig. 1.10 Variation of aspect ratio, thickness and twist distribution for a taper ratio of λ = 0.17
and an orthotropy angle distribution of ϕO D = (0◦; −5◦; −5◦)
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Fig. 1.11 Variation of aspect ratio, thickness and twist distribution for a taper ratio of λ = 0.24
and an orthotropy angle distribution of ϕO D = (0◦; −5◦; −10◦)

Fig. 1.12 Variation of aspect ratio, thickness and twist distribution for a taper ratio of λ = 0.17
and an orthotropy angle distribution of ϕO D = (0◦; −5◦; −10◦)
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The best solutions of the wing design studies including aeroelastic tailoring
achieve nearly the same fuel consumption as the optimized wing resulting from
the wing optimization in Sect. 1.6.

1.6 Wing Design Optimization

The wing optimization has been performed successfully for the selected design
parameters and constraints. Figure1.13 gives an overview of the wing optimiza-
tion results in terms of fuel consumption FC , lift-to-drag ratio L/D, wing mass
ratio mW /mMT O and payload ratio m P/mMT O depending on the aspect ratio A.

The increase of aspect ratio shows the trend of increasing lift-to-drag ratio and
wing mass ratio. Minimum values for the fuel consumption can be observed for
wings with an aspect ratio between 11 and 13. For the specified constraint of constant
maximum take-offmass the payload ratio is an output of the process chain and reaches
maximum values for aspect ratios between 10 and 12.

The wing optimization has been performed without a span limit. This leads to
optimal wing geometries with wing spans greater than the span limit of b ≤ 36 m for
FAA Group III and ICAO Code C aircraft. Technical solutions for folded wingtips
exist and have to be considered for wings with the highest level of fuel efficiency.
The span limit of FAA Group III and ICAO Code C aircraft is additionally drawn
in Fig. 1.13. Furthermore, the wing with minimum fuel consumption is marked in
Fig. 1.13 and further referred to as “optimized”.

In Table1.9 the wing planform parameters resulting from the optimization are
shown for the baseline and the optimized wing. The aspect ratio A of the optimized

Fig. 1.13 Overview of wing optimization results
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Table 1.9 Results of wing optimization for baseline and optimized wing

Baseline Optimized Difference

Aspect ratio A 9.601 12.806 +33.4%

Taper ratio λ 0.345 0.196 −43.1%

Orthotropy angle
middle wing

ϕO D,middle 0.0◦ −4.7◦ −4.7◦

Orthotropy angle
outboard wing

ϕO D,outboard 0.0◦ −5.8◦ −5.8◦

Lift-to-drag ratio L/D 18.992 21.239 +11.8%

Wing mass ratio mW /mMT O 0.0938 0.1046 +11.5%

Fuel mass ratio m F/mMT O 0.2121 0.1972 −7.0%

Payload ratio m P/mMT O 0.2338 0.2379 +1.8%

Fuel consumption FC 1.519·10−4 km−1 1.388·10−4 km−1 −8.6%

Fig. 1.14 Twist distributions for baseline and optimized wing

wing has been increased in comparison to the baseline wing. Furthermore, the taper
ratio λ of the optimized wing is lower than the value of the baseline wing.

In Fig. 1.14 the twist distributions of the baseline and optimized wing are shown
for the undeformed jig-shape geometry. The twist angles of the optimized wing are
nearly identical in the inboard and outboard regions in comparison to the baseline
wing. In the middle wing region the twist angles of the optimized wing are slightly
smaller than the twist angles of the baseline wing.

Figure1.15 shows the relative and absolute thickness distributions of the baseline
and the optimized wing. The absolute thickness is nearly identical in the symmetry
plane of both wings. With the exception of the symmetry plane and the wing tip the
relative and absolute thickness of the optimized wing are decreased in comparison
to the baseline wing. In principle the relative airfoil thickness reduction leads to
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Fig. 1.15 Relative and absolute thickness distributions for baseline and optimized wing

aerodynamic performance improvement and the absolute airfoil thickness reduction
results in increased wing mass. Additionally, the thickness reduction of the wing
leads to a smaller fuel tank volume.

The optimization results for the lift-to-drag ratio, the wing mass ratio, the fuel
mass ratio, the payload ratio and the fuel consumption are also given in Table1.9.
These results show an increased aerodynamic performance in terms of lift-to-drag
ratio L/D and simultaneously an increased wing mass ratio mW /mMT O for the
optimized wing in comparison to the baseline wing. The increased lift-to-drag-ratio
can be explained with the induced drag reduction resulting from the increased span
and leads to the reduced fuel mass ratio. It can be observed that the reduced fuel
mass ratio m F/mMT O overcompensates the increased wing mass ratio mW /mMT O .
Consequently the payload ratio m P/mMT O increases. The main result of the wing
optimization is the reduction of the fuel consumption FC in the order of 9%.

InFig. 1.16, an overviewof thewingoptimization results for cruise flight condition
is given. This includes the comparison of the baseline and the optimizedwing in terms
of isentropic Mach number distribution for the upper wing, the deformations for the
1g-cruise flight and the corresponding lift and lift coefficient distributions in span
direction. Furthermore, the isentropic Mach number distributions and airfoil shapes
are presented in four wing sections.

For each lift distribution the related elliptical lift distribution is shown by a dot-
dashed line as a reference. The elliptical lift distribution is the optimum for planar
wings in terms of induced drag. Additionally, the prescribed laminar-turbulent tran-
sition line is shown in the isentropic Mach number distribution of Fig. 1.16 as a
long-dashed line. The relative position in chord direction of the laminar-turbulent
transition has been held constant during the optimization process. The optimized
wing shows an inboard load shift and increased bending deformations in compar-
ison to the baseline wing. In the isentropic mach number distributions of the four
sections a shock strength reduction can be observed for the optimized wing. With
the exception of the wing tip region the isentropic mach number distributions show
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Fig. 1.16 Overview of wing optimization results for cruise flight

accelerated flow up to 50% chord, which is necessary to limit the growth rate of
Tollmien–Schlichting instabilities and maintain laminar flow.

Figure1.17 shows the results for load case LC 2 and LC 4 in a similar form. An
outboard load shift is observed for both wings and both maneuver flight conditions
in comparison to the cruise flight. This outboard load shift of both wings can be
explained with the geometrical bending-torsion coupling of the forward swept wing.
Thereby, the optimized wing is more inboard loaded in comparison to the baseline
wing. The reason for the reduced bending-torsion coupling of the optimized wing
is the aeroelastic tailoring with the orthotropy angle of the composite material. The
lift distributions of these maneuver load cases show the importance of considering
the static aeroelastic effects in the loads computation for the structural wing sizing.
Furthermore, an increased bending deformation of the optimized wing is observed
for both maneuver flight conditions.

1.6.1 Computing Time

The aerostructural wing design studies and wing optimization based on high-fidelity
methods require a relative high computing effort. For the aerodynamic simulations
and the fluid-structure coupling the HPC-cluster C2A2S2E (Center for Computer
Applications in AeroSpace Science and Engineering) of the DLR Institute of Aero-
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Fig. 1.17 Overview of wing optimization results for load case LC 2 and LC 4

Table 1.10 Example of the required computing time of the disciplinary simulation programs for
an aerostructural wing analysis

Process Program Program
calls

Computing
time (min)

Computing
time ratio (%)

CAD model update CATIA® V5 1 1.2 1.3

Aerodynamic grid generation Pointwise® 1 1.8 1.9

Structural model generation DELiS 1 3.3 3.5

Flow simulation and
fluid-structure coupling

FlowSimulator
(TAU-Code)

7 53.4 56.7

Structural analysis and sizing MSC Nastran™ and
HyperSizer®

6 32.2 34.2

Data transfer – – 2.3 2.4

94.2 100

dynamics and Flow Technology is used. In this work the aerodynamic simulations
use 8 nodes of the C2A2S2E-cluster, which equates to 192 processor cores. All other
simulation programs are executed on local workstations.

An example of the required computing time and the corresponding computing
time ratio of the disciplinary simulation programs for an aerostructural wing analy-
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sis is given in Table1.10. In this example 6 fluid-structure coupling iterations have
been performed to reach the aeroelastic equilibriumof all considered load cases.With
approximately 55%, the aerodynamic simulation including the fluid-structure cou-
pling requires the largest percentage of the computing time. Nevertheless, the com-
puting time for the aerodynamic simulation is relatively short for aerostructural cou-
pled simulations based on the Reynolds-averaged Navier–Stokes equations (RANS)
due to the high degree of parallelization. The structural analysis and sizing using the
finite element method (FEM) is comparatively efficient. It only needs a percentage
of computing time in the order of 35%.

To summarize, it can be stated that an aerostructural wing optimization with
12 design parameters requires an overall computing time in the order of 2 weeks.
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Chapter 2
Automated Structural Design of Composite
Forward Swept Wings

Sascha Dähne and Lars Heinrich

Abstract This article describes the structural design process within a multidiscipli-
nary environment. A forward swept wing configuration is considered where static
divergence has to be avoided by using anisotropic properties of stiffened panels made
of CFRP (carbon fibre reinforced plastic). The structural design includes parametric
model generation and automated sizing of composite wings. An analytical formula-
tion of stiffened panels is used to investigate different stiffener concepts, where fast
analytical failure criteria are applied. The goal is to minimize weight and provide
accurate deformations for a coupled process. A parametric study shows the flexibility
of the approach as well as the validity of the design concept and the approach for
bend twist coupling. Furthermore, the influence of neglecting the load redistribution
due to the wings deformation on the wing mass is shown.

2.1 Introduction

Shirk et al. [1] summarized the work on aeroelastic tailoring as: “...embodiment
of directional stiffness into aircraft structural design to control aeroelastic defor-
mation, static pressure or dynamic, in such a fashion as to affect the aerodynamic
and structural performance of that aircraft in a beneficial way.” They explained the
advantages of composite materials on forward swept wings. Tailoring the primary
stiffness direction relative to the structural reference axis introduces a bend-twist
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coupling which can be used to counteract divergence tendencies of forward swept
wings and to increase the aerodynamic performance.

Kruse et al. [2] investigated the bend-twist coupling for various tailoring angles
on the forward swept wing LamAiR configuration. It was shown, that the aeroelastic
tailoring can eliminate the divergence tendency of a forward swept wing. The influ-
ence of aeroelastic tailoring on the structural mass was not investigated because of a
missing automatization of the sizing process.

The significant influence of different stiffener concepts on the twist distribution is
shown by Bach et al. [3]. Based on identical loads, they examined the differences in
deformation behavior of two stiffener concepts on the same wing configuration. The
stiffener concept affects the aerodynamic performance, which shows the necessity
of taking stiffener concepts into account in early design stages of fluid structure
interaction applications.

To consider different stiffener concepts, Collier [4] developed an approach for
fast analytical analysis of complex stiffened panels and an integrated finite-element-
analysis and design optimization system [5]. The commercial Software HyperSizer
[6] is based on such analytical formulations of stiffened panels and provides an
interface to various finite-element-solvers.

A first application of an automated structural optimization based on HyperSizer is
given in [7], where the influence of aeroelastically tailored composites on structural
mass is investigated. An automated sizing was applied on the LamAiR configuration
[8]. The mass and the corresponding deformation concerning bending and twist are
evaluated and show primary effects of aeroelastically tailored wings. The interaction
of aerodynamic loads and deformation was not considered at this point.

Computational Fluid Dynamics (CFD) and Computational Structural Mechanics
(CSM) are the two disciplines to be coupled for wing design. In this article a struc-
tural analysis in a CFD-CSM coupled iterative process is presented which addresses
the required needs of automatization, performance and the structural level of detail
required to satisfy the desired needs regarding bend-twist coupled deformations and
operational evaluations, like fuel capacity check and fuel mass modeling.

2.2 Model Generation

For interdisciplinary communication, a common dataset is required. The Common
Parametric Aircraft Configuration Schema (CPACS) has been developed to establish
a unified data model for Multidisciplinary Design Optimization (MDO) [9].

For the creation of structure models, the software DELiS (design environment
for thin-walled lightweight structures, written in Python) has been chosen [10]. The
core of DELiS is a parametric model generator that supports various levels of detail.
Based on a CPACS dataset, DELiS creates an abstract, object oriented model of
the aircraft. This model contains all structurally relevant information and enriches it
with required data for finite elements. Due to the abstract and finite-element-centric
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Fig. 2.1 CPACS with structural part highlighted and FE model created by DELiS

definition of the lightweight structure, models for various FE solvers can be created,
such as Nastran and Ansys [10].

As starting point for the multidisciplinary optimization, the final configuration
from the DLR internal project LamAiRwas taken [2]. Neither CPACS nor automated
model generationwere part of LamAiR, so the outer hull and the structure of that final
configuration were translated to CPACS syntax manually. In Fig. 2.1, the conversion
of this data set to an FE model by DELiS is shown exemplarily. From the structural
side only the wing is being regarded. In the scope of the LuFo IV joint research
project AeroStruct, two major enhancements to the automated model generation
were implemented, namely the configuration-specific evaluation of fuel masses and
secondarymasses. As run time plays an important role in pre-designwhere numerous
configurations have to be regarded, the aim in terms of efficiency was to consider
load relief by fuel and secondary masses while keeping the overall model generation
as fast as possible. For the calculation of the fuel distribution, fuel tanks need to be
defined in the data set. Tank regions are based on references to existing ribs and spars.
Together with a maximum fill level, accounting for unusable volumes, unmodelled
components like pumps, fuel expansion reserves etc., the available volume can be
calculated per rib bay and tank. In the next step, the fuel for each load case is then
successively distributed on the tanks, whereby the outermost tank is filled first.When
fill levels have been determined the fuel mass of each rib bay is applied to a point in
the middle of the rib bay, which in turn is connected to the corner points by a Nastran
RBE3 element. No rotational inertia is being considered due to the liquid phase of the
fuel. In the last step, point masses are converted to forces based on the acceleration
of the specific load case. This is necessary to handle different fuel distributions in
one FE calculation.

Leading and trailing edge high lift devices are not explicitly modelled. For con-
sidering their respective masses, a simplified approach has been chosen which is well
established in predesign. Semi-empirical values for these regions are taken from the
literature in terms of mass per unit area [11]. Based on these values and the projected
areas of the individual configuration, the span wise mass distribution is evaluated.
Finally point masses are created per rib bay with the same modeling approach as for
the fuel masses (except the conversion to forces as the secondarymasses are the same
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Fig. 2.2 Rib bay with fuel load and secondary masses

across all load cases). Rotational inertia is neglected as it is hardly assessable without
further information about the type of high lift device. In Fig. 2.2, the FE represen-
tations of fuel and secondary masses are shown exemplary. It should be mentioned,
that rib positions are constant along the chord in this case but that is not necessarily
the case.

2.3 Composite Sizing

Aeroelastic tailoring is indispensable for natural laminar flow on a forward swept
wing like the reference configuration, described in [8]. The strategy to obtain the
desired behavior of bend-twist coupling (BTC) is to rotate the primary stiffness
direction of the skin and stringer materials. Varying the primary stiffness direction
leads to a different behavior of twist and bending. Furthermore the resulting mass
due to the sizing process will change.

The aim of the structural sizing and optimization process is the minimization of
the structural weight Wstruct with respect to a set of failure criteria, where all Mar-
gins of Safety (MoS) must be above the required limit (MoSrequired). The problem
formulation is shown in Eqs. (2.1) and (2.2).

minimize
x

Wstruct (x), (2.1)

subject to MoScri teria,i (x) ≥ MoSrequired,i (x) (2.2)

The developed optimization module, embedded into the global process, is shown
in Fig. 2.3. Based on the CPACS file a finite element (FE) model of the wing is
automatically generated as described in Sect. 2.2. Wing covers, ribs and spars that
are present in the FEmodel can be used as an optimization region. The external loads
are calculated by CFD. These external loads are then mapped to the FEmodel, where
the internal loads are calculated using linear-static FE calculations. Subsequently the
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Fig. 2.3 Structural process with CPACS interface, modelgeneration and iterative optimization
module

FE model with its geometry, material properties and loads is passed to the sizing and
optimization module. Both MSC Nastran and Ansys models are supported.

In the optimization module the geometry is preprocessed and analytical opti-
mization regions, called components and assemblies are created. A component for
example can be a panel of a wing cover, confined by two ribs and two spars, or a
section of a spar or a rib. Components are the most important subunits as all calcu-
lations are performed per component. An assembly comprises all the components
of the same part like the wing upper cover or the front spar.The panel concept is
assigned to each component in the initialization. By considering the design concept
implicitly in the optimization module, it is possible to investigate different design
concepts with the same FE model. The stiffness of a stiffener is smeared into the
overall panel stiffness matrix, hence the stringers don’t have to be discretized and
the effort of model generation is reduced. Furthermore an optimization of stringer
dimensions and pitch based on a single FE model becomes possible.

Every component has to have failure criteria assigned to it, serving as constraints
for the optimization. Necessary failure criteria are evaluated in [7], where global
buckling, local buckling and strength are found to be essential in order to obtain
reasonable results for mass and deformation. The failure criteria used for structural
analysis are shown in Table2.2. The material used is a CYCOM 977-2 from Cytec
Industries Inc. with epoxy resin. There properties are given in Table2.1. All criteria
are evaluated at ultimate load. Damage tolerance constraints are covered by adapted
strain allowables. 3500 µm/m are chosen as conservative value for strain allowable
at ultimate load as proposed in military handbook [12]. Furthermore it is possible
to consider restrictions from manufacturing and operations like minimum and max-
imum ply share per layer orientation, minimum and maximum height for stringer
webs and a minimum skin thickness for repair.
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Table 2.1 CFRP material data used

977-2_HTS_MT_025

Properties Allowables

Ex [GPa] 144 Ft1 [µm/m] 3500

Ey [GPa] 7.5 Fc1 [µm/m] 3500

G [GPa] 5.03 Ft2 [µm/m] 3500

ν12 [−] 0.29 Fc2 [µm/m] 3500

ρ [kg/m3] 1660 Fs [µm/m] 7000

Table 2.2 Failure criteria for component analysis

Failure criteria Limit load Ultimate load

Global buckling – x

Local buckling – x

Max strain skin – x

Max strain stiffener – x

The component sizing itself is performed within the software HyperSizer [6]. An
internal object model is created for each component, exemplarily shown in Fig. 2.4
for an integral blade-stiffened panel concept. Other approaches like [13]with discrete
stiffeners are not able to consider skin and stiffener simultaneously. For every design
parameter of each component, a minimum and maximum value is specified. The
number of discrete (equidistant) values between these bounds needs to be specified
as well. The parameter can vary between these discrete values. In addition, fixed
material sets are provided to consider different ply shares of compositematerials. The
number of permutations of each component design parameter generates the number
of design candidates of a component. It should be noticed that skin and stringer are
optimized together. With this approach a change in the stiffness distribution between
skin and stringer results in stress redistribution so an optimum design can be found.
The stresses are calculated from the internal loads distribution coming from FE
calculations and the stiffnesses of the panel objects, like skin, stringer web, etc.

After a sizing step, when all parameter values are chosen, the FEmodel is updated
with the new stiffness results and new internal loads are calculated for the next
iteration. Convergence checks, based on the mass of the wing box, are done in every
iteration considering all MoS as shown in Eq. (2.3). The allowed change of mass is
determined by the process in dependence on current fluid structure iteration step. At
the first iteration Δm ≤ 10% leads to a good first mass and stiffness estimation for
the next aerodynamic load calculation. Step by step theΔm-criteria is reduced down
to Δm ≤ 0.5% for the final convergence of aerodynamic and structural analysis.

Δm = (mi − mi−1)/mi−1 MoS ≥ MoSrequired (2.3)
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Fig. 2.4 Panel parameter of
a integral-blade-stiffened
concept
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To improve the performance, results from prior fluid-structure-iteration steps are
used as restart points. This increases the convergence speed due to decreasing aero-
dynamic load changes at further iterations. A faster convergence of structural sizing
and the overall coupled process is achieved this way. If the convergence criterion is
fulfilled the results are exported from the optimization module and the CPACS file
is updated with the results.

2.4 Iterative Loads Process

The automated coupling between structural design and CFD-loads calculation is
mighty tool. This coupling allows to investigate the effects of bend-twist coupling.
CFD-analyses are performed for the calculation of aerodynamic loads. FE analyses
and sizings ensure that the structure is able towithstand these loads and yield expected
deformations. As loads and deformations are dependent on one another, both have
to be considered. Therefore, an explicitly coupled iterative process, composed of the
following steps, is applied.

1. Aerodynamic loads calculation with CFD,
2. structural sizing considering the previously calculated loads,
3. return to step 1 with resulting deformed shape of step 2.

The first aerodynamic loads are calculated for the undeformed wing. The structural
optimization process allows the determination of deformations. These global defor-
mations are used for the next CFD-calculation until a balance in load and deformation
is achieved. The converge loads allows a accurate wing mass, deformations and the
corresponding aerodynamic performance estimation. The complete fluid-structure
interaction process is described in Sect. 1.2.7. The resulting aerodynamic forces are
mapped on the outer surface nodes of the structural FE-model. Figure2.5 exemplarily
shows the aerodynamic loads mapped on the upper surface of a panel segment.

http://dx.doi.org/10.1007/978-3-319-72020-3_1
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Fig. 2.5 Aerodynamic loads maped on FE panel segment

Four load cases are considered, which are described in detail in Sect. 1.4.1. One
cruise load case and three structural relevant design load cases are taken into account
with positive and negative accelerations. The performance assessment is conducted
for the cruise load case. The structural optimization considers all loadcases in parallel
and provides the corresponding deformations for all of them.

2.5 Approach for Structural Bend-Twist Coupling

The approach for introducing a bend-twist coupling is to rotate the principal stiffness
direction of the material. Thereby the complete composite layup is rotated around
the z-axis.

This rotation leads to a structural coupling of wing bending and twist. The rotation
is realized by defining a reference coordinate system for thematerial orientation in the
finite element model. The material properties are defined symmetrical and balanced
with respect to the reference coordinate system. The global structural BTC of the
wing is then obtained by rotating the whole reference system around it’s z-axis. In
addition to LamAiR the structural concept is evaluated in more detail, while besides
the global stiffness effects of stiffeners, which are considered in LamAiR as well,
additionally the akin local buckling and strength and stability of stiffeners are taken
into account. The evaluation of analytical concepts as described in Sect. 2.3, allows
considering detailed failure modes and the correct representation of the global panel
stiffness.

The angle between the referenceorientation and the rotatedone is calledorthotropy
angle in the following. The zero degree direction is the 50% chord line. A positive
angle means that material orientation axes will be rotated more aft ward. Negative
angles mean that the principal stiffness direction will be rotated forward in flight
direction as shown in Fig. 2.6.

The stringer orientation is directly coupled with the material orientation, due
to the analytical formulation. While rotating the principal stiffness direction, the
material orientation is rotated and therefore the stiffener orientation is rotated as
well. The stiffener rotation increases the bend-twist coupling. Simultaneously the
load capability of the stiffener decreases due to the off axial loading. Additional load
has to be carried by skin, due to load redistribution.

http://dx.doi.org/10.1007/978-3-319-72020-3_1
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Fig. 2.6 Definition of
orthotropy angle definition
of left wing (top view)

Fig. 2.7 Comparisson of I-
and T-stiffener concepts in
deformation behavior in
cruise condition

2.6 Structural Design Study

To clarify the influence of different stiffener concepts, Bach et al. [3] investigated
T- and I-stiffener concepts for the wing cover on the same wing configuration. The
wing configuration equals the LamAiR reference [2]. It is a forward swept wing with
36m span and a leading edge sweep angle of −17◦. The structural sizing process
described in Sect. 2.3 is used to size the structure against fixed aerodynamic loads
given by a coupled fluid-structure-interaction process performed once in the LamAiR
project. Figure2.7 shows the deformation behavior of the different concepts after
sizing, where similar masses are achieved with only 1.5% difference. The heavier
T-stiffener concept is used as reference to illustrate the difference in the deformations.
The I-Stiffener concept leads to lower bending and torsional stiffness. In contrast to
the small difference in mass, the I-stiffener has up to 37% higher twist in the tip
region and 7% higher vertical deflection.
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Evaluating the stiffener type and mass breakdown discussed in detail in [3], it
can be stated that the I-stiffener generates a high local bending stiffness preventing
the upper cover panels from global buckling. On the other hand the longitudinal
stiffness of upper cover is smaller compared to the T-stiffener so more panels are
dimensioned by local buckling. This reduced inplane stiffness is one of the reasons
for the higher twist. Furthermore the feet of the T-stiffeners are wider and thicker
than the ones of the I-stiffeners, so this additional material with a larger distance
from the wing box neutral axis increases torsional and bending stiffness. As a last
point, the additional flange of the I-stiffeners help preventing the stiffeners’ webs
from local buckling, so the I-stiffener webs are thinner than the T-stiffener webs.
As a results, the area moment of inertia of the I-stiffened wing cover is smaller and
hence the global bending stiffness is smaller too.

A forward swept wing has a geometrical bend-twist coupling, which produces a
wash-in effect. Wash-in means that bending leads to nose-up twist and an increased
angle of attack. This behavior can cause static divergence, where nose-up twist leads
to higher aerodynamic loads which can not be compensated by the structural stiffness
anymore and the wing fails through strength. The idea is compensate this wash-
in effect with superimpose structural bend-twist coupling that causes a wash-out
behavior. The effectiveness of the structural bend-twist coupling approach is now
investigated by applying the coupledmultidisciplinary process explained in Sects. 1.2
and 2.4 on a model with integral blade stiffeners as shown in Fig. 2.4. Two studies
are discussed in the following:

1. A variation of the principal stiffness direction and it’s impact on wing mass and
deformation. Therefore, the abovementioned iterative coupled process is applied.

2. A comparative study with fixed loads to evaluate the impact of the fluid-structure-
interaction.

The coupled process performs until the mass and the loads does converge and the
deformations and loads are in balance.Theuncoupled study considers only the uncou-
pled loads from the undeformed reference configuration to illustrate the difference
of aerodynamic-structure coupled analyses.

The outer shape is taken from the LamAiR reference and is held constant for the
present studies to show only the structural influences. The FE model is generated
automatically by the model generation process described in Sect. 2.2. The principal
stiffness direction has been varied between −30and +5◦. The material ply-share of
the ribs, spars and the wing cover skins are fixed at LamAiR reference results given
in Table1.5. In the root region, the effectiveness of bend-twist coupling is higher
than in the tip region. From root to tip, the percentage of 0◦-plies decreases from 70
to 40% at wing covers, to ensures a distinct principal material stiffness direction of
the skin material to ensure bend-twist coupling. The web material ply share is not
fixed because a reference does not exist for stiffener material distribution.

Figure2.8 shows the results of the coupled and uncoupled processes for the same
wing configuration. The desired wash-out behavior is present if the orthotropy angle
is rotated forward for both processes as desired to compensate the geometrical bend-

http://dx.doi.org/10.1007/978-3-319-72020-3_1
http://dx.doi.org/10.1007/978-3-319-72020-3_1
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Fig. 2.8 Comparisson of
coupled and uncoupled
results with given orthotropy
angles and deformations
from cruise load case

twist-coupling. Between −5◦ and all positive angles a global wash-in behavior is
present. The coupled process leads to smaller tip-twist angles.

The masses in Fig. 2.8 show that the coupled process has over the whole range of
orthotropy angles higher masses. In the uncoupled process, the minimum is found
around 0◦ or higher. The coupled process considers the elastic deformations and
therefore the load increase through the geometrical bend-twist coupling. The min-
imum mass in the coupled process is around −2.5◦, which shows the load relief
through structural wash-out behavior. At −10◦ the masses of the coupled and the
uncoupled processes are equal. Here the structural bend-twist coupling compensates
the geometrical coupling completely and yields to nearly equal loads.−10◦ was also
found by LamAiR-project to be the most efficient angle for BTC [2].

The tip bending behavior is different to twist and mass as shown in Fig. 2.9. This
different behavior results from the parallel rotation of principal stiffness of skin
and stringer orientation. Figure2.9 shows on the middle plot the portion of stringer
volume relative to the panel volume. Because of equal ply-material the volume is
representative for mass. To clarify the effect the results are split in three nearly equal
distanced regions over the wing span. The values from upper and lower wing cover
are averaged for each region and plotted over the orthotropy angle. A clear correlation
between the mean inner wing relative stringer volume and the bending deflection in
Fig. 2.8 can be found. From 0 to −10◦ the relative stringer portion decreases, which
increases the bending stiffness. In association with the increased skin thickness,
due to higher shear loads in the skin, the bending deflection decreases. With an
increased area moment of inertia, the associated bending deflection decreases. For
angles lower than −10◦ the portion of stringer volume increases again and the skin
volume increases further as shown in Fig. 2.9 on the lower side, but the overall
stiffness decreases due to the rotation of the principal stiffness direction off the load
axis.
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Fig. 2.9 Bending behavior
in cruise condition in
conjunction with stringer
volume ratio and skin
thickness

Fig. 2.10 Masses and fuel
consumption for design
mission

Themission performance is represented by the fuel consumption per payloadmass
and range. Themission objective is described inmore detail in Sect. 1.4.2. In Fig. 2.10
the fuel consumption is plotted in conjunction with wing mass. A close correlation
between wing mass and fuel consumption can be found for small orthotropy angels.
A minimum fuel consumption is found at −2.5◦, which shows the positive effect
aeroelastic tailoring.

http://dx.doi.org/10.1007/978-3-319-72020-3_1
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2.7 Conclusion

The present article shows the influence of structural details, like stringer orientations
and stiffener concept, on the global deformation behavior for a forward swept com-
posite wing. The complexity of structural coupling with regard to structural sizing
and load redistribution between skin and stringer have been shown. With an analyt-
ical approach for stiffened panel analysis, effects of different stiffener concepts are
taken into account. An optimal wing mass is found slightly off the reference axis,
through coupled analyses at −2.5◦. The possibilities of stiffened composite panels
to counteract static divergence and the improvement of mission performance show
the effects of aeroelastic tailoring in accordance to the description of Shirk et al. [1].
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Chapter 3
Design Procedure for Optimum Fiber
Composite Airframe Structures Within
an Automated Multidisciplinary Design
and Optimization Process

Michael Seibel

Abstract This paper presents a concept and setup of a design procedure for optimum
fiber composite airframe structures within an automatedmultidisciplinary design and
optimization process. The optimization procedure is based on the Three-Columns-
Concept, using a state-of the-art Finite-Element-Method (FEM) software for struc-
tural analysis purposes embedded into a multidisciplinary optimization software.
The optimization model is formulated for traditional civil aircraft designs, provid-
ing maximum design flexibility in order to tailor-made the characteristics of fiber
composite materials, including aeroelastic tailoring. Therefore, the design domain
includes both, geometry and laminae related design variables. In doing so, a strict
separation of the design model from the analysis model is implemented. The evalu-
ation model includes all important structural design objectives, like mass, deforma-
tions (e.g. wing bending and twisting), local and global buckling behavior (classical
eigenvalue analysis), strength as well as damage tolerance. Aggregation methods are
applied to reduce the tremendous number of constraints and to improve the robustness
of the optimization process. Finally, optimization results of a forward swept wing
configuration, optimized with respect to structural design objectives, are presented.

3.1 Introduction

The optimization of large and complex aerospace structuresmade fromfiber compos-
ite materials, considering multidisciplinary design requirements, is the starting point
of themethods and procedures outlined hereafter. One of the fundamental disciplines
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is the structural design in order to fulfill basic demands throughout the development
process. Therefore, the requirements posed on the structural optimization procedure
to be used in a multidisciplinary tool chain are described as well as the structural
design features to be considered within the optimum structural design (Sect. 3.2).
A brief literature survey (Sect. 3.3) provides an insight into past and current work
concerning relevant topics. Subsequently (Sects. 3.4 and 3.5) the main features of
the design and optimization procedure are outlined. The developed numerical opti-
mization tool is finally applied to optimize a forward swept wing (Sect. 3.6). The
achieved results and findings are summarized (Sect. 3.7) in order to conclude the
documentation.

3.2 Requirements of the Structural Optimization
Procedure

A structural optimization procedure to be used in a multidisciplinary tool chain has
to cope with basic requirements, independent from the software framework used for
its implementation. The top level requirements of an optimization procedure may be
defined as:

• Parameterized, in order to:

– fully control the optimization procedure and the optimization model,
– automatically generate the structural model via the design model,
– efficiently evaluate analyses results via the evaluation model.

• Modular, in order to enable:

– a straightforward implementation in a multidisciplinary optimization software,
or an usage as a stand-alone tool,

– an easy implementation of self-made modules and extensions,
– a subsequent substitution or enhancement of applied mathematical models.

• Flexible, in order to allow:

– the usage of different structural analysis types or models, varying properties or
net densities of Finite-Element-Models,

– the usage of different optimization algorithms or global optimization methods.

• Robust and efficient, in order to provide:

– a reliable optimization process,
– short to moderate analysis and optimization times.
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3.3 Literature Survey

A brief survey of relevant topics related to optimum structural design of fiber com-
posite airframe structures is provided. Emphasis is put on the formulation of efficient
optimization models that allow to extend the design domain of fiber composite struc-
tures as much as possible.

Structural and Multidisciplinary Optimization

The fundamentals of structural optimization, developed in the second half of the 20th
century, can be found in [2, 7, 13]. They describe in detail relevant optimization
concepts, methods and formulations for constrained and unconstrained problems. In
[5], an overview of multicriteria optimization is provided that may serve as a basis
for coupled aero-structural problems. Furthermore, several optimization problems
from various engineering disciplines are presented as challenging applications with
respect to structural and multidisciplinary optimization.

An excellent survey concerning different architectures of how to solve problems
of Multidisciplinary Design Optimization (MDO) is given in [12].

For solving large, multidisciplinary optimization problems, the so-called Three-
Columns-Concept is proposed in [4], that suggests to strictly separate between the
three tasks, i.e. three columns, structural model, optimization algorithm and opti-
mization model. An example of a high-performance computing platform for systems
analysis and multidisciplinary optimization is OpenMDAO [10], developed at the
NASA Glenn Research Center.

Optimization of Fiber Composite Airframe Structures

For optimizing airframe structures very different approaches and methods may be
found in the literature. The most common objective function is the minimization of
the weight, while the most common constraints are strength, buckling and stiffness.
The design objective damage tolerance may only be found occasionally.

Optimizations of a multispar high aspect ratio wing were conducted in [25], by
introducing the above mentioned constraints through penalty functions. Minimum
mass designs were obtained and compared for aluminum-alloys and fiber composite
materials. An optimization of a typical long range transport aircraft wing using a
two-level approach and a non-gradient based, probabilistic optimization algorithm
(particle swarm) is presented in [28]. The aerodynamic optimization takes place at
system level, while the structural optimization is conducted in form of a subproblem.
An alternative two-level approach for optimizing a simple composite wing-box is
applied in [15]: at wing level, a layer thickness optimization based on response
surfaces was performed, while at panel level the number of layers and stacking
sequence was genetically optimized. A multilevel optimization of a blended wing
body aircraft is analyzed in [8], using an evolutionary strategy in the first level for
optimizing the wing topology and a gradient-based optimization in the second level
for optimizing the layer thicknesses. The separation of topology variables from sizing
variables in two different levels indicated a better efficiency than mixing them in
one optimization task. A two-level optimization strategy is also documented in [30]
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for large-scale composite wing structures. The objective is the minimization of the
structural efficiency (i.e. efficiency factor calculated based on the failure coefficients
of buckling and strength). A Finite-Element-Model is used for the load extraction,
buckling loads are calculated using an energy method and a surrogate model, and
empirical formulas are used for static strength. In [3] a preliminary optimization
routine for optimizing aircraft stiffened panels is developed. The upper stringer-
stiffened panels are optimized using analytical local and global buckling constraints,
while the lower panels are optimized considering fatigue constraints. An adapted
genetic algorithmwas applied in [1] for the design optimization of composite panels,
associated with FE-analyses to cope with weight and stiffness related objectives.

Parametric Optimization Models for Fiber Composite Structures

In order to take full advantage of fiber composite material capabilities, their design
domain with respect to optimum layer thickness distributions and fiber orientations
must be exploited. The latter one may consider straight or curvilinear fiber paths.

A fundamental elaboration about constructive design models for multidiscipli-
nary optimization of fiber composite structures is provided in [19, 20]. Thickness
distributions of individual layers of the considered laminae are described with Beziér
functions. The resulting, continuously definedBeziér surfaces are translated into indi-
vidual element thicknesses of the applied Finite-Element-Model. The same approach
is used to define the curvilinear fiber path of individual layers, whereas only one path
of a unidirectional tape (prepreg) must be described mathematically. All other tapes
to be applied in one layer must string together (without gap or overlap).

The application of cellular automata for curvilinear fiber design of fiber composite
laminae for in-plane responses are investigated in [24]. In [11] a cubic polynomial
function is introduced to define curvilinearly shapedfibers. These publications pursue
the objective to optimally orientate the fiber paths in accordance with the main stress
axis, simultaneously considering the manufacturing capabilities and limitations of
fiber placement technologies.

The flexibility of these parametric design models is used in [21, 26] to not only
define the fiber design of composite laminae, but to describe geometrical and sizing
properties of the structuralmodel aswell. Thus, having the same approach for treating
geometrical as well as laminae specific design features within the optimization loop.

Aggregation Methods for Large Scale Problems

Constraint aggregation is suggested as the key for efficiency, when treating large
structural optimization problems. The traditional constraint aggregation method, the
Kreisselmeier–Steinhauser function (KS-function), is described in [14]. It reduces
the number of constraints drastically and returns a conservative estimate of the con-
sidered constraints. Its disadvantage is the poor accuracy of the conservative estimate,
that is most prominent when constraints are active and increases with the number of
active constraints. A variety of publications deal with this shortcoming and suggest
improvements. Three of them may be cited as representative: [6, 16, 23].
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Fig. 3.1 Control loop of the Three-Columns-Concept for solving problems in optimum structural
design, according to [4]

3.4 Optimization Model for Fiber Composite Airframe
Structures

The implementation of the top level requirements defined in Sect. 3.2 is achieved
by applying the so-called Three-Columns-Concept as outlined in [4] and depicted in
Fig. 3.1. The concept strictly distinguishes between the three tasks of an optimization
procedure, namely:

• Column (I): Optimization Algorithm
Regarding the development and availability of optimization algorithms, extensive
publications have been made and their programming is implemented in state-
of-the-art optimization software suites. Hereafter, gradient-based algorithms are
of special interest, as they are applied for the conducted optimization work, i.e.
sequential quadratic programming (SQP) algorithms, as described in [18].

• Column (II): Optimization Model
The optimization model, as outlined in further detail in Sect. 3.4, consists mainly
of the design model (translating design variables into analysis variables), the eval-
uation model (translating analysis results into objective functions and constraints)
and the optimization strategy (e.g. treatment of multi-objective optimization prob-
lems or aggregation of constraints).

• Column (III): Structural Model
The applied structural model is a Finite-Element-Model, in order to provide the
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required level of structural detail. A description of its configuration and structural
features is given in Sect. 3.5.

3.4.1 Design Model Using the Example of an Aircraft Wing

The design model provides a full-parametric mathematical model that describes
essential parts of the structural geometry and the laminae definitions of individual
structural components.

Laminar Design Features

For all wing components, i.e. covers, spars, ribs and stringers, individual laminae
layer thicknesses and layer orientations may be used as design features, whereas the
stacking sequence is treated as fixed.

The thickness distributions of the layers are described by means of parametric
Beziér functions, whereas the coordinates of the control points serve as design vari-
ables. Thus, a decoupling of the designmodel from the analysismodel is achieved, i.e.
the design variables are not directly associated with analyses properties. By implica-
tion, a dedicated step to map the thickness distributions to the Finite-Element-Model
becomes mandatory. Figure3.2 describes the approach, using the upper cover as
example.

Furthermore, each layer of the laminaemayhave an offset angle as design variable,
or alternatively, the complete laminae may have one uniform offset angle.

Geometric Design Features

Throughout the structural optimization process, the geometry data describing the
general wing configuration, like sweep angle, airfoil geometry and wing-span, are
not considered as design features. That applies also to geometry data described by
discrete numbers (number of spars, ribs, stringers). Design features that are consid-
ered in the optimization process are:

• Positions of front and rear spar
• Positions of ribs in span-wise direction
• Positions of stringers in chord-wise direction
• Heights of stringers (T-stringers assumed)

3.4.2 Evaluation Model Using the Example of an Aircraft
Wing

The evaluation model comprises essential responses that are mandatory for a sound
structural optimum design:
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Fig. 3.2 Fiber composite material: thickness distribution of a layer, continuously described in form
of a Beziér surface and mapped to a FE-mesh

• Mass
The mass is extracted from the FE-analysis output (without any contingency) and
represents the structural mass exclusively.

• Strength
The strength assessment is done for each finite element and each layer based on the
first-ply-failure approach. The applied failure hypotheses are Hashin [9] and Puck
[17]. In order to reduce the number of individual results, constraint aggregation is
applied.

• Damage tolerance
The damage tolerance assessment is a based on strains, targeted to guarantee the
no growth policy of laminae. As every finite element may have individual results,
aggregation methods are used as well.

• Stability (Buckling)
The consideration of buckling phenomena is based on a classical eigenvalue analy-
sis, that allows to identify local and global buckling modes. Thus individual
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constraints and associated limits are considered. A global mode is characterized
through:
- Buckling of upper or lower cover with stringers
- Buckling of ribs
- Buckling of front or rear spar

• Stiffness, elastic deformation (aeroelastic tailoring)
The objective aeroelastic tailoring is embedded by limiting the elastic deforma-
tions at designated positions (wing stations). The torsion of the wing is explicitly
evaluated at the ribs by processing the circumferential rib deflections.

• Constraint aggregation
Constraint aggregation is applied to cope with the tremendous number of con-
straints resulting from strength and damage tolerance results as well as to cope
with local and global buckling constraints. The applied mathematical method uti-
lizes the function of Kreisselmeier and Steinhauser (KS-function) [14].

3.5 Structural Model

FE-analyses are mandatory due to the complex structural configuration of the wing
and the envisaged analysis types and results. All structural components as depicted in
Fig. 3.4 (covers, spars, ribs, stringers) are modeled using 2D rectangular linear shell
elements, whereas the individual components are joined by coincide FE-nodes. The
geometry of the wing describes its outer contour, thus all surface normal vectors are
orientated to the inside of the wing box and the reference surfaces of the associated
laminae are defined accordingly.

External loads are introduced into the wing structure by means of rigid body
elements placed at every rib station. The resultant transverse forces and torsion
moments are derived for specific load cases from calculated pressure distributions.

The fiber composite materials are T800/M21 (unidirectional prepreg) for the 0◦
and 90◦ layers and HTA M-21 (fabric) for the ±45◦ layers. The stacking sequence
is identical for all structural components: [ 0◦ ±45◦ 90◦ ]s.

The parametric setup of the Finite-Element-Model is depicted in Fig. 3.3, that
shows seven dedicated modules for the its generation and four data files, containing
the following data:

• Control:
Contains data to run the Finite-Element-Model generation within the optimization
procedure.

• Wing data:
Contains geometry data (e.g. wing-span, sweep angle, airfoil, etc.), that may result
from a superior multidisciplinary design procedure, or from the design model of
the structural optimization (e.g. position of spars, ribs and stringers).
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Fig. 3.3 Automated and parameter based Finite-Element-Model generation

• Properties:
Contains property data necessary for the structural analysis (e.g. layer thicknesses,
layer orientations, etc.).

• Load cases:
Contains loading conditions for different load cases, e.g. derived from calculated
pressure distributions. The datamay result froma superiormultidisciplinary design
procedure.

3.6 Use Case: ForSwing

A forward swept wing (so-called ForSwing) made of fiber composite materials is the
use case considered hereafter. The overall objective is to develop an optimum design,
considering aerodynamic and structural requirements simultaneously, employing
natural laminar flow characteristics at minimum structural weight. However, the
main focus of the work documented is solely put on optimum structural design.

3.6.1 Baseline Design of the Use Case

The baseline structural design of the use case ForSwing is based on [22]. It represents
a traditional 2-spar wing box configuration with ribs and stringer-stiffened covers,
as shown in Fig. 3.4. The leading and trailing edges as well as the high-lift devices
are not considered in the structural model. Furthermore, the center wing box is not
included in the optimization model. The size of the wing box as well as the airfoil
is based on a single aisle civil aircraft, like an Airbus A320. One of the fundamental
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Fig. 3.4 Use-case ForSwing: top view of the baseline wing geometry (on the left) and structural
configuration, with upper cover partly removed (on the right)

load cases is a gust load case, equivalent to nz = 3.44 (Limit Load), that will as well
be used for optimization purposes in the subsequent sections.

3.6.2 Definition of the Optimization Model

The purpose of the model definition shown hereafter is to illustrate the performance
of the developed structural optimization process. Due to the coarse FE-mesh and
the simplified laminae definitions, the achieved results are derived for demonstration
purposes rather than serving as an input for a substantiation report. Themodel settings
are defined as:

(A) Objective function:
Mass (as derived from the Finite-Element-Model)

(B) Design variables (86 overall):
z-coordinates of the Beziér control points (c.f. Fig. 3.2), used to describe the
layer thickness distributions of individual layers of laminae used for the wing
components: upper and lower cover; front and rear spar; ribs.
Generally applied stacking sequence: [ 0◦ ±45◦ 90◦ ]s

(C) Aggregated constraints (via KS-functions)
– Strength
– Damage tolerance
– Local and global buckling
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(D) Non-aggregated constraints
Stiffness, aeroelastic tailering (bending and torsion)

(E) Finite-Element-Model
– Model size: 28152 d.o.f.
– Ribs: 15
– Stringers: 12 (6 per upper and lower cover)
– Load case: Gust with nz = 3.44 (Limit Load)

(F) Optimization algorithm
NLPQL (Non-linear Programming by Quadratic Lagrangian)

3.6.3 Optimization Results

The optimization results are focusing on three topics that have been highlighted in
Sect. 3.4, viz. the parametric thickness distribution of individual layers, the aggre-
gation of constraints and the independent consideration of local and global buckling
modes.

Thickness Distribution of Individual Layers (Laminae of Upper Cover)

The thickness distributions of 0◦, ±45◦ and 90◦ fiber orientations of the upper cover
at four stages in the optimization process are plotted in Fig. 3.5. They are projected
over the wing top view, whereas the height represents the thickness of the individual
layers in each finite element. The optimization process starts (initial design) with
equally thick layers and reaches an almost converged solution after 14 iterations.
The remaining iterations are for the sake of numerical accuracy only.

Aggregated Constraints (Strength)

The optimization behavior of a strength constraint is described by means of the 0◦
layer of the upper cover using the failure hypotheses of Hashin (Tape). The strength
requirements are not directly (for each individual element and layer) considered in
the optimization model, but in form of aggregated constraints. Thus, as shown in
Fig. 3.6, 924 individual reserve factors (drawn as red lines) are aggregated in one
single constraint (blue line, lower limiting curve) using a KS-function.

Local and Global Buckling Constraints

The consideration of the stability behavior is based on a classical eigenvalue analysis.
The optimization results shown in Fig. 3.7 indicate that the applied method is able
to identify local and global buckling modes as defined in Sect. 3.4.2 from a set of
eigenvalues (approx. 30) at the lower bound of the spectrum. The eigenvalues of the
local bucklingmodes are aggregated in a single constraint bymeans of aKS-function,
requiring a minimum eigenvalue of

λmin, local ≥ 1.0 · (Limit Load) .
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Fig. 3.5 Thickness distributions of 0◦, ±45◦ and 90◦ fiber orientations of the upper cover at four
stages in the optimization process

The eigenvalues of the global buckling modes are treated accordingly with a con-
straint limit of

λmin, global ≥ 1.2 · (Limit Load) .

3.7 Achievements and Findings

Thework presented herein shows, thatmajor objectives of the optimization procedure
for designing optimumfiber composite airframe structures within amultidisciplinary
optimization process have been achieved:

• The optimization process is strictly applying the rules of the Three-Columns-
Concept. Thus, the developed procedures may be used as a stand-alone
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Fig. 3.6 Evolution of a strength constraint during the optimization: individual finite element con-
straints (red lines) aggregated by means of a single KS-function (blue line)

Fig. 3.7 Buckling modes of the optimum design: a Mode No. 1 (first local mode); b Mode No. 6
(first global mode)

optimization tool or they may be implemented in a multidisciplinary optimiza-
tion tool without modifications.

• The design model contains a parameterized mathematical description of major
design features. As such, geometrical and laminae-specific design variables are
implemented, simultaneously keeping the numerical effort extremely low.

• Based on themathematical descriptions used for the designmodel, fiber composite
manufacturing limitations may be introduced into the optimization process. In this
regard, limitations of the taper ratio (layer thickness) are possible.

• The evaluation model is, as well as the design model, independent from the struc-
tural analysis model or -in case of FE-analyses- independent from the net density.
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• The following structural items can be used as objective functions or constraints:
mass, strength, damage tolerance, stability (classical buckling analysis with eigen-
mode identification) and stiffness (elastic deformation, aeroelastic tailering).

• The robustness of the optimization process is enhanced by using an aggregation
method (KS-function) for constraints like strength and damage tolerance. Hence,
only dozens of constraints must be handled instead of thousands (or tens of thou-
sands).

• The aggregation of constraints is done area by area in conjunction with the defin-
ition of the design variables, in order to provide coherent sensitivities.

• The structural optimization has been executed as a stand-alone tool for demon-
stration purposes using the example of the use case ForSwing.

It can be summarized that the objectives of the envisaged work have been achieved
successfully. Nonetheless, further developments may be considered in order to
improve the robustness and efficiency of the optimization process (c.f. [6]), or to
extend the design capabilities of the automated optimization loop (c.f. [27, 29]).
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Chapter 4
Development of Flight Control Functions
for Integration in Gust Load Simulations

Alexander Hamann

Abstract Within the joint project AeroStruct, the Department of Flight Mechanics,
Flight Control and Aeroelasticity at TU Berlin developed generic flight control mod-
ules for considering the influence of flight control functions in preliminary aircraft
design. In order to improve the methods used for the design process, an automated
tool chain was set up, that builts a flight-mechanical model of the airplane, calculates
controller parameters according to consistent criteria and automatically implements
flight control functions in a high fidelity simulation environment.

Acronyms

D Damping ratio [-]
p Roll rate [◦/s]
q Pitch rate [◦/s]
r Yaw rate [◦/s]
α Angle of attack [◦]
β Sideslip angle [◦]
ζ Rudder deflection [◦]
η Elevator deflection [◦]
Θ Pitch angle [◦]
ξ Aileron deflection [◦]
Φ Roll angle [◦]
ω0 Natural frequency [rad/s]

CFD Computational Fluid Dynamics
FCF Flight Control Functions
PH Phugoid mode
SP Short-period mode
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4.1 Introduction

The Flight Control System of modern commercial aircraft strongly influences the
aircraft’s flight-dynamical characteristics. Control surface deflections are not directly
commanded by the pilot, but calculated according to commanded parameters like a
load factor or roll rate, instead. Modern Flight Control Systems contain both func-
tions, that influence the aircraft’s flight-dynamical behavior (e.g. damping functions),
and functions, that ensure safe flight operations (e.g.maintain flight boundaries). Fur-
thermore, it influences the aircraft’s behavior in atmospheric disturbances. For real-
istic gust encounter or maneuver load simulations, it is therefore necessary to include
flight control functions into the simulation. The Department of Flight Mechanics,
Flight Control and Aeroelasticity at TU Berlin developed generic flight control func-
tions for implementation in existing simulation tools for load calculations. Figure4.1
shows the automated steps that are performed to design those functions. In the begin-
ning of the process, geometrical and structural data are imported from a finite ele-
ments model of the aircraft. With those data a simulation model for investigations
of the aircraft’s flight-dynamical behavior without flight control functions is formed.
This model is then used to calculate the parameters of flight control functions, that
improve the aircraft’s flight-dynamical behavior and control pitch angle, roll angle
and sideslip angle. For the calculation and optimization steps, consistent criteria are
used in order to achieve consistent flight-dynamical characteristics under different
flight conditions within the flight envelope.

Fig. 4.1 Process chain
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The flight control functions were implemented in a simulation environment of
higher accuracy at DLR Göttingen to perform gust encounter simulations with and
without influence of control functions.

4.2 Flight-Mechanical Modeling

For analyzing the aircraft’s flight-dynamical behavior and for calculating parameters
of the flight control functions, a flight-mechanical model of the aircraft was built. All
necessary data were read from condensed finite elements (FE) models provided by
DLR Göttingen, that contain the aircraft’s geometry, mass, moments of inertia and
elastic modes for nine different loading conditions.

In order to use the Matlab based, in-house software FlexSim, the FE data was
processed into a compatible data structure. With those standardized data, aerody-
namic coefficients for the aerodynamic two-point model (wing/fuselage, tailplane)
were calculated using the vortex lattice method. Furthermore a strip model was set
up for considering the influence of the aircraft’s elastic deformation. After process-
ing the FE data, all steps shown in Fig. 4.2 are automated. This allows an automated
examination of different load conditions, structural stiffness or even different geome-
tries, as long as the structure of the FE model remains the same. For the following
steps, trim calculations for different flight conditions (altitude and velocity) were
performed. System matrices were calculated by linearising the model for each trim
point and used for examining the aircraft’s flight-dynamical characteristics. Further-
more the linearized models were used for the computationally intensive optimization
of the flight controller parameters.

Fig. 4.2 Flight-mechanical model
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4.3 Flight-Dynamical Analysis

For analyzing the aircraft’s flight-dynamical behavior, the eigenvalues of the system
matrices were calculated. Those eigenvalues contain characteristic values for the air-
craft’s flight-dynamical eigenforms (short-period and phugoid mode in longitudinal
motion and dutch roll, spiral and roll mode in lateral-directional motion). The char-
acteristic values are compared to flying quality requirements fromMIL-F-8785C and
MIL-HDBK-1797A. In those documents, flying quality requirements can be found
for different flight phases and classes of aircraft. The aircraft examined here falls
under Class III aircraft (“Large, heavy, low-to-medium maneuverability airplanes”).
For this class Tables4.1 and 4.2 list requirements for three levels of flying quali-
ties, assessing the ability to fulfill the operational mission for which the airplane is
designed. An aircraft with Level 1 flying quality is “clearly adequate for the mission
flight phase”, consequently those values shall be achieved.

For each of the different FE input files, flight-mechanical models were set up,
trimmed and linearized for three different flight phases (Cruise, Approach and Land-
ing). For most of the examined flight conditions the aircraft fulfilled Level 1 qualities
without a flight control system. In some cases, the requirements were missed: With
a forward position of the aircraft’s center of gravity, the damping ratio of the short-
period mode comes below the specified value for Level 1 qualities in cruise flight.
With an aft center of gravity and a high take-off mass, the aircraft tends to miss
the short-period mode minimum frequency criterion. In lateral-directional motion
the aircraft complies with Level 1 flying qualities for almost all examined load and
flying conditions. In three cases the product of frequency and damping ratio is too
low in cruise flight. In order to achieve Level 1 qualities, flight control functions are
used, that specifically increase the damping ratio of certain eigenforms and adjusts
the associated frequency.

Table 4.1 Longitudinal flying qualities

Short-period mode Flight phase D [−] Min. ω0 [rad/s]

Level 1 Cruise 0.30−2 –
Approach, landing 0.35−1.3 0.7

Level 2 Cruise 0.20−2 –

Approach, landing 0.25 − 2 0.4

Level 3 Cruise >0.15 –

Approach, landing >0.15 –

Phugoid mode Flight phase D [−]
Level 1 All >0.04

Level 2 All >0

Level 3 All T2 > 55s
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Table 4.2 Lateral-directional flying qualities

Dutch roll mode Flight phase Min. D [−] Min. ω0 [rad/s] Min.
D · ω0 [rad/s]

Level 1 Cruise 0.08 0.4 0.15
Approach,
landing

0.08 0.4 0.10

Level 2 All 0.02 0.4 0.05

Level 3 All 0 0.4 0

Roll mode Flight phase Max. time constant [s]

Level 1 All 1.4

Level 2 All 3

Level 3 All 10

Spiral mode Flight phase Min. time to double amplitude [s]

Level 1 Cruise 20
Approach,
landing

12

Level 2 All 8

Level 3 All 4

4.4 Flight Control Functions

In order to improve the aircraft’s flying qualities and to command and control pitch,
roll and sideslip angle, flight control functions were defined. Instead of directly com-
manding control surface deflections in a simulation, those flight control functions
calculate the deflections depending on the commanded and the current flight condi-
tion. As can be seen in Fig. 4.3, the functions are built around the flight-mechanical
simulationmodel of the aircraft. The gray boxes depict the different parts of the flight
controller. The damper functions are implemented to adjust the damping ratios and
frequencies of the flight-dynamical eigenforms. The demand controller and feedfor-
ward controller are implemented to command and control the flight state the aircraft
is in. For a realistic behavior of the control surfaces, actuator blocks are used. Those
blocks model the movement of the control surfaces by PT2 elements, bring in a delay
time and limit the rates and deflections of each surface.

In order to achieve consistent flight qualities within the flight envelope, the para-
meters of the flight control functions are calculated depending on the current flight
conditions. At first the gains of the inner control loop with the damping functions
are calculated. The influence of the feedbacks, that are used for adjusting damping
ratios and frequencies of short-period mode and phugoid mode, are shown in the
root locus plot in Fig. 4.4. A feedback of the pitch rate q to the elevator deflection η

increases the damping ratio of the short-periodmode and reduces the frequency of the
phugoid mode. A feedback of the pitch angleΘ to the elevator deflection η increases
the damping of the phugoid mode and the frequency of the short-period mode. By
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Fig. 4.3 Flight control functions

Fig. 4.4 Feedbacks for
adjusting damping ratios and
frequencies of short-period
mode (SP) and phugoid
mode (PH)

using a combination of both, the longitudinal flight-dynamical characteristics are
specifically adjusted.

The influence of the damping functions on the short-period mode is illustrated in
Fig. 4.5. The plot shows the aircraft’s reaction to an elevator step input with and with-
out activated damping functions. All other parts (feedforward and demand controller)
are deactivated in this case. The solid line represents the aircraft with damping func-
tions, the dashed line the aircraft without those functions. During the first seconds
after the elevator input, the short-period oscillation can clearly be seen, especially for
the aircraft without damping functions. Due to the negative pitch rate, the dampers
reduce the elevator deflection command, that is sent to the actuator and further to the
flight-mechanical model. As a result the damping of the short-period is increased,
and less oscillations occur.

Due to the strong coupling between the lateral-directional eigenmodes, a full set
of feedbacks from roll angle Φ, sideslip angle β, roll rate p and yaw rate r to aileron
and rudder deflection ξ and ζ are used to adjust the flight-dynamic behavior. This
allows to apply the eigenstructure assignment method to calculate gain factors. With
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Fig. 4.5 Simulation results for elevator step input of 1◦

this method both eigenvalues and eigenvectors can be influenced specifically, so that
the flight-dynamical behavior meets the requirements listed in Table. 4.2.

Figure4.6 shows simulation results for an aileron step input, again for both the
unaugmented aircraft (dashed line) and the aircraft with damping functions (solid
line). Here several effects concerning the flight-dynamical characteristics can be
observed. Directly after the positive aileron step input, the aircraft starts rolling to
the left (negative roll rate p). The roll rate then decreases slightly, which indicates a
stable spiral mode. During the first 15s the dutch role can be seen as an oscillation of
sideslip angle β and role rate p. The decaying character of the oscillation indicates a
stable dutch role mode. For the aircraft with damping functions an indifferent spiral
mode, a stronger damped dutch roll and a consistent roll time constant, independent
from the current flight conditions, was chosen as desired behavior. Furthermore the
sideslip angle is suppressed. The effects can be seen in the plots: In order to achieve
this chosen behavior, both ailerons and rudder are deflected. Due to the indifferent
spiral mode the aircraft now rolls with a constant roll rate. Furthermore the stronger
damping and the suppression of the sideslip angle can be observed (Fig. 4.7).

After calculating the gains of the damping functions, the optimization of the
feedforward and demand controller parameters is performed. Both feedforward and
demand controller are used to adjust and maintain the aircraft’s sideslip angle, roll
angle andpitch attitude angle. The corresponding controller parameters are calculated
using the optimization toolbox MOPS. Requirements to evaluate the controller were
extracted from MIL-F-9490D. The commanded value has to be reached within five
seconds with a maximum deviation of 5% in longitudinal motion and 10% in lateral-
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Fig. 4.6 Simulation results for ailerons step input of 1◦

directional motion. By optimizing the controller parameters with the same criteria
for every flight condition leads to a consistent flight-dynamical behavior within the
flight envelope. Figure4.8 shows a set of flight velocities and altitudes, for which
trim calculations and calculations of flight controller parameters were performed.
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Fig. 4.7 Criteria for longitudinal control functions

Fig. 4.8 a Analized combination of velocities and altitudes, b Flight control function parameters
for those different flight conditions
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4.5 Implementation of Flight Control Functions in Gust
Simulations

In order to compare gust encounter simulations with and without the influence of
flight control functions, the flight control module was implemented in a simulation
environment at DLR Göttingen. The programm structure corresponds to the DLR
Flow Simulator, that is used for high fidelity CFD simulations, but for a shorter simu-
lation time this model uses the vortex lattice method to calculate aerodynamic forces.
As a first step the structure of the flight control module was directly coded into the
simulation model. In order to be able to simulate different aircraft configurations,
numerical parameters are loaded at the beginning of the simulation. Consequently
changes in the flight controller structure are work-intensive, but different aircraft
configurations, positions of the center of gravity or higher or lower take-off masses
can be investigated by using the automated process chain for the investigated, cur-
rent aircaft. The parameter file contains values for all flight conditions shown in
Fig. 4.8, for altitudes and velocities between these values, the controller parameters
are interpolated.

For a higher level of automation, the implementation of the flight control functions
was automated as well. For this purpose the flight control functions were converted
from Simulink to C-Code, which can be integrated into the Python code of the

Fig. 4.9 Gust encounter simulation with and without flight control functions (FCF)
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simulation environment. Here only an interface has to be defined which connects the
in- and outputs of simulation model and flight control module, which can be done
automatically. Doing so, not only different aircraft configurations, but also different
control structures can be investigated and compared.

In Fig. 4.9 results of gust encounter simulations with and without active FCF
are compared. The results show the aircraft’s reaction to an upwind gust at Mach
0.3. When the gust hits the horizontal tailplane, the airplane takes down its nose
(negative pitch rate dq and pitch angle dΘ). The flight control functions command
an elevator deflection dη to compensate these changes and to bring the airplane back
into the trimmed flight condition. The airplane without FCF does not deflect any
control surface. In this case the elevator deflection reduces the gust induced loads by
approximately 25%, as can be observed in the course of the load factor nZ .
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Chapter 5
Introduction to Airbus Use-Case “FlexCraft”

Frank Theurich and Klaus Becker

Abstract Within the joint project AeroStruct Airbus studied a concept for best
exploitation of wing or aircraft flexibility for aircraft performance purposes. An
important aspect was to improve the collaboration between the disciplines like Aero-
dynamics, Loads or Structure. There was a lot of learning on requirements on fidelity
and accuracy, but also about effects of uncertainties on the design. Multiple layer
models of different fidelity helped to understand and optimize the design process. For
the design case aerodynamic optimization was conducted on the basis of a surrogate
model using a quite large number of parametric variations of shape and flow para-
meters. Loads and flutter studies were performed with advanced CFD methods like
LFD (linear frequency domain). The design of a more flexible wing was evaluated
from an overall aircraft point of view, in particular taking into account the drag and
weight changes. All together the AeroStruct project provided not only a much better
insight to potential future design but also delivered a better understanding of product
behavior and discipline interactions.

5.1 Introduction

The AeroStruct project provides an excellent opportunity to Airbus to investigate
and develop a concept for best exploitation of wing or aircraft flexibility for aircraft
performance purposes while optimizing also towards handling qualities and loads.
Since there is a must to integrally consider major disciplines like aerodynamics,
structures, systems etc. within the design process a completely integrated simulation
capability is needed, which covers discipline simulation and their full interaction.

AeroStruct intends to elaborate the opportunity to progressively use higher flex-
ibility on wings. It is not only intended to provide a full analysis of the flexibility

F. Theurich · K. Becker (B)
Airbus Operations GmbH, Bremen, Germany
e-mail: klaus.becker@airbus.com

F. Theurich
e-mail: frank.theurich@airbus.com

© Springer International Publishing AG 2018
R. Heinrich (ed.), AeroStruct: Enable and Learn How to Integrate Flexibility
in Design, Notes on Numerical Fluid Mechanics and Multidisciplinary
Design 138, https://doi.org/10.1007/978-3-319-72020-3_5

79



80 F. Theurich and K. Becker

Fig. 5.1 The more flexible aircraft, a multidisciplinary design

effects and their potential for design but also to develop a process and the capability to
perform such kind of design. Together with other partners in the project it is planned
to develop the numerical simulation and optimization, and to let people exercise and
learn on how to cope with this kind of challenge.

AeroStruct brings together disciplines like Aerodynamics, Aeroelastics, Mass
Properties, Structures, Systems, Flight Dynamics, etc. (see Fig. 5.1). It targets at a
qualified investigation on the backgroundof experience fromprevious aircraft design.
The designer shall directly cooperate with the developer of simulation capabilities
which will deepen the common understanding and development of best practice.

Since some time Airbus has worked on the “more flexible aircraft” topic, which
has already led to a number of requirements on process and capabilities. Airbus could
therefore jump into the project right from the start. Walking through a sequence of
multi-disciplinary integration a successively refined concept for such kind of design
philosophy will be elaborated.

The more flexible aircraft or wing use case has been selected since it provides a
substantial potential for product improvement. Obviously we would like to answer
the question on how much an aircraft design would gain in terms of performance if
we optimize the use ofmodernmaterials like CFRP and related production processes.
Looking at the wing, Airbus could imagine a much more efficient component than
available today. We think that considerable weight savings will be possible, and a
more sophisticated use of targeted wing deformation could lead to a better aircraft
performance.

Our use case is a classical aircraft configuration, however, with more flexible
wing. Based on an internal study Airbus will perform a targeted new component
design which shall demonstrate the opportunities. High fidelity simulation methods
will help to arrive at a robust judgment of the product but also provide insight to all
disciplinary effects and interactions. We also intend to learn a lot about requirements
on fidelity and accuracy as well as effects of uncertainties on the design. Multiple
layer models of different fidelity shall help to understand and optimize the design
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process. Single steps and results will be validated on an existing design as well as
on principal experiments, wherever available.

All together the AeroStruct project will not only provide a much better insight to
potential future design but also deliver a better understanding of product behavior
and discipline interaction. Finally it prepares the ground for a more intensive use and
exploitation of computational simulation of the overall product.

5.2 Specification of the Product Target

In the frame of the specification of the product target the reference case needs first to
be defined.Only on the basis of a reference case, an aircraft development progress can
be adequately judged. Therefore the starting point for a more flexible aircraft speci-
fication has to be defined carefully at the beginning of the project. In the AeroStruct
project a configuration has been selected as reference case, which corresponds to a
classical and typical Long Range aircraft.

On the basis of the reference configuration modifications are performed in order
to stepwise achieve the targeted product. The following geometric and aerodynamic
parameters are particularly taken into account: wing bending, wing twist, wing thick-
ness, wing section design, wing tip device design.

To assess the wing behaviour at design and off-design conditions aerodynamic-
structure coupled simulations (CFD/CSM) are performed. For CFD/CSM the struc-
turemodel is also derived and developed from the referencemodel in order to achieve
the targeted behaviour wrt increased wing flexibility.

The target in terms of aero performance is on one hand tomitigate penalties poten-
tially implied by the increased wing flexibility, e.g. span loss due to the increased
wing bending, movement of centre of lift (CoL) inboard or due to any other addi-
tional flexibility effects on wing aerodynamics. On the other hand aerodynamic drag
potentials and opportunities are explored.

5.3 Design Case

For the design case of a more flexible aircraft the modifications also include changes
to the aircraft design, for example wing position relative to the fuselage and HTP
size in order to account for flexibility effects on handling qualities. The wing plan-
form as well as the fuselage is maintained unchanged within the project due to the
comparability reasons to the reference case.

In the loads studies different loading cases, likemaneuvers, continuous turbulence
and discrete gusts are investigated for the more flexible wing. Nonlinear structural
modelling and flutter phenomena are also considered and studied, because a more
flexible wing is a potential candidate for a flutter problem. The flutter process is
verified with CFD and a full-flex coupling method. With the introduction of the
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LFD (linear frequency domain) solver the simulation time of the CFD process is
significantly reduced. Comparisons of the results with established methods confirm
the good quality of the LFD solver.

For the optimization non-adjoint process chains are further developed and applied
for flexible wing configurations. For a so-called POD-based (Proper Orthogonal
Decomposition) surrogate model a quite large number of parametric variations of
shape and flow parameters are performed. Based on the post-processed surrogate
model data the designer is able to explore the design space and provides a significant
support for design decisions. As CFD usually consumes a significant time in an
automated, numerical optimization process and is always risky wrt stability, the use
of a robust surrogate model is a significant improvement.

An aerodynamic optimization is performed for a fully flexible Airbus-type aircraft
with engines running. The objective is to performmulti-point /multi-objective design
optimization for flexible wings. The optimization is conducted based on a surrogate
model that is created using the PODRacer proper orthogonal decomposition (POD)
method. The approach is described in [1].

A fully flexible configuration is studied, where the wing structure, fuselage struc-
ture and horizontal tail plane (HTP) structure are modelled using Nastran [2]. To
describe the design space five geometrical parameters are considered (see also
Fig. 5.2), namely: inner and outer flap angle, inner and outer aileron angle and HTP
deflection angle, and one flow parameter is considered: the angle of attack. HTP
trimming is considered to be essential to account for trim drag. The design space is
located around the design point.

A computational campaign based on Design of experiments is performed to cover
design space with 219 snapshots. For each snapshot a turbulent flow solution is
computed using an aero-structural coupling approach. Target lift values are used
to compute the angle of attack for the flexible wing for fixed flap, aileron and HTP
settings. The engine thrust is taken into account in the trimming of the aircraft. Engine
thrust has a contribution to the moment, see also Fig. 5.3.

Fig. 5.2 Illustration of changes in wing bend and HTP setting variations
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Fig. 5.3 Contribution of engine thrust to the moment around the centre of gravity

In the optimization constraints likemaximumwing bendingmoments can be taken
into account without re-computing the CFD/CSM campaign.

It is concluded that a drag reduction is feasible for specific areas in the design
space. The optimization approach reduces the lead time for trades and trade responses
by using surrogate modelling techniques. The surrogate model approach allows to
perform trades around the design point considering the changes for the aerodynamic
shape.

The design of a more flexible wing is based on assumptions of different wing
stiffness. Themaximum strains for thewing structure are demonstrated by theoretical
methods (simulations) and tests. Trade study results are obtained from a systematic
exploration of different skin/stringer laminate combinations with the use of stringer
laminates as a mean to achieve both weight savings and a design solution with a
higher flexibility.

5.4 Evaluation of the Design Case

The design of a more flexible wing is evaluated from an overall aircraft point of view.
For the evaluation the data of the drag polar in cruise condition which are used

are Reynolds-number, Mach-number, lift coefficient and dynamic pressure. The drag
data are well known for the reference configuration. For the design case incremental
data are determined based on semi-empirical methods, which are calibrated by more
sophisticated methods and tools, e.g. CFD and wind tunnel tests.

On the CFD side significant work is performed in relation to the use of the RSM
(Reynolds Stress Transport Turbulence Model). Advantages of RSM versus k-based
turbulence models, like Menter SST, are demonstrated. Comparisons with High
Reynolds No. wind tunnel results of an industrial configuration show better results
at design and off-design conditions for a RSM based model as with the Menter-SST
model.
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The relevant weight data of the wing and the tails are also based on semi-empirical
methods. The calculated increments due to the more flexible wing in comparison to
the reference wing are used for the estimation of the weight impact.

All the other relevant data for the calculation of the aircraft performance and
mission data are taken or slightly changed from the reference configuration.

The process starts with a known reference configuration. In parallel the new con-
figuration to be investigated is described (in general the changes compared to the
reference). The direct effect of these design modifications on key performance indi-
cators (e.g.weight, drag, etc.) are analysed resulting in changes of the aforementioned
key performance indicators.

These changes are applied to a so called aircraft sizing loop: A process in which
the actual aircraft performance with the required performance are compared and
appropriate changes to the design are derived. These changes are an indirect effect
of the design modifications. The indirect effects and direct effects are applied to the
design and the sizing loop is repeated until all requirements are achieved. The effects
of all these changes on a figure of merit (for example fuel consumption) are analysed
and used for the evaluation of the new design.

The high speed drag and weight difference is taken into the mission calculation,
in a first step with the same engine. After a first analysis with the mass-performance
loop only, the engine is resized to achieve the same performance targets (mass-
performance loop + engine resize). This leads to some further weight decrease. Low
Speed performance is evaluated for take-off and landing.
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Chapter 6
On Recent Advances in Industrial
High-Fidelity Aeroelasticity

Bernd Stickan, Frank Schröder, Sebastian Helm and Hans Bleecke

Abstract The paper shows for steady and unsteady tasks the usage of high-fidelity
CFD-CSM interaction. While for steady scenarios CFD is the standard method for
nowadays aerodynamic prediction, the level of detail in the structural model is often
limited to linear FEM models with, by definition, rigid airfoils. Here the usage of
multi-body models with nonlinear body motion and single-body nonlinear structural
models is presented. For dynamic applications like flutter prediction, an approach
which allows using purely unsteady CFD data, is presented. In this connection the
combination of linearised CFD and unsteady data recycling results in a very efficient
and accurate unsteady aerodynamic ROM.

6.1 Introduction

Computational Fluid Dynamics (CFD) is used in a wide area of different indus-
trial application in aircraft development. While the focus is still on rigid and static
application, more and more interdisciplinary applications like static and dynamic
fluid-structure interaction are on the rise.

The papers [15, 16] give for awind-tunnelmodel an impression about the accuracy
which can be reachedwith high-fidelity CFD-CSM interaction for static and dynamic
cases. The documents show for the examined clean-wing case the importance of high-
fidelity aerodynamic and structural modelling for transonic flow with shock-induced
separation and cross-sectional deformations of the wing structure.
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In the industrial context the same challenges appear. Hence, Sect. 6.3 deals with
the pure usage of CFD for flutter computations and Sect. 6.4 handles the usage of
very detailed structural models in static CFD-CSM computations. Here the dynamic
case focusses on the efficient usage of CFD for flutter applications, while for the
second case the challenges lie more on the structural and CFD-CSM coupling part.

But beforehand a short introduction in the used methods and tools is presented in
Sect. 6.2.

6.2 Methods and Tools

6.2.1 CFD Solver: TAU

As CFD solver the DLR TAU-code is applied to solve the steady and the unsteady
Reynolds Averaged Navier Stokes (RANS) equations [7]. For the unsteady aerody-
namic modelling performed in Sect. 6.3 the Linearized Frequency Domain (LFD)
solver of TAU is the most important feature to mention. As shown in [9, 17], the
LFD solver allows to compute the unsteady aerodynamics induced by a harmonic
forced motion for very small amplitude with strongly reduced costs.

6.2.2 CSM Solvers

For different applications the most suitable structural solver is used in the following
sections. These commercial solvers are:

• MSC-NASTRAN is the classical structural FEM solver in the context of aircraft
aeroelasticity. In the context of this document the eigenvaluedecomposition (modal
analysis) is used as input for the flutter analysis: The eigenmodes Φs are the main
input for the aerodynamicmodelwhich is used in combinationwith the generalized
mass and stiffness in the p-k-flutter solver.Additionally the eigenmodes of different
components are combined by ADAMS (see next item) to create a flexible multi-
body model [11].

• MSC-ADAMS is amulti-body solver, which allows to combinemultiple structural
components from different regular structural models. The components itself are
represented in generalized format and, therefore, of linear type. But the interaction
between the components due to body contact and motion is handled nonlinearly
[10].

• DS-ABAQUS (DS = Dassault Systèmes) is used additionally due to its more
powerful features concerning nonlinear structures. For the here presented study
the coping with geometrical nonlinearities is the main target [6].
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6.2.3 CFD-CSM Coupling

The coupling method for the aerodynamic and structural model uses a coupling
matrix which interpolates the structural displacements or structural eigenmodes to
the aerodynamic surface. Themethodology allows to combine different interpolation
methods for different model component. The selection of the interpolation method
depends mainly on the present structural fidelity. The different coupling domains are
united with blending and relaxation functions to keep a smooth and watertight CFD
surface.

To transfer the aerodynamic loads to the structural surface either the transposed
interpolation matrix or a nearest-neighbour mapping can be applied.

More details about the used method can be found in [14].

6.2.4 CFD-CSM Interaction

The here presented application examples of CFD-CSM interaction are either per-
formed for static or transient analysis. While the static analysis is simply performed
by iterating between the structural and the aerodynamic solver until convergence is
reached, the transient analyses are performed in the frequency domain.

6.2.4.1 Static Interaction

The static simulation chain combines the structural and aerodynamic solver by using
the couplingmethod sketched in Sect. 6.2.3. Since the couplingmethod only involves
the model surfaces, the aerodynamic deflection must be transferred into the volu-
metric CFD mesh by mesh deformation. For this purpose RBF-interpolation is used
again, combined with a nearest-neighbour correction scheme, see [2]. Additionally
the model parameters can be used for trimming. For this purpose an outer iteration
loop is installed. An overview of the interaction setup can be seen in Fig. 6.1.

6.2.4.2 Transient Interaction

The transient analyses are performed in the frequency domain. For this purpose the
p-k-method [8] is applied to compute the aeroelastic frequencies and damping values
of the flutter equation:

[(
p
v∞
cre f

)2

M + p
v∞
cre f

D + K − q∞A (k)

]
· q = 0 . (6.1)
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Fig. 6.1 CFD-CSM loop
sketch

q∞ denotes the dynamic reference pressure, v∞ the reference farfield flow speed,
cre f the reference length, M,D and K the generalized mass, damping and stiffness
matrices. q is the vector of generalized coordinates and k the reduced frequency:
k = 2π f cre f

v∞ . The most important matrix (-function) for the here presented studies
is A (k), which is the aerodynamic influence matrix or generalized air force (GAF)
matrix. The entries of A (k) are interpolated from several sampling point matrices
Âk for different reduced frequencies k. An entry (m, n) of the GAF matrix Âk for an
in coordinate qm harmonically oscillating eigenmode Φm , exciting the generalized
forces of eigenmode Φn , is defined by the first harmonic of the transfer function

Âk
m,n = 1

q∞

F1(Φ
T
s,n fs (qm(t))

F1(qm(t))
(6.2)

whereas F1 symbolizes the first harmonic of the fourier transformation. For the
case of the here used TAU-LFD solver, such frequency domain entries are computed
directly by the CFD solver by solving a large, but linear equation system.

For this linear frequency domain analysis the structural and aerodynamicmatrices
are constant, hence the application sketch in Fig. 6.2 does not contain a loop (loop
only inside p-k-method).

6.2.5 Least-Squares Approximation for Unsteady
Aerodynamics

For the certification of aircraft plenty of different structural settings must be inves-
tigated. This various conditions include different mass cases and stiffness settings,
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Fig. 6.2 Flutter process
sketch

Fig. 6.3 Flutter process
sketch

e.g. due to failure cases. Since CFD aerodynamics are still costly and by far the most
expansive part of the flutter process sketched in Fig. 6.2, a least-squares based aerody-
namic approximation method is used to approximate the aerodynamics for different
structural conditions without re-running CFD. Instead the CFD aerodynamics of one
reference mass case is reused for production purposes with the mentioned various
structural conditions.

The method works in the manner that the eigenmodes of the structural production
run Φs,Prod are approximated with the eigenmodes of the structural reference run
Φs,Ref with the least squares method:

G = (
ΦT

s,Ref Φs,Ref
)−1

ΦT
s,Ref Φs,Prod (6.3)
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The production modes can be approximated by

Phis,Prod ≈ Φs,Ref G . (6.4)

For the case of small amplitude aerodynamics superposition of aerodynamic forces
is possible. Hence the generalized air force matrices Âk

Prod are approximated by

Âk
Prod ≈ GT Âk

Re f G . (6.5)

The overall process with least-squares approximation is shown in Fig. 6.3.

6.3 Application of Direct CFD for Flutter

To gain aerodynamic models for flutter it is common practice to use aerodynamic
models based on panel methods. The most spread method is the Doublet Lattice
Method (DLM), [1], which is usually corrected with windtunnel or CFD data, see
for example [12]. This section shows validation results for the direct usage of CFD
without correcting less expansive aerodynamic methods, which is a step-change in
unsteady aero modelling.

The already in Sect. 6.2.1 mentioned TAU-LFD solver is an enabler for the direct
usage of unsteady forced motion CFD aerodynamics. It is not only reducing the
computation time dramatically, but also lowers the parameter space to investigate
to find a time-converged unsteady solution. For a classical harmonic time domain
method parameters like the time step size, the convergence level in each time step and
the number of overall time steps/periods must be investigated. Since the LFD result
is the limit value of such studies, no trade-off between accuracy and performance is
necessary.

But as already mentioned in Sect. 6.2.5, the direct usage of CFD for flutter aero-
dynamics is still too expansive with nowadays computing power. To solve the issue
the least-squares approximation method for different mass cases etc. has been intro-
duced. This means absolutely ‘Direct CFD’ cannot be achieved, but the least-squares
method is used to build a reduced order model which should deliver accuracy close
to ‘Direct CFD’.

In this section the method should be validated for different mass cases and struc-
tural setting. Underlying assumptions are:

• Steady flow conditions equal for all cases including aircraft shape, trim angle etc.
(not realistic, but acceptable)

• Small amplitudemotion:Linear unsteady aerodynamics (necessary forLFDusage)

Compared are always the p-k-method result of a directly with CFD computed aero
model with an approximated aerodynamic model. A CFD run for onemodel includes
150 eigenmodes and 7 eigenfrequencies permode. So approximately 1000CFDcom-
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Fig. 6.4 Difference of structural cases

putations are performed per case. This value underlines the need for an approximation
method.

Used are 3 different mass cases of a transport aircraft model with distinct differ-
ences in the flutter results as one can observe in Fig. 6.4. All cases are computed at
CLi f t = 0.3 and Mach = 0.91.

As first case the mass case 2 (Mass2) is approximated by the reference mass
case 1 (Mass1). Figure6.5 presents the result. It can be observed that for the low
frequency couplings the accuracy of themethod is very high. The agreement between
the directly with CFD computed case and the results approximated from a different
mass case is very good. The higher the frequencies get, the lower the accuracy gets.

In Fig. 6.6 it can be seen that themode approximation error increases with increas-
ing mode number. This explains the decreasing accuracy with increasing mode num-
ber.

But to make clear: The differences for the high-frequency modes in the p-k-
method results are still relatively small. Additionally, if a higher accuracy is needed
for higher frequency eigenmodes, the reference mode set can be increased.

In Figs. 6.7 and 6.8 not only the mass case has changed, but also the stiffness of
the structural model is modified. In the first case an actuator of a control surface is
turned off, in the second example a complete control surface canmove freely without
an active actuator. It can be observed that even for such disruptive changes in the
FEM model the approximation method provides a very good agreement compared
to the directly computed results.
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(a) Low frequencies: Modes 7-30

(b) High frequencies: Modes 90-120

Fig. 6.5 Least-squares approximation result for mass case 2
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Fig. 6.6 Approximation error of eigenmodes

Fig. 6.7 Least-squares approximation result for mass case 3 with additionally deactivated actuator
in control surface (CS)

Overall the accuracy of the least-squares method is very good and therefore a
reduced order model based on it can be used for all structural conditions. There-
fore this straightforward approach allows using only CFD data instead of correcting
Doublet-Lattice method results.
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Fig. 6.8 Least-squares approximation result for mass case 2 with free control surface (CS)

6.4 Application of Static High-Fidelity CFD-CSM

The high accuracy for performance, loads and stability predictions, which is intended
to be computed by RANS-CFD aerodynamics with varying resolution of turbulent
scales, is today more and more limited by the accuracy of the structural modelling.
The usual usage of linear beam-node line methods does not fit to the expected accu-
racy of the aerodynamic methods. Although it must be mentioned that still aerody-
namic modelling shortcomings at the edges of the flight envelope exist.

This section is presenting two examples where the two main structural limita-
tions are tackled. In the first subsection the reduction to beam-node line FEM and
coupling is overcome by using a multi-body structural model including all structural
components. The shortcoming of the linear structure assumption is handled in the
second subsection.

6.4.1 Multi-body Simulation (MBS)

In a previous investigation by Bleecke, CFD-CSM coupling based on a structural
model of Finite Elements (FE) revealed deficiencies to capture the cross-sectional
deformation of an aircraft wing accurately over the whole chord, i.e. including
leading- and trailing edge devices [3]. This work showed as well that this defor-
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mation of an aircraft wing at transonic speeds might have a considerable influence
on shock prediction and, thus, on wave drag. The additional assembly of movable
leading- and trailing edge devices to the fixed wing main structure in an integrated
multi-body model resolves the common limitation of FE models. It facilitates the
representation of structural deformation (and coupling) over the whole chord and,
thus, allows the analysis of the wing cambering effect on aerodynamics.

Multi body simulation is a “versatile gluing tool” [4] which allows large non-
linear motion of parts, i.e. classically interconnected rigid bodies. Here the extension
to flexible bodies is used [13, 18].

MBS is offering some advantages compared to conventional FEM:

• The straight-forwardmodelling based onCommercial Off-The-Shelf (COTS) con-
struction kit for joints and contacts including nonlinearities, such as friction or
backlash.

• Co-simulation offers the possibility to incorporate sub-systems such as control- or
drive systems.

• The complete multi body model usually copes with far less degrees of freedom
than a comparable FE model.

Amulti bodymodel of a complete aircraft wing is presented here. In the industrial
environment FE models are usually available for the wing main structure (wing
box) and for all subcomponents (movable surfaces) separately. These can be easily
reused in a flexible multi-body model. Modelling efforts are, hence, restricted to
the assembly of these flexible bodies, i.e. it is focused on the definition of their
connection.

The coupling of multi-body systems and finite element models is realized in com-
mercial software, such as SIMPACKorMSCADAMS. The latter is used in this work
in combination with MSC-NASTRAN taking care of component mode synthesis of
the flexible bodies. The Craig–Bampton method [5] is used allowing the selection
of interface degrees of freedom for which additional static modes are generated.
This was found to be a particularly suitable and efficient means to incorporate small
linear-elastic body deformation intomulti body systems. As a result themodalmatrix
Φi is generated for the N linear-elastic bodies of the system. It is used to express the
physical coordinates ūi in terms of the generalized coordinate qi .

ūi =
N∑
i=1

Φi qi , i = 1, . . . , N (6.6)

The generalized mass matrixMi and the generalized stiffness matrixKi are com-
puted once in the pre-process.

Mi = ΦT
i M̄iΦi (6.7)

Ki = ΦT
i K̄iΦi (6.8)
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Fig. 6.9 Multi body model of an aircraft wing

In every step of the CFD-MBS loop, distributed aerodynamic forces F̄i are applied
to the linear-elastic bodies using modal transformation and for each flexible body
the equation of motion, which is linear, is solved.

fi = ΦT
i F̄i (6.9)

Miq̈i + Kiqi = fi (6.10)

Furthermore, the kinematic equations of motion in Lagrangian formulation are
solved in MSC ADAMS, including nonlinear equations [10].

Figure6.9 shows the multi-body model of a complete aircraft wing composed of
N = 28 Flexible bodies. Additionally, rigid bodies, different kinds of joints, force
elements (e.g. springs), contacts and constraints are used to reflect the real assembly
of the wing.

A steady level flight condition at a typical cruise flight point (Mach = 0.85) is
investigated. After about 10 CFD-MBS coupling iterations the loop (cf. Fig. 6.1)
is converged. The resulting flight shape is depicted in Fig. 6.10 with respect to the
unloaded and weightless jig shape.

Absolute bending (dz) and local angle of attack (ry) over the wing span are shown
in Fig. 6.11. A good overall agreement between multi-body coupling (CFD-MBS),
finite element coupling (CFD-FEM) and flight test measurement is observed.

In Fig. 6.12 the chord-wise deformation is presented as relative displacements
in z-direction (z), i.e. absolute bending and local angle of attack (as depicted in
Fig. 6.11) are subtracted. It reflects the deformation of leading- and trailing edge
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Fig. 6.10 Aerodynamic surface shapes

Fig. 6.11 Wing bending and local angle of attack

movables and the transition between the wing and movable surfaces in detail. The
largest deflections are observed at the trailing edge. This upward deflection of trail-
ing edge devices, essentially a decambering, is observed over the whole wing span.
Another observation is the occurrence of steps at the transition between fixed wing
and movable surfaces. As can be seen in the bottom part of Fig. 6.12, the deforma-
tion is globally well transferred to the CFD surface. The CFD model and the mesh
deformation are, however, limiting the precise transfer of sharp edges due to mesh
quality constraints. Therefore, the blending introduced by the coupling method leads
to a smearing of steps.

For the present application multi body simulation facilitates an unprecedented
level of detail of the static aeroelastic wing deformation. Cambering over the whole
chord as well as steps between the fixed wing and movable surfaces can be resolved.
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Fig. 6.12 Cambering at wing cut; Top: Structural deformation; Bottom: CFD surface deformation

This enables the quantification of these effects on aerodynamic characteristics which
will be subject to future work. In order to better exploit the CSM capabilities in a
coupled scheme, enhanced aerodynamic methods are to be applied.

6.4.2 Nonlinear CSM

As application example for nonlinear deformations a transport aircraft CFD model
is coupled with an ABAQUS structural model of a relatively flexible wing-box. The
flow conditions are subsonic at Mach = 0.5.

Here the results of 3 investigated Clift values are presented. To get an impression
of the overall deformation, the deformed CFD surface for the highest Clift is plotted
in Fig. 6.13. The large amount of deformation is clearly visible.

ABAQUS allows to compute the model in linear and nonlinear sense. In Fig. 6.14
the bend and twist (local angle of attack) of linear and nonlinear FEM is compared
at constant Clift . The structural deflections at the tip are up to 16% of the span, which
reflects again the flexibility of the model. Furthermore it can be observed that the
linear FEM exhibits a prolongation of the wing compared to the nonlinear case.

In Fig. 6.15 the local Clift is compared for the highest Clift value. Due to the wing
prolongation of the linear case, the lift generated by the inboard part of the wing has
decreased. Accordingly it must also be noted, that the outboard loads are lower for
the nonlinear model.
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Fig. 6.13 Comparison of
deformed CFD surface for
linear (lin) and nonlinear
(NL) FEM at constant
Clift = 0.85, additionally the
JIG shape is plotted

Fig. 6.14 Comparison of
bend and local angle of
attack (rot-y) for linear (lin)
and nonlinear (NL) FEM at
constant Clift

Fig. 6.15 Comparison of
local Clift for linear (lin) and
nonlinear (NL) FEM at
constant Clift = 0.85
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Table6.1 compares the relative wing prolongations Δspanrel = (spanJIG−
spanDefo) /spanJIG and drag differences ΔCdrag,rel = (

Cdrag,NL − Cdrag,Lin
)
/Cdrag,Lin

for the different Clift cases. The linear FEM model span increases up to 1.6% for the
highest CL in the deformed statewhile the nonlinear FEMcase shows negligible span
increase. This difference is reflected in the drag as well. The drag for the nonlinear
computation decreases by up to 1%.
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Table 6.1 Comparison of relative wing prolongation and relative drag-difference for linear (lin)
and nonlinear (NL) FEM at constant Clift

Clift Δspanrel,lin (%) Δspanrel,NL (%) ΔCdrag,rel (%)

0.50 0.552 0.0058 −0.059

0.70 1.100 0.0077 −0.268

0.85 1.641 0.0081 −1.094

The results show that for a very flexible wing the selection of an appropriate struc-
tural model is essential for accurate CFD-CSM results. And it should be underlined
that for more relevant transonic Mach-numbers the differences are very likely to be
more significant.

6.5 Summary/Conclusion

The paper has presented application examples of high-fidelity aeroelasticity. On
aerodynamic side this includes the usage of RANS-CFD. On structural side the
accurate inclusion of natural vibrations and different types of nonlinearities was
shown.

For the case of flutter investigations the combination of linearised CFD and a sim-
ple least-squares ROM allows to use CFD aerodynamics directly without correcting
a lower fidelity aerodynamic method.

For static aeroelasticity the focus has been oriented especially on complex struc-
tural models including nonlinearities. Here the multi-bodymodel allows to use struc-
tural models of very high resolution with nonlinear component movement, while for
a different wing-box FEM the importance of including geometric nonlinearities for
very flexible wing has been presented.
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Chapter 7
New CFD Practices for Modelling
High-Speed Flows

Jan Willem van der Burg, Matthias Lühmann, H. Jakob and J. Benton

Abstract Computational Fluid Dynamics (CFD) is used extensively in modelling
high-speed flows for commercial transport aircraft. Current production CFD has
deficiencies in modelling specific flow features. In this paper unitary flow cases are
considered for specific flow features such as boundary layers, vortical flow, flow
separation and shock boundary layer interaction. In the paper new CFD practices
in meshing and turbulence modelling are investigated in order to better represent
these flow features. In order to measure improvements metrics are introduced which
measure an improvement with respect to a reference (from wind tunnel experiment
or LES computation). In the paper it is shown that application of new CFD practices
give an improved prediction of boundary layer and vortical flow.

7.1 Introduction

Wind tunnel experiments and flight tests are valuable sources for CFD validation. In
recent yearsmanyCFDvalidation studies have been conducted for commercial trans-
port cruise configurations. To understand and improve CFD prediction new practices
for high-speed flows are studied. A number of new practices in meshing, turbulence
modelling and in-tunnel computations are presented in this paper. Each of these prac-
tices focusses on a specific aspect of high-speed flow. The improvements will lead
to a better representation of specific flow features such as: boundary layers, vortical
flow, flow with high streamline curvature, corner flow or the three-dimensional flow
field.
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A new practice for modelling high-speed flow studied here is the Reynolds Stress
Model (RSM). Currently, the Menter-SST turbulence model [1] is used for CFD
production in the Airbus aerodynamic data and design departments. From a theo-
retical point of view it can be shown that a RSM turbulence model is better able to
represent specific physical flow features compared to a k-based turbulence model
like the Menter-SST model. This is explained in the first part of the paper. The actual
implementation of the RSM turbulence model in the DLR Tau code [2] is verified in
a number of unit case studies. The RSM based turbulence model has been developed
by DLR. A number of improvements have been introduced in recent years in the
model, see [3, 4]. Application of the RSM turbulence model to a high-speed wind
tunnel model is meant to illustrate the improvement.

Furthermore, two CFD validation studies for shock boundary layer interaction are
described. These studies concentrate on the Delery bump in the wind tunnel and the
M2155 wing in the wind tunnel under transonic flow conditions. Flow computations
using the Menter-SST and RSM turbulence model are discussed and compared to
experimental results. The focus here will be as well on practices related to the sim-
ulation of the experimental setup, such as boundary conditions, flow conditions and
wind tunnel geometry.

7.2 Why a RSM-based Turbulence Model?

Eddy-viscositymodels arewidely used to compute turbulent flowaround commercial
transport aircraft configurations. Three considerations described here lead to the
conclusion that an RSM based turbulence model is better suited to model complex
flows as experienced in low-speed and high-speed flows.

Firstly, an eddy-viscosity model is based on a direct Reynolds stress model that
links Reynolds stress to the mean strain rate tensor (Boussinesq hypothesis, 1877).
The hypothesis is reasonable for simple turbulent shear flows (e.g., the round jet,
mixing layer, channel flow, and boundary layer) where the turbulence characteristics
and mean velocity gradients change relatively slowly (following the mean flow).
In Ref. [5] it is mentioned that: ‘In general, the turbulent-viscosity hypothesis is
incorrect’.

Secondly, in the exact formulation of the production term for the k-equation the
rotational terms cancel out due to a product of a symmetric Reynolds tensor and
an anti-symmetric rotational tensor. This results in a too large level of turbulence
in rotating flows and leads to a too rapid dissipation of vorticity. As a consequence
for a k-based model a vortex will be dissipated more rapidly compared to a RSM
turbulence model.

Thirdly, the Boussinesq hypothesis in k-based turbulence models fails to predict
the normal stress anisotropy at walls, see also [6]. Normal stress anisotropy is con-
sidered to be responsible for the development of longitudinal vortices in rectangular
ducts and other corner flows features for example a wing-body junction.
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To summarize a Reynolds stress based turbulence model allows to better model
complex flows compared to a k-based turbulence model.

7.3 Verification of a Modern Turbulence Model

In order to get more confidence in the CFD predictions using the RSM based tur-
bulence model in the TAU code a number of verification studies are performed.
The RSM turbulence model is verified here for a number of physical flow features
representative for high-speed flows, namely: boundary layer, vortical flow, and flow
separation.

Verification of a Zero-Pressure Gradient Boundary Layer for a Flat Plate

In a CFD study performed for a flat plate the computed displacement and momentum
defect thickness are compared to the experimental values, see Ref. [7]. The flat plate
has a length of 5 grid-units, hence Lre f = 5, the Reynolds number is Re = 10.9 mil-
lion. In order to assess how well a computed boundary layer matches experimental
data a metric is introduced. The metric chosen here is the value of the displacement
thickness and momentum defect thickness at x = 4. Two meshes are considered for
this the study, a current practice hybrid mesh representative of near wall meshing in
a high-speed configuration with approximately 30 meshing points representing the
boundary layer and a structuredmeshwith approximately 100mesh points represent-
ing the boundary layer. The structured mesh has a larger boundary layer resolution.
The structured mesh is produced by DLR. The numerical results are summarised in
Table7.1. It can be observed that the numerical results using the RSM method on
a structured mesh are within 1% of experimental values whereas the Menter-SST
based method on a current practice mesh is only within 10% of experimental values,
Menter-SST on the structuredmesh is within 2.5%. The computedmomentum defect
thicknesses are shown in Fig. 7.1. This indicates that the agreement with experimen-
tal data is improved by increasing boundary layer resolution and applying a RSM
turbulence model.

Table 7.1 Computed displacement thickness and momentum defect thickness at x = 4 computed
with Menter-SST and RSM compared to the experimental value from the Wieghardt experiment

Displacement thickness Momentum defect thickness

Experiment Wieghardt 0.0078 0.0059

Menter-SST, current practice mesh 0.00825 (+5.8%) 0.00643 (+9.0%)

Menter-SST, structured mesh 0.00757 (−2.9%) 0.00576 (−2.4%)

RSM, structured mesh 0.00772 (−1.0%) 0.00585 (−0.8%)
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Fig. 7.1 Experimental momentum defect thickness for a flat plate in the Wieghardt experiment
(dash-dot) and the momentum defect thickness computed with RSM on a structured mesh (solid
line) and computed with Menter-SST on a current practice mesh (dotted line)

Fig. 7.2 Verification of the
computed Reynolds stress
component R13 in the
log-layer (solid line) and its
theoretical value (dashed
line). The Reynolds stress is
taken at a rake position on
the outboard upper wing

Verification of a Boundary Layer on a High-Speed Wing

To verify the size of the Reynolds stresses in a turbulent boundary layer, the turbulent
flow solution for a wind tunnel model of a representative high-speed aircraft is
studied. A rake is considered which is placed on the upper outboard wing. The
computed Reynolds stresses are compared to theoretical values in the viscous sub-
layer and log-layer.

In Fig. 7.2 it is shown that a good agreement in the log-layer between the computed
Reynolds stressR13and its theoretical value is obtained.A similar agreement is found
for the normal stress components. It can be concluded that the RSM implementation
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is correct and the near-wall meshing is sufficient to resolve the Reynolds stresses. In
the viscous sublayer similarly a good agreement is found for the wall normal profiles
of k+ and ω+ at the same rake position (not shown).

Verification of Vortical Flow for a NACA0012 Wing in a Wind Tunnel

The representation of vortical flow in a turbulent flow solution is studied for the
NACA0012 wing mounted in a wind tunnel. A tip vortex is formed by putting the
NACA0012wingunder 10degrees angle of attack. In this study the computed circum-
ferential velocity and the axial velocity distributions are compared to experimental
values. Two meshes are considered, a hybrid mesh having prismatic elements near
the walls and tetrahedral elements in the remainder in the flow domain and a hybrid
mesh with hexahedral elements in the wake at the location of the tip-vortex.

In Fig. 7.3 the flow computations on the hybrid mesh with hexahedral elements in
the wake are compared. It can be observed that the RSM turbulence model yields a
better agreement with an Oseen–Lamb vortex in terms of vortex spreading than the
Menter-SST turbulence model. This is an expected result, since by construction the
RSMmethod should be able to better capture vortical flow compared toMenter-SST.
The vortex computed with the Menter-SST method shows less agreement. In terms
of metrics the results are summarised in Table7.2. It can be observed that the RSM
turbulence model yields an agreement within 2%.

In Table7.3 the values of the computed axial velocities on the two meshes are
compared to the experimental value at a location 69%downstream of the chord. It can
be observed in table the Reynolds stress turbulence model is better able to capture the
slope of the axial velocity decay compared to the Menter-SST model which shows a
too strong decay of the axial velocity. This is in line with the construction of the RSM

Fig. 7.3 The circumferential velocity profile computed with RSM (left, solid line) and Menter-
SST (right, solid line) at 69% chord downstream of the wing is shown is cross-compared with
the circumferential velocity profile from Oseen–Lamb theory (dotted line). In the computational
hexahedral elements are introduced at the location of the vortex
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Table 7.2 Metrics used to assess the representation of a tip vortex at 69% chord downstream of
the wing. In the table the spreading rate of the circumferential velocity computed with Menter-SST
and RSM at r = 2 is compared to the theoretical value based on Oseen–Lamb theory

Method VT /VT,max at r/rc = 2

Oseen–Lamb (Theory) 0.695

Menter-SST 0.600 (−13.6%)

RSM 0.682 (−1.8%)

Table 7.3 Metrics used to assess the axial velocity at 69% chord downstream of the wing. In the
table the computed axial velocity with SST and RSM at 69% chord downstream is compared to the
experimental value

Method u/U∞ on centre line (x = 0.826)

Experiment 1.699

Menter-SST, tetrahedral elements in wake 0.720 (−58%)

Menter-SST, hexahedral elements in wake 0.894 (−47%)

RSM, tetrahedral elements in wake 0.744 (−56%)

RSM, hexahedral elements in wake 1.421 (−16%)

and k-based models (see previous section). The absolute value of the axial velocity
along the centerline computed with the RSM turbulence model is still in the order of
16% below the experimental value. Two possible reasons could explain this: either
the amount of numerical dissipation is still to high and needs to be reduced by means
of for example a matrix dissipation method [8], or the creation of the vortex on the
wing is not properly modelled yet. In principle the onset of a vortex on a wing is
a flow separation, where mass is taken from the surface to form the vortex. Further
studies will be needed to investigate these points. In addition it can be observed that
the decay in axial velocity is also too strong for RSM on a mesh with a tetrahedral
wake. When applying an unstructured tetrahedral mesh the vortex is diffused and a
less good agreement is achieved (for both RSM and Menter-SST). This is believed
to be due to the way the gradients are computed in the flow solver. Due to symmetry
properties of the hexahedral mesh the truncation error for a green-gauss gradient is
smaller compared to the truncation error on a comparable tetrahedral mesh.

So, it can be summarised that the tip vortex can be captured more accurately by
firstly introducing hexahedral elements at the location of the vortex and secondly by
applying a Reynolds stress model, so that a more physical development (dissipation)
of the vortex is guaranteed.

Verification of Flow Separation for the 2D Curved Backward Facing Step

In a study for the two-dimensional curved backward facing step the representation
of a flow separation under an adverse pressure gradient is studied. The reference
experiment is a LES flow solution which is made available at the turbulence model
resource [9]. To this purpose a three-dimensional hybrid mesh using the current
mesh practice is defined having prismatic elements near the upper and lower wall



7 New CFD Practices for Modelling High-Speed Flows 109

Fig. 7.4 Illustration of two-dimensional hybrid mesh used in the Menter-SST and RSM computa-
tion
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Fig. 7.5 Illustration of the computed streamlines using RSM for the curved backward facing step

and tetrahedral elements in the remainder of the flow domain, see Fig. 7.4. At the
inflow plane the quantities of the LES flow solution are enforced. An illustration
of the computed flow separation using RSM can be observed in Fig. 7.5. A flow
separation is formed at the location of the backward facing step. A smooth surface
separation is obtained, the flow separation is not fixated by geometry.

In Table7.4 the computational results are summarised in terms of metrics. The
point of separation and point of reattachment are determined as the point on the
surface where the skin friction changes sign. It can be observed that the computed
separation length using the RSMmethod is in agreement with the LES flow solution.
Nevertheless, the point of separation and point of re-attachment are shifted. Menter-
SST overpredicts the separation length. Further analysis shows that the turbulent
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Table 7.4 Metrics used to assess the representation of the flow separation under adverse pressure
gradient. Cross-comparison of the point of separation, point of reattachment and separation length
in the flow solution computed with LES, SST and RSM

Source Point of separation Point of re-attachment Separation length

LES fow solution 0.85 4.31 3.46

Menter-SST 0.9 3 5.06 4.13

RSM 0.95 4.38 3.43

kinetic energy computed by SST and RSM behind the curved backward facing step
underpredict the turbulent kinetic energy computed with the LES method.

A possible explanation for the later point of separation in the RSM computation
compared to the LES computation is that due to a different boundary layer develop-
ment upstream the separated areas are shifted. The current practice mesh has only
approximately 30 grid points in wall normal direction. An increase would lead to a
better boundary layer representation. Another influence on the turbulent quantities
is that in the SST and RSM computation the boundary condition for the specific
dissipation rate ω needs to be derived from the LES flow solution. This specification
is not straight-forward.

Verification for a High-Speed Aircraft Wind Tunnel Model in ETW

The recently available RSM turbulence model [10, 11] is applied to a high-speed
aircraft configuration under ETWwind tunnel conditions. Vortices that appear in the
pylonwing area for high angle of attackunder transonic conditions are studiedhere. In
Fig. 7.6 the computed flow solution at M = 0.85 and α = 5 degrees computed using
RSM andMenter-SST is shown. It can be observed that in the RSM computation the

Fig. 7.6 Computed kinematic vorticity number using Menter-SST (left) and RSM (right) at
α = 5 degrees. The kinematic vorticity number defines the rotation rate divided by the strain rate.
Computed flow solutions shown are for a high-speed aircraft configuration with a through-flow
nacelle in ETW configuration. High angle of attack
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Fig. 7.7 Illustration of the computed flow separation by means of the vorticity for Menter-SST
(left) and RSM (right) for a high-speed aircraft configuration at α = 5 degrees

vortices aremaintained on the upper wing behind the nacelle. In theMenter-SST flow
computation these vortices are weakened (as expected by construction) allowing an
early flow separation on the upper wing. The result of this flow separation is that a
too early lift stall compared to experimental values (not shown) is experienced. The
RSMmethod shows a good agreement between computed and experimental lift even
for higher angles of attack. The computed flow separation patterns can be observed
in Fig. 7.7.

7.4 Validation of Shock-Boundary Layer Interaction
for the Delery Bump

A CFD validation study is performed for the Delery bump [12] in a wind tunnel
section. In the CFD study Menter-SST and RSM are applied to verify the flow
separation occurring behind the shock. To this purpose metrics are introduced to
assess the point of separation, point of re-attachment and the separation length.
Boundary conditions specified are inflow and outflow. On the upper and lower wind
tunnel wall a viscous boundary layer is specified.

It is verified that the Delery bump in-tunnel results are in good agreement with
experimental pressure distributions. Tunnel wall pressure distributions are in good
agreement as well. The computed flow separation can be observed in Fig. 7.8. A
shock positioned on the bump causes the flow to separate, a separation bubble is
formed.

The computed and experimental point of separation, point of re-attachment and
separation length are shown in Table7.5. The value in two experiments for the Del-
ery bump are shown in Table7.5, see also [10, 11] It can be observed that the com-
puted separation length with RSM is smaller than the experimental separation length.
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Fig. 7.8 Illustration of the
computed flow separation
using the RSM turbulence
model; Contour lines of
Mach (dotted line) and
velocity (solid line) are
shown

Table 7.5 Metrics used to assess shock-boundary layer separation. Cross-comparison of the point
of separation, point of reattachment and separation length (all in [mm]) for two experiments and
flow solution computed with SST and RSM

Source Point of separation Point of
re-attachment

Separation length

Experiment AIAA-2011-479 264.96 ± 1.2 324.96 ± 1.2 60 ± 2.4

Experiment AIAA-2013-2445 262.08 324.48 62.40

Structured mesh, SST 258.00 329.78 71.78

Structured mesh, RSM 260.12 309.31 49.19

Menter-SST computes a larger separation length compared to experiment. This trend
is also observed on other computational meshes considered (Centaur and Solar). It
should be mentioned that numerical results are affected by the out-flow pressure gra-
dient. This gradient is not sufficiently represented and can be improved by modelling
the wind tunnel section downstream of the test section. However, the geometrical
shape of the wind tunnel behind the test section is not accessible any longer, since
the RAE wind tunnel does not exist anymore.

7.5 Validation of Shock-Boundary Layer Interaction
for the M2155 Wing

The aim is to perform a CFD validation study for shock-boundary layer interaction
for the M2155 wing [13]. The experimental wind tunnel data for the M2155 wing
indicates the occurrence of shock-boundary layer interaction at Mach 0.806 and
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Mach 0.854. TheM2155 geometry definition consists of a series of two-dimensional
profile sections. The final M2155 wing shape should be entirely defined for creating
a mesh. A surface loft of the section data is defined based on the two-dimensional
sections. In particular the wing tip design requires to fill the space between the
sectional data with an three-dimensional surface loft. Sectional data are available in
nominal and actual shape. The creation of two-dimensional splines from sectional
data is restricted to the nominal geometry because spline quality criteria are not met
for the actual data basis. For this reason the mesh generation is based on the nominal
surface shape. The three-dimensional wind tunnel shape and location of the model
is only known to some degree and has required some additional assumptions for the
final shape and setup definition. Meshes for the M2155 geometry are generated by
the hybrid mesh generation software Centaur [14].

Viscous wall boundary conditions are utilized on the wing surface and on the
tunnel wall attached to the wing. Inflow and outflow condition at the tunnel inlet and
exit, the outflow is adjusted to match an experimental pressure value on the tunnel
wall close to the tunnel exit. A Mach number adjustment is not performed because
of missing data for the Mach number measurement location.

Different approaches for the setup of wind tunnel boundary conditions are studied
and it is observed in these studies that the wind tunnel boundary conditions have a
significant impact on the numerical results. A good agreement between numerical
and experimental results could only be achieved through the utilization of an inviscid
wind tunnel boundary condition. For the inviscid tunnel wall boundary conditions the
tunnel flow is not effected by the wind tunnel boundary layer. The reduced pressure
losses result in a better agreementwith experimental data.Wingpressure distributions
could reach a sufficient matching of numerical and experimental results only under
these constraints. It should be mentioned that the computational pressure losses on
the other hand are not considered correctly within the test section.

The application of an inviscid wall boundary is necessary due to a difference
between the actual experimental and numerical wind tunnel geometry. The wind tun-
nel wall has likely a slightly diverging shape, whereas in the numerical computation
the wind tunnel walls are modelled by means of a rectangular box (no divergence).
This difference of the tunnel shape effects the tunnel boundary layer directly and
leads to a wrong flow field at the wind tunnel model location. The experimental set-
up and geometric details located inside and outside of the wind tunnel test section
contour are not accessible any longer, the wind tunnel does not exist anymore. The
inviscid tunnel wall boundary condition can neglect wrong viscous boundary layer
effects and provides thereby a better agreement of the numerical and experimental
flow close to the model location. For computations using exact tunnel wall shape
descriptions a deployment of the viscous wall boundary condition is appropriate.

In a CFD study performed for the two-dimensional Delery bump the validation of
results demonstrated a good agreement of numerical and experimental tunnel wall
pressure distributions for the viscous tunnel wall boundary condition. In contrast to
the Delery bump results a viscous wall boundary condition at the M2155 tunnel wall
has not created the correct flow field at the model location. Only an inviscid tunnel
wall boundary condition could establish the required adjustment.
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Fig. 7.9 M2155 Wing Pressure Distribution for Mach = 0.806

The turbulent flow computations forM2155 reach convergence. In some cases the
number of iterations or the CFL number was modified to achieve convergence. The
computed pressure distributions are shown in Fig. 7.9. The agreement with experi-
mental wing pressure distributions is good Fig. 7.9. Differences between RSM and
Menter-SST model are small. Figure7.10 compares the computed and experimental
skin friction lines. Consistent with the Delery bump the numerical results computed
with theMenter-SST turbulencemodel (not shown) displays larger area of separation
beyond the shock compared to RSM (shown).

On the opposite wind tunnel wall pressure distributions do not display a good
agreement with experimental data because of the inviscid tunnel wall boundary con-
dition and the lack of geometrical accuracy of the tunnel wall shape. The actual wind
tunnel geometry should be modelled to achieve better agreement. It is believed that
a Mach number correction probably would reduce differences between calculation
and experiment as well. It was not possible though to use the actual experimental
Mach number since information on the wind tunnel correction method and Mach
number measurement location are not available.
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Fig. 7.10 Computed skin friction distribution using RSM (left) and experimental oil visualisation
(right) for Mach = 0.806

7.6 Conclusion

New CFD practices in meshing, turbulence model and in-tunnel modelling have
been studied for transonic flows. In particular the Reynolds stress model is verified
and validated in a number of unit case CFD studies. It is concluded that the current
implementation of a Reynolds stress model in the Tau code confirms the expected
theoretical behaviour, namely a better representation of boundary layers and vortical
flow. For accurate modelling of vortical flow it is concluded that it is necessary to use
a structured mesh topology. The underlying reason for this is the way the gradients
are computed on the flow solver. RSM turbulence model behaviour for modelling
vortical flow is verified for a representative high-speed commercial transport aircraft.

In the validation exercises for shock-boundary layer interaction a definitive con-
clusion cannot be made. Differences in separation length are observed between
Menter-SST and RSM. In order to make a definitive conclusion it is necessary to
model the wind tunnel walls in the CFDmodel. In the current studies the test section
is used which is considered to be not enough. For the Delery bump the wind tunnel
geometry downstream of the test section needs to be modelled. For the M2155 wing
the divergence of the test section and likely wind tunnel geometry downstream of
the test section needs to be included in the CFD model.

Further validation exercises for more complex flows are necessary to gain more
confidence in the behaviour of the Reynolds stress turbulence model. It is recom-
mended to perform a new wind tunnel experiment in order to generate proper CFD
validation data. In the associatedCFDvalidation exercise it is recommended tomodel
a larger part of thewind tunnel geometry, so that for example flowgradients occurring
in the outflow area are better represented.
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Chapter 8
Application of Adjoint Based Optimization
on a MALE Platform

Kolja Elssel, Kaare Sørensen and Ögmundur Petersson

Abstract Within the AeroStruct project an adjoint based optimization framework
has been established based on Reynolds averaged Navier Stokes aerodynamics and
FEM structural mechanics analysis using the same geometric model. A parametric
geometry kernel (Descartes) has been developed on the basis of the CPACS datafor-
mat as the core of the system. The system has been setup in a flexible and modular
fashion such that components can be exchanged and the system can be applied to
applications needing only a subset of the functionality. This article describes some
of the integration details as well as applications with results.

8.1 Use-Case Optimale

The subject of the AeroStruct project at Airbus Defence and Space was to develop
and verify new capabilities in high-fidelity multidisciplinary optimization. The goal
was to reduce development time and cost by higher integration of aerodynamic and
structural design capabilities. In a conventional aircraft development an aircraft loft
and structural layout is found by iteration of sequential work of aerodynamics and
structural mechanics until a configuration is found which fulfills the requirements
and is agreed. These iterations usually take months and are in the critical path of the
aircraft development process thus being very cost and time intensive.

With the development of a high fidelity multidisciplinary optimization framework
it is conceived to be possible to reduce costs by starting from a valid design for
aerodynamics and structural mechanics and by being able to investigate different
configuration layouts simultaneously.
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Fig. 8.1 OPTIMALE -
parameterized catia V5
model

The development scenario that was defined for AeroStruct was aMediumAltitude
and Long Endurance configuration which was to be optimized for maximum range.
The system was to be demonstrated for disciplinary as well as multidisciplinary
optimizations and for single component modifications as well as large configuration
changes.

8.1.1 Setup of Parameterized Model

In order to test the MDA processes being developed between different engineer-
ing teams at Airbus Defence and Space (Aerodynamics and Structures) a common
and representative Use-Case, a generic MALE-type aircraft configuration has been
defined, named theOptiMALE (Fig. 8.1). Thismodel has been designed from scratch
to allow for exchange and cooperationwith external partners (TUMunich, TUBraun-
schweig, DLR).

The model has been constructed in an intrinsically parametric fashion. For
instance, the fuselage has been constructed using parameterized sections (Fig. 8.2)
which are positioned along a fuselage line with dimensionless longitudinal position
between zero and one. The absolute position then depends on the fuselage length,
allowing for simple scaling of the model.

A number of parameters of the baseline configuration of theOptimale is externally
available by default, others can easily be added.

• Fuselage (Sections + Length): 28

– 5 Parameters for 5 Sections
– 2 Parameter for last Section
– Overall Length

• Wing (Planform + Position): 14

– Position, Span, Segmentation: 5
– Sweep, Twist, Taper: 9

• Total Parameters: 42
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Fig. 8.2 Parameterized
fuselage section

The external shape of OptiMALE is defined by a parametric CATIA V5 loft
model, illustrated (for the starboard-half of the symmetric geometry) in Fig. 8.1. The
OptiMALE is a conventional low-wing configurationwith T-tail and podded engines,
pylon-mounted on the rear of the fuselage. It also features an under-wing mounted
external fuel tank. Fairing surfaces are defined between the main components (wing-
fuselage, fuselage-tail, fuselage-pylon) to have an aerodynamically realistic shape.
The wing is defined in its planform by two swept and tapered sections and in its
profile by a fixed airfoil.

The baseline design of OptiMALE is sized for a MTOW of 8000kg, having a
wing area of 5m2, a wingspan of 30m, taper ratio of 0.47 and a sweep of 3◦ on
the inboard section. The wing has a typical laminar airfoil (NASA LRN-1015). The
under-wing fuel tanks have a capacity of about 450 liters each. As reference test case
for aerodynamic and aeroelastic simulations, a flight condition at Mach 0.4 and 5◦
angle of attack at 45, 000 ft has been selected.

8.2 Methods and Tools

Amodular Optimization and Test Suite has been developed as part of the AeroStruct
project to enable an easy integration of different methods and tools used in the
optimization process using high fidelity aerodynamics on the basis of the DLR-Tau
Code [1] and high fidelity structural mechanics on the basis of Lagrange [2].

Lagrange is an Airbus DS in-house structural mechanics solver and optimization
tool. Several developments have been accomplished within the AeroStruct project
[3] to extend the solver such as the addition of a time-integrationmethod for transient
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fluid-structure simulations [4] and a file as well as an in-memory based interface to
the FlowSimulator MDA Framework [5].

8.2.1 Airbus DS - MD Optimization Suite

Three different aspects had to be addressed for the Modular Optimization and Test
Suite. The first is to enable the integration of different Tools such as

• Aerodynamic Solvers (CFD, Panel Methods, etc.)
• Structural Solvers (FE, Beamtheory,…)
• Optimizers (Lagrange, Python,)

In order to support such a large scope of methods and tools it was decided to
interface all tools via python. The interface should preferably be directly in python,
however it is always possible for command line based tools to read values from files
or standard output and thereby interface with python.

The second aspect are the different computational requirements, such as

• Direct sequential programs (Optimizer)
• Parallel batch processing (CFD Solver, Adjoint Solver)
• Remote execution (Geometry Processing / CATIA)

The suite has to provide means to submit batch jobs, monitor them and act upon
their completion. This is the typical process for CFD Simulations and an automation
requires the handling of a large number of failure cases. For a simulation with a run
time of weeks, hundreds of batch jobs are submitted and need to be handled. On
this scale even problems which occur seldom in regular simulations have to be taken
care of in the automated process. Since some of them may be corner cases which are
not worth to provide a special handling it is important to have fault tolerance at the
highest level and some methodology for retries. The remote execution feature may
be needed if tools run on different operating systems (eg. Windows versus Unix)
or if licenses for software are only available on specific computers. In comparison
the direct sequential execution of program may seem to be a much simpler form.
Yet even in this case the program may run as a background program and checks for
completion are necessary.

The third aspect is the process control. Again different scenarios need to be cov-
ered:

• Sequential Execution
• Parallel Execution - Processes which can be run in parallel
• Combinations of the above which require synchronization within the process

Sequential programs may be executed in parallel (eg. parameter studies), thus
means have to be provided which are able to start a number of parallel programs and
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Fig. 8.3 Airbus DS optimization toolbox flow chart for FSI-MDO

only continue until the last one has completed. In some cases it is even necessary to
run a number of batch jobs and run a consecutive batch job for each batch job which
has completed (eg. adjoint or postprocessing after primary solution).

8.2.2 Modular Optimization and Test Suite Architecture

The Airbus DS MD-Optimization Suite addresses all of the above requirements and
standard modules for the handling of CATIA remote execution, parallel meshing,
and TAU batch jobs have been created.

The flowchart (Fig. 8.3) shows the combined high fidelity optimization of an
aerodynamic loft with structural layout and sizing. Each step of the optimization is
one cycle of the chart.

The starting point is an initial design which is fed into the parametric geometry
subsystem. This provides one or more (i.e. perturbed) geometries which are then
provided to the aerodynamic subsystem and the structural mechanics subsystem. The
aerodynamic subsystem uses a sequential process for the generation of unperturbed
and perturbed meshes. The unperturbed mesh is then submitted into the batch system
for a primary solution. Once this is completed adjoint solutions are being computed
for each target function. The structural mechanics subsystem is using a sequential
process for computation of a FE solution and corresponding gradients.

The optimizer is by itself a subsystem which receives objective function values
and gradients with respect to parameters and issues a new design point vector. Due
to the simple interface any optimizer interfacing with python or a batch system can
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Fig. 8.4 Adjoint computation process flow

be used. In case of Lagrange an SQP algorithm is used and the optimizer stays
in memory during the process. This is required because an approximate hessian is
computed in the process and no intermediate state values thereof are stored.

8.2.3 Aerodynamic Computation Subsystem Process Flow

The aerodynamic computation in conjunction with the adjoint is the most complex
part in the process. This is due the number of dependencies. Yet, despite of these
dependencies a significant amount of the overall computation can be done in parallel.
The adjoint computation flow chart (Fig. 8.4) describes in the vertical direction the
dependencies of the computations. All steps next to each other which can be per-
formed independent of each other.Multiple arrows indicate that several computations
(i.e. for each parameter) can be performed in parallel.

8.3 OptiMALE Winglet Optimization

As a test-case for the aerodynamic part of the MDO Framework a disciplinary com-
ponent optimization was selected. A winglet was designed for the Optimale and an
optimization run setup with the properties

1. The influence of the winglet on the overall lift and drag coefficients is significant
2. The physical influence of the winglet parameters on the objective function is

relatively easy to assess

TheOptiMALE configurationwithwinglet (Fig. 8.5) has a fuselage length of 14m
and a halfspan of 15m.
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Fig. 8.5 OptiMALE with
parameterized winglet
(initial parameter values)

8.3.1 Winglet Parameterization

The winglet has been designed as a 90◦ upwards bended wing extension. The tip
profile of the winglet is fixed in a 90◦ angle to the wing tip profile. The size and
shape of the winglet can be adjusted with five parameters (Fig. 8.6)

• Angle: The angle of winglet wing-tip in the xy-Plane (z-Axis)
• Scale: The scaling factor of the winglet tip profile versus root profile
• Coordinates X, Y, Z: The position of the winglet tip profile leading edge point
relative to the position of the wing tip leading edge point

All parameters have minimum and maximum values as well as initial values. The
parameter ranges are defined to keep the designs within a predefined range and to
ensure a valid geometry. For instance, the scaling factor minimum value prevents the
wingtip to degenerate into a point.

8.3.2 Aerodynamic Winglet Optimization

Thefirst setupwas configured as a single disciplinary aerodynamic optimization. This
allowed for the test of the computational fluid dynamics subsystem for integration and
reliability. The results could then be used to check for physical validity. In subsequent
optimizations the minimal and maximal parameter boundaries were extended and
some rudimentary structural mechanics aspects integrated.

The setup for the aerodynamics optimization of the glide ratio was configured as

Objective Function :
maxGlideRatio = max Lift

Drag

Parameters :
Angle
Scale
CoordinateX, CoordinateY, CoordinateZ

The parameter initial values were:
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Fig. 8.6 The parameters of
the OptiMALE winglet

Angle = 0◦
Scale = 0.5

CoordinateX = 1000mm
CoordinateY = 750mm
CoordinateZ = 1000mm

Testing showed that the meshing and solver interfaces needed significant changes
for error handling to cope with failed meshing and aborted residual or adjoint com-
putations.

With respect to the physical validation it should be noted that the parameter
CoordinateY generally corresponds to an increase in wingspan.

Due to little experience with convergence criteria the optimization was setup to
run for a fixed twenty iterations. The optimization algorithm chosen was a steepest
gradient descent algorithm for the sake of simplicity. This way restarts could be
implemented much easier and the verification of the line search easily possibly.

Parameters were limited by range and aerodynamic coefficient gradients were
computed using the adjoint method.

The convergence of the coordinate parameters (Fig. 8.7) show a steady increase
of WingCoordinateZ and a steady decrease of WingCoordinateX. This leads to an
increase in winglet height and a forward displacement.

The objective function which is in this case identical to the glide ratio shows an
expected behavior in the sense that it is increasing with the optimization iterations.
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Fig. 8.7 Winglet optimization: parameter convergence and objective function over iteration

Fig. 8.8 Winglet design iterations (0 = Initial, 10, 15, 19 = last design)

Thus, the optimization setup, tools, and processes are consistent and gradients have in
principle the right direction. However, it is assumed that the optimization is moving
towards a local optimum since the parameter CoordinateY didmove toward the upper
range limit.

The shape of the winglet (Fig. 8.8) changes over the iterations to a more pointy
wingtip. The scaling parameter, which defines the taper ratio of the winglet, reached
the minimum allowed value for the parameter. The changes in parameters Coordi-
nateX and CoordinateZ are easily recognized in the images.
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Fig. 8.9 Winglet
optimization primary
solution (2)

8.3.3 Aerodynamic Winglet Optimization (2)

The initial aerodynamic optimization of the OptiMALE winglet has shown that the
process works and the results are valid. As a next step the process has been improved
and a restart capability introduced.

The first optimization showed a steady increase in parameter CoordinateZ so
one of the changes for a second optimization was the limitation of CoordinateZ to
1500mm.

The objective function was again the glide ratio which was to be maximized by
the optimizer at constant angle of attack. The five parameters were set to the same
initial values, however the step size for the adjoint solution has been adjusted.

The optimization went for 19 iterations (Fig. 8.9), large design changes however
seize after five iterations.

The objective function (Fig. 8.10) levels off after four iterations at about a glide
ratio of 26.2. All subsequent iterations have only marginal effect on the objective
function.

The parameter convergence shows that similarly to the last iteration the Coor-
dinateZ parameter increases quickly and is then stopped at the 1500mm parameter
limit. Also similar to the first optimization there is a forwardmovement of thewinglet
leading edge (Fig. 8.11).

In contrast to the firstwinglet optimization this time the implicitwingspan increase
through parameter CoordinateY is used by the optimizer. As expected the parameter
change is nearly proportional to the increase in glide ratio.
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Fig. 8.10 Objective function (Glideslope) and parameters over optimization iterations for winglet
optimization (2)

Fig. 8.11 Winglet design iterations (0 = Initial, 2, 4) for winglet optimization (2)

8.3.4 Aerodynamic Winglet Optimization (3)

The previous optimization ran into both parameter limits for CoordinateZ and Coor-
dinateY for which limits of 1500 and 2000mm respectively have been set. Since the
optimizer generates a new geometry and cfd mesh for each design point, no prob-
lems are expected with increasing CoordinateY and CoordinateX beyond the current
parameter limits. Thus, for the next optimization run these parameters have been
increased to values the optimizer should reasonably not reach.

It is expected that the optimizer will increase the parameter CoordinateY limited
only by the maximum step size and the number of iterations. However, problems
in geometry generation and meshing of highly distorted geometries may stop the
optimization early (Fig. 8.12).

The design changes over the iterations (Fig. 8.12) are as expected dominated by
the increase of the CoordinateY parameter. The parameter CoordinateZ which cor-
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Fig. 8.12 Winglet design iterations (0 = Initial, 3, 6, 9) for winglet optimization (3)

Fig. 8.13 Objective function
(Glideslope) over
optimization iterations for
winglet optimization (3)

responds to the height of the winglet is steadily increasing at first and then decreases
again even below the initial value. The first increase maybe due to the effect that it
corresponds with an increase of the wing length (and area). Later in the optimization
due to the limit of the scaling parameter the trade-off between height and wingspan
is decided towards wingspan.

The objective function (Fig. 8.13) changes as expected proportional to the para-
meter CoordinateY. The glide ratio increase is in total about 10% compared to the
initial design, which also matches quantitatively very well the increase in wingspan
(Fig. 8.14).
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Fig. 8.14 Pressure
distribution of design
iteration 7 for winglet
optimization (3)

8.3.5 Multidisciplinary Optimization of Wing with Winglet

The next step in the validation of the modular multidisciplinary optimization system
is the integration of rudimentary structural mechanics into the optimization. As part
of this next step also the number of parameters is increased as this is a fundamental
advantage of the adjoint approach for the computation of the gradients. The model
used for this MDO has, in addition to the five winglet parameter, eleven parameters
for the wing planform and twelve parameters for the sectional profiles (thickness and
camber) of the wing (Fig. 8.15) resulting in a total of 28 simultaneously active shape
parameters.

In this optimization the wing shape parameters are all true multidisciplinary para-
meters, that is they influence both the aerodynamic and structural mechanics analysis
models.

The simplified structural mechanics model uses beam theory for each of the four
sections in spanwise direction. The loads were assumed to have an elliptical distrib-
ution and are applied accordingly within each section.

The objective function is a minimization of cruise drag

CruiseDrag = Mass

GlideRatio
= Mass

Drag

Lift
(8.1)

where the angle of attack is included as a parameter into the optimization. For this
parameter an additional constraint has been added such that lift equals weight. This
has been included into the objective function as

min ‖Lift − Weight‖ (8.2)
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Fig. 8.15 Wing + Winglet MDO - simplified structural mechanics model of the OptiMALE

Fig. 8.16 MDO wing + winglet - parameters halfspan, angle of attack and objective cruise drag
over iterations

with a trimming of the angle of attack to equalize the lift with the weight. It should
be noted that it is not a real trimming as the pitching moment is not included. In order
to include the pitching moment a horizontal tail plane (HTP) adjustment would be
necessary.

The optimizer increases the halfspan while keeping the angle of attack approxi-
mately constant (Fig. 8.16). This indicates that the lift stays about the same, but the
drag is decreased.

The objective function (cruise drag) decreases over the number of iterations.
The change in geometry in the course of the optimization (Fig. 8.17) shows an

increase in wingspan as well as a backward facing kink in the wing planform. This
backward facing kink is a result of the simplified structuralmodel,which does include
loads across section boundaries, but does not penalize a directional change of the
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Fig. 8.17 Wing + winglet MDO - design iterations and pressure distribution of final design

main spars. This would normally result in added weight due to higher moment loads
between sections. Thus, the optimizer found and used a weakness in the structural
mechanics modeling.
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Chapter 9
Treating Non-conforming Sensitivity Fields
by Mortar Mapping and Vertex Morphing
for Multi-disciplinary Shape Optimization

Altuğ Emiroğlu, Roland Wüchner and Kai-Uwe Bletzinger

Abstract This study investigates the sensitivity filtering properties of the Mortar
Mapping method and correlates it to the VertexMorphing method in order to demon-
strate the advantages of such aprocedure in the context of shapeoptimization. It points
out the importance of a common design control approach in a Multi-Disciplinary
Optimization (MDO) environment. In particular, individual components of MDO
have nonmatching interfaces when Fluid-Structure Interaction (FSI) problems are
of interest. Since the numerical models of dissimilar discretizations deliver non-
conforming sensitivity fields with respect to the design variables defined at their
interfaces, the shape optimization of the common surfaces necessitates a third field
which unifies the optimization variables and acts as a control field. This approach
not only covers this necessity by facilitating the Mortar Mapping method but also
reveals that such a procedure acts as a sensitivity filter similar to the VertexMorphing
method without altering the optimality of the solution.

9.1 Similarity of the Filter and Mapping Operators

The Vertex Morphing is a modular and robust sensitivity filtering method due
to its explicit nature and applicability in industrial applications without caus-
ing a costly procedure. The method was initially proposed in [1]. It introduces
a complementary control field which describes the surface design. The relation
between the control and the design fields are accomplished through a linear map.
A variety of possibilities for defining the control field in discrete sense are
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already mentioned in [1]. The construction of the mentioned linear map for the
case where the discretized fields have a common grid was previously shown in [2].

In the newly proposed approach, the similarity between the linear transformation
operator of the Vertex Morphing and the Mortar Mapping methods is revealed. The
method makes use of the Mortar Mapping method to construct the link between
the control and design fields. This method could either be used by facilitating a
coarsely discretized control field, which drives the shape evolution, or it could be
used successively in order to retrieve a filtered sensitivity field on the original design
surface, which allows performing node based optimization.

9.1.1 Vertex Morphing Method

For clarity and a definition of a unified notation with the Mortar Mapping, the Vertex
Morphing method for the 1D case is briefly presented here. The shape optimization
problem could be stated as follows;

min
s

J (x, u) (9.1)

s.t. R (x, u) = 0

g j (x, u) ≤ 0; j = 1, . . . , k

where J , R, g j are objective function, state equations in residual form and constraint
functions respectively. x , s, u are then the design, the control and the state variables.
In addition, x(ξ) ∈ V, V : (−1, 1) → R is the design surface fieldwhich is described
by a control field s (ξ), s ∈ V in combination with an inner product A (s, ξ), A :
V → V as stated in [1]. As a result, design surface at a given coordinate ξx could be
reconstructed through;

x (ξx ) = A (s, ξs) (9.2)

where A is defined by an inner product of s (ξs) with a chosen kernel function
-namely the filter function- A as;

x (ξx ) = A (s, ξs) =
∫ 1

−1
A (ξs, ξ) s (ξ) dξ, A : R̄2 → R. (9.3)

Here it is important to note that the first argument ξs of the filter function denotes the
surface coordinate of the filter function support in the surface coordinates and is not
restricted to coincide with the surface coordinate ξx of the surface design handle to
be reconstructed. In the case of ξx = ξs = ξ0, the formulation falls back to the node
based Vertex Morphing method.

The control field serves as a master field where the optimization is performed.
Thus, it is necessary to compute the sensitivity of the objective function w.r.t. the
control variables when gradient based optimization is of interest.
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dJ

ds
= ∂ J

∂s
+

∫ 1

−1

∂ J

∂x (ξ)

dx (ξ)

ds
dξ (9.4)

It can be clearly seen that the second term of the integral in (9.4) can be treated as
a variable transformation -or a mapping- between the control and the design fields.

Moreover, making use of (9.3) and the fact that
∂ J

∂s
= 0, the following can be stated:

δx (ξx ) =
∫ 1

−1
A (ξs, ξ) δs (ξ) dξ (9.5)

⇒ dx (ξx )

ds
= A (ξs, ξ) (9.6)

dJ

ds
=

∫ 1

−1

∂ J

∂x (ξ)
A (ξs, ξ) dξ (9.7)

Equation (9.6) reveals that the filtering function is indeed nothing else than amapping
between the control and the design fields.

Discretization of Design and Control Fields

In practice, in order to apply numerical methods and solution procedures to the opti-
mization problems, it is necessary to apply spatial discretization to the state equations
as well as the design field of interest and the control field. Accordingly, a discrete
set of coordinates x = [x1, x2, . . . , xn] , x ∈ R

n are defined for the determination of
the design surface. As the parametrization of the control field is kept free of choice
and size, there exists another set of control parameters s = [s1, s2, . . . , sm] , s ∈ R

m .
Having the discretization in mind, (9.7) could be rewritten in the discrete form.

dJ

dsi
= dJ

dx j

dx j

dsi
= A ji

dJ

dx j
(9.8)

dJ

ds
= AT dJ

dx
(9.9)

The sensitivity analysis of the objective function w.r.t. the surface perturbations

delivers
dJ

dx
. The matrix AT serves as a filter by mapping the sensitivities onto the

discretized control field s. Once the optimization iteration is performed on the control
parameters, the surface design variation can be recovered through the discretized
version of (9.5):

δx = Aδs (9.10)

Regardless of the discretization of the design and the control fields, the operator A
is used successively and in an explicit manner. Once the nodal surface sensitivity
information is retrieved, a backward filtering is applied by mapping them onto the
discretized control field using the operator AT . After the optimization iteration is
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performed and the variation of the control field is obtained, it is filtered forward -or
mapped onto- the surface design field with operator A to retrieve the design surface.

As stated in [1], the choices of dimensions for the s and the x fields result in a
reparametrization of the shape. If the dimension of s is chosen less than the dimension
of x , the shape is controlled by a coarser field that filters out the noisy sensitivities
and consequently the undesired rugged surface designs.

Optimality Condition

The effect of filtering operation on the optimality condition should be further dis-
cussed in order to judge if the obtained shape is actually an optimum of the original
problem as well. Using Taylor series expansion for the objective function w.r.t. the
control variables until the second order term renders;

J̃ = J + (∇s J )T δs + 1

2
δsTHsδs (9.11)

At a local minimum the stationary condition ∇s J̃ = 0 should be satisfied and it is
straight forward to show that:

δs = −Hs
−1∇s J (9.12)

In case the operator A is a square invertible matrix, (9.10) could be rearranged as
δs = A−1δx. On the other hand, for a general case where n design variables are
controlled by m control variables, a generalized inverse should be considered to be
able to show this relation. Assuming that the columns of the non-square operator A
are linearly independent, the right pseudoinverse can be found as [3]:

A−1
right = AT

(
AAT

)−1
(9.13)

Making use of the transformation in (9.9) and the generalized inverse in (9.13), the
Hessian and the gradient terms in (9.12) can be rewritten. Consequently one can
obtain the shape variations of the design field from the variations of the control field.
For brevity, R = A−1

right is used;

δs = (−RHx
−1RT

)
︸ ︷︷ ︸

−H−1
s

AT∇x J︸ ︷︷ ︸
∇s J

(9.14)

δx = Aδs = A
(−RHx

−1RT
)
AT∇x J (9.15)

δx = −Hx
−1∇x J (9.16)

Equations (9.14)–(9.16) reveal that the final result of the optimization does not differ
from the solution of the original problem, regardless of the choice of the number of
discrete control parameters, as long as n ≥ m. Moreover, the filter function choice
effects the properties of the filter operator A, since the linear independence require-
ment ofA’s columns is necessary for the construction of the generalized right inverse.
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9.1.2 The Mortar Mapping Method

In this section theMortar Mapping method is briefly presented without giving details
on the implementation aspects. One should refer to [4] and EMPIRE1 for the imple-
mentation details.

Mortar methods could be used to enforce equality constraints or equality of the
fields on dissimilar discretizations of the same geometrical entities in a weak sense.
In such a case, a transformation of a field f defined on a surface with discretization
x can be written in the terms of discretization s using Mortar methods [5].

Consider the following equality constraint on the minimization problem:

fs (ξ) = fx (ξ) ξ ∈ Γ (9.17)

This constraint could be enforced with the well-known Lagrange multipliers method
by the following extension to the optimization problem in continuous form:

∫
Γ

λ ( fs − fx ) dΓ = 0 (9.18)

The mortar method is then defined by choosing the discretization of the Lagrange
multipliers field λ, to coincide with one of the discretizations of fs or fx . The chosen
discretization is then called “the master field”, whereas the remainder is named as
“the slave field” [6]. Then in discrete form, where for instance the master field is
chosen to be the discretization of s, (9.18) takes the following form;

∫
Γ

λ̂TNT
s Ns f̂s dΓ =

∫
Γ

λ̂TNT
s Nx f̂x dΓ (9.19)

where Ns and Nx are the test functions associated with the respective discretizations
of the field f, and the fields denoted with a hat are the discrete nodal values of the
Lagrange multipliers λ and the field f. Making use of (9.19), and the fact that the
equality condition must hold for any discrete set of λ̂, the discrete field f̂s for a given
f̂x can be obtained through the following relation:

f̂s = M−1
ss Csx f̂x (9.20)

f̂s = Asx f̂x (9.21)

where it is clear that, Mss = ∫
Γ
NT

s NsdΓ , Csx = ∫
Γ
NT

s NxdΓ and the mapping or
variable transformation matrix Asx = M−1

ss Csx . In the context of Mortar Methods,
this mapping operator is also called a consistent mapping operator which preserves a
constant field when mapped between different discretizations. It allows computing a
weak equivalent of a given discrete field on a different discretization of the same field.

1EMPIRE is a research tool for co-simulation in the context of field and signal coupling. http://
empire.st.bv.tum.de/.

http://empire.st.bv.tum.de/
http://empire.st.bv.tum.de/
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Moreover, computation of the reversemapping is established similar to (9.19)–(9.21)
when the discretization of Lagrange multipliers field -the master field- is chosen as
the same as field f̂x , which results in the following form:

f̂x = Axs f̂s (9.22)

It is important to note that transpose of the operator Asx in (9.21) and the operator
Axs in (9.22) are not necessarily identical. This stems from the weak enforcement
of the constraint and the weak equivalence of the fields with different discretizations
and the choice of the master as well as slave for the integration domain. When a
discrete field f̂x defined on domain x is mapped onto domain s and back onto its
original domain, it is clearly modified. They would only be identical in case the fields
are discretized in the same way, which results in an identity matrix for the mapping
operator. Consider (9.19) and set the discretization of x and s to be identical. This
renders; Csx = Mss and thus from (9.20), f̂s = I f̂x .

9.1.3 The Relation Between the Filter Operator of the Vertex
Morphing and the Mapping Operator of the Mortar
Method

In this section, the relation between the filter operator mentioned in Sect. 9.1.1 and
the mapping operator in Sect. 9.1.2 is revealed. Consider the optimization problem
given in (9.1) and introduce an additional equality constraint to the problem as given
in (9.17). Now the modified optimization problem reads;

min
s

J (x, u) (9.23)

s.t. R (x, u) = 0

g0 (x, s, u) = 0

g j (x, u) ≤ 0; j = 1, . . . ,m

where the introduced discrete constraint g0 is:

dJ

ds
− dJ

dx
= 0 on Γ (9.24)

Making use of the Lagrange multipliers approach for this constraint, one could write
(9.24) in the following form:

∫
Γ

λ

(
dJ

ds
− dJ

dx

)
= 0 on Γ (9.25)
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Following the procedure defined in (9.18)–(9.21) and enforcing this constraint by
making use of static condensation of the Lagrange multipliers through the relation
in (9.21), one could write the relation between the sensitivity derivatives of the
objective function w.r.t. the control field s and the design field x, that are discretized
in an arbitrarily chosen way:

dJ

ds
= Asx

dJ

dx
(9.26)

The similarity between the expressions (9.9) and (9.26) is obvious and in this way
the Mortar Mapping method provides a technique to compute a filtering operator for
grid sensitivities. In addition, reconstruction of the discrete surface design update
field from the discrete design control update field is straightforward. Making use of
(9.10) and (9.22):

δx = Axsδs (9.27)

Herein, once again it is important to note that in general Asx �= AT
xs . This requires

definitions of separate mapping operators for forward and backward filtering; one
with the design control field chosen as the master field which facilitates the compu-
tation of backward filter Asx and the other with the design field chosen as the master
that results in the forward filter Axs .

9.2 Method Demonstration

The demonstration examples are chosen in order to reveal the benefits and effects
of using mentioned filtering method in a comprehensive way on small scale cases.
Firstly, the benchmark case as mentioned in [1] is chosen since the claim is that the
proposed method is comparable to the Vertex Morphing Method. Secondly, filtering
of a hypothetical sensitivity field on a planar domain is presented.

9.2.1 2-Dimensional Target Design Generation

The proposed shape optimization problem is generating a target shape, which is a
hat function (See Fig. 9.2) defined at discrete points, from a flat initial discrete curve.
The target and the design curves are discretized with 40 elements and the control
field is discretized with 16 elements (see Fig. 9.1). Linear shape functions are used
for the geometrical discretizations of the target, the design and the control fields.

The Objective function of the discrete optimization problem is defined as:

J =
40∑
i=0

| xtargeti − xi | (9.28)
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Fig. 9.1 The discretization of the design and control fields

Fig. 9.2 Thedesign evolution of the 2-Dimensional target shape generation problemwith sensitivity
filtering using Mortar Mapping Method

The sensitivity derivative of the objective function w.r.t. the design handles -discrete
nodes- is straight forward to compute:

dJ

dxi
= xi − xtargeti

| xtargeti − xi | (9.29)

The sensitivity and consecutively the design filtering is achieved through mapping
the nodal sensitivity field, that is computed on the design field, onto the control field,
computing the design update on the discrete control field and mapping it back onto
the design surface. A steepest descent algorithm with a constant step size of 10−3 is
used for the solution of the optimization problem. Results are presented in Fig. 9.2.

As the discretization of the control field coincides with the design field at the
beginning and the end of the hat function span (nodes 15 and 25), the remainder of
the domain is not effected from the optimization procedure. This property could be
exploited in order to conserve certain design features which might be compulsory
due to the manufacturing or design restrictions.

9.2.2 Sensitivity Filtering on a Planar Domain

In order to extend the demonstration of themethod, a planar domain could be adopted.
A single hypothetical sensitivity vector (0.1, 0.1, 0.0) on a discretized domain is
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Fig. 9.3 A hypothetical
sensitivity field defined on
the design field

Fig. 9.4 The corresponding
sensitivity field on the
control field

used to present how the method works on surfaces in combination with a steepest
descent algorithm. In this example, the designfield is discretizedwith linear triangular
elements whereas the control field is discretized with bilinear quadrilaterals since
it is required to have coarser discretizations of the control field in order to obtain
filtering properties. The geometrical discretizations of the fields and the assumed
sensitivity field are shown in Figs. 9.3 and 9.4.

As the shape functions of the control field span over a wider range of design
elements, the design update field, that is computed on the control field, also extends
over the portion of the design elements which are covered by the control field’s
shape functions. In return, sensitivity and design filtering is achieved by increasing
the continuities of these fields across the design element edges to the control field’s
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Fig. 9.5 The design update
of the control field computed
with a constant step size 1.0

Fig. 9.6 Retrieved filtered
design update field on the
design field

shape functions’ continuities. This can also be interpreted as projecting the sensi-
tivity field defined on the Cx continuous design space to the Cs continuous control
space (Fig. 9.5). As a result, possible distortions of the design mesh are also avoided
(Fig. 9.6).



9 Treating Non-conforming Sensitivity Fields … 145

9.3 Sensitivity Filtering in a Multi-disciplinary
Optimization Framework

In this section, the implementedMDOframeworkwith the employed sensitivityfilter-
ingmethod is presented. The shape optimization requires sensitivities of the objective
function, which in an aeroelastic environment is often related to the force acting on
the interaction surface, and the number of design variables on the interaction surface
are often much greater than the number of the objective and the constraint functions.
Thus, well-known adjoint method is adopted for the coupled sensitivity analysis.
Moreover, due to the suitability to the available software, a Multi-Disciplinary Fea-
sible structure (MDF) [7] is chosen.

9.3.1 Coupled Optimization Problem and Coupled Adjoint
Sensitivity Analysis

The considered PDE constrained, steady-state aeroelastic shape optimization prob-
lem could be written in the following generic form:

min
x

J (x,d, v, p)

s.t. 	(x,d, v, p) = 0

and B.C.’s dS − dF = 0 on ΓFSI

vS − vF = 0 on ΓFSI

tS + tF = 0 on ΓFSI

(9.30)

where the design variables, the structural displacements, the fluid velocities and the
pressures are denoted by x, d, v and p respectively. 	 are the steady-state linear
elastic structural and the steady-state incompressible RANS equations in residual
form:

Rd
S = ∇ · σ (d) (9.31)

Rv
F = (v · ∇) v + ∇ p − ∇ · (νD (v)) (9.32)

Rp
F = −∇ · v (9.33)

Note that the optimization problem in (9.30) is written w.r.t. the design variable x
rather than the control variable s. Once the nodal sensitivity information is obtained,
(9.26) is used to obtain the sensitivities w.r.t. s in an explicit manner.

A Lagrangian of the PDE constrained optimization problem can be constructed
in the following way:
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L := J +
∫

ΩS

u · Rd
S dΩ +

∫
ΩF

w · Rv
F dΩ +

∫
ΩF

q R p
F dΩ (9.34)

Here u, w, q, refer to structural adjoint displacements, fluid adjoint velocities and
adjoint pressures. Making use of the stationary condition for the total variation of
the Lagrangian one finds;

δL = δxL + δdL + δvL + δpL = 0 (9.35)

It is necessary to set the variation of the Lagrangian w.r.t. the state variables to
vanish in order to derive the coupled adjoint FSI analysis. Consecutively, this enables
calculation of the sensitivity derivatives from the partial derivative of the Lagrangian
w.r.t. the design variables.

δdL + δvL + δpL = 0 (9.36)

δL = δxL (9.37)

Equation (9.36) is the starting point of the coupled adjoint FSI analysis and (9.37)
results in the coupled sensitivities respectively. After application of integration by
parts and the Gauss theorem on the Lagrangian function (the viscous term in the
RANS momentum equation should be treated twice) and introducing the boundary
conditions in (9.30), one reaches the adjoint equation systems and boundary condi-
tions. The derivationmainly follows [8] apart from the surface normal shape variation
assumption. Due to the arbitrary nature of the shape perturbations’ and the interface
displacement fields’ combination, it is more convenient to assume an arbitrary varia-
tion of the shape. This results in a slightly different sensitivity equation and coupling
terms respectively [9]. The derived continuous adjoint equation systems are listed
below:

Ru
S = ∇ · σ (u) (9.38)

Rw
F = −∇w · v − (v · ∇)w + ∇ p − ∇ · (νD (w)) (9.39)

Rq
F = −∇ · w (9.40)

The coupled adjoint equation systems differ only by the boundary conditions from
the uncoupled adjoint equation systems. For clarity, the interface coupling terms for
the adjoint fields are presented as follows:

w = u (9.41)

ta = ∇v · [2νn · D (w) − qn] (9.42)

where (9.41) refers to a Dirichlet boundary condition on the adjoint RANS equations
and (9.42), namely the adjoint tractions, refers to a Neumann boundary condition
acting on the adjoint structural equations. Similar boundary conditions were derived
in [10] for a coupled adjoint sensitivity analysis of an aeroelastic problem which is
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governed by Euler flow and linear elastic structural equations. It is important to note
that a force objective is assumed and such objective functions can also be formulated
on the inlet and outlet of the flow domain [11]. As a result, partial derivatives of the
objective function w.r.t. the design variables do not appear in the coupling terms but
rather on the inlet and the outlet boundary conditions of the adjoint fluid equations.
These equations enable a partitioned solution of the adjoint coupled fields similar
to the partitioned solution of the coupled primal fields with the so-called Lagged-
Coupled Adjoint (LCA) method [12].

Finally, once the coupled adjoint solution is available, grid sensitivities could be
calculated from the following equation;

dJ

dx
= 2A ∇v · [νn · D (w) − qn] (9.43)

with A being the area effected by the surface perturbations. It is important to note that
due to an assumption introduced for the adjoint coupling and sensitivity equations,
the structural sensitivities do not directly appear in the final sensitivity equation but
indirectly through the coupled adjoint solution [8]. Finally, the sensitivities w.r.t.
control field s can be calculated through (9.43) and (9.26).

9.3.2 Multi-disciplinary Feasible Optimization and Software
Framework

In order to realize the optimization workflow, a software coupling environment is
necessary. For this purpose, the open-source, in-house softwareEMPIRE (Technische
UniversitätMünchen) is chosen,which offers amodular and efficientway of software
coupling. As EMPIRE handles the connections with other software components in a
server-client relation, the resulting workflow remains modular. The components of
the workflow could then be replaced with desired software or method given that they
comply with the requirements of the employed MDF communication pattern.

In this framework, CFD analysis is carried out with OpenFOAM®.2 The well-
known SIMPLE algorithm is employed for the solution of both primal and adjoint
flow variables. A new solver is designed to handle both solutions in an iterative
manner through EMPIRE’s communication capabilities. Furthermore, the structural
analysis tool of Airbus Defence and Space (ADS), LAGRANGE® is utilized for
CSM analysis thanks to its capabilities in MDO context [14]. Due to the self-adjoint
nature of the linear elastic structural equations, a further development in the solvers is
not necessary. Thanks to the Python®3 interface of this software, the workflow could
be realized in an adaptive way. The coupled primal and adjoint equation systems
are solved in a partitioned manner by making use of the Aitken accelerator [15] that

2OpenFOAM® is an open-source toolbox for CFD simulations. http://www.openfoam.com/.
3Python® is a programming language. https://www.python.org/.

http://www.openfoam.com/
https://www.python.org/
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Fig. 9.7 The Extended Design Structure Matrix (XDSM) [13] of the implementedMDOworkflow

is available within EMPIRE. Finally, the sensitivity filtering is achieved by making
use of the mapping filters of EMPIRE. Having the components of the workflow
mentioned, the resulting connections and the communication pattern of the clients
are shown in Fig. 9.7.

9.3.3 Results

Making use of the constructed MDO framework, optimization of a symmetric
NACA0012 airfoil with 0◦ angle of attack (AoA) is performed. In order to avoid the
implications of frozen turbulence assumption in the adjoint Navier–Stokes deriva-
tions, Reynolds number is kept well below the turbulence limit (Re � 150) and the
optimization iterations are advanced until a steady-state flow solution is not possible.
The CFDmodel is presented in Figs. 9.8 and 9.9. The structural model uses the same
geometrical discretization as the fluid model interface (See Fig. 9.10). This choice
does not reduce the generality of the intended demonstration of the filtering method
but only reduces the possible numerical errors in the primal and adjoint fields that
could arise due to different discretizations. In fact for practical problems, where
the CFD and CSM interface discretizations are often dissimilar, the necessity for a
design control field is more significant, since the design update should be computed
on a common surface that drives both numerical models. Shell elements are used to
model the structural behaviour which results in a flexible airfoil. A simple support is
applied at the model’s leading and trailing edges. Finally, a coarser discretization of
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Fig. 9.8 CFD computational domain with outer diameter to chord length ratio: D ≈ 130 · C

Fig. 9.9 The discretization of the flow domain around the NACA0012 airfoil

the control field with bilinear quadrilaterals is adopted to achieve filtering properties
(See Fig. 9.11).

The considered optimization problem is a weighted sum of the drag minimization
and the lift maximization problems. The objective function can be written as:

J (x,d, v, p) = wD · FD + wL · FL (9.44)
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Fig. 9.10 The design mesh of the NACA0012 airfoil

Fig. 9.11 The control mesh of the NACA0012 airfoil

Fig. 9.12 The rugged sensitivity field on the design surface

Fig. 9.13 The smooth design update field as a result of filtering operation
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Fig. 9.14 The drag objective evolution throughout optimization iterations. Values are averaged
with the initial drag value

Fig. 9.15 The lift objective evolution throughout optimization iterations. Values are averaged with
the final lift value
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Fig. 9.16 The combined objective evolution throughout optimization iterations. Values are aver-
aged with the initial objective value

where FD and FL correspond to the drag and the lift forces respectively. Further-
more, equal importance is given to the weights of individual objectives; wD = 1.0,
wL = −1.0.

It is clear that if the retrieved grid sensitivities were to be used for the optimization,
the interface mesh would be distorted and it would not be possible to perform a
CFD simulation on the resulting numerical model (See Fig. 9.12). Making use of the
Mortar Mapping technique and the proposed method, sensitivity filtering is achieved
and smooth design updates are retrieved (See Fig. 9.13).

The gain from the individual objectives and theweighted sumduring the optimiza-
tion procedure are shown in Figs. 9.14, 9.15 and 9.16. It is predictable that the drag
and the lift objectives contradict each other when an optimization is to be performed.
This is clearly visible in Fig. 9.14 where the drag force takes a turn to increase while
the lift force in Fig. 9.15 keeps increasing. However, the total objective function keeps
decreasing as expected (See Fig. 9.16). At the converged FSI state the geometry is
forced to evolve towards slenderness due to the drag minimization, while the lift
maximization tends to increase the AoA and the camber of the airfoil.

9.4 Conclusions

A method to construct a filtering operator through the Mortar Mapping technique
is presented. The method uses the same basic principles with the Vertex Morphing
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method and forms the variable transformation through the Mortar Mapping proce-
dure. As the Mortar Mapping is a general procedure for field transfer between differ-
ent discretizations of the same field, the method is also applicable to CAD models.
For instance, the control field could be chosen as the underlying CAD model that
describes the geometry and forms a basis for numerical model generation. In that
case, since the optimization problem is solved and shape variations are computed in
the control space, it would be possible to retrieve a CAD model at the end of the
optimization process, too. Moreover, it is shown that the proposed method does not
violate the optimality condition of the optimization problem and the claim is sup-
ported with the examples of varying complexity. In addition, the applicability of the
method to more complex problems is presented utilizing the developedMDO frame-
work. In fact, the necessity of a control field is much more prominent when MDO
problems are considered. Often the numerical models of the individual disciplines
have non-matching discretizations on their interfaces, which results in dissimilarly
discretized sensitivity fields. The proposed method not only closes this gap and acts
as a driver for the optimization problem, but also serves as a sensitivity filtering
method to improve the quality of the resulting numerical models.
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Chapter 10
Interfacing MSC Nastran to the CFD-Solver
DLR-Tau for Unsteady FSI Analyses with
Nonlinear Aircraft Structures

Matthias C. Haupt, Klemens Lindhorst and Peter Horst

Abstract For the partitioned analysis of fluid structure interactions the coupling
of fluid and structural analysis codes is a basic requirement. For this purpose the
MSC Nastran solver provides a programming interface OpenFSI, which is used and
extended here for a flexible usage. Target is the integration of this nonlinear structural
solver into the parallel programming environment FlowSimulator in which the DLR-
Tau code is used for fluid analysis. The developed component based architecture and
implementation is explained in detail. Two applications show the characteristics
of nonlinear behaviour of aircraft structures. A beam-like behaviour shows in the
nonlinear aeroelastic loading case a stiffening due to larger deflections and rotations
and a correct kinematic shortening of the wing-span. A tin-walled wing structure
shows skin buckling, which reduces the overall stiffness of the wing and alters the
flowfield locally. Both effects can not be reproduced by the classical linear theory.

10.1 Introduction

The coupling of stand-alone-codes for the analysis of fluid structure interactions
(FSI) requires the exchange of coupling values e.g. the projection of displacements
and forces between the different surface grids as well as the transport from one
code to the other and the control of the coupling process [1]. Figure10.1 shows
schematically the process logic of such a FSI implementation. A typical approach to
build up such an implementation is to use the individual solver as black box solver
with the capability to solve the governing equations for a given set of boundary
conditions. These boundary conditions are derived here from the coupling conditions
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Fig. 10.1 Process logic of a
partitioned FSI simulation

and are the continuity of surface displacements and the equilibrium of forces [2]. For
nonconformal surface discretizations, which is the usual situation, a projection step is
required to satisfy the coupling conditions via the discrete degrees of freedom of the
different surface discretizations. The projection of the grid values is done via seperate
components. Finally, a top-level programming is needed to steer the components and
to manage the iteration to fulfill the coupling conditions on the common boundary
and the consistent advance in time of the individual solvers. In such an environment
each individual function is handled by an individual software component.

MSC Nastran uses a slightly different approach, because using the solution type
400 MSC Nastran solves the nonlinear and transient structural problem with its own
solution techniques and is able to use surface loads from e.g. a CFD solver for the
current deformation state in the actual nonlinear iteration step and for the actual time
step. In this sense MSC Nastran takes over the control of the coupling process and
the FSI implementation requires only the supply of the actual displacement state to
the fluid solver and the extraction of the resultant loads to be used by MSC Nastran.

The incorporation of these boundary values in theMSCNastran solution sequence
is shown in Fig. 10.2 refering to the programming interface OpenFSI provided by
MSC Nastran for such purposes [3]. The OpenFSI interface has some methods to
be implemented which are called during different phases of the nonlinear and tran-
sient solution process. The initialize method is called in the beginning of a
MSC Nastran run for initialization purposes. Before a new time step is evalued
the initializeTime method is called whereas the finalizeTime method
is called after the successful timestep evaluation. Most important are the methods
getWettedNodeForces, in which the forces determined here by the CFD code
need to be applied, and putWettedNodeDisplacementAndVelocities, in
which the actual displacements and velocities on the surface grid are available for
further use. In order to use this interface a c++ class has to be written that possesses
these particular methods prescribed byMSCNastran. For details about this c++ class
the reader is referred to the [4].
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Fig. 10.2 Data flow for an OpenFSI MSC Nastran simulation

Nevertheless the adaptation of a stand alone code to this c++-interface requires
some effort and a suitable software concept.

10.2 Component Architecture

The developed software concept is based on a distributed component architecture,
in which the MSC Nastran solver component runs as an individual process as well
as the other codes especially the CFD solver. The information exchange via an
interprocess communicationmust by understoodwith a proper adapter by all involved
components and should support heterogeneous computers and networks. A widely-
used interprocess communication technique like CORBA or xml-rpc [5] enables as a
middleware the different components to be implementedwith different programming
languages and ensures a great flexibility to adapt easily newcodes to this environment.
For this purpose xml-rpc was selected because of its easy usage.

Because the program flow of MSC Nastran is strickly defined and to avoid error-
prone synchronisation mechanisms in the implementation of the MSC Nastran com-



158 M. C. Haupt et al.

Fig. 10.3 Architecture of
the MSC Nastran server
component

ponent was designed as a server for other client components, see Fig. 10.3. The
xmlrpc server provides services to access a data pool - the shelf - to get the data
which are available via the OpenFSI interface or to set data which are required by
the OpenFSI interface. The Get/Set methods of the xmlrpc server provides access to
control flags defining the actual program state and program advance, the grid points
and the element connectivity of the structural surface grid and to query or define
vectors of interface quantities without the need to write these into files. To make
these services available while MSC Nastran is working the server and the shelf are
implemented in a separate thread and the OpenFSI methods are accessing this shelf
in the same way as the server methods do.

There advantages of this approach are summarized as follows:

• Clear component based architecture in design and implementation
• Simple access to MSC Nastran program with server based service and a lean and
extensible interface

• Neutral xmlrpc based communication to be used with a various programming
languages

• Data transfer via network service supporting heterogeneous computers and net-
works

• Fast data exchange compared to file based communication
• Simple and robust synchronisation of the coupled analysis via control flags

The c++ implementation of the MSC Nastran server component with the xmlrpc
server via OpenFSI is explained in Sect. 10.3 in detail. In Sect. 10.4 an example of a
client connection written in python is given.
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10.3 OpenFSI Implementation

For coupled fluid structure interaction analyses MSC Nastran provides a program-
ming interface called OpenFSI with the already mentioned methods. In order to
use this interface a c++ class iflsOpenFSI was written that implements the par-
ticular methods specified in the abstract class OpenFSIBase. Furthermore, the
class iflsOpenFSI is inherited from a class iflsXmlrpcDataServer, see
Fig. 10.4. This class possesses an instance of a xmlrpc server - here based on theAbyss
HTTP server - provided by the xmlrpc-c library [5]. Moreover, in the constructor
method of the class xmlrpcDataServer the xmlrpc server is equipped with get-
and set-methods for the xmlrpc interface for scalar values and array data respectively
by using the class-own method AddMethod. The particular xmlrpc server methods
has to be defined as classes inherited from the class xmlrpc_c::method, which
is the reason why the xmlrpcDataServer class owns a class for each get- and
set-method, see Fig. 10.4.

Fig. 10.4 Class diagram of the OpenFSI based MSC Nastran server implementation
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For synchronisation with the MSC Nastran process some control flags are avail-
able, to query the currents MSC Nastran run state and to steer its progress:

• Initialize.Finished: Indicates that the initializemethod is finished,
i.e. MSCNastran is launched successfully and the xmlrpc server is initialized with
model data such as nodal coordinates, node IDs and element connectivity.

• Time.Set.Flag: Monitors the time stepping. Before starting the next time step
its value is 0 (set in methods initialize and finalizeTimeStep) and 1
while the time step solution has started (set in initializeTimeStep).

• Solution.Finished: A value of 1 indicates that MSC Nastran has finished
the last solution step and the calculated results (displacements and velocities) are
accessible in the server (set in putWettedNodeDisplacementsAnd...
method). A value of 0 needs to be set by a client after accessing the results to
identify the availability of new results.

• Force.Set.Flag: A value of 1 (set by a client) indicates, that the force array
is set by the client process, e.g. the CFD code, and a MSC Nastran solution step is
launched after assigning the forces to the MSC Nastran data structures. A value of
0 (set in the putWettedNodeDisplacementsAndVelocities method)
makes the getWettedNodeForces method waiting for forces.

• Terminate.Flag: A value of 1 indicates, that the coupled analysis has reached
final time step respectively the terminate method and MSC Nastran is termi-
nated in the following.

In addition to these control flags values of the current physical time in the MSC
Nastran solution and the next timestep size are accessible via the server by the variable
names End.Time and Delta.Time.

10.4 FSI Architecture

To set up a FSI analysis the component architecture shown in Fig. 10.5 is developed.
It consists of two analysis code components (StructureCode and FluidCode),
the component for the projection between the different surface discretizations
(Projection) and finally the component to steer the components and to exchange
data between the components (ControlCode). Both analysis code components
provide a unified interface (code interface), so that the codes are handled in
the FSI environment in a unique way and can be easily exchanged by an other code
implementing this interface.

For the integration of the MSC Nastran solver into the architecture the structural
code component consists of an adapter (StructureCodeWrapper), to imple-
ment the code interface and to adapt it to the MSC Nastran server capabilities, and
a component to communicate with the MSC Nastran server, which is done with a
client (XmlRpcClient) using the MSC Nastran server interface.
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Fig. 10.5 Component diagram of a FSI analysis architecture

The python implementation of the components presented in the following is only
an example for a client connection to the xmlrpc server. It is possible to use any
programming language that supports a xmlrpc client connection.

10.5 FSI Implementation

The implementation of such FSI analysis was done on top of the FlowSimulator
framework [6], which already provides basic techniques to control and steer anal-
ysis codes, especially CFD codes, in a parallel environment. Advantageously, the
FlowSimulator environment supports the Python programming language, which was
used here for the high level programming of the different components. The class
diagram in Fig. 10.6 gives an overview over the design.

The xmlrpc client component and in this way the connection to the xmlrpc server
is realized with the xmlrpclib python package. A class FSNastranClient is
implemented that instantiates a xmlrpc server proxy object in order to provide the
connection to the server. Moreover, the class FSNastranClient provides simple
methods to send, receive and remove scalars and arrays in analogy to the get/set
methods of the server. Thesemethods are used by the classFSStructureCode for
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Fig. 10.6 Class diagram of a FSI analysis implementation

data transfer. Furthermore, the class FSStructureCode implements the unified
code interface FSAnalysisCode and in addition some code specific methods, e.g.
to handle restarts. FSAnalysisCode defines a set of standard methods of analysis
codes so that the codes with this interface behave equally and can be replaced easily
be an alternative code implementing this interface. The adaptation of the fluid solver -
here the DLR-Tau [7] code is used - with the code adapter FSFluidCode is done
analogous.

The class FSIAnalysis provides some high level to the user: FSI specific
functions, e.g. the evaluation of a predictor or the set up of the involved codes for a
new time step. Furthermore, methods for the projection of forces and displacements
between the surface grids are included, using the proper functions of the projection
software. In this paper the advanced splining module of the FlowSimulator environ-
ment was used. These high level functions hide the detailed set up from the user and
the resultant control code is clean and clear. This is explained with an example script
of a FSI analysis using the simple Dirichlet–Neumann iteration:
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Listing 10.1 FSI initialization
1 # Parameters for CFD solver TAU
2 fluidParam = {’ParamFile ’: "NLR7301.param07",
3 ’GridFile ’: "fluid.grid",
4 ’CFDSurfaceMarkers ’: CFDSurfaceMarkers}
5

6 # Parameters for NASTRAN
7 structParam = {’NastranFile ’: ’structure.dat’,
8 ’SCA_PATH ’: ’PathToServices/NastranServices ’,
9 ’NastranExecutable ’: ’mdnast20101 ’}

10

11 # Parameters for interpolation module FSAdvancedSplining
12 interpolParam = {"Groups": [{"Name": "WR", "CFDMarker": [3],
13 "Splines": {"ALL": {"Type": "RBF_TPS", ... }}
14 ... }
15

16 # Instantiation of FSI class object , fluidCode and structureCode
17 FSI = FSIAnalysis(fluidParam , structParam , interpolParam)
18 fluidCode = FSI.GetFluidCode ()
19 structCode = FSI.GetStructureCode ()

In the lines 1–13 of listing 1 dictionaries are filled with class specific parameters.
In the instantiation of the FSI analysis (line 16) the structure and fluid code objects
are created as well as the object of the projection. Lines 17 and 18 give direct access
to the analysis codes.

Because MSC Nastran controls the time step and iteration control, the analysis
loop continues until MSC Nastran terminates the analysis. This is checked in line 1
of listing 2. The intended block starts with the setup of a new time step initializing
some data and calculates a second order predictor (line 9) if MSC Nastran is still
running. The current displacements are projected on the fluid grid in line 12 and
used as boundary conditions for the fluid code in line 15. In line 16 the fluid solver
calculates the solution of the configured Dirichlet problem with theses boundary
conditions and in line 17 the resulting surface forces are extracted.

Listing 10.2 FSI time stepping loop
1 while not FSI.IsTerminated ():
2

3 # check for new time step
4 if FSI.CheckNewTimeStep ():
5 # Prepare new time step
6 FSI.PrepareNewTimeStep ()
7 if FSI.CheckNastranProc ():
8 # use structural predictor
9 structDefoVecs = FSI.DoSecondOrderPrediction ()

10

11 # interpolate displacements from structure to fluid grid
12 fluidDefoVecs = FSI.Interpolate(structDefoVecs)
13

14 # solve the fluid problem
15 fluidCode.SetQuantities(fluidDefoVecs , fluidCode.displName)
16 fluidCode.Solve ()
17 fluidForces = fluidCode.GetQuantities(fluidCode.forceName)
18 fluidCode.WriteRestartData ()
19

20 # interpolate forces from fluid to structure grid
21 structForces = FSI.TransposedInterpolate(fluidForces)
22

23
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24 # solve the structural problem
25 if FSI.CheckNastranProc ():
26 structCode.SetQuantities(structForces ,structCode.forceName)
27 structCode.Solve ()
28 StructDefoVecs = structCode.GetQuantities(structCode.displName)
29 structCode.WriteRestartData ()

In line 21 follows the projection of the fluid forces onto the structural grid. The
structural boundary conditions are set in line 26 and line 27 letMSCNastran perform
a solution step. In line 28 the surface displacements are accessed from the structural
code. Usually a convergence check should follow in a Dirichlet–Neumann cycle but
here MSC Nastran does this during its own nonlinear solution and decides how to
proceed.

With this high level implementation the user is able adapt e.g. an other structural
code and can use this environment to implement more sophisticated FSI coupling
schemes easily.

10.6 Examples

Target of the MSC Nastran integration into the FlowSimulator environment is the
capability to investigate structural nonlinear applications. Therefore, two cases are
considered in the following sections.

10.6.1 Beam Structure

In the first example a high aspect ratio wing with constant cord together with a
simple beam model representing the structure is investigated in cooperation with the
DLR Göttingen. The structural parameter of the beam model are taken from [8] and
summarized in Table10.1. Figure10.7a shows the structural model consisting of a
finite element beam and the wetted surface in grey color. The aerodynamic profil is
given in Fig. 10.7b. The aerodynamic conditions are given in Table10.2.

The first four eigenmodes in z-direction are shown in Fig. 10.8. The beam is
modeled symmetrically meaning the structural behaviour in x direction equals the
behaviour in z direction. Therefore, for each eigenmode shown in Fig. 10.8 a second
mode with the same frequency and with an identical shape in x direction exists. The
largest amplitude of all modes is observed at the wing tip. The first four eigenfre-
quencies are nearly doubled from one frequency to the next.

Subject of this test case is the quantification of the structural nonlinearities within
the coupled FSI analysis. Because the focus is on the structural nonlinearities large
deformations are of major interest. In general, structural nonlinearities are expected,
if the bending deformation of the free beam end reaches 10% of the beam length. In
consequence, the wing tip should exceed a bending deflection of uz,T ip > 1.6 m.
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Table 10.1 Parameters of the structural model

Parameter Value Parameter Value Parameter Value Parameter Value

m 749.2 kg b 16 m ν 0.33 ρ 2800 kg
m3

E 71000 N
mm2 G 26700 N

mm2 GE 3.033 ·
108

A 1.67 ·
10−2 m2

(a) (b)

Fig. 10.7 a Beam model with wetted surface definition; b Aerodynamic contour of the airfoil

Table 10.2 Aerodynamic parameters of the investigated case

Parameter Value Parameter Value Parameter Value

Ma 0.58 T∞ 260 K ρ∞ 0.8 kg
m3

p∞ 59696 Pa U∞ 187.465 α 1.5◦

Fig. 10.8 Eigenmodes of the beam: a 1st mode with f1 = 1.503 Hz; b 1st torsion mode with f2 =
5.820 Hz; c 2nd bending mode with f3 = 13.053 Hz; d 3rd bending mode with f4 = 23.348 Hz
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Fig. 10.9 Vertial tip node displacement of transient analysis with linear and nonlinear structure

In the transient analysis the wing starts moving from the undeflected initial state.
1500 time steps with the step size Δt = 0.001 s are calculated. Figure10.9 shows
the bending definition of the wing tip for the solution with and without inclusion of
the structural nonlinearities. Significant differences between the linear and nonlin-
ear behaviour occur for times larger than t = 0.2 s. This observation matches the
expectation above. After reaching a bending deformationwith an amplitude of nearly
uz,T ip = 3 m the wing tip oscillates with the second eigenmode around a constant
value of the stationary limit with a deformation shape close to the first eigenmode.
The amplitude of the nonlinear case is smaller compared with the linear case due
to the fact, that the additional nonlinear terms stiffen the beam structure. Nonlinear
aerodynamic effects play no role.

Important for the understanding is the realistic kinematic deformation of the non-
linear solution, because the nonlinear analysis keeps the deformed beam length con-
stant and in consequence the nonlinear analysis shows a negative displacement in
axial y direction, which is not negligible (see Fig. 10.10). The projection of the
deformed beam on the y axis is shorted in the order of 2%. The linear analysis shows
only a small axial deformation because of the bending induced rotations of the beam
cross section and in consequence aerodynamic load components in axial direction.
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Fig. 10.10 Axial tip node displacement of transient analysis with linear and nonlinear structure

Fig. 10.11 Surface discretization of the structural finite element model

10.6.2 Shell Structure

This test case was developed in cooperation with Airbus Defense and Space and con-
siders a complete aircraft configuration of an unmanned aerial vehicle with a nearly
rectangular wing. Figure10.11 shows the wetted surface of the structural MSC Nas-
tran finite element model, which basically consists of shell elements. The additional



168 M. C. Haupt et al.

Fig. 10.12 Surface discretization of the aerodynamic model

store tank is represented by a mass point which is connected to the wetted surface
elements of the MSC Nastran model (WETELEME card) by multipoint constraints
(RBE3 card).

The wetted surface discretization of the aerodynamic grid is shown in Fig. 10.12.
The subgrid around the engine is excluded from the analysis, because of the missing
structural counterpart and the missing aerodynamic thrust modeling. Because the
flight conditions are fixed and the focus is on quality of the wing bending this aspect
is negligible.

The flight conditions of Mach number Ma = 0.4 at altitude H = 11 km provide
at an angle of attack of α = 8.086◦ a lift of the rigid aircraft which is in balance
with its weight of nearly m = 6, 000 kg for the completely fueled configuration.
With this angle of attack and empty tanks (wing, center and store) a coupled FSI
analysis results in deformations in a reasonable magnitude. Figure10.13 shows the
aeroelastic equilibrium using a linear and a nonlinear structural model. The upper
wing skin tends to a wavy bending deformation under the compression close to
the wing root. This leads to a further loss of stiffness and to buckling of the skin,
which can be modelled only by the nonlinear theory. This local stiffness reduction
has a larger bending deflection of the complete wing as consequence. The wing tip
deflection of the nonlinear model is with uNL

z,T ip = 0.594 m 13.58% larger than for
linear model with uL

z,T ip = 0.523 m. The global lift coefficients for both model types
are cLA = 0.8426 and cNL

A = 0.8391, which is a deviation of 0.415%. The reason for
this is the wing span reduction in the nonlinear model and the altered flow field due
to the skin buckling.

With these stationary cases as initial state a transient gust analysis is performed
using the DLR-Tau gust generator [9]. The vertical gust is of the 1-cos type with a
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Fig. 10.13 Comparison of stationary aeroelastic deformations (amplified by a factor of 10)

Fig. 10.14 Illustration of the gust parameters

length of Lg = 10 m, a maximum gust velocity of vg = 10 m/s and moves with the
velocity ofUg = 139.3 m/s (see Fig. 10.14). At the beginning of the analysis the gust
is positioned at the aircraft nose, i.e. the initial distance is xg,ini t = 0 m.

Figure10.15 shows the history of the wing tip deflection for both models. The
initial deformations reflect the different static aeroelastic equilibriums. The dynamic
responses show two superposed oscillations stemming from the first two eigenmodes.
This happens with slightly different frequencies because of the different stiffnesses
especially due to the skin buckling in the nonlinear case. Similar to the static analysis
the lift coefficient is not influenced so much (see Fig. 10.16), because the gust excites
primarily the bending and both theories do not show discrepancies in the torsional
behaviour. For swept wings this may be more significant.
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Fig. 10.15 Vertical wing tip displacement due to gust loads

Fig. 10.16 Global lift coefficient due to gust loads
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10.7 Conclusion

In this contribution the adaptation of the MSC Nastran solver to the CFD DLR-Tau
solver was explained. A server-client concept was developed and implemented for a
flexibleMSCNastran usage inFSI analyses. Furthermore, the design of an integration
into a FSI framework based on the FlowSimulator software was explained.

The focus of the demonstration examples lies on the nonlinear structural behaviour
and its impact on the FSI. Two examples show two import effects. First, the bending
of a beam-like structure leads to smaller bending deflections in the nonlinear case.
But if the wing has no sweep angle, the overall lift coefficient is only influenced by
the realistic shortening of the wing span due to this shortening. Second, the local
nonlinear behaviour of the wing skin under compression leads to a local buckling
with a decreasing stiffness of the wing in this section. This causes a larger overall
deflection of the wing. Possibly, the aerodynamic state may be influenced by such a
buckling under certain conditions.

If wings become lighter and more flexible the global and local nonlinear struc-
tural behaviour becomes more important in FSI analyses. The presented approach
shows the capability to configure such simulations and the applications shows the
importance of nonlinear structural models.
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Chapter 11
Numerical Computations of Isolated
and Installed Engine Jet Flows

Arne Stürmer, Carlos Màrquez-Gutierrez and Peer Böhning

Abstract The integration of efficient high bypass ratio turbofans under the wing
of transport aircraft configurations necessitates a very close coupling between the
engine and the airframe. One concern arising from this is the possible increase of
the noise emissions due to the interaction of the engine jet with the aircrafts’ high-
lift system. A coupled aerodynamic-aeroacoustic assessment approach is necessary
to help understand the underlying flow physics and also support the optimization
of such integration scenarios. In the frame of a comprehensive parameter study, a
best practice approach for the use of the DLR TAU-Code to investigate the complex
aerodynamics of jet-flap interactions was devised which also ensures the usability of
the RANS (Reynolds Averaged Navier–Stokes) results in a subsequent aeroacoustic
analysis.

11.1 Introduction

Increasingly demanding economic and environmental requirements along with
improved aerodynamic and structural solutions have enabled very large bypass ratio
engines to become propulsion sytems of choice for commercial transport aircraft.
While these engines enable substantial reductions in both fuel burn and emissions,
the inherently necessary tighter coupling of these turbofans with the wing of the
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aircraft as well as the high-lift system raises concerns regarding the noise emissions.
While even higher bypass ratio engines will provide lower pure jet noise emissions
due to the lower exhaust velocity in the bypass flow resulting from the reduced fan
pressure ratio, there is a risk that the more closely coupled engines jet will interact
with the aircrafts’ high-lift system resulting in increases in jet-flap interaction noise.
In order to enable both a highly accurate aerodynamic and aeroacoustic assessment
and design tool suite, the aim of the present work was to demonstrate and validate
the applicability of the DLR TAU-Code [1, 5] to the numerical simulation of engine
and engine-airframe configurations and to develop a best practice approach for these
simulations, where the results must be suitable for a subsequent use in a numeri-
cal aeroacoustic analysis. The requirements set by this multi-disciplinary analysis
necessitate specific approaches to both the mesh generation as well as the physical
modeling (i.e. turbulence models) in the RANS (Reynolds Averaged Navier Stokes)
simulation to ensure high quality solutions can be achieved.

In a first step a methodolgy in TAU for jet flows of isolated nozzles and nozzles
installed under a straight, unswept infinite wing section with high-lift system was
establisbed. A reference was made available by Rolls-Royce (RRD) in the form of
exisiting simulation results based on the use of the commercial CFD solver Fluent
and validation data was provided through PIV (Particle Image Velocimetry) mea-
surements, that were obtained for the configurations under study here in the frame
of the EU-funded research project VITAL.

In a second step the methodology was extended to a more realistic swept finite
wing. For the validation static pressure data on the wing surface were available.

11.2 Test Case Definition

The test cases specified by Rolls-Royce for use in the project were based on the
so-called VITAL BPR9 nozzle. This configuration was wind-tunnel tested which
resulted in the availability of PIV data characterizing the development of the engine
jet and provides a validation basis for the TAU simulations. Furthermore, Rolls-Royce
provided existing simulations for these test cases conducted with the commercial
CFD solver Fluent, where the results were viewed as a good point of reference for
RANS simulations to be used in a subsequent aeroacoustic analysis.

In total three configurations were investigated, as shown in Fig. 11.1:

1. An isolated nozzle configuration with pylon
2. An installed nozzle configuration, mounted with a pylon in an underwing instal-

lation on an unswept cruise configuration wing
3. An installed nozzle configuration, mounted with a pylon in an underwing instal-

lation on an unswept wing with a 30◦ flap defelection

All simulations were done at the wind-tunnel scale, which featured a bypass nozzle
diameter of D = 0.26216 m. In all cases the symmetry along the engine centerline
was exploited, enabling a reduction in the mesh size but also limiting the studies
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(a) Isolated nozzle configura-
tion with pylon

(b) Installed nozzle with a
clean, unswept wing

(c) Installed nozzle with 30◦
flap deflection

Fig. 11.1 Overview of the VITAL BPR9 configurations employed for the TAU validation studies

to the wind tunnel test configurations that featured a straight, unswept wing. The
test point under study, selected from those also measured in the experimental test
campaign, is for a representative high-thrust take-off case.

11.3 Mesh Generation

The existing reference simulations were done using block-structured meshes created
using the commercial ICEM Hexa mesh generator. In order to ensure for a good
compariability with the reference simulations of these test cases done with Fluent,
the meshes from those studies were re-used and adapted as necessary for use with
the DLR TAU-Code, as shown in Fig. 11.2. One specific adaptation that became
necessary was a smoothing of the meshes at the block boundaries. This was prompted
by an observed bad rate of convergence in the TAU-solver runs, which indicated a
higher sensitivity of TAU compared to Fluent to locally very small time step sizes in
the temporal integration scheme.

All the provided meshes were set up for the use of a wall function model at
viscous walls in order to save grid points. While this feature is also available in the
TAU Code, its use is not standard practice at DLR. Therefore an additional mesh was
generated for the isolated case which included sufficient nodes to adequately resolve
the boundary layers in the frame of the RANS approach in order to demonstrate the
equivalence of the results obtained with this mesh to those obtained using the wall
function model.

The meshes ranged in size from 8.6e6 to 15.6e6 nodes for isolated case without
and with boundary layer resolution and from 13.2e6 to 19.9e6 nodes for the installed
cases without and with the flap deflection respectively.
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(a) Isolated nozzle mesh for wall function (b) Isolated nozzle mesh for resolved boundary
layer simulations

(c) Installed nozzle mesh (d) Installed nozzle with 30◦
flap deflection mesh

simulations

Fig. 11.2 VITAL BPR9 configuration meshes along the engine centerline/symmetry plane

11.4 Numerical Simulations and Parameter Studies

The reference Fluent simulations made use of an upwind scheme for the time inte-
gration and employed a k − ε turbulence model as well as a wall function model on
viscous walls. These basic settings were the starting point for the TAU simulations
to ensure the best possible comparability. During the course of the studies some
adaptations of the numerical approach using the DLR solver became necessary, as
will be discussed in the following sections detailing the paramater study on the basis
of the isolated VITAL configuration.

Turbulence Model Impact

Presently there is no implementation of the k − ε-model in the DLR TAU-Code.
Thus the Menter SST model was chosen for further studies, as this has proven to be
the most robust and widely applicable 2-equation turbulence model across a wide
range of applications at DLRs Institute of Aerodynamics and Flow Technology [3,
4].

In the simulations it became evident that a shear layer instability at the bypass
nozzle occurred in many cases, which had a very detrimental impact on the conver-
gence rate and quality of the CFD solutions. It was found that a switch to the Menter
Baseline (BSL) model avoided this issue and ensured both a well-converged RANS
simulation as well as a solution quality that was in-line with the requirements set
by the subsequent aeroacoustic analysis. Thus this turbulence model was chosen as
the standard for use in these types of applications and employed exclusively for all
further studies in the frame of the AeroStruct work.
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Spatial Discretization Impact

For the initial TAU simulations the meshes of the reference simulations were used. At
some of the block interfaces these grids featured some large changes in cell volumes
related to specific aspects of the mesh topology. While Fluent was well-behaved in
these regions, a strong dependance of convergence rate and solution quality on large
cell volume discrepencies was found when running TAU. In order to alleviate these
issues and speed up the simulation times the meshes were adapted using ICEM Hexa
to have a smoother cell volume distribution across the block boundaries. Using these
smoothed meshes, both the convergence behavior as well as the solution quality
could be significantly improved in TAU and results achieved a very close agreement
with the reference Fluent data.

In most external aerodynamics applications at DLR, the use of the central scheme
for the spatial discretization is standard practice [2]. In the present as well as other
cases featuring hot engine jets, this model often leads to unphysical total temperature
hot spots in the shear layers of the core engine jet with TAU. While not necessar-
ily found to negatively impact the solution quality in terms of the turbulent kinetic
enegery (TKE), which is of prime importance for the subsequent aeroacoustic analy-
sis, the use of an upwind scheme is known to avoid these problems. As this choice
is also in line with the reference Fluent simulations, a 2. order upwind scheme was
employed also for all studies discussed here.

Boundary Layer Resolution Impact

For industrial applications the use of wall functions to resolve boundary layers on
no-slip walls is naturally an attractive option to help to reduce the size as well as
the effort of generation of the computational mesh and thus also the cost in terms of
time and CPU resources of the RANS simulations. However, the applicability of this
method is limited to cases with predominantly attached flow around the configuration
under study. In particular installed engine cases featuring an aircraft in high-lift
configuration at low-speed flight conditions will exhibit large areas of separated
flow, which are better handled by adequately resolving the boundary layer flow
regions. Therefore DLR decided to also include a case with a mesh featuring a high
near-wall mesh resolution to avoid the use of the wall function approach. The aim
was to demonstrate that this setup will lead to identical jet development predicitions
as found for the reference wall function-based simulations, ensuring that potential
future studies for complex aircraft configurations with highly separated flows can be
simulated with adequate confidence.

For the isolated nozzle configuration, Fig. 11.3 shows a comparison of the PIV
data from the previously conducted wind tunnel tests with the TAU simulation results
for both the mesh with and without the high mesh resolution on viscous walls. Plotted
are the radial axial velocity and turbulent kinetic energy profiles for the engine jet
in the horizontal symmetry plane of the nozzle at an axial position of x/D = 2.4 aft
of the configuration. The TAU results show essentially negligible differences for the
two meshes and approaches and agree well with the experimental results.
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(a) Installed nozzle with a clean, (b) Installed nozzle with 16◦
flap deflectionunswept wing

Fig. 11.3 Overview of the VITAL BPR9 configurations employed for the TAU validation studies

11.5 Validation of the TAU Best Practice Approach

For the validation of the RANS results using the best practice for the DLR TAU-Code
simulations, PIV data was available that was obtained in a wind tunnel test in the
frame of the EU R&T project VITAL. This data was measured for the isolated case
and the installed case with the cruise wing at the conditions used in the present study.
In the following sections comparisons between the TAU results, the Fluent results
and the PIV data will be made for these two configurations. For axial locations of
x/D = 2.4, 3.8, 6.9 and 8.7 downstream of the nozzle, results will be presented and
discussed for the axial velocity and the turbulent kinetic energy distributions. In all
cases the radial distributions in the engine symmetry plane will be plotted.

11.5.1 Isolated Nozzle with Pylon

For this case the TAU results for both the wall function-adapted as well as the
boundary layer resolving meshes will be compared to the Fluent and the PIV data
(Fig. 11.4).

11.5.1.1 Axial Velocity

The velocity profiles at all axial positions indicate that all numerical results are in
very close agreement and also show a good prediction of the jet development as was
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(a) x/D=2.4 (b) x/D=3.8

(c) x/D=6.9 (d) x/D=8.7

Fig. 11.4 Isolated VITAL configuration jet axial velocity development

determined in the PIV experiments. Generally it can be seen that all CFD results
predict a slighly longer potential core length as well as a perturbation of the jet in
the upper region by the pylon to larger downstream locations.

11.5.1.2 Turbulent Kinetic Energy

These plots again show a relatively close match between the numerical results and a
generally well predicted development of this parameter in the engine jet. In contrast
to the axial velocity, the absolute deviations between CFD and experimental data are
larger. The impact of the pylon on the jet development in the first few axial positions
is seen to lead to the largest differences between the CFD results (Fig. 11.5).
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(a) x/D=2.4 (b) x/D=3.8

(c) x/D=6.9 (d) x/D=8.7

Fig. 11.5 Isolated VITAL configuration jet turbulent kinetic energy development

11.5.2 Installed Nozzle with Clean Wing Configuration

For the installed case with the clean wing, the TAU results will be compared to the
Fluent as well as the PIV data.

11.5.2.1 Axial Velocity

Very much in agreement with the isolated case results, the velocity profiles across
all the axial positions indicate that all numerical results are in very close agreement
and also show a good prediction of the jet development as was determined in the PIV
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(a) x/D=2.4 (b) x/D=3.8

(c) x/D=6.9 (d) x/D=8.7

Fig. 11.6 Clean wing installed VITAL configuration jet axial velocity development

experiments. Again, all CFD results predict a slightly longer potential core length as
well as a perturbation of the jet in the upper region by the pylon to larger downstream
locations (Fig. 11.6).

11.5.2.2 Turbulent Kinetic Energy

The plots of the turbulent kinetic energy again show a relatively close match across
the numerical results and a generally well predicted development of this parame-
ter in the engine jet. In contrast to the previously discussed axial velocity data the
absolute deviations between CFD and experimental data is somewhat more pro-
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(a) x/D=2.4 (b) x/D=3.8

(c) x/D=6.9 (d) x/D=8.7

Fig. 11.7 Clean wing installed VITAL configuration jet turbulent kinetic energy development

nounced. Furthermore, the impact of the pylon on the jet development in the first
few axial positions is also seen to lead to the largest differences between the various
CFD results (Fig. 11.7).

11.6 Application of the Simulation Approach to Complex
Aircraft Cases

Two test cases were used to further test the TAU simulation approach for the sim-
ulation of complex aircraft configurations with jet-flap interactions. As shown in
Fig. 11.8, the basis was the so-called SPWD-S33 configuration (Special Purpose
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(a) S33 clean wing configuration (b) S33 with 16◦ flap deflection

Fig. 11.8 Symphony S33 configuration

Wing Design), which was also wind tunnel tested in the frame of another research
project. Both a clean wing case as well as an aircraft with a 16◦ flap deflection were
investigated.

The SPWD wing was a special purpose design to be operated in a wind-tunnel
test at zero degree angle of incidence to maintain the orientation of the nozzle and
the wing and to avoid significant vortex shedding at the wing root and tip while
still generating significant lift to enable a more representative jet-flap interaction.
The lower wing surface design of a reference wing was maintained to ensure a
representative jet wing interaction and noise reflection scenario could be achieved.
These constraints resulted in a complex pressure distribution at the leading edge with
the stagnation point moving onto the upper wing surface.

The complexity of these test cases is much greater than was found in the VITAL
cases, which featured a straight, unswept infinite wing section only.

Some simplifications versus the wind tunnel test were made, the most notable
of which is the simplification to a symmetric aircraft with a symmetry plane along
the fuselage centerline, i.e. the fact that the model was sting mounted with a strut
attaching to the wing root on one side of the fuselage was not accounted for. Fur-
thermore, a full freestream flow was specified at a farfield boundary, which therefore
does not model the limited diameter wind tunnel nozzle flow, which had the tunnel
jets shear layers impinging on the wing tip and fuselage of the aircraft. The test point
under study, selected from the experimental test campaign, is for a representative
high-thrust take-off case.

11.6.1 Mesh Generation

As was the case for the VITAL cases studied in the frame of this work, fully block
structured meshes were also used in the analysis of the S33 full aircraft configuration.
This was to ensure the to-date established best practice of having smoothly distributed
hexahedral elements to resolve the jet shear layers is adhered to also for these studies.
The meshes were generated using ICEM Hexa and were created with a mesh density
sufficiently fine in the near wall regions to properly resolve the boundary layers. The
resulting mesh for the clean wing S33 configuration featured 62.1e6 and that for the
S33 with the flap deflection 64.5e6 nodes.
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11.6.2 Results and Validation

Based on the investigations performed for the VITAL test cases discussed in the
previous sections, a simulation strategy for the DLR TAU-Codes application to cases
with jet-flap interaction was devised, which ensured good quality RANS results as
seen in comparison with other reference simulations as well as wind tunnel test data.
Furthermore, this strategy also enabled the use of the obtained flowfield solutions in a
subsequent aeroacoustic analysis. This approach was applied to the S33 configuration
test cases and was based on the following essential components:

1. Smooth block-structured meshes for the best possible resolution of jet shear layers
2. A 2. order upwind scheme for the spatial discretization to avoid unphysical total

temperature hot spots at jet shear layer boundaries
3. The Menter BSL 2-equation turbulence model to enable production of data suit-

able for the aeroacoustic analysis while also avoiding shear layer instabilities in
the RANS simulations

For the validation of the CFD results some pressure distribution data from the wind
tunnel test was available for an inboard and an outboard wing section, both at a span-
wise distance of 0.09285 m from the pylon location. Figure 11.9 shows a comparison
of the numerical and experimental data for these wing sections. The unconventional
pressure distribution at the wing leading edge is a results of the special purpose
design outlined above. With the exception of the most downstream pressure tap a
generally satisfactory agreement between CFD and the wind tunnel test data can
be seen - in particular for the inboard section. The larger deviations evident for the
outboard section are most likely attributable to the fact that while the simulations
assumed the aircraft fully immersed in the Ma = 0.15 freestream flow field, the wind
tunnel test had a finite tunnel jet, with a likely shear layer impingement on the wing

(a) S33 clean wing configuration (b) S33 with 16 ◦ flap deflection

Fig. 11.9 Computed and measured pressure distributions on special purpose designed wing at
sections 0.09285 m in- and outboard of the pylon
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tip. Thus differences in particular in the outboard wing regions have to be expected.
The pressure distributions show the expected increase in wing circulation at constant
angle of attack brought about by the flap deflection in the lower pressure levels on
the suction side of the wing.

11.7 Summary and Conclusion

In the frame of a comprehensive parameter study the DLR TAU-Code was validated
and demonstrated toward its’ applicability to the simulation of complex aircraft
configurations characterized by strong jet-flap interactions with the added aim of
being able to use the RANS results in a subsequent aeroacoustic analysis. Based on
the VITAL BPR9 test case a best practice approach to these simulations for both
isolated as well as installed configurations was developed, which was in line with
the existing reference results utilizing the Fluent CFD-solver.

The investigations showed that the engine jet can be well-predicted using both a
full mesh resolution of the boundary layers as well as a wall function model. The
most robust turbulence model available in the TAU Code for these applications was
found to be the Menter Baseline model. This avoided the occurence of jet shear layer
instabilities often encountered with the SST model, while also providing the flowfield
data required for the aeroacoustic analysis. TAU was shown to be sensitive to the
smoothness of the block-structured meshes that were employed, and requires a grad-
ual distribution in cell volume growth across block boundaries. Spatial discretization
was best done using a 2. order upwind scheme, which avoided the occurrence of some
unphysical total temperature hot spots at the jet shear layers very often found when
using central dissipation schemes.

In future projects and collaborations between DLR and Rolls-Royce the most
pressing need is to investigate the usability of hex-dominant unstructured meshes
in these types of studies. Through the appropriate use of hexahedral elements, in
particular for the resolution of the engine jets, it is hoped that a comparable solution
quality can be achieved while also greatly easing the mesh generation effort for
complex configurations.
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Chapter 12
Application of Reynolds-Stress-Models
on Free Shear Layers

Tim Landa, René-Daniel Cécora and Rolf Radespiel

Abstract This contribution presents the application of the JHh-v2 and JHh-v3
Reynolds-Stress-Model on different test cases with free shear layers. Based on a
two-dimensional mixing layer, the need for improvement of the JHh-v2 turbulence
model for free shear layers is worked out. An additional sink term within the length-
scale equation is implemented and calibrated, resulting in the JHh-v3 model. Sim-
ulations of practically relevant test cases with free shear layers are performed using
the JHh-v2 and JHh-v3 turbulence models. For comparison, experimental data and
results of simulations with the Menter-SST eddy-viscosity model are shown.

12.1 Introduction

Numerical simulations are an important tool for the aerodynamic design process of an
aircraft and its components. Through the increasing computational performance dur-
ing the last decades, it is nowadays possible to simulate complex three-dimensional
flows. Nevertheless, still the Direct Numerical Simulation (DNS), where all flow
features are resolved by employing the fundamental equations of motion, is too
expensive for such flows. For many practically relevant flows it is sufficient to cap-
ture the statistical influence of turbulence. Hence, solving the Reynolds-Averaged
Navier-Stokes (RANS) equations is a good compromise between accuracy and
computational costs. The influence of turbulence on the mean flow within RANS
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simulation is captured by modeling the Reynolds-stress tensor. The applied turbu-
lence model represents a first order effect on the quality of the simulation.

For industrial applications and practically relevant test cases, so-called eddy-
viscosity models (e.g. [1, 2]) are commonly used. These models follow the
Boussinesq hypothesis, where the Reynolds stresses are related to the gradients of
the velocity components and an eddy viscosity, which is provided by the applied
turbulence model. Eddy-viscosity models are quite robust and show accurate results
for many applications. Nevertheless, the simplification within the calculation of the
Reynolds stresses has drawbacks for the simulation of complex flows (e.g. free shear
layers, vortices), where some relevant effects of the turbulence are not accurately
captured. Another approach to calculate the Reynolds stresses is to derive exact
transport equations from the momentum equations. Closure of the set of equations
is again obtained by modelling some terms of the exact transport equations. Tur-
bulence models following this approach are called Second Moment Closure (SMC)
models or Reynolds-Stress-Models (RSM). Since exact transport equations are used
to determine the Reynolds stresses, these models contain a physically more real-
istic description of turbulence. Hence, Reynolds-Stress-Models offer potential for
complex flows.

Recently, Cécora et al. [3] presented the JHh-v2 turbulence model, which belongs
to the class of Reynolds-Stress-Models. Simulations with the JHh-v2 model show
promising results for practically relevant aeronautical test cases. Nevertheless, the
JHh-v2 model underestimates the development of turbulence in shear layers, which
have an inflection point in the velocity profile. This mainly affects free shear layers,
which occur for example at backward-facing steps or at jet-like flows behind nozzles.
For this reason, an additional sink termwas implemented and calibrated by Cécora et
al. [4] to compensate this shortcoming. This approachwas already successfully tested
by Maduta and Jakirlić [5, 6] for a similar Reynolds-Stress-Model. The extended
model with the additional sink term is named as JHh-v3 model.

Within this contribution an overview of the JHh-v2 model and the extension to
the JHh-v3 model is given. The paper focusses on the length-scale equation, which
is the main difference between the models. Both turbulence models are applied on
different test cases with free shear layers using the DLR-TAU code as flow solver
[7]. A comparison is made with experimental data and theMenter-SST two-equation
eddy viscosity model.

12.2 Reynolds-Stress Turbulence Modeling

Reynolds-Stress-Models are based on exact transport equations of the Reynolds
stresses. These equations are derived from the momentum equations, reading as
follows [8].

∂
(
ρ R̃i j

)

∂t
+ ∂

∂xk

(
ρ R̃i j Ũk

) = ρPi j + ρ�i j − ρεi j + ρDi j + ρMi j (12.1)
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The terms within the transport equations of the Reynolds stresses correspond
to the physical behavior of turbulence. The production of turbulence is described
by the term (ρPi j ), which can be determined exactly from the equation system. In
contrast, the other terms of the right hand side have to be modeled by a turbulence
model. These terms are the pressure-strain correlation (ρ�i j ), which represents a
redistribution of kinetic turbulence energy to the different directions, the dissipation
term (ρεi j ) and the diffusion term (ρDi j ). The last term (ρMi j ) describes the effects of
compressibility on the transport of theReynolds stresses. These effects are neglectible
for most flow problems including the applications presented within this contribution.
For modeling the redistribution, dissipation and diffusion, different Reynolds-Stress-
Models exist. Furthermore, most turbulence models contain an additional transport
equation for the length scale, which is important to determine the dissipation of
the Reynolds stresses. For the simulations presented herein, the JHh-v2 and JHh-v3
models are used, which mainly differ in the formulation of the length-scale equation.
These models are briefly described in the following part. As flow solver, the DLR-
TAU code has been used, which is a finite-volume solver for the RANS equations
on hybrid unstructured grids with second order accuracy.

12.2.1 JHh-v2 Model

The JHh-v2 turbulence model is based on the JHh (Jakirlić Hanjalić homogeneous)
Reynolds-Stress-Model, which has been developed by Jakirlić and Hanjalić [9]. The
family of JHh turbulence models uses the homogeneous part εh of the dissipation
rate as length-scale variable. Probst and Radespiel [10] implemented the JHh model
into the DLR-TAU code and extended the original length-scale equation of Jakirlić
and Hanjalić by two additional source terms, resulting in the JHh-v1 turbulence
model. This model shows good results for various subsonic applications. However,
shortcomingswithin simulations of transonic flowswith an adverse pressure gradient
are observed. For this reason, a recalibration of the JHh-v1model has been performed
by Cécora et al. [3]. This model version is referred to as JHh-v2. An essential part
of this model is the transport equation of the length-scale equation, which reads as
follows.

Dρεh(J Hh−v2)

Dt
= −Ĉε1

ρεh

k̃
R̃i j

∂Ũi
∂x j

− Ĉε2 fε
ρεh ε̌h

k̃
+ Ĉε3μ

k̃
εh
R̃ jk

∂2Ũi
∂x j ∂xl

∂2Ũi
∂xk∂xl

+ ∂
∂xk

[(
1
2μδkl + Ĉε

ρk̃
εh
R̃kl

)
∂εh

∂xl

]
+ ρSl + ρSε4 (12.2)
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Fig. 12.1 Two-dimensional mixing layer, Case 1: velocity profile (left) and profile of turbulent
shear stress (right)

The different functions and the constants within the length-scale equation as well
as the modeling of the redistribution, dissipation and diffusion terms of the transport
equation of the Reynolds stresses are described in detail in [3]. The JHh-v2model has
been successfully applied to different subsonic and transonic aeronautical problems.
The test cases include an oblique shock/boundary-layer interaction, subsonic and
transonic airfoil cases including stall conditions, a swept wing at transonic flow
conditions and a wingtip vortex at a NACA 0012 half wing. For this test cases,
the JHh-v2 turbulence model showed improved results compared to common eddy
viscosity models (SAO, Menter-SST). Nevertheless, these test cases include mainly
wall-bounded flows.Aweakness of the JHh-v2model becomes apparent in free shear
flows. Figure12.1 (Case 1) and Fig. 12.2 (Case 4) shows results of simulations of
two-dimensional mixing layers with the Menter-SST and the JHh-v2 (RSM) model.
Case 1 and Case 4 differ with respect to the convectiveMach number (Mc = ΔU/2a,
Case 1: Mc = 0.20, Case 4: Mc = 0.86) and the relative difference (U1 −U2)/U2

(Case 1: (U1 −U2)/U2 = 0.275, Case 4: (U1 −U2)/U2 = 5.16). The experimental
data come from Goebel and Dutton [11]. Further details of these test cases can be
found in [12].

For the lower convective Mach number (Case 1, Fig. 12.1) the Menter-SST model
predicts higher absolute values of the turbulent shear stresses in the central part
of the mixing layer corresponding to experimental data. In contrast, the JHh-v2
model shows significantly lower absolute values. Nevertheless, in the outer part of
the mixing layer, the Menter-SST model underpredicts the turbulent shear stresses,
while the JHh-v2 model is in good agreement with the experimental data. Despite
the deviations of the turbulent shear stresses, the velocity profile is predicted similar
with both turbulence models. However, the experimental data show remains of the
boundary layers of the upstream flow ((U −U2)/ΔU < 0), which is not captured by
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Fig. 12.2 Two-dimensional mixing layer, Case 4: profiles of velocity (left) and turbulent shear
stress (right)

Table 12.1 Expansion rate (simulation and experiment) of the two-dimensional mixing layer

db/dx Case 1 Case 4

Experiment [11] 0.020 0.050

SST 0.021 0.090

JHh-v2 0.016 0.071

the simulations. For a higher convectiveMach number (Case 4, Fig. 12.2), a different
behavior is observed. Here, the JHh-v2model predicts turbulent shear stresses, which
are in good agreement with experimental data. The Menter-SST model overpredicts
the values by about 50%. Again, the velocity profile is predicted similar with both
turbulence models.

The mismatch of the shear stresses also influences the expansion rate (db/dx) of
the mixing layer which is shown in Table12.1 for the experiments and simulations.

Corresponding to the underpredicted turbulent shear stresses, the expansion rate is
predicted too low with the JHh-v2 model for Case 1. The Menter-SST model shows
an expansion rate, which is in good agreement with the experiment. In contrast,
for Case 4 both turbulence models overpredict the expansion rate. Particularly, the
Menter-SST model shows too high growth of the shear layer.

Overall, the simulations of the mixing layers exhibit shortcomings of both turbu-
lence models. Both models do not accurately capture the turbulent shear stresses for
the different test cases. For this reason, an extension for the JHh-v2 model for free
shear flows has been implemented and tested.
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12.2.2 Extension for Free Shear Flows

An approach to remedy the shortcomings of the JHh-v2 model is to modify the
transport equation of the length scale. Therefore, an additional sink term (−ρPSAS)
has been implemented and calibrated byCécora et al. [4]. Themodified version of the
turbulence model is named JHh-v3 model using the following length-scale equation.

Dρεh(J Hh−v3)

Dt
= Dρεh(J Hh−v2)

Dt
− ρPSAS (12.3)

The origin of the additional term is found in the Scale Adaptive Simulation (SAS)
concept of Menter and Egorov [13, 14]. Within this concept, the additional term is
used as a source term (inverse sign) to locally reduce modeled turbulence to resolve
instabilities. Using the term as a sink term, the dissipation is locally reduced in free
shear flows with strongly curved velocity profiles. Originally, the SAS concept was
developed for two-equation eddy viscosity models. Maduta [6] applied the concept
to a RSMmodel with aωh-based length-scale equation. For the JHh-v3model, which
uses an εh-based formulation, the additional sink term reads as follows:

PSAS = CSAS,1 max
[
PSAS,1 − PSAS,2, 0

]
(12.4)

PSAS,1 = 1.755κkS2
(

L

Lvk

) 1
2

(12.5)

PSAS,2 = 3max

(
CSAS,2

(∇εh)2k2 + (∇k)2(εh)2 − 2kεh∇εh∇k

(εh)2
, (∇k)2

)
(12.6)

The turbulent length scale L and the 3D generalization of the classical boundary-
layer definition of the von Karman length scale Lvk are defined as L = k3/2/εh and
Lvk = κS/|∇2U |. S is the invariant of the strain-rate tensor.

12.2.3 Calibration of the Additional Sink-Term

The calibration of the constants of the JHh-v3 turbulencemodel was based on a back-
ward facing step and a zero pressure gradient flat plate [4]. A comparison between
the turbulence models and experiments for both test cases is shown in Fig. 12.3.

The simulation of the zero pressure gradient flat plate indicates, that all models
predict simple wall bounded flows similarly well. In contrast, the simulation of the
backward facing step is improved. The skin friction distribution and the separation
length within the free shear layer behind the step is predicted significantly better with
the JHh-v3 model. Details of the calibration can be found in [4, 12].
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Fig. 12.3 Skin friction distribution of a zero pressure gradient flat plate (left) and a backward facing
step (right)

12.3 Application on Test Cases

The JHh-v2 and the JHh-v3 model have been applied on different test cases of
aeronautical flows. Within this contribution the main objective is to evaluate the
performance of the turbulence models for free shear layers. Hence, simulations of
three practically relevant test cases with free shear layers are presented.

12.3.1 Round Single-Stream Jet

The first test case is a single-stream jet emerging from a round nozzle. The geometry
of the nozzle and the experimental data for comparison come from [15]. The diameter
of the nozzle is D = 0.05 m at the exit plane and the Mach number at this position is
M = 0.75. For reasons of numerical stability, the outer flow in the simulations has a
Mach number of M = 0.01, whereas the outer flow was at rest in the experiments.
Downstream of the exit plane, a free shear layer develops. The computational grid
consists of 9.1 million points in total. The computational domain includes the whole
360◦-nozzle to avoid spurious effects of periodic or symmetry boundary conditions.
Figure12.4 exhibits some details of the computational grid.

The grid is a structured grid consisting of hexahedral cells. In the region of the
jet core, the radial topology of the grid changes to a cartesian topology, which is
illustrated in a slice at the nozzle exit plane (Fig. 12.4, right). This method prevents
small cells and a singularity at the axis affecting the convergence of the simulation.

Initially, simulations assuming steady flow have been performed with the JHh-
v2 and JHh-v3 model. Within these simulations, fluctuations within the shear layer
directly behind the nozzle exit arise. Hence, convergence of the steady simulations is
not achieved with both turbulence models. In contrast, the fluctuations disappear by
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Fig. 12.4 Round single-stream jet. Surface grid on nozzle (left) and grid at the nozzle exit plane
x/D = 0 (right)

Fig. 12.5 Round single-stream jet. Radial distribution of turbulent kinetic energy (TKE) simulated
with JHh-v2 (top) and JHh-v3 (bottom) turbulence models with a steady (RANS, left) and unsteady
(URANS, right) solver

performing an unsteady (uRANS) simulation and a converged quasi-steady solution
is reached. The influence of the turbulence model and the solver type on the dis-
tribution of the turbulent kinetic energy is illustrated in Figs. 12.5 (radial) and 12.6
(axial).

Figure12.5 clearly shows, that the results of the unconverged steady simulations
show significant differences compared to the converged unsteady simulations. Partic-
ularly, the steady JHh-v2 simulation does not even exhibit an axisymmetric behavior.
In contrast, the converged unsteady simulation is smooth and uniform. Furthermore,
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Fig. 12.6 Round single-stream jet. Axial distribution of turbulent kinetic energy (TKE) simulated
with JHh-v2 (top) and JHh-v3 (bottom) turbulence models

the effect of the additional sink term becomes visible. As desired, the JHh-v3 model
predicts an increased level of turbulence within the free shear layer. Again, this
behavior is visible in the axial distribution of the turbulent kinetic energy (Fig. 12.6).

For a deeper insight, Fig. 12.7 shows the radial distributions of the velocity
and the turbulent shear stresses for different streamwise positions. For comparison,
experimental data and results of simulationswith theMenter-SSTmodel are included.

The JHh-v2 model clearly underpredicts the turbulent shear stresses. As a conse-
quence, the shear layer downstream is thinner than observed within the experiments.
The JHh-v3 model reveals an improved behavior concerning the shear stresses and
velocity profiles. Nevertheless, the JHh-v3 model does not reach the distributions of
the experiments or the Menter-SST model.

The axial velocity ratio of the jet along the jet axis (Fig. 12.8) again exhibits an
improvement of the results of the JHh-v3 model.

The turbulence models predict a different length of the potential core, which is
characterized byU/Uj ≈ 1. This length is significantly overpredicted with the JHh-
v2 model. In contrast, the Menter-SST and JHh-v3 model predict a similar length of
the potential core. Furthermore, the rate of decrease of velocity in the core is predicted
accurately with both JHh models. In contrast, the Menter-SST model exhibits a too
rapid decrease of the core velocity downstream of the potential core.
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Fig. 12.7 Round single-stream jet. Profiles of velocity (top) and turbulent shear stress (bottom) at
two streamwise positions [4]

12.3.2 BLBL

The second test case is an exit geometry of a turbofan engine. The flow contains a hot
core jet at aMach number of M = 0.9 and a cold bypass flow atM = 0.8. Themixed
jet emerges from the nozzle, forming a free shear layer with the moving outer flow
(M = 0.24). This configuration is named Baseline-Baseline (BLBL), resulting from
the round geometry of the mixer between the core and the bypass jets and the round
nozzle. The computational grid is a block-structured grid,which has been provided by
DLR-Braunschweig. For this case, a 90◦-segment of the geometry is considered and
symmetry conditions are assumed for the side planes of the computational domain.
Furthermore, a radial grid topology is used in the whole computational domain.
For the BLBL configuration, again unsteady simulations were performed with the
JHh-v2 and JHh-v3 model, since no convergence is reached with a steady solver.
In contrast, the unsteady simulations converge to a steady flow field, similar to the
round single-stream jet. Figure12.9 shows the radial distribution of the turbulent
kinetic energy downstream of the nozzle exit.



12 Application of Reynolds-Stress-Models on Free Shear Layers 199

Fig. 12.8 Round Single-Stream Jet. Axial velocity ratio along the jet axis [4]

Fig. 12.9 BLBL-configuration. Radial distribution of turbulent kinetic energy (TKE) at two stream-
wise positions

At a streamwise position of x/D = 1 the JHh-v2 model predicts values of the
turbulent kinetic energy, which are in good agreement with the PIV data in themixing
layer behind the nozzle exit. The Menter-SST model and the JHh-v3 model show
significantly increased values at this position. Nevertheless, the PIV data reveals
a region of increased turbulent kinetic energy in the shear layer of the core and
bypass jets. This is only captured by the Menter-SST model at this position. Further
downstream (x/D = 0.3), the turbulence is slightly underpredicted by the JHh-v2
model. In contrast, the JHh-v3 model slightly overestimates the values. Furthermore,
the Menter-SST model shows the largest values of turbulent kinetic energy at this
position, considerably larger compared to the experimental data. The turbulence in
the shear layer of the core and bypass jets is captured by the Menter-SST and the
JHh-v3 model, however, the Menter-SST model is closer to the experimental values.
Further information about the development of the shear- layer become apparent



200 T. Landa et al.

Fig. 12.10 BLBL-configuration. Axial distribution of turbulent kinetic energy (TKE) from PIV
measurements and simulations

in the axial distribution of the turbulent kinetic energy of the BLBL configuration
(Fig. 12.10).

In a region between x/D = 1 and x/D = 2, the JHh-v2 model predicts values
of the turbulent kinetic energy,which are close to the experimental data.Nevertheless,
the development of turbulence is underpredicted further downstream. In contrast,
the Menter-SST model exhibits a rapid increase of turbulence at the trailing edge
of the nozzle. As a consequence, the turbulent kinetic energy is overpredicted within
the whole shear layer. The expansion is predicted similar compared to the PIV data.
A different behavior is observed for the JHh-v3 model. In the region directly behind
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the trailing edge of the nozzle (x/D ≤ 0.75), a nonlinear growth of the shear layer
becomes apparent. Furthermore, the values of the turbulent kinetic energy increase
rapidly here. Further downstream (x/D ≥ 1.5), turbulence is slightly overpredicted
by the JHh-v3model, which is already observed in the radial distribution at x/D = 3.
In this region, the shear layer growth is lower and a linear behavior is observed,
corresponding to the PIV data. Nevertheless, the locally large growth at the beginning
of the shear layer is not shown by the PIV data or the other turbulence models.
Furthermore, the simulation of the round single-stream jet with the JHh-v3 model
also exhibits a linear growth of the shear layer. For this reason, the behavior close
to the trailing edge is further investigated. Figure12.11 displays the grid and the
behavior of the additional sink term in detail for the BLBL configuration and the
round single-stream jet.

It appears, that the grid close to the trailing edge (Fig. 12.11, top) of the nozzle
strongly differs between both test cases. The resolution in radial and axial direc-
tion is significantly lower for the BLBL configuration. A closer examination of the
additional sink term PSAS of the JHh-v3 model (Fig. 12.11, middle) leads to the con-
clusion, that this term is underresolved on the given grid. The distribution of the
sink term shows kinks and a volatile behavior corresponding to the individual cell
interfaces. In contrast, the sink term at the round single-stream jet reveals a smooth
behavior, resulting in a linear shear layer growth downstream. In particular, the sec-
ond part of the sink term PSAS,2 reflects the non-smooth behavior close to the trailing
edge.

Altogether, for the BLBL configuration, the effect of an increased turbulence
due to the additional sink term becomes apparent. Unfortunately, grid-dependencies
significantly influence the development of the shear layer. Nevertheless, the potential
of the JHh-v3 modelis indicated by the present results. Although the turbulence is
overestimated due to the rapid increase behind the nozzle, the growth of the shear
layer further downstream corresponds to experimental data. Here, the turbulence
is underpredicted by the JHh-v2 model. Hence, the sink term could improve the
prediction of the shear layer on a sufficiently fine grid.

12.3.3 BLSL3

The third test case is a modified version of the BLBL configuration. Themixer for the
hot core jet and the bypass jet is identical (BL), whereas the geometry of the nozzle
differs. The nozzle of BLSL3 configuration contains a crown of baffles (SL3), which
will be called “castellations” in the following. The flow conditions remain unchanged
compared to the BLBL configuration. The grid has been generated with Gridgen V15
(Pointwise, Inc.). Again, the computational domain is a 90◦-segment of the geometry
with symmetry conditions applied at the lateral boundaries. For the castellations, an
increased number of grid points is used in circumferential direction to capture the
complex flowbehavior in this region. For the transition between increased and regular
resolution, prism layers are used. The flow around the geometry is mainly resolved
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Fig. 12.11 Comparison between BLBL-configuration (left) and Round Single-Stream Jet (right).
Top: local grid at nozzle exit, middle and bottom: distribution of additional source term PSAS and
the corresponding part PSAS,2
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Fig. 12.12 BLSL3-configuration. Surface grid in the region of the castellations

Fig. 12.13 BLSL3-configuration. Radial distribution of turbulent kinetic energy (TKE) at two
streamwise positions

with hexahedral cells. Towards the farfield, an unstructured topology consisting of
tetrahedrons is applied. Figure12.12 shows details of the surface grid close to the
castellations.

The investigation of the BLSL3 configuration includes simulations using the JHh-
v2model and theMenter-SSTmodel as a reference. Due to lack of time and resources
within the project, simulations with the JHh-v3 model have not been performed. The
radial distribution of the turbulent kinetic energy at two streamwise positions is
presented in Fig. 12.13.

The castellations cause a three-dimensional flow behavior, which is characterized
by a wavy structure of the turbulent kinetic energy. Both turbulence models capture
this behavior. At a streamwise position of x/D = 1, both turbulence model over-
predict the kinetic energy of turbulence. However, the Menter-SST model shows
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Fig. 12.14 BLSL3-configuration. Axial distribution of turbulent kinetic energy (TKE) from PIV
measurements and simulations

strongly increased values compared to the JHh-v2 model. In contrast, the turbulence
within the shear layer of the core jet and the bypass jet is accurately predicted by
the Menter-SST model. Within the simulations, this shear layer is not axisymmetric,
which can presumably be attributed to the influence of the boundary conditions. Fur-
ther downstream (x/D = 3), the wavy structure of the shear layer behind the nozzle
disappears and a nearly circular behavior is observed. At this position, the turbulence
predicted with the JHh-v2 model corresponds to the PIV data. Again, the Menter-
SST model significantly overestimates turbulence. Nevertheless, the values within
inner shear layer are again accurately captured by the Menter-SST model. Similar
findings arise from the axial distribution of the turbulent kinetic energy, displayed in
Fig. 12.14.

For the BLSL3 configuration the free shear layer behind the nozzle is adequately
predicted with the JHh-v2 model. In contrast, the inner shear layer between the
core jet and the bypass jet is significantly underpredicted. For both shear layers, the
Menter-SST model exhibits increased values of the turbulent kinetic energy. As a
consequence, the turbulence within the inner shear layer corresponds to the experi-
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mental data, whereas the values in the shear layer behind the nozzle are considerably
overpredicted.

12.4 Conclusion

With this contribution, the application of two Reynolds-Stress-Models on different
test cases containing free shear layers is shown. Shortcomings of the JHh-v2 model
were observed in the simulations of two-dimensional mixing layers. For this rea-
son, the model was extended by an additional sink term in the length scale. The
application of the new JHh-v3 model on a round single-stream jet shows improved
results compared to the JHh-v2 model. Due to the new sink term, turbulence in the
shear layer is increased, in agreement with experimental data. In general, the same
behavior is observed for an exit geometry of a turbofan engine (BLBL configuration).
Here, the JHh-v3 model shows an extraordinary increased production of turbulence
within the shear layer. This behavior can be attributed to an underresolved grid at
this position. For a second geometry of a turbofan engine (BLSL3 configuration), the
JHh-v2 model shows satisfying results, while the Menter-SST model overpredicts
turbulence.

Overall, promising results are achieved for free shear layers with the presented
Reynolds-Stress-Models. Particularly for the engine test cases, these models show
reliable results compared to the Menter-SST eddy viscosity model. Nevertheless,
especially the JHh-v3 model is sensitive regarding the computational grid. On
underresolved grids, the additional sink term can adversely affect the solution. For
this reason, further work is required to exploit the full potential of the JHh models
for free shear layers.
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Chapter 13
Further Development of CAA Simulation
for Isolated and Installed Nozzle
Configurations

Andrej Neifeld and Roland Ewert

Abstract A hybrid RANS/CAA approach with stochastic source modeling is used
in this work for noise prediction. Previously, this methodology has been successfully
applied to isolated configurations of jet and airframe with different source models.
For the prediction of jet noise, the source model as proposed by Tam and Auriault
has been used for isolated nozzle configurations. A modeling approach for isolated
airframe noise configurations is relying on the vorticity based Lamb vector source
model. The CAA simulation of installed configurations with the combination of jet
and airframe requires however consideration of both noise generation mechanisms
simultaneously. Thus, a vorticity based ‘Eddy Relaxation’ source model has been
recently proposed as further development of this methodology, which is expected to
capture the installation effect.

13.1 CAA Methodology

For the numerical prediction of jet noise, the DLR’s CAA code PIANO is applied in
combination with the Fast Random Particle-Mesh (FRPM) method. The both codes
are running simultaneously, whereat FRPM is generating the source fluctuations in
space and time (3 + 1 − D), which are instantly propagated in the CAA domain
with PIANO as acoustical fluctuations. As input, the hybrid RANS/CAA approach
requires a precomputed RANS solution, which delivers the mean-flow distribution
for consideration of sound convection and refraction as well as statistical quantities
of turbulence for the modelling of FRPM sources.

A. Neifeld (B) · R. Ewert
Technical Acoustics Branch, Institute of Aerodynamics and Flow Technology,
Lilienthalplatz 7, Braunschweig, Germany
e-mail: andrej.neifeld@dlr.de

R. Ewert
e-mail: roland.ewert@dlr.de

© Springer International Publishing AG 2018
R. Heinrich (ed.), AeroStruct: Enable and Learn How to Integrate Flexibility
in Design, Notes on Numerical Fluid Mechanics and Multidisciplinary
Design 138, https://doi.org/10.1007/978-3-319-72020-3_13

207



208 A. Neifeld and R. Ewert

The source model of Tam and Auriault (T and A) is used for the modeling of jet
mixing noise sources aswill be shown for dual-streamnozzles in Sects. 13.2 and 13.3.
This source model describes accurately the fine-scale noise of jet shear-layer, but on
the other hand is incapable to describe correctly the trailing edge noise. Since the
T and A source model is considering only the curl-free part of fluctuating Lighthill
tensor (refer to Wu et al. [1])

∇ · R′ = ∇Φ
︸︷︷︸

I

+∇ × �
︸ ︷︷ ︸

I I

(13.1)

i.e. the term (I), and is omitting the divergence-free part (II), it is not capturing the
mechanisms, which is enforced by vorticity fluctuations.

The prediction of trailing edge or rather airframe noise has been performed pre-
viously with vorticity modeling in combination with the acoustic perturbation equa-
tions (APE) as proposed by Ewert and Schröder [2]. These governing equations are
derived from the linearized Euler equations (LEE) which permit to prescribe the
vorticity transporation entirely with the source term on the right hand side. However,
this approach is not reproducing coherent jet flow dynamics as would be required
for coherent jet noise generation.

On the other hand, the vorticity based source model in combination with the
LEE would pose a problem, since the right hand side term is not able to dissipate
the triggered vorticity fluctuations. In order to ensure an equilibrium between the
production and dissipation of vortical fluctuations a sink mechanism is required,
too. The annihilation of triggered vortical fluctuations is realizable with negative
correlation of these structures, which would act as a vorticity sink. Such an approach
is pursued with ‘Eddy Relaxation’ (ER) sourcemodel as proposed by Ewert et al. [3].

As an example, the Fig. 13.1 is showing a CAA computation with ER source
model for an installed configuration with jet-flap interaction (Neifeld et al. [4, 5]).

Fig. 13.1 Contour plot of sound pressure fluctuations for a configuration with jet-flap interaction
computed with ‘Eddy Relaxation’ source model
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The contribution of different noise generation mechanisms are found in this case.
The coherent, fine-scale and trailing edge noise would be all necessary for a correct
noise prediction of such installed configurations.

13.1.1 Eddy Relaxation Source Model

TheEddyRelaxation (ER) sourcemodel is applicable in combinationwith linear (ε =
0) or non-linear (ε = 1) Euler equations (13.3)–(13.5). Herein, the flow quantities are
decomposed in mean (quantities with superscript 0) and perturbed (prime quantities)
part, i.e.

ρ = ρ0 + ρ ′, vi = v0i + v′
i , p = p0 + p′. (13.2)

The full set of governing equations in perturbed formulation with the definition of
(13.2) reads

∂ρ ′
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i
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with the ER source term

Qi = −εi jk
∂

∂x j

[

σ
(

Ω ′
k − Ω

re f
k

)]

(13.6)

on the right hand side. The non-linear perturbation equations (NLDE) correspond to
Navier–Stokes equations in primitive formulation, whereat the fluctuating molecular
viscosity terms are neglected in the framework of these studies.

The right hand side realizes a relaxation source, which adjusts the numerically
resolved vorticity

Ω ′
i = εi jk

∂v′
k

∂x j
(13.7)

to the time-resolved target distribution of Ω
re f
k . The time-resolved reference vortic-

ity is provided by FRPM. The relaxation parameter σ defines the coupling rate of
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reference to realized vorticity or rather the inverse time constant of deviating regula-
tion. This control of fluctuations is comparable to sponge-layer boundary condition,
whereby in case of sponge layer there is no differentiation between curl and diver-
gence. In case of ER source model, the curl of expression in brackets (13.6) selects
only the vorticity fluctuations without any influence on acoustical modes.

The production/destruction problem of vorticity source with LEE as mentioned
in previous section can be circumvented with the ER source model. The correlation
of numerically resolved vorticity fluctuations with stochastically modeled allows to
control with the relaxation parameter σ the production and destruction of vortices.
This feature becomes evident if the relaxation term (13.6) is split in two parts as

Qi = −εi jk
∂σΩ ′

k

∂x j
︸ ︷︷ ︸

I

+ εi jk
∂σΩ

re f
k

∂x j
︸ ︷︷ ︸

I I

(13.8)

where the term (I) is a subgrid scale model (SGS) of Smagorinsky type and the term
(II) the contribution of production, which is modeled stochastically. If the relaxation
parameter σ is associated with the turbulent subgrid eddy viscosity νt , the first term
corresponds to the vorticity based SGS ‘model 3’ of Dantinne et al. [6]. The scaling
of production term is also expressed with the relaxation model parameter σ . The
equality of both terms can be interpreted as conversion between production and
dissipation of the local equilibrium hypothesis.

The ER source model is applicable in two different modes:

(i) Deterministic Mode (deterministic source model): The relaxation para-
meter is defined as a high constant value, which couples strongly the refer-
ence vorticity distribution with the numerically resolved, i.e. the dynamics
of vorticity fluctuations are prescribed directly; LEE are used as governing
equations

(ii) Forced Mode: The relaxation parameter is defined on the basis of eddy
viscosity considering the grid resolution. The self-reinforced flow proper-
ties such as secondary instabilities are resolved on theCAAmesh,whereby
the stochastic production term is acting as an active forcing term (active
back-scattering model); NLDE are used as governing equations

In forcedmode, the contribution of production fromunresolved scales is transfered
to the dynamics of resolvedwave-numbers. As an advantage, the energy feeding from
unresolved wave-number regime allows to perform scale resolving simulations with
significantly coarser grid resolution. This kind of active back-scattering models have
been investigated before for example by Leith [7], Schumann [8] and Zamansky
et al. [9].

In this mode, the σ parameter is defined as turbulent eddy viscosity due to the
FSM model of Speciale (Terzi et al. [10, 11]).
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νt = νt,RANS · fΔ

(

Δ

Lk

)

(13.9)

with

fΔ

(

Δ

Lk

)

=
[

1 − exp

(

−β
Δ

Lk

)]n

(13.10)

and

β = 0.009, n = 1, Lk = ν3/4/ε1/4, Δ = max{Δx ,Δy,Δz}

whereΔ is the grid cellwidth, Lk theKolmogorov length scale,β andn the calibration
parameters. The Δ is prescribed with the applied grid resolution. The eddy viscosity
and Kolmogorov length scale are obtainable from precomputed RANS solution.

13.1.2 Forcing Test and Benchmark Problem

The test computation of Fig. 13.2 demonstrates the feasibility of “Eddy Relaxation”
source term to trigger and to steer precisely the vorticity fluctuations in numerically
resolved domain as prescribed with the reference vorticity distribution. The compu-
tational domain is set up as a 3-D cuboid with a FRPM patch of the same size. The
both plots on the left side are showing the first component of the vorticity vector as a
cut through x–y plane. The plot (A) is representing the reference vorticity distribu-
tion as generated with the FRPM and plot (B) the corresponding realization with the
governing equations. The comparison of both plots reveals an equivalent topology of
the appearing structures, i.e. the resolved vorticity fluctuations are closely following
the reference distribution.

In order to evaluate the behavior quantitatively, the transfer functions for all three
components of vorticity vector are computed on the right side of Fig. 13.2. The ratio
of reference to resolvedmagnitude is plotted in logarithmic scale over frequency. The
desired transfer characteristics are found for all three components up to the cut-off
frequency of grid resolution.

In a second computation, the ER source model is tested with a benchmark prob-
lem of “4th CAA Workshop on Benchmark Problems” [12], which is illustrated in
Fig. 13.3. This case describes a hot parallel jet with a thin shear-layer and a constant
velocity/temperature profile in axial direction. In vertical direction, theMach number
is Ma = 0.756 at the jet axis, which softly blends to Ma = 0.0 at approximately
y = 4. The temperature is T = 600K in the jet core and drops to the ambient tem-
perature in the far-field. The acoustic waves are triggered with a periodic monopole
at the coordinates origin with an angular frequency of ω = 76 rad/s.

Since the linearized Euler equations are used as governing equations, hydrody-
namic instability is triggered by the shear-layer in combination with the periodic
perturbations of the monopole. As observable in Fig. 13.3, a linearly growing hydro-
dynamic pressure fluctuations start to amplify directly after the perturbation source,



212 A. Neifeld and R. Ewert

Fig. 13.2 Forcing of vorticity fluctuations with ‘Eddy Relaxation’ source model; (left) First com-
ponent of a forced vorticity vector and b corresponding realization on the left hand side of governing
equations; (right) Transfer function between forced and realized for the three components of vor-
ticity vector

Fig. 13.3 4th CAA workshop on benchmark problems [12], category 4, problem 1: hot unstable
jet with a harmonic heat source

which are then damped with a sponge-layer at the end of computational domain. The
acoustic waves are refracted with the shear-layer away from the axis which generates
a ‘cone of silence’ with weaker acoustic fluctuations in this region.

The task of this benchmark problem is to suppress the hydrodynamic instability
without to influence the accuracy of acoustic solution. In the CAA computation,
the ER source is applied without the forcing term, i.e. only the dissipation term is
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Fig. 13.4 4th CAA workshop on benchmark problems [12], category 4, problem 1: hot unstable
jet with a harmonic heat source; variation of forcing parameter σ

holding. With the deactivation of the second term, the ER source is expected to take
out the vorticity that triggers the instability without to damp the acoustic fluctuations
of monopole.

The σ parameter is distributed over space as a constant value. For the determi-
nation of a appropriate value for relaxation parameter, a parametric study has been
performed with successively increasing value starting from σ = 0 (Fig. 13.4a) up to
σ = 0.03 (Fig. 13.4d). As can be seen in the last plot, the hydrodynamic instabil-
ity has been completely suppressed with σ = 0.03 without to change the pattern of
acoustic wave radiation.

Altogether, the posed task of benchmark problem has been successfully solved
with the above described parametric study, which is also proving that the ER source
term is able to damp selectively the vortical modes without to influence the acoustics
as far as a sufficiently high value of σ parameter is chosen. After the expected
behavior of ER source model has been found in these test computations, the method
is applied to jet noise configurations as described in the next section.

13.1.3 Isolated Single Stream Jet

The general feasibility to reproduce jet noise with the ER source model in forced
mode has been initially tested for a configuration with an isolated single stream jet in
2-D. As mentioned above, two different noise generation mechanisms are expected
for an isolated jet, i.e. coherent and fine-scale noise. The fine-scale noise is radiated
in polar angle range between θ = 60◦ and θ = 120◦ (measured from the downstream
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Fig. 13.5 Contour plot of (top) pressure and (bottom) density fluctuations for isolated single stream
jet computed with ‘Eddy Relaxation’ source model in 2-D with the jet axis at R/Dj = 0

jet axis). This noise contribution has weak directivity characteristics, which is omni-
directional in first principle but is refracted with the shear-layer and thus is slightly
amplified around θ = 60◦ and reducing to a cone of silence at the jet axis.

The coherent noise appears at shallow angles below θ = 60◦ with a distinct radi-
ation direction. These properties deliver a spectrum with a peak at characteristic
frequency range, which has typically higher SPL values than the fine-scale noise.
As observable in contour plot of Fig. 13.5, the both noise characteristics are found
in the 2-D computation with ER source model in forced mode. The acoustic pres-
sure fluctuations in polar angle range θ = 60◦ − 90◦ are rather scattered and with
smaller magnitude than below θ = 60◦, i.e. with characteristics of fine-scale noise.
The noise radiation below θ = 60◦ correspond to the expected properties of coherent
noise radiation.

Subsequently, 3-D CAA computations with ER source model in deterministic and
forced mode are performed for an isolated single stream jet in static condition with a
nozzle exitMach number ofMa = 0.9. These computational cases are also described
inNeifeld et al. [13]. Depending on the computationalmode, the governing equations
have been switched either to LEE or to NLDE. The applied CAA setup is illustrated
in Fig. 13.6 for a cut in x – z plane. The computational domain is constructed as
a truncated cone with roughly the same spreading as of the shear-layer. The CAA
mesh comprises in total 9.7 · 106 grid points, which are distributed on 87 blocks as
O-topology.

The resulting spectra are plotted in Fig. 13.7 together with the reference spectra
frommeasurement of prime facility as described by Cavalieri et al. [14] and jet noise
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Fig. 13.6 Computational setup for an isolated single stream jet with nozzle exit Mach numer
Maj = 0.9 in 3-D

Fig. 13.7 Comparison of
sound pressure level spectra
between measurement,
analytical and computed
with ER source model in
forced and deterministic
mode for an isolated single
stream jet with nozzle exit
Mach numer Maj = 0.9

similarity spectrum for a polar angle position at θ = 90◦, i.e. for fine-scale noise.
The spectrumwith the dashed line represents the computation in deterministic mode,
which is the case with entirely prescribed vorticity fluctuations. The spectrum with
the solid line is obtained from the computation in forced mode, where the vorticity
fluctuations are partly triggered stochastically and partly resolved on the CAAmesh.

Both spectra have a relatively good match to the reference spectra, whereby at the
lowest frequency bands the deterministic case is rather overpredicting and the forced
case underpredicting the targeted values. Similar agreement to the reference spectra
is found also at shallow angles for coherent jet noise. The corresponding plots of
velocity, density and pressure fluctuations of forced mode are shown in Fig. 13.8. In
summary, the applicability of ER source model for deterministic and forced mode in
3-D space has been demonstrated for jet noise of a single stream nozzle.
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Fig. 13.8 Contour plot of (top) v component of velocity fluctuations, (middle) density and (bottom)
pressure fluctuations from CAA computation with the setup of Fig. 13.6
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13.2 Isolated Dual-Stream Nozzles

Two nozzle geometries of Rolls-Royce Deutschland (RR-D) are used for noise pre-
diction with T and A source model. These configurations represent isolated dual-
stream nozzles with ambient free-field velocity Ma∞ = 0.24:

(i) Baseline configuration of isolated dual-stream nozzle
(ii) Baseline configuration with noise reduction application at the nozzle trailing

edge (serrations).

Herein, the configuration (i) serves as reference for the evaluation of noise reduction
from the serrations of configuration (ii). In general, the serrations are expected to
cause noise reduction in the low- and mid-frequency range. In high-frequency range
on the other hand, the serrations produce more noise due to enhanced mixing in the
shear-layer at nozzle lip.

The required RANS solutions for CAA computation are provided by institute
of fluid dynamics (ISM, TU Braunschweig). Two different turbulence models, i.e.
Menter-SST and JHh-v2 RSM have been used to compute the RANS solutions with
the DLR’s CFD solver TAU, which give in total four solutions for both configura-
tions. Previously, the Menter-SST turbulence model has been used by default for
noise prediction of isolated nozzles. This study aims to evaluate the noise predic-
tion capability of the recently implemented JHh-v2 RSM in TAU in comparison to
Menter-SST turbulence model.

The CAA computations are performed with the method of azimuthal-modal
decomposition based on T and A source model (deterministic category of CAA).
As described in Sect. 13.1, this source model predicts only fine-scale noise, i.e. is
restricted to the polar angle range θ = 60◦ . . . 120◦. Hereafter, the microphone posi-
tion at θ = 90◦ is evaluated for each configuration. Each CAA computation solves 10
azimuthal modes, which are summed up in the post-processing to a total spectrum
that as such corresponds to a spectrum from a 3-D computation. Altogether, four
CAA computations are conducted with the same numerical settings.

In order to evaluate the noise reduction, the spectra of configuration (i) are sub-
tracted from the spectra of configuration (ii). This reduces the number of four indi-
vidual SPL spectra to two SPL difference spectra, whereat one is representing the
difference between the both Menter-SST RANS solutions and the second between
the both RSM solutions. A third SPL difference spectrum is available from exper-
iments as provided by RR-D, which is plotted together with the both numerical in
Fig. 13.9 as octave band spectra.

In the SPL difference spectrum of measurement, the noise reduction of serrations
is observable for a broad frequency range up to f1/3Dj/u j = 3.Above this frequency,
the penalty noise of serrations starts to rise. This behavior is quite well reproduced
with the SPL difference spectrum of both SST RANS computations. The prediction
based on both JHh-v2 RSM RANS computations is however less accurate. The
overall spectrum shape may be interpreted as similar to the experimental and to the
Menter-SST prediction, but delivers at the end an overprediction, i.e. a noise increase
instead of noise reduction for configuration (ii).
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Fig. 13.9 Comparison of
noise reduction between
measurement and numerical
prediction with SST and
RSM RANS solutions

This comparison leads to the conclusion that a RANS solution based on Menter-
SST turbulence model provides input data for CAA computation with sufficient
accuracy to performnoise reduction prediction.On the other hand, the noise reduction
as found in experiments is not properly reproduced with the JHh-v2 RSM RANS
solution despite the higher order of turbulence model.

13.3 Use Case DIMENSyon-P

An isolated dual-stream nozzle configuration with pylon has been designed by RR-D
for the investigation of pylon influence on jet noise radiation. For CAA computation
of this configuration, the hybrid RANS/CAAmethod is applied again with the T and
A source model. However, the computational domain is resolved here in 3-D space,
since an azimuthal-modal decomposition of a jet-flow with pylon is not possible.

The required RANS solution for CAA input has been provided by Transport Air-
craft Branch of Institute for Aerodynamics and FlowTechnology (DLR). This RANS
solution is validated with the corresponding PIV measurement. The mean-flow and
turbulence kinetic energy are found as appropriate for further CAA computation.

In the azimuthal-modal computations of isolated nozzle configurations as
described in Sect. 13.2 has been observed that for a full representation of jet noise
spectra, the first 5–10 azimuthal modes are necessary. It means for a 3-D CAA com-
putation that a full resolution in circumferential direction is necessary, whereas a
half or quarter CAA domain would be insufficient since first and second azimuthal
modes would not be captured.

The provided RANS is solved as a half model with a cut through the symmetry
plane of pylon. This RANS solution is mirrored at the symmetry plane to obtain input
data for the entire CAA domain. The FRPM sources as triggered in the CAA domain
are depicted in Fig. 13.10, which are unsymmetrical due to stochastic seeding of
FRPM although a symmetrical input RANS is used. The source domain is resolved
with 3 FRPM patches with 1 · 106 each, which are arranged successively along the
jet axis.

Two CAA computations are performed with the same setup with the difference in
definition of boundary condition on pylon. For the first computation, the pylon wall
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Fig. 13.10 Distribution of FRPM sources computed with Tam and Auriault source model for an
isolated dual-stream nozzle with pylon

Fig. 13.11 Comparison of numerical spectra between acoustic hard and acoustic permeable pylon
at polar angle θ = 90◦; a lateral and b below the pylon

is defined as acoustic porous, i.e. the acoustic waves are leaving the computational
domain at pylon wall. In the second computation, the boundary condition of pylon
wall is changed to a hard wall, which completely reflects all fluctuations. Thus, the
difference of spectra between the both computations would describe the maximum
potential to absorb sound by pylon wall. Herein, the effect of pylon on mean-flow
remains unchanged, since RANS solution is the same in both CAA computations.

The spectra of both CAA computations are plotted in Fig. 13.11. Twomicrophone
positions are evaluated in a direction (a) lateral to the pylon and (b) below with a
distance to the jet axis of R/Dj = 10. The polar angle is for both positions θ = 90◦.
The difference between the both computations for the lateral position is ΔSPL ≈
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2 dB. For the position below the pylon in Fig. 13.11b, the difference is less. The
smaller difference appears plausible since the surface of pylon wall perpendicular
to the lateral position is larger than to the position below the pylon. Thus, stronger
reflexion of sound pressure fluctuations to the lateral position would be expectable.
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Chapter 14
Structural Optimization of 3D Wings Under
Aerodynamic Loads: Topology and Shell

Volker Schulz, Roland Stoffel and Heinz Zorn

Abstract New methods in manufacturing and novel challenges and usages require
the exploration of the potential of new wing designs. This is the goal of this paper.
We propose novel computational methods for the robust optimization of wings under
aerodynamic loads.We restrict the discussion to the optimization of the linear-elastic
properties ofwings concerning several load cases andwith treatment on deformations
and regularization. The degrees of freedom for the design itself are the interior
structure of the wing leading to topology optimization aspects and the structure of
the wing hull in terms of composite material. Thus, this paper aims at mathematical
methods for topology optimization of the wing interior made of isotropic material,
the optimization of orthotropic composite material in the wing hull and the proper
treatment of practical deformation aspects and multiple loads in this context.

14.1 Introduction

We develop mathematical methods for wings with the abstract coarse structure in
Fig. 14.1. The 3D wing consist of two major parts, the interior (light grey), which we
denote as Ω0 and the wing hull (dark grey), which we denote as Ω1.

We aim at the minimization of the elastic compliance, i.e., the computational
treatment of the following optimization problem with constraints in the form of the
elasticity equation:

minWΩ := ∫

Ω

σ(u) : ε(u)dx

subject to −div(σ (u)) = 0 in Ω := Ω0 ∪ Ω1
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Fig. 14.1 Exemplaric
NACA wing illustrating the
coarse structures treated in
this paper

σ(u) = Cε(u) in Ω

u = 0 on Γfix
σ(u)n = g on Γforce

where Γfix ∪ Γforce = ∂Ω

Here, u : Ω → R3 denotes the deformation vector field and ε, σ the strain and
stress tensors, furthermoreC : Ω → R3×3×3×3 the spatially varying stiffnessmatrix.
The boundary Γfix is the part of the wing boundary, where the wing is attached to
the body of the aircraft, and the boundary Γforce is the part, which the aerodynamic
loads g : Γforce → R3 are acting on. The degree of freedom for optimization is the
stiffness matrix, where we—in contrast to free material optimization [1]—do not
admit an arbitrary structure. In the interior Ω0, we rather assume that the stiffness
matrix is a scalar multiple of an isotropic tensor, i.e., C0 = ρE0, where ρ : Ω0 → R
and E0 is constant. Furthermore, we assume that the stiffness matrix in the hull, Ω1,
depends locally and orthotropically on the local fiber orientation, i.e., C1 = C1(α),
where α : Ω → R. The subsequent sections focus on Ω0, Ω1 and practical aspects.

14.2 Topology Optimization of the Wing Interior

Topology optimization aims at optimal structures or–more precisely–optimal mate-
rial distributions in the subdomain Ω0 ⊂ Ω ⊂ R3 with respect to minimization of
elastic energy (compliance). The amount of material is not allowed to surpass a cer-
tain maximal volume, i.e.,

∫
Ω0

dx ≤ V . A decisive aspect is the representation of the
boundary Γ = ∂Ω0, for which the level set method of Osher/Fedkiew [2] or Sethian
[3] is a powerful tool. Several approaches exist to topology optimization:

• SIMP method
• shape optimization based on the shape calculus
• topology optimization based on the topological calculus

The SIMP (solid isentropic material with penalization) method of Bendsøe and
Sigmund [4] uses a homogenization approach to structural optimization. They intro-
duce a pseudo density function ρ ∈ {0, 1}. If the density at a point (or in an ele-
ment of the discretization mesh) is 0, there does not exist any material. If it is 1,
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then there exists material there. Based on this interpretation of material structure,
gradient based algorithms are used in order to compute a locally optimal density
distribution ρ. Additional difficulties resulting from relaxation (ρ(x) ∈ (0, 1]) and
potential checkerboarding have to be treated, e.g., by filtering techniques (cf., [4, 5]).
However, those techniques are hardy computationally viable on unstructured grids.

Shape optimization based on the shape calculus is used in several industrial appli-
cations. The theoretical foundations can be found in [6, 7]. Optimal shapes for fluid
flow is considered, e.g., in [8] and also [9–11]. If shape optimization is used for
the purpose of topology optimization as in [12], it is assumed that there are already
holes (regions without material) in the domain. The aim is to compute the optimal
shapes of the boundaries of those holes. The shape calculus is used to compute shape
sensitivities on the boundaries. The resulting shape gradient guides the computa-
tion towards a (local) optimum. The method uses an explicit representation of the
boundaries. A severe drawback is that the number of holes cannot be changed by this
approach. This problem can be circumvented by a combination of shape optimiza-
tion with a level set method. The level set method describes the boundaries of the
holes as contour surface (usually the zero contour surface) of a higher dimensional
level set function Φ. The evolution of the boundaries is described by the so called
level set equation, which is a time dependent convection equation. In this way, holes
are enabled to merge. However, this method does not possess a mechanism to create
new holes. Good computational performance is achieved for level set functions in
the form of signed distance functions, which require frequent re-initialization during
the optimization process. Furthermore, the shape gradient, which exists only on the
contour surface, has to be somehow propagated on the whole computational domain.

The creation of new holes is enabled by the usage of the so-called topological
derivative, which has been introduced by Sokolowski and Zochowski [13] in 1999.
The concept of topological derivative is frequently used in image processing and
inverse modeling.

The topological derivative compares function evaluations on shapes without a
hole and with a small hole in the form of a difference quotient. Thus, it is the limit
of the difference quotient and can be related to shape gradients. In this particular
case, the topological derivative of the compliance in 3D at the position x ∈ Ω0 can
be expressed as (cf. [14, 15])

DTWΩ(x) = 3

4

1 − ν

7 − 5ν

[

10σ(u) : ε(u) − 1 − 5ν

1 − 2ν
trσ(u)trε(u)

]

(x).

where ν is the Poisson ratio of the material. A rather elegant method for structural
optimization is the combination of the topological derivativewith the level setmethod
as described in [16]. In this approach, the domain Ω0 is divided in one region with
material {x | Φ(x) ≤ 0} and another region without material {x | Φ(x) > 0}. The
topological derivative is used as an indicator, where material should be added or
reduced. A local optimum is reached at a fixed point of this strategy, as soon as the
sign of the topological derivative coincides with the sign of the level set function
everywhere.
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The publication [17] discusses a topological sensitivity analysis for linear elastic-
ity in 2Dwithout level set function approach. The sensitivity analysis in 3D is carried
out in [14], again without a level set framework. The level set method of Amstutz
with inclusions is described in [16], referencing [18] for the sensitivity analysis. [19]
introduces the level set framework togetherwith a penalization of constraints. In [20],
augmented Lagrangian approaches for the proper treatment of constraints within a
topology optimization context are investigated but in the context of linear elasticity.

The topology optimization approach proposed in this paper consists of the fol-
lowing components:

• discretization and solution of the elasticity equations by usage of the open source
software toolbox FEniCS [21].

• 3D implementation of the topological gradient described in [14] for the linear
elasticity solver FEniCS in combination with the

• level set approach in [16, 19].
• Furthermore, it is necessary to limit the volume of the optimal structures. For the
treatment of additional constraints of this type, we use an augmented Lagrangian
technique as described in [16, 19].

In the sequel, we describe numerical results of this strategy for the following
testcase: we use a wing in the shape of a NACA prism as in Fig. 14.1. This wing
is exposed to a usual pressure profile, which is constant in longitudinal direction.
The elasticity equation is discretized in the wing interior on 8 million tetraedral ele-
ments with 1.5 million nodes and with linear finite elements. From that result 4.6
million unknowns, for which the discretized elasticity equations are solved on a par-
allel computing architecture in each optimization iteration. The optimization needs
180 iterations according the optimization approach discussed above. For the interior
wing structures, we allow only 10% of the maximum possible material volume, i.e.,
V0 = 0.1 · |Ω0|. Figures14.2 and 14.3 show the achieved solution from different pre-
spectives. We note that the results of this test case can be geometrically interpreted
as longitudinally curved truss-like structures, which challenge the usually used rib
structures.

Similar investigations can be performed with wings with a priori rib structures in
the interior as in Fig. 14.4.

Fig. 14.2 View into the optimized wing tip (left) and in detail (right)
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Fig. 14.3 Transparent rendering of the optimal wing from different angles. The thin net-like struc-
tures show the domain decomposition for parallel computing

Fig. 14.4 Topological optimization with an interior rib structure. Initial iteration (top) and two
different cuts through the optimal solution (middle and bottom)

14.3 Optimization of the Distribution of Orthotropic
Composite Material in the Wing Shell

Wemodel thematerial in thewing shell as an orthotropicmaterial, where onematerial
direction coincides with the normal vector in each point in the shell. The other two
material direction are described by a rotational angle around the normal vector. Thus,
we optimize the distribution of this orientation angle as a function α : Ω1 → R. This
function enters the material properties in the form C(α) = T (α)C1T (α)�, where
T (α) denotes the transformation of the reference coordinates, which depends on the
angle α, and C1 denotes a fixed orthotropic reference material.
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The methods are implemented within the software toolbox FEniCS already men-
tioned in Sect. 14.2. In a first approach, we applied gradient based methods to the
problem of determining the orientation angle distribution α, where the derivative
information is produced via an adjoint solution and the optimization itself is per-
formedby a limitedmemory quasi-Newtonmethod. This approach is viable, although
additional regularization techniques have to be applied, but in total is takes up very
much computational time. However, in [9] P. Pederson has proposed an analytic
approach in a rectangular 2D setting and derived necessary optimality conditions for
this specific case. There, for certain materials, the stronger material direction coin-
cides with the direction of maximal stress and strain. We use this characterization in
the 3D case in the wing shell and implement it in the form of a fixed point iteration,
where each iteration step consists of the following algorithm:

1. Solve the linear elasticity equation
2. Determine in each the eigenvector of the largest stress in each point and project

it to the shell manifold
3. Set the orientation angle to the direction from step 2.

For the start, it has shown advantageous, to intialize the iterations at the orientation
according the maximal strain. The resulting overall method gives the same solution,
however, in a much more efficient way. Investigations into the convergence proper-
ties are performed in [22]. In an additional step, we combine this algorithm with the
topology optimization approach from Sect. 14.2. This combination is implemented
in a simultaneous fashion, where after each topology optimization step a fast approx-
imative solution of the orthotropic material optimization in the wing shell is carried
out. The resulting method converges to a joint optimum (for the wing interior as
well as for the wing shell). Figure14.5 shows exemplaric results for the optimal fiber
orientation in the wing shell for a wing with two interior ribs.

A detailed analysis of the spatial distribution of the optimal solution shows that
it can be separated in two intertwined and smoothly varying scalar fields which lead
to two perpendicular orientation angles in each point. Figure14.6 shows an example
of a solution of the coupled problem of topology orientation in the wing interior
together with the fiber optimization of the wing shell.

Fig. 14.5 Optimized fiber orientations of a wing with two interior ribs (upper shell left, lower shell
right)
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Fig. 14.6 Coupled optimal solution

14.4 Deformation Aspects, Multiple Load Case
and Regularization

Wings with interior rib structures show characteristic bulges, when aerodynamic
forces bend the whole wing. Those bulges are to be reduced by an appropriate orien-
tation distribution of the orthotropic composite material. Thus, a multicriteria opti-
mization problem arises with the two goals global compliance reduction and local
reduction of the bulges. Here, we use again the wing shown in Fig. 14.5 with rib
structures as illustrated in Fig. 14.7.

On this wing, the following boundary value problem is solved:

−div(σ (u)) = 0 in Ω

σ(u) = C(α)ε(u) in Ω

u = 0 on ΓD

σ(u)n = 0 on Γtip
σ(u)n = pn on ΓN

where p denotes the aerodynamic pressure. The resulting bended wing is shown in
Fig. 14.8, where the bulges are scaled in order to illustrate the investigated effects.

Fig. 14.7 Wing with rib structure as used in the numerical computations
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Fig. 14.8 Wing bending
with scaled bulges

Fig. 14.9 Pure bulge
deformation of the wing (b,
scaled)

The deformation u : Ω → R3 is compared with a resulting deformation v : Ω →
R3 which bends the wing in the same way (prescribed by Dirichlet condition on the
interior plane) but without the action of aerodynamic forces, i.e., as the solution of
the boundary value problem

−div(σ (v)) = 0 in Ω

σ(v) = C(α)ε(v) in Ω

v = u on Γtip ∪ Γmid
v = 0 on ΓD

σ(u)n = 0 on ΓN

From this result,we compute the pure bulge deformation asb := u − v : Ω → R3

without a global deformation of the wing, as shown in Fig. 14.9.
The vector field w := v + λb (λ ∈ R) corresponds to a deformation of the wing

with scaled bulges (scaling factor λ = 50 in Fig. 14.8). The optimal fiber orientation
according to the algorithm sketched above und with usage of w instead of u leads to
the effect that the bulges are reduced, if the scaling factor λ is increased—sacrificing
compliance to some extent. It should be noted that the overall algorithmic effort
is only increased by a factor of 2: two elasticity problem are to be solved in each
iteration (u and v), but the optimization algorithm yields the same performance. The
resulting Pareto diagramm is shown in Fig. 14.10.

Figure14.11 shows two optimized fiber orientation distributions, where the color
code matches the one in Fig. 14.5.

In order to achieve results which are robust under uncertainties with respect to
the specific aerodynamic forces, we consider furthermore the multiple load case. It
is obvious that the algorithmic approach discussed above of guiding the fiber orien-
tation with the direction of maximal stress cannot be carried over to this problem
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Fig. 14.10 Pareto front of compliance reduction versus bulge reduction (0 ≤ λ ≤ 60), shown are
percentage values of the difference in comparison to the reference solution with overall constant
fiber orientation

Fig. 14.11 Two optimal fiber orientation distributions: left λ = 1, right λ = 40

formulation. Here, we develop the following different approach which is computa-
tionally more expensive but can be generalized to the multiple load case. It is related
to the methods discussed in [23] for the 2D case only. We represent the compliance
as a trigonometric polynomial in the form

WΩ =
∫

Ω

W (α)dx =
∫

Ω

a0 + a1 sin(2α) + b1 cos(2α) + a2 sin(4α) + b2 cos(4α)dx

(14.1)

where the coefficients a0, a1, b1, a2, b2 are scalar functions depending on the location
x ∈ Ω which are composed of the (constant) material tensor and the strains σ : Ω →
R3. In the multiple load case (with index k), we obtain with weights γk ≥ 0 the
weighted sum of the load cases in complete analogy as
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∑

k

γkW
k
Ω =

∫

Ω

ā0 + ā1 sin(2α) + b̄1 cos(2α) + ā2 sin(4α) + b̄2 cos(4α)dx

(14.2)

where, e.g., ā1 := ∑
k γkak1 , a

k
1 being the coefficient of the load case k, and the other

coefficients ā0, b̄1, ā2, b̄2 are defined analogously. Thus, formally, there is almost no
difference between the single load case and the multiple load case. As the necessary
condition for optimality, the derivative of the integrand above has to vanish in each
x ∈ Ω . Thus, at most four roots of the (differentiated) trigonometric polynomial have
to be computed efficiently by reformulation as a polynomial in the complex plane.
The rootwith the smallest contribution in the objective gives the newfiber orientation.
A detailed derivation can be found in [22]. In total, we obtain the following algorithm
in each optimization iteration:

1. (parallel) computation of the linear elasticity equation for all load cases
2. (parallel) computation of the distributed coefficients ā0, ā1, b̄1, ā2, b̄2
3. solution of the local scalar optimization problems for the trigonometric polyno-

mials in the FE grid
4. setting the fiber orientation to the direction from step 3.

In the single load case setting, the overall computational effort for this approach
is between the effort for the method discussed in Sect. 14.2 and the approach via an
adjoint solver discussed above. It increases linearly with the number of load cases.
Furthermore, this approach gives good grid convergence as shown in Fig. 14.12, in
all cases.

In Fig. 14.13, we show results for a multiple load scenario.
Figure14.14 presents the convergence history for the multiload case. For each

case (two single loads and one multiload case), we evaluate all three objectives.
It can be observed in particular that the multiple load optimization yields a good
compromise between the two separate objectives.

In the sameway, as Eq. (14.1) is generalized to themultiple load case in Eq. (14.2),
it can also be generalized to the incorporation of a regularization. We denote by
ᾱ : Ω1 → R an orientation distribution of which we plan stay in a vicinity. Since
the effect of the orientation is periodic in π , this periodicity has to be reflected also

Fig. 14.12 Grid convergence in single load case: left coarse grid, right fine grid
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Fig. 14.13 Multiple load results: top row shows optimal solutions in two load cases, bottom shows
the optimal solution in the equally weighted load case (γ1 = 1

2 = γ2)

Fig. 14.14 Convergence histories in the multiple load case study

in the regularization term. In a regularized optimization, we use the objective

W pen
Ω := WΩ + μR(α, ᾱ), μ > 0

where R(α, ᾱ) is defined by

R(α, ᾱ) =
∫

Ω

cos

(

− π

2
− 2ᾱ

)

sin(2α) + sin

(

− π

2
− 2ᾱ

)

cos(2α) + 1dx
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Fig. 14.15 Regularized
result

Thus, R(α, ᾱ) periodically penalizes deviations of α from ᾱ, where deviations by
π/2 are penalized most. As a result, the coefficients of the trigonometric polynomial
in Eq. (14.1) have to increased as

a pen0 := a0 + μ , a pen1 := a1 + μ cos

(

− π

2
− 2ᾱ

)

, bpen1 := a1 + μ sin

(

− π

2
− 2ᾱ

)

and analogously in the multiple load case. Figure14.15 shows a regularized single
load case solution on a fine grid, where the regularizing angle distribution ᾱ has
been generated by smoothing an unregularized result with the usage of the Laplace-
Beltrami operator. Much clearer separations between the regions of different orien-
tation angles are visible. In the smoothed result, the compliance is deteriorated by
roughly 3% only.

14.5 Conclusions

We have developed methods for the topology optimization of aircraft wings, as
well as methods for the optimal orientation of orthotropic composite material in the
wing shell. Furthermore, practical aspects as reduction of buckling, the multiple load
case and regularization have been considered. The numerical results are based on a
linear elasticity model for the mechanical behavior of the wing. All implementations
have been performed on the basis of FEniCS [21]. The results show a significant
performance potential of alternative wing shapes and configurations.
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Chapter 15
Accelerating Unsteady CFD Simulations
Using a Minimum Residual Based Nonlinear
Reduced Order Modeling Approach

Matteo Ripepi and Stefan Görtz

Abstract Reduced-order modeling is evaluated as a means to speed up unsteady
computational fluid dynamics (CFD) simulations while maintaining the desired level
of accuracy. In the reduced order modeling approach, proper orthogonal decomposi-
tion (POD) is applied to some computed response time history from a compressible,
unsteady CFD solver to compute a set of orthogonal basis vectors. An approximate
flow solution for the next time step is predicted by minimizing the unsteady flow
solver residual in the space spanned by the POD basis. This is done by solving a
non-linear least-squares problem. This approximate flow solution is then used to ini-
tialize the flow solver at this time step, aiming to reduce the number of inner iterations
of the dual time stepping loop to convergence compared to the conventional choice
of initializing with the previous time step solution or an extrapolation in time. This
procedure is repeated for all following time steps. Results for the pitching LANN
wing at transonic flow conditions show a more than twofold reduction in the number
of inner iterations of the flow solver to convergence. Despite the overhead caused by
evaluating the reduced-order model (ROM) at every time step, themethod results in a
38% savings in computational time without compromising accuracy, thus improving
the overall efficiency for unsteady aerodynamics applications. Finally, several means
to further improve the performance are also discussed, including updating the POD
basis after every new time step.

15.1 Introduction

Reduced-order models (ROMs) are being used to replace computationally expen-
sive full-order models in different fields of application, including computational
fluid dynamics (CFD). Typically, ROMs are of interest in situations where the same
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full-order model is to be evaluated many times for different parameter settings, such
as different flow conditions. The goal is to make many predictions at lower compu-
tation cost, hence efficient but nonetheless sufficiently accurate ROMs are typically
sought after.

A powerful tool currently considered state of the art in reduced-order modeling
of linear and nonlinear systems is proper orthogonal decomposition (POD), a tech-
nique which has been demonstrated in many fields of application. When applied
in the context of CFD, the basic idea of POD is to replace solving the full-order
governing equations of fluid dynamics by determining a suitable linear combination
of POD basis vectors, which are computed based on flow solution snapshots from
selected full-order CFD simulations. There exist various methods for computing the
coefficients of such a linear combination, including interpolation [1] and solving a
low-order partial-differential equation (PDE) system. Following the approach in [2],
effective POD-basedROMs for steady aerodynamic problems can also be obtained by
minimizing the POD approximation’s defect with respect to the governing equations
of fluid dynamics. This minimum residual based nonlinear reduced order model-
ing approach has been further refined and demonstrated for subsonic and transonic
steady aerodynamic applications in [3, 4].

Here, our idea is to extend this approach to unsteady aerodynamic applications
by minimizing the unsteady residual. Although derived from high-fidelity unsteady
CFD data, the resulting ROM approximation may lead to a substantial error in time
in the predicted response and time accuracy is lost. Hence, our second idea is to
use the ROM prediction for a given time step to initialize the full-order model at
this time step, assuming this is a good initial guess, and then iterating the inner
loop of dual time stepping of the flow solver until convergence is achieved for this
time step. Ideally, the number of inner iterations to convergence is reduced in this
fashion compared to how the inner loop is otherwise initialized. This procedure is
conducted repetitively for a series of times steps, whereby for each and every new
ROM prediction, the snapshot set and thus the POD basis may be augmented with
the latest fully converged time step solution.

This idea of speeding up the computation of a series of computations using a
residual-based reduced-order model has already been demonstrated for steady aero-
dynamic problems [5]. Here, the corresponding strategy is demonstrated for unsteady
aerodynamic applications by using the extended ROM formulation.

15.2 Theoretical Background

The developed model order reduction approach for unsteady aerodynamic applica-
tions is based on a least-squares minimization of the unsteady residual, which is
obtained by approximating the flow solution through modes arising from a Proper
Orthogonal Decomposition (POD) of samples data. Given a set of flow solutions to
the full order CFD model w(t) = [ρ, ρv, ρEt ] ∈ R

N , N being the total number of
flow states (number of conservative variables per grid point times number of grid



15 Accelerating Unsteady CFD Simulations Using a Minimum Residual … 239

points n), ρ the density, v the velocity vector, E the total energy, at different time
steps tk , with k = 1, . . . ,m, the PODyields an optimal basis for representing reduced
order solutions of the governing equations. The idea of the reduced order modeling
approach is to formulate the discretized unsteady equations as a steady-state prob-
lem for every time step in a similar fashion as dual-time stepping is used in solving
unsteady CFD problems. This yields the so-called unsteady residual:

̂R
de f= R(w(t)) + �

∂w(t)

∂t
= 0 � : cell volumes (15.1)

By discretizing the time derivative (assuming equidistant time stepsΔt and an invari-
ant computational grid) with a second-order accurate backward difference formula
(BDF-2), it is:

̂R
de f= R(w(tk+1)) + �

3w(tk+1) − 4w(tk) + w(tk−1)

2Δt
= 0 (15.2)

15.2.1 Unsteady Residual-Based Reduced-Order Modeling

The idea is to minimize the unsteady residual in the space spanned by the POD
basis vectors Ur , which is obtained by applying a singular value decomposition
(SVD) to the snapshot matrix Y = USVT, and by truncating the matrix U retaining
only the most relevant r eigenvectors (i.e., those associated to the largest singular
values). The snapshot matrix is obtained by collecting the flow solutions at differ-
ent time steps and subtracting the average of the snapshots w = 1

m

∑m
k=1 wk , i.e.,

Y = [w(t1), . . . ,w(tm)] − w. As an alternative to the SVD, an Eigenvalue decom-
position (EVD) of the correlation matrix R = YYT = US2UT can be applied to
obtain the POD modes. As this space is of reduced size compared to the original
problem, the minimization problem is as well.

The problem is formulated by searching for an approximate flow solution w̃(tk) in
the subspace Ur ∈ R

Nxr , r � N , where only the r most relevant basis vectors have
been retained:

w̃ =
r∑

i=1

aiUi + w = Ura + w (15.3)

with a being the vector of POD coefficients, minimizing the unsteady residual in the
L2 norm:

min
a

‖̂R(Ura + w)‖2L2
= min

a

N∑

j=1

Ω j R̂
2
j (Ura + w) (15.4)

The arising nonlinear least-squares problem for the POD coefficients a is solved by
using a Levenberg algorithm [7]. So, an iterative procedure is performed where the
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increment to coefficients Δa is obtained by solving the linear system:

(JT J + λI)Δa = −JT ̂R (15.5)

with Ji j = ∂ R̂i
∂a j

∈ R
N×r the Jacobianmatrix of̂Rwith respect to the POD coefficients

a, and the non-negative damping factor λ, which is automatically adjusted at each
iteration depending on the convergence rate of the algorithm. Each component of the
gradient vector g ≡ −2JT ̂R can be scaled according to the curvature, here approx-
imated by the pseudo-Hessian matrix B ≡ JT J, in order to avoid slow convergence
in the direction of small gradients. Therefore, replacing the identity matrix Iwith the
diagonal matrix consisting of the diagonal elements of the pseudo-Hessian matrix,
leads to the well-known Levenberg–Marquardt algorithm, which solves iteratively
the linear problem:

(JT J + λdiag(JT J))Δa = −JT ̂R (15.6)

The rank-one Broyden’s method is used to approximate the Jacobian of the reduced-
order system of equations, from the knowledge of the Jacobian matrix (exact or
approximated) built at the previous iteration step:

Jk+1 = Jk + Δ̂R − JkΔa
‖Δa‖2 ΔaT (15.7)

so avoiding the time consuming computation of the J by finite differences at each
iteration of the minimization procedure. Moreover, thanks to Broyden’s update pro-
cedure, the expensive matrix-matrix computation B ≡ JT J can be avoided. Indeed,
by directly substituting Broyden’s formula in the matrix product, one can obtain a
way to computing also the pseudo-Hessian matrix from the knowledge of its values
during the previous iteration step:

Bk+1 ≡ J T
k+1Jk+1 (15.8)

= Bk + JTk Δ̂R − BkΔa
‖Δa‖2 ΔaT + Δa

Δ̂R T Jk − ΔaTBk

‖Δa‖2 (15.9)

+ Δa
Δ̂R TΔ̂R − Δ̂R T JkΔa − ΔaT JTk Δ̂R + ΔaTBkΔa

‖Δa‖4 ΔaT (15.10)

which can be rewritten in the compact form:

Bk+1 = Bk + ωkΔaT + ΔaωT
k

‖Δa‖2 + (φT
k Δ̂R − ωT

k Δa)
ΔaΔaT

‖Δa‖4 (15.11)

with ωk ≡ JTk Δ̂R − BkΔa, and φk ≡ Δ̂R − JTk Δa.
Using this formula, the computation of B (done at each iteration of the minimiza-

tion process, for every physical time step) has complexity O(Nr + 16r2 + N ) ∼=
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O(Nr), instead ofO(Nr2), where N is the order of the high-dimensional model (the
number of conservative variables times the number of grid points) and r the order of
the reduced order model (i.e. the number of POD modes used). It must be pointed
out that this formula for updating the pseudo-Hessian it is not resulting from a direct
approximation of B, but relies on the approximation of J through Broyden’s update
of the Jacobian matrix.

15.2.2 Initializing the Flow Solver with ROM Predictions

The predicted ROM solution is successively used as a restarting solution, initializing
the DLR’s CFD code TAU [6] at the time step under consideration. The aim is to
reduce the number of inner iterations to converge the residual with respect to the
conventional choice of restarting the unsteady computation using the previous time
step solution. The ROM is used therefore as a predictor providing an improved initial
guess for the iterative process.

TheROM-based initial guess is based on the information of the solutions collected
for a certain number of previous time steps, thus realizing a moving window strategy.
In other words, the predicted ROM solution is a linear combination of the most
energetic POD modes of the snapshots collected progressively during the running
simulation. Local ROMs are thus computed by applying the POD on the snapshots
taken at the various time intervals, and updated after a certain number of time steps
have been computed. Such approach leads to predictions based on the most recent
snapshots, and therefore is more adequate for analysis where certain events exist
over a relatively short time intervals, so to better capturing transient phenomena. The
advantage of such an approach is that the POD is cheap and leads to low-dimensional
ROMs, since only few snapshots are considered. However the POD must be applied
many times during the simulation, therefore increasing the total online computational
cost of the ROM prediction. Moreover, a poor ROM prediction may happen when
the POD is computed over a set of TAU snapshots, collected during a certain time
interval, which do not contain information about a phenomena or behavior that will
be present in the following time steps to be simulated (e.g. the appearance of a shock
wave due to a change in the angle of attack). Restarting theCFD solver TAUwith such
a poor ROM prediction may lead to an increased number of iterations to converge,
compared to restarting the flow solver using the TAU flow solution at the previous
time step.

Alternatively, a previously computed POD basis (e.g., generated based on data
from a training maneuver exciting a broad band of frequencies and amplitudes) may
be employed. This approach aims to collect snapshots coming from a time simulation
covering a large domain of the solution spacewhere the flow solutions to be predicted
are assumed to lie. The drawback is that the POD is applied to a greater number of
snapshots compared to the moving-window approach, and the resulting POD basis is
larger in size and thus the ROMmore expensive to evaluate. However, only one POD
has been computed offline and updating during the online prediction is not required.
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TAU unsteady restart

TAU with ROM restart
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i+1
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Snapshot 3
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Li�

�me

ROM predic�on  
+ restar�ng TAU with the 

ROM solu�on

Interval of �me where the 
snapshots are collected to

build the ROM

Fig. 15.1 Procedure to initialize DLR’S CFD code TAU with ROM predicted solutions in an
unsteady simulation (schematic). In this sketch the ROM is built by applying POD to the TAU
snapshots collected during a previous time interval

In the present work, such strategy has been used; indeed, knowing the type of
unsteady simulations to be performed (i.e. periodic pitching oscillations at different
frequencies), it can be easier to devise a singlemaneuver covering a broad range of the
parameter space of interest (e.g. with a pitching oscillations sweeping in frequency)
instead of apply to each single unsteady simulation a moving-windows strategy.

In any case, also for the moving window strategy it is generally recommended
to employ an initial POD basis obtained from a generic training maneuver exciting
different frequencies and amplitudes, and to then update the basis whenever a new
high-fidelity CFD snapshot coming from the time-marching method is available.

Figure15.1 sketches a restarting process where a ROM is built using snapshots
of the flow field collected progressively during a time-marching simulation. In the
standard TAU unsteady time marching procedure the solution at the (i + 1)th time
step is initialized with the solution at the i th time step. Conversely, the ROM-based
restarting procedure makes use of the ROM prediction at the (i + 1)th time step to
initialize TAU at the same time step. Such an approximate ROM solution may be
“closer” (depending on the level of unsteadiness of the simulation and on the size of
the time steps used) to the final converged TAU solution at the (i + 1)th time step than
that provided by the solution at the previous time step. Note that a ROM prediction
is nothing else that a linear combination of POD modes derived from snapshots.
Therefore, it is is only as good as the snapshots used to generate the ROM. It is
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not possible to correctly represent flow dynamics or physics not already contained
in the snapshots dataset to which the POD is applied. Since the ROM predictions
will depend on the training data used to generate the subspace spanned by the POD
modes, the building of the ROM must be application driven, i.e., attention must be
paid to the training maneuver, which must cover the desired parameter space (e.g.
angle of attack range, amplitudes and frequencies) that the simulation will span. It is
remarked here, however, that in this context the ROM is used as a pre-processing step
in solving the full-order model, and it not intended as a substitute to the CFD solver
TAU. Therefore, it must only provide for an approximate solution close enough to
the solution to which the iterative procedure will converge, thus reducing the number
of inner iterations and the computational cost.

15.2.3 Numerical Test Cases

The ROM-based restarting procedure is applied to the LANN wing, for which the
geometrical data are shown in Table15.1. The LANN wing is defined by two super-
critical cross sections at the root and tip chord. Sections between root and tip are
derived by linear interpolation. The model has a span of 1 meter and a root chord of
0.3608m. The quarter-chord sweep angle is 25◦. The taper ratio (ctip/croot ) is 0.4,
the aspect ratio is 7.92 and the airfoil thickness is about 12%. The twist between root
and tip is 4.6◦.

Table 15.1 Geometrical data of the LANN (Lockheed-Air Force-NASA-NLR) wing model [8]
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Fig. 15.2 Mesh of the LANN wing

A transonic viscous flight condition at a freestream airspeed of 271.66m/s, a
Mach number of 0.82, a Reynolds number based on croot of 7.31 · 106 and 0.6◦
angle of attack is considered. At this condition, a periodic pithing oscillation about
the unswept reference axis (located at 0.2240m from the leading edge of the root
airfoil) with 0.25◦ of amplitude and a reduced frequency based on croot of 0.204 has
been performed. It must be noted that the ROM-based restarting procedure does not
require a periodic state. The procedure is valid for any kind of unsteady maneuver,
periodic or not. The ROM can indeed also predict transitory responses.

The RANS equations with the Spalart–Allmaras (negative version) turbulence
model have been used to model the flow with the TAU code. A structured mesh
having 469, 213 grid points and 450, 560 elements is used for the computation, as
showed in Fig. 15.2.

Since a periodic state can be achieved already at the second period, the simulation
has been performed for 100 time steps,with 50 time steps per period (which have been
shown to be sufficient for a good resolution with respect to time) using a dual time
step method with a 2nd order backward difference discretization (BDF2). A study
has been performed, where the convergence criterion has been set up to a minimum
density residual of 1 · 10−4, 1 · 10−5 and 1 · 10−6, with a maximum number of 100,
200 and 500 inner iterations to converge.
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Fig. 15.3 Linear chirp signal used for the time-simulated pitching oscillation manoeuvre

A linear chirp maneuver defined as:

α(t) = α0 + αmsin(ω(t)t) (15.12)

= α0 + αmsin
(ωmax

T
t2

)
(15.13)

= α0 + αmsin

(
2π fmax

T
t2

)

(15.14)

with αm = 0.25◦ pitch amplitude and a maximum reduced frequency of kmax =
ωmaxcroot/V∞ = 0.22 ( fmax = 26.95Hz), reached at time t = T = 1s, has been
used as a training signal (see Fig. 15.3). The simulation has been performed using
about 20 time steps per pseudo-period, linearly distributed with time over the total
length of the simulation, for a total of 500 time steps. From this maneuver flow field
snapshots have been collected and POD has been applied to them in order to get
the POD modes. The modes have been used to build the ROM, which in turn has
been used to predict, at each physical time step, an approximate flow solution for the
periodic pitch oscillation. The approximate ROM prediction has successively been
used to initialize the inner iterations of the CFD solver TAU.

15.2.4 Numerical Results

The time histories of the lift and moment coefficients of the LANN wing due to
the periodic pitch oscillation are shown in Figs. 15.4 and 15.5, respectively. The
results shown hereafter refer to the case study with convergence to a minimum
density residual of 1 · 10−4 and a maximum number 200 inner iterations. Both the
approximate solution predicted by theROM,which is used in the inner-loop restarting
procedure as an initial guess, as well as the converged TAU solution are shown. The
approximate ROM prediction is seen to be quite accurate (see e.g. the lift coefficient
at time step 52 in the detailed view in Fig. 15.4), thus providing a better initial guess



246 M. Ripepi and S. Görtz

time [s]

lif
t c

oe
ffi

ci
en

t

0 0.05 0.1 0.15 0.2
0.34

0.36

0.38

0.4

0.42

TAU
ROM

time [s]

lif
t c

oe
ffi

ci
en

t

0.115 0.116 0.117 0.118
0.382

0.383

0.384

0.385

0.386

0.387

0.388

step 51

step 52

time [s]

lif
t c

oe
ffi

ci
en

t

0.142 0.144
0.4154

0.4155

0.4156

0.4157

0.4158

0.4159

Fig. 15.4 Lift coefficient time history of the full-order model (TAU) and the ROM predictions used
in the restarting procedure
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Fig. 15.5 Pitching moment coefficient (about the reference axis) time history of the full-order
model (TAU) and the ROM predictions used in the restarting procedure

for TAU than by initializing the time step using the converged solution at the previous
time step (see time step 51 in the detailed view in Fig. 15.4).

This is usually more emphasized when the solution presents large temporal gra-
dients, as shown by the comparison of the nondimensional pressure between the
approximate ROM solution and the CFD solution for time steps 51 and 52 (corre-
sponding to the maximum time derivative of the solution). The pressure distribution
of thewing’s upper surface computedwith TAU for time step 52 is shown in Fig. 15.6,
the ROM prediction is shown in Fig. 15.7, while the TAU solution at the previous
time step (51) is shown in Fig. 15.8. Figures15.9 and 15.10 show the corresponding
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Fig. 15.9 Relative error
between the
nondimensionalized pressure
of the CFD solution at time
step 52 and the ROM
prediction at time step 52
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Fig. 15.10 Relative error
between the
nondimensionalized pressure
of the CFD solution at time
step 52 and the CFD solution
at time step 51
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signed relative difference ((p52T AU − prestart )/p52T AU between the TAU solution at
time step 52 and the solution used for initializing TAU with prestart = p52ROM in
Fig. 15.9 and prestart = p51T AU in Fig. 15.10. As expected, the difference between the
TAU solutions at two consecutive time steps (51 and 52) is much larger than of the
difference between the TAU solution and the ROM prediction at the same time step.
Such differences are more relevant in the vicinity of the shockwave, which is moving
back and forth in the chord-wise direction over the wing during the simulation.

A better initial guess provided by the approximate ROM solution is reflected in
the computational cost of the simulation. In particular, using the ROM solution to
restart the TAU computation at each time step decreases the number of residual calls
(Fig. 15.11), the wall-clock time (Fig. 15.12) and the CPU time (Fig. 15.13) with
respect to the standard unsteady restarting procedure.

It must be pointed out that number of residual calls for the TAU+ROM restarting
procedure includes: the residual calls needed to build the ROM Jacobian by finite
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Fig. 15.11 Comparison of
the number of residual calls
needed to converge the
solution at each physical
time step by the standard
TAU (black line) unsteady
restarting procedure and
when TAU is initialized with
the ROM inner restart (blue
line). The number of residual
call needed to solve the
nonlinear least squares
problem for a ROM
prediction are also shown
(red line)
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Fig. 15.12 Comparison of
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differences (which is equal to the number of PODmodes), the residual calls during the
nonlinear least squares iterations to minimize the unsteady residual and the residual
calls needed for the CFD solver (TAU) to converge to the solution. This is why the
total number of residual calls for the TAU+ROM restarting procedure may exceed
the maximum number of inner iterations, which has been fixed to 200 in the results
shown here, see Fig. 15.11.

When comparing the number of residual calls (Fig. 15.11) and the computa-
tional time (Figs. 15.12 and 15.13) it must be noted that the nonlinear least-squares
procedure used to compute the ROMpredictions makes use of the so-called residual-
only solver of TAU, whereas TAU makes use of the flow solver, which employs a
multigrid procedure to converge the flow solution.
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Fig. 15.13 Comparison of
the CPU time needed at each
physical time step by the
standard TAU unsteady
restarting procedure and by
TAU with the ROM inner
restart
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Fig. 15.14 Typical residual
convergence history for a
selected time step
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Figure15.14 compares a typical convergence history of the inner-loop residual (for
a given physical time steps of the unsteady response) when the CFD solver (TAU)
is initialized with the solution at the previous time step (the standard approach)
and when it is initialized with the ROM predicted solution. In the latter case, the
convergence history of the residual starts at the number of nonlinear least-squares
iterations (in general about 10–15 iterations) needed to obtain the ROM solution.
After every iteration of the TAU solver the norm of the residual is computed in order
to monitor the convergence of the solution process. For each control volume a local
residual vector is computed, composed of the residuals of the density, momentum
and energy, and one or more components associated to the turbulence equations.
The global density residual for the monitoring output, normalized with respect to the
global residual of the steady state, is computed as the root mean square value:
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‖resρ‖ =
√

∑N
j=1

res2ρ, j

N

‖resρ‖steady (15.15)

with N being the number of grid points. Here, it is converged to a minimum value
of 1 · 10−4, with a maximum number of inner iterations of 200 per time step. The
convergence history of the ROM is not shown because the Levenberg–Marquardt
method employed to solve the nonlinear least-squares problem makes use of a dif-
ferent objective function and different stopping criteria to determine the convergence
of the ROM solution than the TAU solver. From Fig. 15.14 it can be seen how the
first TAU residual computed using the ROM predicted solution as an initial guess is
lower than the first residual computed using the TAU solution at the previous time
step.

TheTAU solver shows some difficulty to converge for time stepswith high angular
velocity, i.e., themaximum temporal change of angle of attack and thus themaximum
change in time of the flow field, as can be seen in Fig. 15.15 where the number of
residual calls increases up to the point where the imposed maximum number of inner
iterations (i.e. 200) is reached. In these cases, the global density residual shows an
oscillating behaviour (Figs. 15.16 and 15.17) and starting with the better initial guess
provided by the ROM may (Fig. 15.16) or may not (Fig. 15.17) have a beneficial
effect, leading to a faster and oscillation-free convergence.

The convergence behaviour may be improved by choosing a different set-up of
the TAU solver, e.g., reducing the CFL number or reducing the time-step size. The
current setup has been chosen as a compromise between obtaining accurate results
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Fig. 15.15 Time history of the lift and moment coefficients and the number of residual calls (i.e.
inner iterations) necessary to converge the global density residual to a value of 1e−4 for the standard
unsteady restarting procedure of the TAU solver
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Fig. 15.16 Global density
residual at a selected time
step showing an oscillatory
behavior for the standard
TAU restarting procedure
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Fig. 15.17 Global density
residual at a selected time
step showing an oscillatory
behavior for both the
standard TAU and the
ROM-based restarting
procedure
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in terms of aerodynamic loads (pressure distribution, lift and moment coefficient)
and a reasonable computational time.

Table15.2 summarizes the performance in terms of computational cost of the
unsteady pitching oscillating simulations for different convergence criteria (i.e., min-
imum residual and maximum number of inner iterations). The Performance column
shows the speed-up factor and the reduction in the number of TAU iterations (TAU
calls).Total calls refers to howmany residual calls were due to theROMoptimization
process plus the following TAU iterations to convergence of the solution. TAU calls
refers to the reduction in the number of TAU iterations to convergence (initialized
with the standard approach or with a ROM predicted solution). The simulations have
been performed in parallel using 10 processors.
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It must be noted that these results do not include information of the offline cost
in building the ROM, which must be also considered in the overall evaluation of the
efficiency of the ROM-based restarting process. For the case analyzed here the offline
cost is the combination of running a TAU simulation, collecting the snapshots and
applying a proper orthogonal decomposition. The chirp maneuver used as training
simulation was computed using 500 physical time steps, with a maximum of 100
inner iterations and a minimum residual of 1 · 10−4. The wall-clock time of the
simulation was 50h16min. The proper orthogonal decomposition used to obtain the
POD modes lasted for 7min. The ROM was build using 17 POD modes.

As can be seen from Table15.2, the number of residual calls of the ROM does not
show significant variations with respect to changes in the converge criteria parame-
ters (minimum residual tolerance and maximum inner iterations). Indeed, the ROM
predicted solution (wrom) at a generic time step tn+1 depends on the TAU solutions
(wT AU ) at the actual and old time steps, tn and tn−1, respectively, only through the
definition of the unsteady residual vector to minimize, as shown in the equation
below:

̂R
de f= Res(wrom(tn+1)) + �

3wrom(tn+1) − 4wT AU (tn) + wT AU (tn−1)

2Δt
(15.16)

If the TAU solutions are properly converged for every minimum global density resid-
ual tolerance considered (i.e., 1 · 10−4, 1 · 10−5, and1 · 10−6) then theROMpredicted
solution at the generic time step tn+1, which is used to initialize TAU at that time step,
is the same for all the convergence criteria considered. Only the number of inner iter-
ations of the TAU solver to convergence changes for the selected tolerance. Themore
the tolerance is decreased the more iterations and computational time are required.
Therefore the performance and effectiveness of the overall ROM-based restarting
process are given mainly by two points: first by how accurate the ROM prediction
is and second by how much the global density residual of the CFD solver is to be
reduced, influencing thus the number of iterations. Requiring a high maximum resid-
ual (e.g. 1 · 10−4) would give an advantage to the ROM-based restarting procedure
over the standard one (assuming that the ROM prediction is quite accurate). This is
because fewer iterations of the TAU solver will be necessary to converge. Decreasing
the desired maximum residual will reduce the speed-up improvement because more
TAU iterations (involving multigrid operations) will be required, thus nullifying the
effect of the ROM in providing a good initial guess.

15.3 Conclusions and Remarks

An unsteady simulation of a LANN wing in transonic viscous flow has been per-
formed. Themotion analyzed is a periodic pitching oscillationwhich, for the selected
amplitude and frequency parameters, does not show a nonlinear behavior in the lift
and moment quantities, but it has an important nonlinear behavior of the flow field,
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characterized by amoving lambda-shaped shockwave, typical for swept wings under
transonic on-flow conditions.

The CFD TAU unsteady simulation where the restarting process make use of the
ROM predicted solution as initial guess for computing the flow field at a certain
physical time step showed a speed-up, compared to running the CFD TAU solver
directly and using the previous time step solution as restarting point.

Such speed-up may vary depending on the convergence criteria set-up for the
minimum residual, but it is however not yet fully satisfactory.

It is nevertheless evident that improving the capability of the ROM prediction
(e.g. using nonlinear manifold learning techniques, like Isomap) would accelerate
the TAU inner-loop convergence in case of unsteady simulations, in particular when
the required minimum global density residual is not very demanding.

Further speed-up of the ROM prediction step may be achieved by using hyper
reduction techniques (e.g. gappy POD, missing point estimation, empirical interpo-
lation), which make use of a subset of the computational mesh over which evaluate
the data, or through sparsity-promoting techniques, which make use of a subset of
the POD modes/snapshots having the greatest contribution on the quality of approx-
imation.

An analysis of the ROM-based restarting approach focusing on the convergence of
an output of interest (e.g. lift and moment) through the Cauchy convergence criteria
would be helpful in understanding the real soundness of the method in an industrial
context, where the main purpose of unsteady simulations is to get accurate aircraft
loads.
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Chapter 16
Surrogate-Based Aerodynamic Shape
Optimization of a Wing-Body Transport
Aircraft Configuration

Zhong-Hua Han, Mohammad Abu-Zurayk, Stefan Görtz and Caslav Ilic

Abstract Aerodynamic shape optimization driven by high-fidelity computational
fluid dynamics (CFD) simulations is still challenging, especially for complex aircraft
configurations. The main difficulty is not only associated with the extremely large
computational cost, but also related to the complicated design space with many
local optima and a large number of design variables. Therefore, development of
efficient global optimization algorithms is still of great interest. This study focuses
on demonstrating surrogate-based optimization (SBO) for awing-body configuration
representative of a modern civil transport aircraft parameterized with as many as 80
design variables, while most previous SBO studies were limited to rather simple
configurations with fewer parameters. The freeform deformation (FFD) method is
used to control the shape of the wing. A Reynolds-averaged Navier-Stokes (RANS)
flow solver is used to compute the aerodynamic coefficients at a set of initial sample
points. Kriging is used to build a surrogate model for the drag coefficient, which
is to be minimized, based on the initial samples. The surrogate model is iteratively
refined based on different sample infill strategies. For 80 design variables, the SBO-
type optimizer is shown to converge to an optimal shape with lower drag based on
about 300 samples. Several studies are conducted on the influence of the resolution
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of the computational grid, the number and randomness of the initial samples, and the
number of design variables on the final result.

Nomenclature

CL , CD , CM = lift, drag and pitching moment coefficients
F = regression matrix for Kriging predictor
L = likelihood function
m = number of design variables
Ma = Mach number
n = number of high-fidelity sample points
p = parameter for Gaussian correlation function
Re = Reynolds number
R = spatial correlation function
R = correlation matrix of Kriging model
r = correlation vector of Kriging model
ŝ(x) = standard deviation of Kriging prediction
S = sampling sites for high-fidelity functions
Vkrig = hierarchical Kriging predictor
w = Kriging weights
x,x′ = design variables
x(l), x(u) = lower and upper limit of design variables
yS = response values
Y = random function
Z(·) = Gaussian random process
α = angle of attack
β0 = coefficient of trend model for Kriging predictor
ξ = weighted distance for spatial correlation function
μ = Lagrange multiplier
θ = hyper-parameter vector for spatial correlation function
δ = the trust region radius
σ 2 = process variance of Kriging model

Subscripts

init = initial value
k = index ∈ [1,m]
S = sampled data
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Superscripts

(i) = index ∈ [1, n], referring to i-th sample point
.′ = new point
.̂ = approximated value
.̃ = redefined value

16.1 Introduction

Over the past two decades, aerodynamic design via high-fidelity computational fluid
dynamics (CFD) has received increasing attention in the aerospace community since
CFD has matured to an extent that Navier-Stokes (NS) simulations are routinely
applied to complex aircraft configurations. The traditional way of applying CFD to
aerodynamic design is a manual process in which the designer has to decide what
may be a better design based on CFD simulations of the current design. Obviously,
the success of this heuristic process depends on the experience and knowledge of the
designer and it is particularly hard to reach an optimal design, since the aerodynamic
performance can be very sensitive to small (local) shape changes. A more efficient
approach to aerodynamic design is based on shape optimization, where a CFD code
is coupled with numerical optimization algorithms to automatically get the optimal
design. Aerodynamic shape optimization is regarded as a key technology that can
contribute to considerable aerodynamic performance improvements when it comes
to modern transport aircrafts and may be a key enabler for developing radically new
designs.

Despite the maturity of CFD algorithms and continuous progress in high-
performance computing, aerodynamic shape optimization driven by high-fidelity and
thus computationally expensive CFD is still very challenging, especially for complex
aircraft configurations. The difficulties are not only associatedwith the computational
cost of a single CFD computation, but also related to the high-dimensional design
space and a potentially highly nonlinear objective function featuring many local
optima (particularly for transonic flows). Therefore, the choice of the optimization
algorithm is crucial in order to improve the aerodynamic performance as much as
possible based on a limited number of CFD evaluations.

Starting from a baseline shape, the most efficient optimization methods use gra-
dient information to find a direction or path towards the nearest (local) minimum of
the objective function under aerodynamic and geometrical constraints. Studies using
this method for aerodynamic shape optimization were pioneered in the 1970s, with
gradients of the cost function evaluated with the finite-deference method. Hicks et
al. [1] were first to use this method for airfoil design and then Hicks and Henne
[2] extended it to wing design. The evaluation of gradient information using finite-
differences suffers from the large computational cost associated with many design
variables since each design variable needs to be perturbed separately and then the
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flow field needs to be recalculated. This problem can be tackled by employing the
adjoint method, which was first applied to transonic aerodynamic shape optimiza-
tion problems by Jameson [3, 4] in the 1980s. The adjoint method is extremely
efficient for gradient evaluation, since the cost of computing all partial derivatives of
one objective or constraint function is nearly independent of the number of design
variables, requiring one flow solution and one adjoint solution. The adjoint method
greatly reduces the computational cost of aerodynamic shape optimization of com-
plex aerodynamic configurations with many design variables and few objectives
and constraints. Typically, the optimal shape can be obtained at the cost of 10–100
equivalent CFD evaluations. The adjoint method rapidly gained popularity [5–9],
leading to a shift of the focus of aerodynamic design from the heuristic approach
to numerical optimization. Nowadays, this method is still one of the most attractive
methods for aerodynamic shape optimization of wings [10–12] and complex aircraft
configurations [13].

Despite their fast convergence, gradient-based methods can be rather sensitive to
the initial guesses or starting point and can easily be trapped in a local optimum [14].
The aerodynamic design space is usuallymulti-modal withmany local optima, which
are associated with the non-linear flow phenomena occurring in transonic or sepa-
rated flows. Therefore, a gradient-free method with global optimization capability
needs to be employed to explore the design space (see [15] or [36] for an example).
Among the gradient-free methods, guided random search algorithms such as genetic
algorithms (GA), simulated annealing (SA), or the particle swarm algorithm (PSA)
are capable of finding the global optimum. However, when using this type of algo-
rithms, a single shape optimization usually requires thousands of CFD simulations
and the computational cost can easily exceed the available computational budget.
This situation becomes even worse when dealing with full aircraft configurations
parameterized with a large number of design variables. At DLR’s Institute of Aero-
dynamics and Flow technologies, the subplex algorithm [16] has been the favored
gradient-free algorithm in the past since it can deal with noisy objective functions and
produces good results at acceptable computational cost for up to 15–20 design vari-
ables. Larger numbers of design parameters can make this algorithm very expensive
depending on the complexity of the CFDmodel, especially in its currently employed
sequential form.

Recently, surrogate-based optimization (SBO) (see [15, 17, 30, 31]) gained a
lot of attention by aircraft design experts because it has been successfully applied to
non-local optimization problems in the field of design optimization [18–21]. A surro-
gate model is a cheap-to-evaluate approximation model of the expensive-to-evaluate
objective or constraint function and is built (or trained) based on limited observed
data obtained by sampling the design space. To implement SBO, the simplest way
is to build a sufficiently accurate surrogate model before the actual optimization
process starts and then use it to completely replace the expensive CFD solver during
the optimization. However, this is only applicable for low-dimensional problems as
the required number of CFD evaluations for building an accurate surrogate model
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increases exponentially with an increase in the number of design variables (the so-
called curse of dimensionality [22–24]). To tackle this problem, an initial surrogate
model can be built at the beginning of the process based on a few samples. Then, the
model is adaptively refined with new sample points. The next point for evaluation is
selected by optimizing some infill criterion [19], such as maximizing the expected
improvement (EI) function [25] orminimizing the lower confidence bounding (LCB)
function [26]. Using the computed objective value of the new point, the model is
updated and the next evaluation is determined and so forth. As a result, additional
sample points are adaptively clustered in promising regions of the design space and
the efficiency of converging to the optimum can be dramatically improved compared
to evolutionary algorithms. In this type of SBO framework, the role of the surrogate
model is not to replace the flow solver in the optimization loop but rather to guide
the search of a conventional optimization algorithms [29], either gradient-based or
gradient-free, to the optimum by suggesting new sampling sites to be evaluated with
CFD. From this point of view, the role of the surrogate model and the infill-sampling
criteria is equivalent to that of the conventional optimizers, generating new designs
based on known designs. In addition to using infill criteria to adaptively choose new
sample points, gradient information [27] and lower-fidelity CFD analysis [28] can
used be to enhance the predictions of the surrogate models and to speed up the SBO
process, however, this is beyond the scope of this article.

Despite its potential for use in global optimization, application of the SBO-type
optimization algorithms in the field of aerodynamic shape optimization of aircraft
is currently limited to relatively simple configurations such as airfoils [30–33] or
more complex configurations with a rather small number of design variables [34,
35]. There has been some debating whether the SBO-type optimizer can be applied
to more realistic aircraft design problems and a few studies set out to compare SBO
with its gradient-based counterpart [15, 36, 37]. While previous SBO work at DLR
focused on developing and combining different infill criteria, on applying SBO to
classical airfoils, natural laminar flow (NLF) airfoils and 2D high-lift configurations
[38–40] and on comparing SBO with gradient-free optimization algorithms, this
article is motivated by the aspiration to demonstrate an efficient SBO framework
for minimizing the drag of a 3D wing-body transport aircraft configuration with as
many as 80 design variables. A comprehensive study of the influence of the grid
resolution, the randomness and number of the initial samples and the number of
design variables is carried out to investigate the performance of the SBOmethod. An
a posteriori study is also carried out to characterize the design space and to identify
the important parameters.

The article is organized as follows: Sect. 16.2 gives an overview of the SBO-type
optimization framework we are concerned with, with a special focus on the Kriging
surrogate model and sample infill criteria used; Sect. 16.3 presents the numerical
optimization results for a generic wing-body civil transport aircraft configuration.
Section16.4 details the result of an a posteriori study of the SBO results.
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Fig. 16.1 Surrogtae-based optimization framework

16.2 Surrogate-Based Optimization (SBO)

16.2.1 Surrogate-Based Optimization Framework

For an m-dimensional problem, here we are concerned with solving the following
single-objective optimization problem

Min. y(x) (16.1)

s.t. gi (x) ≤ 0, i = 1, . . . , nc,

x(l) ≤ x ≤ x(u)

where y(x) is the objective function; gi (x) denotes the constraint with nc being the
number of constraints; x is the vector of design variables with their upper and lower
limits denoted by x(l) and x(u), respectively.

In this study we employ a framework for SBO as shown in Fig. 16.1. There are
two loops in this framework: the main- and the sub-optimization. The main loop is
exactly the same as that in conventional gradient-based or gradient-free optimization,
in which the CFD evaluations are directed by the optimizer to find the optimal aero-
dynamic shape; the sub-optimization is in some way equivalent to the conventional
optimizer (such as GA), which suggests the new design(s) to be evaluated by CFD.
Note that compared to a conventional optimizer, the SBO optimizer is particularly
useful when the objective and constraint functions are expensive to evaluate.

This SBO framework was realized as an object-oriented Python module based on
DLR’s surrogate modeling for aero-data toolbox, SMARTy [41, 42, 48]. A notable
feature of this module is that it can be used as a generic optimizer in a similar way
as any currently available gradient-based or gradient-free optimizer in Python. By
importing this module, the user can easily set up a specific optimization problem.
Here, we set up an aerodynamic shape optimization problem for a wing-body trans-
port aircraft configuration. The basic steps of this process are as follows:



16 Surrogate-Based Aerodynamic Shape Optimization of a Wing-Body … 263

• Step 1 - Initialization: Define the objective function and constraints (such as
minimizing CD subject to constant CL as well as wing thickness constraints);
define the design variables and their range by parameterizing the aerodynamic
shape using freeform deformation (FFD), the class/shape transformation (CST)
method or any other methods.

• Step 2 - DoE and CFD evaluations: Design of experiments (DoE) methods [43],
such as Latin hypercube sampling (LHS), are used to generate a number of initial
sample points in the design space, with each sample representing a candidate
aerodynamic shape. Computational grids are generated (or a grid for the baseline
shape is deformed) for these candidate shapes and CFD computations are run
to obtain the corresponding aerodynamic data needed to evaluate the objective
function and constraints. Thereafter, this data is stored in a database. Note that, as
an alternative to starting from scratch, it is possible to use and append to a given
database, which was generated, for example, during a previous optimization run.
This provides the flexibility to the user to terminate the optimization process any
time and to restart later or to change the optimization strategy.

• Step 3 - Building surrogate models: Based on the sampled database, surrogate
models are trained by fitting the model to the data and tuning the parameters. Note
that we need to build surrogate models for each objective and constraint function.
Once the surrogate models are built, the objective and constraint functions and
their mean squared error (MSE) are very cheap to evaluate if compared to the
expensive CFD simulations.

• Step 4 - Solving sub-optimization problems corresponding to user-defined
sample infill criteria: Sample infill criteria determine the mechanism of how
to generate new design(s) based on the surrogate model. Different sample infill
criteria correspond to different sub-optimization problems, which are to be solved
by using a conventional gradient-based and/or gradient-free algorithm. Note that
the outcome of the sub optimization problem(s) is the new aerodynamic design(s)
to be evaluated with CFD, which is expected to improve the surrogate model in a
region of interest, either by further exploring the design or by exploiting a certain
region of it.

• Step 5 - CFD evaluation of new sample point(s): The computational grids for
the new design(s) are generated (or deformed) and CFD simulation(s) are run to
evaluate the aerodynamic performance. This newly obtained data is then used to
augment the database.

• Step 6 - Refinement and termination: The surrogate models are updated and
steps 3–5 are repeated until some termination criterion is satisfied.

• Step 7 - Posterior treatment: The optimum design(s) may be analyzed at off-
design conditions and the sample-points in the database may be analyzed by other
techniques, such as data mining techniques or sensitivity analysis. The posterior
treatment may help to refine the settings or to identify key design parameters.
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16.2.2 Surrogate Modeling

For an m-dimensional problem with m design variables, suppose we are concerned
with the prediction of an expensive-to-evaluate (and unknown) high-fidelity aerody-
namic function y : Rm → R. Assume that the function y is sampled at sites

S = [

x(l), . . . , x(n)
]T ∈ Rnxm (16.2)

with the corresponding responses

yS = [

y(1), . . . , y(n)
]T = [

y(x(1)), . . . , y(x(n))
]T ∈ Rn. (16.3)

Here n is the number of sampling sites. The pair (S, yS) denotes the sampled data
sets in the vector space.

With the above descriptions and assumptions, our objective here is to build a
surrogate model for predicting the output of a high-fidelity CFD code for any untried
site x ∈ Rm , that is, to estimate y(x), based on the sampled data set (S, yS).

16.2.2.1 Kriging Surrogate Model

Kriging is a statistical interpolation method suggested by Krige [44] in 1951 for
which the interpolated values are modeled by a Gaussian process. The theoretical
basis for the method was developed by the French mathematician Matheron in 1963
[45]. Kriging gained popularity in design and analysis of deterministic computer
experiments after the research work of Sacks et al. [46]. There are different versions
of Kriging such as “simple Kriging”, “ordinary Kriging” and “universal Kriging”.
All these versions are available in DLR’s SMARTy toolbox. Here we give only a
very brief description of ordinary Kriging as quite a lot of literature is available, see
[49–51]. Assume a random process corresponding to the aerodynamic function y

Y (x) = β0 + Z(x), (16.4)

where β0 is an unknown constant and Z(x) is a stationary random process having
zero mean and a covariance of

Cov
[

Z(x), Z(x′)
] = σ 2R(x, x′). (16.5)

Here,σ 2 is the process variance of Z(·) and R(x, x′) is the spatial correlation function,
which only depends on the Euclidean distance between two sites, x and x′. Assuming
that the aerodynamic function can be approximated by a linear combination of the
observed data yS , the Kriging predictor of y(x) at an untried x is formally defined
as
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ŷ(x) = wT yS, (16.6)

where w = [

w(1), . . . ,w(n)
]T

is a vector of weight coefficients associated with the

sampled data. Then we can replace yS = [

y(1), . . . , y(n)
]T

with the corresponding

random quantities YS = [

Y (1), . . . ,Y (n)
]T
. We can also treat ŷ(x) as random, and

try to minimize its MSE

MSE
[

ŷ(x)
] = E

[

(wTYS − Y (x))2
]

(16.7)

subject to the unbiasedness constraint

E

[

n
∑

i=1

w(i)Y (x(i))

]

= E [Y (x)] . (16.8)

Solving this constrained minimization problem by the method of Lagrange multipli-
ers, we can get the optimum weight coefficient w = [

w(1), . . . ,w(n)
]T
. In turn, the

mean and MSE of the Kriging prediction can be derived. The predicted mean value
is

ŷ(x) = β0 + rT (x) R−1(yS − β0F)
︸ ︷︷ ︸

, (16.9)

=: Vkrig

where β0 = (FTR−1F)−1FTR−1yS and

F = [1, . . . 1]T ∈ Rn,R := (R(x(i), x( j)))i, j ∈ Rnxn, r := (R(x(i), x))i ∈ Rn . (16.10)

Note that the vector Vkrig ∈ Rn only depends on the observed data, and it can be
calculated at themodel fitting stage of Kriging. OnceVkrig is obtained, the prediction
of the unknown y at any untried x only requires recalculating rT (x). The MSE of
the Kriging prediction can be shown to be

MSE{ŷ(x)} ≡ ŝ2(x) = σ 2{1.0 − rTR−1r + (rTR−1F − 1)2/FTR−1F}. (16.11)

16.2.2.2 Correlation Function

The construction of the correlation matrixR and the correlation vector r requires the
calculation of the correlation function. The correlation function for random variables
at two sites, x and x′, is assumed to only depend on their spatial distance (namely
R(x, x′) = R(x − x′)). A family of commonly-used correlation models is of the
form
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R(x, x′) =
m

∏

k=1

Rk(θk, xk − x ′
k), (16.12)

where θ = [θ1, . . . θm]T ∈ Rm are the distance weights (so-called hyper-parameters
to be tuned). The most popular form of this correlation function is the Gaussian
exponential function. It is of the form

Rk(θk, xk − x ′
k) = exp(−θk |xk − x ′

k |pk ), 1 < pk ≤ 2. (16.13)

In this article, following the well-known DACE Kriging toolbox [47], a cubic spline
correlation function is also employed due to its good performance as well as the
feature of being second-order differentiable (a desired feature when gradient infor-
mation is to be incorporated [48]). It is of the form

Rk(θk, xk − x ′
k) =

⎧

⎪

⎨

⎪

⎩

1 − 15ξ 2
k + 30ξ 3

k for 0 ≤ ξk ≤ 0.2

1.25(1 − ξk)
3 for 0.2 < ξk < 1,where ξk = θk |xk − x ′

k |.
0 for ξk ≥ 1

(16.14)

16.2.2.3 Hyperparameter Tuning via Maximum Likelihood Estimation

Assuming that the sampled data are distributed according to a Gaussian process, the
responses at sample sites are considered to be correlated random functions

L(σ 2, θ) = 1
√

2π(σ 2)n|R| exp
(

−1

2

(ys − β0F)TR−1(ys − β0F)

σ 2

)

, (16.15)

where β0 = (FTR−1F)−1FTR−1yS . The optimal estimation of the process variance

σ 2(θ) = (yS − β0F)TR−1(yS − β0F)

n
(16.16)

is obtained analytically, yet depends on the unknown hyper-parameters θ =
[θ1, . . . , θm]T . Substituting it into the associated Eq.16.15 and taking the logarithm,
we are left with maximizing the concentrated likelihood function

θ = argmax
θ

(−n ln σ 2(θ) − ln |R(θ)|). (16.17)
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16.2.3 Sample Infill Criteria and Sub-optimization

Although there are a number of infill criteria available [52], here we are mainly
concerned with two of the most popular criteria: one is called MSP (minimizing the
surrogate prediction) and the other is called EI (expected improvement).

16.2.3.1 MSP Criterion

For MSP, the mathematical model of the sub-optimization for determining a new
sample site is of the form

Minimize ŷ(x)

s.t. ĝi (x) ≤ 0, i = 1, nc, (16.18)

x(l) ≤ x ≤ x(u)

where ŷ(x) and ĝi (x) are surrogate models of y(x) and gi (x), respectively. Solving
this constrained optimization problem by using a conventional optimization algo-
rithm such as a genetic algorithm (GA) or any gradient-based method, we can get the
approximated optimal design variables x̂opt . Then, x̂opt is evaluated by the CFD code
to get the corresponding aerodynamic performance coefficient and is compared with
what was predicted by the surrogate models. If the error between the two is below a
certain threshold, the optimization process can be terminated; if not, the new sample
point is augmented to the sample data set and the surrogate model is rebuilt. Note
that this criterion is suited for all kinds of surrogate models and is very efficient for
local exploitation of promising regions in the design space.

16.2.3.2 Constrained EI Criterion

The Kriging prediction at any untried sample point can be regarded as a Gaussian
distribution with the mean given by the Kriging predictor, ŷ(x), and the variance
given by the mean squared error, ŝ2(x). Then, we can compute the probability that
the function value at any untried x would fall below the minimum among the sample
points observed so far. The expected improvement (EI) function [25] can be calcu-
lated to account for the improvement of the objective function we expect to achieve
at any untried x. The definition of EI is of the form

E [I (x)] =
{

(ymin − ŷ(x))Φ
(

ymin−ŷ(x)
ŝ(x)

)

+ ŝ(x)φ
(

ymin−ŷ(x)
ŝ(x)

)

if ŝ > 0

0 if ŝ = 0
(16.19)

where Φ(·) and φ(·) are the cumulative distribution function and probability density
function of a standard normal distribution, respectively; ymin = Min(y(1), y(2), . . . ,
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y(n)) denotes the best among the observed data so far. The greater the EI, the more
improvement we expect to achieve, thus the point with maximum EI is located by
a global optimizer such as a genetic algorithm (GA). Then a CFD computation is
performed for this new sample point. For this sample infill criterion, constraints
can be handled by introducing the probability that the constraints are satisfied. The
corresponding sub-optimization problem can be modeled as

maximize E [I (x)] ·
nc
∏

i=1

P [Gi (x) ≤ 0], (16.20)

s.t. xl ≤ x ≤ xu

where P [Gi (x) ≤ 0] denotes the probability that the i-th constraint may be satisfied
and Gi (x) is a random function corresponding to the state function gi (x). Note that
P [Gi (x) ≤ 0] → 1 when the constraint is satisfied and P [Gi (x) ≤ 0] → 0 when
the constraint is violated. The probability of satisfying the constraint at any untried
site, P [Gi (x) ≤ 0] can be calculated by

P
[

Gi (x) ≤ 0
] = 1

ŝi (x)
√
2π

∫ 0

−∞
e[Gi (x)−gi (x)]2/2ŝ2i (x)dGi (x) = Φ

(−gi (x)
ŝi (x)

)

(16.21)

where ŝi (x) denotes the estimated standard error corresponding to the surrogate
model ĝi (x).
The optimum sample site x̂opt obtained by solving Eq.16.21 is observed by running
the CFD code and the new sample point is augmented to the sample date set; the
surrogate models are rebuilt and the whole process is repeated until the maximum
EI is below a value set by the user. Note that the EI method has the capability of
efficiently finding the global optimum and therefore this optimization strategy is also
called efficient global optimization (EGO) [25].

16.2.3.3 EI Criterion with Dynamic Search Space Updating

The EI method rapidly gained popularity due to its good capability of finding the
global optimumwithin a limited number of function evaluations (see [30]). However,
when the EI method is applied to aerodynamic shape optimization, it turns out that
due to the fact that the design space is large and the objective function is complicated
it is typically very difficult to obtain the real global optimum. To make this method
work, one generally has to choose a baseline shape and then set a very small design
space around the baseline shape. Since the design space is restricted to small changes
around the baseline, chances of obtaining a more global optimum than a gradient-
based method are very limited. To tackle this problem, we propose to use a strategy
wherewe dynamically search the design space for themaximumof the constrainedEI
function. This method is similar to the trust-region method in [53]. For this method,
the sub-optimization problem is modified as
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maximize E [I (x)] ·
nc
∏

i=1

P [Gi (x) ≤ 0], (16.22)

s.t. x∗ − δ ≤ x ≤ x∗ + δ

This means that for every iteration of the SBO-type optimization process, the maxi-
mization of the constrained EI function is restricted to a relatively small space around
the best design obtained so far, which is denoted by x∗. Along with the changing
x∗, the search space for maximizing the constrained EI function is also moving. In
addition, the search radius, δ, can be adaptively modified. By using this modified
constrained EI criterion with dynamic search space updating, the chance of obtain-
ing a nearly globally optimal design in a limited number of CFD computations is
greatly increased.

16.3 Results for a Generic Wing-Body Transport Aircraft
Configuration

16.3.1 Test Case Description and Parameterization

Thebaseline shape employed for this study is a cleanwing-body configuration similar
to existing Airbus wide-body transport aircraft. In the DLR research project Digital-
X [54], this aircraft configuration was used as a benchmark test case for demon-
strating multidisciplinary design optimization of a complete aircraft. Here, we are
concerned with the single-point aerodynamic shape optimization of the wing-body
configuration (see Fig. 16.2 for the surface grid), at the cruise condition: Ma = 0.83,
Re = 43.4 · 106 and CL = 0.5, to demonstrate our newly-developed SBO-type
optimizer. The fuselage is fixed and the wing shape is parameterized by free-form
deformation (FFD), with a number of control sections along the wing span. See
Fig. 16.2 for the schematics of the wing parameterization with 8 control sections
along the wing span and 10 nodes for each section, resulting in total number of 80
FFD nodes. The objective here is to minimize the drag, subject to lift and sectional
thickness constraint of wing. The optimization mathematical model is of the form.

Minimize CD (16.23)

s.t. CL = 0.5

Thicki = Thick0i , i = 1, . . . , nsection,

xlj ≤ x j ≤ xuj , j = 1, . . . ,m

where nsection is the number of control sections and m is the total number of design
variables. To ensure that all the candidate shapes in the design space satisfy the thick-
ness constraint, we change the corresponding FFD nodes of the upper and lower wing
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Fig. 16.2 Wing-body transport aircraft configuration and FFD box (8 control sections with 10 FFD
nodes for each section, resulting in 40 nodes on upper and lower wing surfaces, respectively)

surfaces simultaneously. This implies, for example, that the number of design vari-
ables is reduced to 40 for the parameterization of wing with 80 FFD nodes (see
Fig. 16.2). DLR’s RANS flow solver TAU [55–57] is used to calculate the aerody-
namic performance. Jameson’s central scheme is used for spatial descretization and
the Spalart-Allmaras one-equation model is used for turbulence closure. The lift con-
straint CL = 0.5 is handled by the flow solver using a target-lift approach, which
internally changes the angle of attack to retain the target lift.

16.3.2 Study of the Baseline Configuration

A study on the grid resolution is a basic requirement set forth by the AIAA aero-
dynamic design optimization discussion group (ADODG) for its benchmark aero-
dynamic shape optimization problems. For example, in [58] the first author of the
current study conducted a thorough grid convergence study for the baseline RAE
2822 airfoil and for the optimized airfoil to ensure that the variation of the drag
coefficient is less than 1 count.

While a full-fledged grid convergence study is beyond the scope of the present
study, a set of grids of different size is generated to study the characteristics of the
baseline configuration. The grids are block-structured and are generated using aDLR
in-house tool, which automatically changes the CAD model of the aircraft and the
associated block topology, and applies Pointwise to create the surface and volume
grid [60]. Here we study the aerodynamic performance of two representative grids: a
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Fig. 16.3 Comparison of surface pressure coefficient contours computed on fine and coarse grids
(Ma = 0.83, Re = 4.34E7,CL = 0.5)

grid with 0.78 million nodes and a finer grid with 3.8 million nodes. The comparison
of pressure coefficient contour is shown in Fig. 16.3. From the pressure distribution,
one can clearly see that there is a shock wave at around 65% of the chord-wise
location, and there is only very small difference between the pressure distributions
on the fine and the coarse grids, where the differences can be seen near the shock
wave for both grids. Concerning the drag coefficient, there is only 1 count difference
(see Table16.1) between the grids, which enables us to use the coarse grid to run the
intensive aerodynamic shape optimizations. Note that the reference point of moment
coefficient is at the nose of the fuselage.
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Table 16.1 Comparison of aerodynamic force coefficients computed on fine and coarse grids (we
should state that the reference is the fine grid)

CL ΔCD(cts.) ΔCM

Coarse grid (0.78 million points) 0.5 1.0 0.0041

Fine grid (3.8 million points) 0.5 0.0 0.0

Fig. 16.4 Convergence history of surrogate-based optimization (SBO) (40 design variables, Ma =
0.83, Re = 4.34E7,CL = 0.5)

16.3.3 Optimization Results

The convergence history of the SBO is shown in Fig. 16.4. Note that we use 81 initial
samples for SBO, with 80 samples selected by LHS and one additional sample cor-
responding to the baseline shape. The optimization reduced the drag by 18 counts.
Figure16.5 shows the pressure distribution of the baseline and the optimized con-
figurations, and we can see that the shock wave is nearly smoothed out by SBO. In
addition to being a nearly global optimizer, the potential benefit of SBOcan further be
explained as: (a) SBO can definitely be an alternative to gradient-basedmethod in the
case that fast adjoint gradient is not available, such as the case of laminar wing design
considering transition; (b) adjoint gradients can be incorporated in SBO to further
improve the overall efficiency, which lends it to the method of gradient-enhanced
Kriging (GEK [48]); (c) it is straight forward to extend the SBO framework to robust
design, i.e., to design under uncertain flow conditions or random shape variations
due to manufacturing tolerances.
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16.3.4 Parameter Study

16.3.4.1 Influence of Grid Resolution

Firstly, the influence of grid resolution on the SBO optimization is studied. All the
settings except the number of grid nodes are exactly the same. The convergence
histories of fine- and coarse-grid optimizations, shown in Fig. 16.6, are very similar.
There exists only 1 drag count difference between the optimal shapes obtained by
fine and coarse grids, which is consistent with the results of the baseline shape study
in Sect. 16.3.2. This study encourages us to use the coarse grid for the rest of study,
which is associated with the intensive optimizations of wing-body transport aircraft
configuration.



274 Z.-H. Han et al.

Fig. 16.6 Influence of grid
resolution on SBO
(Ma = 0.83, Re =
4.34E7,CL = 0.5)
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Fig. 16.7 Influence of
number of initial sample
points on SBO
(Ma = 0.83, Re =
4.34E7,CL = 0.5)

16.3.4.2 Influence of Number of Initial Sample Points

The number of initial sample points is a key issue for a SBO-type optimization. Here
for 40 design variables, we used a series of initial sample points, from 0.5ndim to
8ndim . The convergence histories of all these optimizations are shown in Fig. 16.7.
The difference between the results is less than 1 drag count. With more initial sample
points, the infill-sampling process would be faster. But for the overall computational
cost, we suggest using the initial number of sample points of ndim or 2ndim (Fig. 16.7).

16.3.4.3 Influence of Randomness of Initial Sampling

When we use DoE method such as LHS, the initial sampling is essentially random.
For the same number of design variables, 40, here we repeat the SBO for 5 times.
Despite starting from completely different initial samplings, the convergence histo-
ries are very similar, see Fig. 16.8. But it is a surprise that the optimized aerodynamics
shapes are “quite” different, although there is very little difference considering the
drag of optimum shapes (less than 0.6 counts). Further study shows that all the
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Fig. 16.8 Influence of
randomness of initial
sampling on SBO
(Ma = 0.83, Re =
4.34E7,CL = 0.5)

Fig. 16.9 Influence of
number of design variables
on SBO (Ma = 0.83, Re =
4.34E7,CL = 0.5)

optimums are essentially local optimums. This is a typical feature of aerodynamic
shape optimization of airfoil or wing in transonic fully turbulent flows. When the
shock wave-drag is reduced to nearly zero, the small change of the aerodynamic
shape doesn’t have remarkable influence on the total drag coefficient. This is why
there are numerous local optimums existing in the design space and it is nearly not
possible (or not meaningful) to find the “real” global optimum. But by repeating
SBO several times, the chance of getting optimum closer to the “global optimum”
can be increased.

16.3.4.4 Influence of Number of Design Variables

At last, we study a very important issue about SBO; the effect of number of dimen-
sions. The optimizations are conducted for the number of design variable of 20, 40,
64, and 80, respectively. According to the best practice obtained in Sect. 16.3.4.2,
we used an initial number of sample points equal to the number of design variables.
When the number of design variables is increased from 20 to 40, we can see that
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Fig. 16.10 Analysis of
design space (40 design
variables, Ma = 0.83,
Re = 4.34E7, CL = 0.5),
drag coefficient change w.r.t.
Euclidian distance to the
optimum

(Fig. 16.9), at the beginning, the improvement with 20 design variables is faster, but
then it slows down. The overall performance when using 40 design variables seems
to be the best, considering both the efficiency and final drag counts. When we con-
tinue to increase the number of design variables to 64 and 80, the convergence is
slowed down again, but the last stage of convergence is similar. Considering the total
computational cost, we can still afford to optimize with our SBO optimizer and using
the settings according to our best practice when the number of design variables is
as large as 80. We expect that the number of design variables can be even larger.
Nevertheless, the number of design variables has notable influence on the optimum
results. The differences observed here may be a combination of different numbers
of design variables and randomness of the initial samples.

16.4 A Posteriori Study of SBO Results

A byproduct of running SBO is that we eventually get a number sample points that
can be post-processed to analyze the features of the design space. Since it is not
possible to directly visualize the high-dimensional design space, we use an indirect
way which measures the Euclid distance between all the sample points and the
optimum point. For a specific optimization, the change of drag coefficient versus
the distance to the optimum point is plotted in Fig. 16.10. The red triangle denotes
the initial sample point chosen by DoE; the black square represents the baseline
shape; the red circle indicates the added sample points determined by solving the
sub-optimization problem. We classify all the sample points into 3 zones: zone A,
B and C. The initial samplings in zone A are far away from the optimum and there
is a large variation of drag coefficient versus the spatial distance, due to the strong
shock wave. Although most of the initial samples have higher drag than the baseline
point, they are necessary for building the initial surrogate model which guides the
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optimization toward the promising region. When the optimization enters zone B,
the variation of drag versus distance to optimum is reduced due to the fact that the
shock wave is weakened. In total, a reduction of 18 drag counts is obtained. As the
optimization approaches zone C, the drag coefficient does not change that much with
the Euclidian distance to the optimum and only around 1 drag count reduction can
be obtained. Although the drag reduction is very small, a more robust aerodynamic
shape can be obtained, since the drag coefficient is less sensitive to geometry changes.

The sample points can also be post-processed to identify the key design variables
driving the surrogate-based optimization process to the optimum. Maximum Like-
lihood Estimation (MLE) of the hyper-parameters of the Kriging surrogate model
can be used for automatically reducing the number of design variables. The hyper-
parameters, θ , are weighted coefficients of the distance along each dimension and
indicate how much a variable influences the correlation between two samples. A
larger θ -value corresponds to a “more important” variable. If θ approaches zero then
the corresponding design variable has little or no effect on the functional variation of
the objective function. In otherwords, automatic dimension reduction canbe achieved
when the correlation parameters for a chosen correlation model approach zero for
certain parameter directions. This approach has been successfully used in high-
dimensional optimization problems by Siller et al. [59]. However, “enough” sample
points are required to estimate the correlation and an accurate MLE is required.

Here, Kriging with a cubic spline kernel was used and combined with infill sam-
pling based on the EI function. The θ -values were optimized using MLE based on
250 samples. Both 40 and 80 design variables were considered. Based on the opti-
mized θ -values shown as a function of the index of the design variables in Fig. 16.11
and 16.12, the optimization appears to be driven mainly by about 20 design vari-
ables. In the case of the parameterization with 80 design variables, it is observed
that no more than 65 design variables have any influence on the objective function
approximated by the surrogate model and the remaining 15 can be removed from the
optimization problem without having any influence on the variation of the objective
function. Re-running the optimization with the reduced set of design variables was,
however, beyond the scope of the present study.

16.5 Summary and Conclusions

This article develops an efficient surrogate-based optimization (SBO) framework,
which is implemented in a Python module called “sbo.py” with objective-oriented
programming. It is demonstrated for aerodynamic shape optimization of a generic
wing-body configuration, which is representative of modern civil transport aircraft,
with as many as 80 design variables. Several studies were conducted to understand
the influence of the resolution of computational grids, the number and randomness
of the initial sampling as well as the number of design variables (20–80). Some
conclusions can be drawn as following:
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Fig. 16.11 Optimized Kriging hyper-parameters as a function of the index of the design variables
(40 design variables)
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Fig. 16.12 Optimized Kriging hyper-parameters as a function of the index of the design variables
(80 design variables)

1. Optimization of the wing-body configuration with SBO is proven successful (18
counts or around 7%drag reduction achieved); SBO is usable for 3D aerodynamic
design of wings with as many as 80 design variables.

2. Repeating SBO several times can increase the chance to get a shape which is
closer to the “global optimum”.
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3. For our SBO-type optimizer, small effect can be found for the number of initial
samplings. Best practice suggests us to use ndim or 2ndim for the number of initial
sample points.

4. The number of design variables has dramatic influence on the results as well as
the efficiency of SBO. The computational cost increases slowly with increase in
number of design variables. SBO is, however, still usable for optimization with
as many as 80 design variables.
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Chapter 17
A Method for the Calculation of Large
Deformations in Aeroelastic Applications

Markus Ritter

Abstract A modal-based method that calculates the geometric nonlinear effects in
the regime of large deformations of wing-like structures is applied to the modeling
of a highly flexible 3D wingbox of high aspect ratio. The proposed method features
higher-order stiffness terms and calculates the nodal deformation field not only by
normal modes but also by additional modal components. In this way, a nonlinear
force-displacement relationship and a geometrically nonlinear displacement field are
accounted for. Static and dynamic results for the two configurations are presented
together with results from a nonlinear finite element solver. The validations highlight
the capability of the method to capture the nonlinear effects and demonstrates its
power to model a 3D wingbox structure made of composite shell elements with
anisotropic material characteristics.

17.1 Introduction

Future passenger transport aircraft with lower emissions and higher fuel efficiency are
the focus of current developments in the aeronautical industry. One of the key design
features that supports achieving such goals is a high aspect ratio wing, which low-
ers the induced drag. However, as the span increases along with the wing’s aspect
ratio, higher flexibility is the consequence and becomes almost inevitable due to
geometrical effects. On the other hand, increased structural flexibility can be advan-
tageous when dealing with external disturbances, such as gust encounters, due to
the reduced rigid body acceleration. But it brings several challenges related to the
modeling, analysis, and design and it becomes inevitable that the geometrically non-
linear structural nature of the vehicle be taken into account in the earliest phases of
design [1].

Industry-standard aeroelastic simulation frameworks are mostly based on a modal
description of the airframe using eigenvectors and eigenvalues in the frequency range
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of interest to calculate structural deformations in a linear way. These have very limited
applicability for the problem of geometrically nonlinear aeroelasticity, where time-
domain solutions and coupled aeroelasticity/flight dynamics analysis (due to the
coupled nature of the rigid body and elastic response of the aircraft) are sought.
Geometrically-exact beam-based formulations coupled with appropriate unsteady
aerodynamics are the state of the art for this type of problem [12]. On the other hand,
beam formulations are not always sufficient to model complex structural details
of transport aircraft wings since the 3D structural model must be condensed to a
beam model with equivalent structural characteristics. Using nonlinear FE codes
for aeroelastic simulations of entire aircraft can become very costly, especially for
dynamic simulations.

A new method, refered to as Enhanced Modal Approach was developed to over-
come these problems. It is an extension of the classical modal approach towards
large deformations that uses a higher order strain energy formulation to consider
nonlinear force-displacement relationships and higher-order mode components for
the reconstruction of a geometrically nonlinear displacement field [8]. Both enhance-
ments are derived by Taylor series expansions. A series of static, nonlinear structural
simulations is necessary to identify the higher-order stiffness and mode components
(tensors). Once these components are determined, static and dynamic aeroelastic
simulations can be done with a computational effort which is only slightly increased
compared to the classical modal approach.

The ability to model complex, highly flexible 3D FEM structures of an aircraft in
free flight is seen as the ultimate goal of the enhanced modal approach. A model of
this type is shown in Fig. 17.1 as a motivating example. A step by step approach is
followed to achieve this goal. To this end, the method is applied to different structural
test cases with increasing complexity in order to identify possible issues and improve
the method gradually. This work presents applications of the method to a complex,
slender 3D wingbox modeled by shell elements made from fiber reinforced material.

Methods for the reduced order modeling (ROM) of nonlinear structures have
been addressed by several authors. Mignolet and co-workers have given detailed
descriptions for the derivation of static and dynamic nonlinear structural governing
equations including higher-order (quadratic and cubic) stiffness terms. The field of
application of the method ranges from plate structures to curved beams and the
modeling of a complex UAV wing [3, 7, 15].

Kuether and Allen describe methods based on nonlinear normal modes (NNMs) to
simplify large, complex structures. NNMs basically describe the resonant frequency
and response of a structure as a function of response amplitude or energy [5, 6].
Two substructuring methods that can be used in conjunction with 3D finite element
models are presented by Kuether [5], where the second one is based on building a
reduced order model of a structure by applying a series of static loads to a nonlinear
FE model. Quadratic and cubic stiffness terms are used to account for a nonlinear
force displacement behavior and coupling of individual modes.

As will be shown, a geometrically nonlinear displacement field in large defor-
mations of wing-like structures can be reconstructed by shape functions of higher
order. The method of quadratic components was successfully applied by Segalman
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Fig. 17.1 3D FEM model of a transport aircraft wing built with spars, ribs, stringers, and skins as
a motivating test case for future application of the method proposed

and Dohrmann to improve the kinematical and dynamical description of rotating
structures undergoing large displacements [9, 10]. This method is also used by van
Zyl for the calculation of T-Tail flutter [13, 14]. In the approach presented, the concept
of structural modes of higher order is further developed to improve the reconstruction
of nonlinear, large displacements. Higher-order stiffness terms derived from a higher-
order strain energy formulation are used to represent a nonlinear force-displacement
behavior.

17.2 Derivation of the Enhanced Modal Approach

The derivation of the enhanced modal approach is given in detail in Ref. [8] and
recapitulated in a more compact form in the following.

Compared to the classical modal approach, the proposed method is based upon
considering a nonlinear force-displacement relationship by quadratic and cubic stiff-
ness terms and a geometrically nonlinear displacement field based on higher-order
mode components up to fourth order. Furthermore, the generalized forces are depen-
dent on the state of deformation and the nodal force field applied.
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17.2.1 Static Formulation: Higher-Order Strain Energy

The total potential energy π of an elastic body consists of the sum of the total strain
energyU and the potential energy of the applied loads V . This statement is expressed
as [11]:

π = U + V . (17.1)

Assuming Hooke’s law, and neglecting temperature influences, the total strain energy
U is given as (using Einstein notation):

U = 1

2

∫

V

τi jεi j dv (i, j = 1, 2, 3) , (17.2)

where τi j and εi j are the stress and strain component pairs, respectively. The work
done by the applied loads V can be expressed as:

V =
∫

V

Bi ui dv +
∫

S

T (ν)
i ui ds , (17.3)

where Bi represents the components of the applied body forces, ui the components
of the displacement field, and T (ν)

i denotes the traction vector applied on the body
surface. Introducing a variation of both the total strain energy and the external work
yields:

δπ = δ(U + V ) =
∫

V

τi j δεi j dv +
∫

V

Bi δui dv +
∫

S

T (ν)
i δui ds . (17.4)

Invoking the Principle of Minimum Total Potential Energy, i.e., δπ = 0, yields:

δU = −δV . (17.5)

Now the total strain energy, Eq. (17.2), is assumed to be a nonlinear and continuously
differentiable function of a scalar value qi of a number of generalized coordinates,
m, and expanded in a Taylor series up to the fourth order centered at zero (since the
internal energy is zero for zero deformation):

U (q) = 1

2!
m∑
i=1

m∑
j=1

∂2U

∂qi ∂q j
qi q j

+ 1

3!
m∑
i=1

m∑
j=1

m∑
k=1

∂3U

∂qi ∂q j ∂qk
qi q j qk
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+ 1

4!
m∑
i=1

m∑
j=1

m∑
k=1

m∑
l=1

∂4U

∂qi ∂q j ∂qk ∂ql
qi q j qk ql + h.o.t. (17.6)

Using Castigliano’s first theorem and applying a differentiation with respect to q
centered at zero yields the governing equation of the structure as function of q [11].
This governing equation comprises quadratic and cubic stiffness dependencies:

∂U

∂qp
=

m∑
i=1

∂2U

∂qi ∂qp
qi

+ 1

2!
m∑
i=1

m∑
j=1

∂3U

∂qi ∂q j ∂qp
qi q j

+ 1

3!
m∑
i=1

m∑
j=1

m∑
k=1

∂4U

∂qi ∂q j ∂qk ∂qp
qi q j qk + h.o.t. (17.7)

Introducing the definitions pGn for the partial derivatives in Eq. (17.7), the following
equation in the pseudo-generalized coordinates is obtained:

pGi
1 qi + pGi j

2 qiq j + pGi jk
3 qiq jqk = Qp (p = 1, . . . ,m) (17.8)

Here the summation convention is used again. The idea of the proposed method is
to take the pGn stiffness matrices as generalized stiffnesses and the q as generalized
coordinates. The stiffness parameters Gn can be determined by polynomial fitting or
numerical differentiation [8].

17.2.2 Static Formulation: Higher-Order Deformation
Reconstruction

The second extension is the reconstruction of the geometrically nonlinear displace-
ment field. As mentioned above, the nonlinear static FE analysis excites nonlinear
terms in the strain energy, but also a nonlinear displacement field.

In this work, the nodal deformation field is expanded in a Taylor series centered
at zero (similar to the strain energy) which is truncated after the fourth term:

u(q) =
m∑
i=1

∂u
∂qi

qi (17.9)

+ 1

2!
m∑
i=1

m∑
j=1

∂2u
∂qi∂q j

qi q j (17.10)
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+ 1

3!
m∑
i=1

m∑
j=1

m∑
k=1

∂3u
∂qi∂q j∂qk

qi q j qk (17.11)

+ 1

4!
m∑
i=1

m∑
j=1

m∑
k=1

m∑
l=1

∂4u
∂qi∂q j∂qk∂ql

qi q j qkql + h.o.t. (17.12)

Partial differentiation of the displacement field defined in this way with respect to
the generalized coordinates and substitution similar as above for the strain energy
yields:

pΦ = ∂u
∂qp

= pΦ0 + pΦ i
1 qi + pΦ

i j
2 qiq j + pΦ

i jk
3 qiq jqk (17.13)

The term pΦ0 can be seen as the equivalent of the structure’s normal modes.

17.2.2.1 The Generalized Forces and the Final Governing Equation

Considering Eq. (17.8), the term on the right hand side of the structure’s governing
equation is the generalized force Qp. Applying the principle of virtual work and
using the higher order mode components results in an extension of the generalized
forces. For simplicity, the approach described by van Zyl is followed here and only
the linear and the quadratic mode shape components are considered for the virtual
work [13]:

δV = δuT f , (17.14)

where f denotes an arbitrary nodal force field. Expansion of the virtual physical
displacements δu using the linear and the quadratic mode shapes yields:

δV = δqT
p

(
pΦ0

T + pΦ i
1
T
qi

)
f . (17.15)

Thus the generalized forces are given as:

Qp = pΦ0
T f + pΦ i

1
T
f qi . (17.16)

Combining Eqs. (17.8) and (17.16) yields:

(pGi
1 − pΦ i

1
T
f ) qi + pGi j

2 qi q j + pGi jk
3 qi q j qk = pΦ0

T f . (17.17)

Equation (17.17) is the static governing equation of the enhanced modal approach.
Compared to the classical modal approach, the pGi

1 term is amended by the product
of the transpose of the quadratic mode component matrix and the force field. This
additional stiffness parameter is proportional to the force field applied to the structure
and induces a coupling of otherwise (in the linear sense) uncoupled eigenvectors.
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After solving Eq. (17.17), the nodal deformation field is reconstructed as function
of the generalized coordinates q:

u(q) = pΦ0 qp + pΦ i
1 qpqi + pΦ

i j
2 qpqiq j + pΦ

i jk
3 qpqiq jqk . (17.18)

17.2.3 Dynamic Formulation

The dynamic formulation includes inertia terms in Eq. (17.17). The governing equa-
tion is then given as:

Mq̈i +
(
pGi

1 − pΦ i
1
T
f
)
qi + pGi j

2 qi q j + pGi jk
3 qi q j qk = pΦ0

T f , (17.19)

where M denotes the generalized mass matrix.

17.3 Numerical Studies

The results of selected static and dynamic simulations obtained with the method
described are presented in the following sections. Static simulations without aerody-
namic forcing are used to verify the model, and coupled simulations show the power
of the method for aeroelastic applications.

17.3.1 High Aspect Ratio Composite Wingbox Test Case

The test case consists of a 20-m span wingbox with a sweep angle of 1.8◦ made
of quadrilateral shell elements. This three-dimensional wingbox resembles a real
aircraft wing and is built from three spars, ribs, as well as upper and lower skins.
Anisotropic materials (CFRP) are used for all elements of the wing by means of Nas-
tran MAT2 cards. Furthermore, the thicknesses of the shell elements is reduced along
the wing to obtain even curvature in bending deformation for typical aerodynamic
loadings. No additional discrete mass elements are used for this test case. The density
of all materials is 2700 kg/m3, the total mass of the wingbox is 489 kg. The model
contains 1950 nodes and 2005 elements, 254 different anisotropic materials are used.
The structure was generated with the in-house model generator ModGen [4]. The
outer shape of the wingbox is defined by a NACA 4415 section at the wing’s root and
a NACA 4412 at the wing’s tip. The model is shown in explosion view with details
in Fig. 17.2.
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Fig. 17.2 Layout of the CFRP wingbox structural model and material thicknesses

Table 17.1 Eigenvalues of eight selected modes of the generic wingbox model; values were
obtained from a FE analysis and from a polynomial reconstruction method

Mode Type of mode Eigenvalue FE analysis
[Hz]

Eigenvalue reconstructed
[Hz]

1 First bending 0.884 0.880

2 First bending in-plane 3.218 3.135

3 Second bending 3.602 3.575

4 Third bending 8.755 8.677

5 Fourth bending 16.18 16.109

6 Fifth bending 25.543 25.612

7 First torsion 28.302 28.386

8 Sixth bending 36.171 37.411

Higher-order stiffness terms and mode components were calculated for eight
modes using the method described in Ref. [8]. The reconstructed values are close to
the corresponding natural eigenvalues. Table 17.1 lists the types and frequencies of
the eight selected mode shapes of the wingbox model obtained from the finite ele-
ment modal analysis and from the reconstruction method, the corresponding mode
shapes are plotted in Fig. 17.3.
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Fig. 17.3 Selected normal mode shapes of the wing box test case (corresponding eigenvalues are
given in Table 17.1)
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Fig. 17.4 Static displacements from different methods for tip forces with values from 1000 to
7000 N applied along the z direction at the wingtip

17.3.2 Static Simulations and Validations with Nonlinear
Nastran Results

A force in the z direction was applied at the outermost rib’s nodes (at y = 20 m) with
assumed constant values between 1000 and 7000 N to simulate a static tip loading.
The results are shown in Fig. 17.4. Again, no follower forces and no gravity have been
considered and the force is applied always onto the undeformed initial configuration
of the wingbox. In this case, the values were chosen to obtain deformations of the



292 M. Ritter

y,m

di
sp

la
ce

m
en

t z
, %

 s
em

i-
sp

an

0 2 4 6 8 10 12 14 16 18 20

0

5

10

15

20

25

30

FE nonlinear
FE linear
Proposed Method

F
z

Fig. 17.5 Comparison of the static displacement fields from different methods for different elliptical
force fields applied along the z direction at each node of the wingbox

wing beyond the limit of structural linearity (up to almost 30% of the span), as can
be seen in terms of the displacements in the z and in the y directions. The linear
FE solution yields too large displacements in the z direction and completely omits
the deformation in the y direction. The results of the proposed method are in fair
agreement with the nonlinear reference data from Nastran. Differences between the
nonlinear solution and the enhanced modal approach become large for the last two
force fields (6000 and 7000 N). This shows the limits of the method and proves that
the method should be seen as an enhancement of the linear solution, roughly in
the deformation regime between 10 and 20% of the span for this test case. It must
be mentioned that buckling appears in the upper skins of the wingbox (the skins
under compression) next to the wingroot if higher forces are applied. This behavior
can be simulated by the full nonlinear Nastran solution only since no nonlinear
structural solutions including buckling were used for the calculation of the higher-
order stiffness and mode components.

The next test uses constant forces at each FE node in the z direction with an
elliptical distribution. Thus a loading which is typically obtained from aerodynamic
forces is resembled. The magnitudes were again chosen to show the limits of the
proposed method. The results of the simulations are presented in Fig. 17.5. As for
the first test, the nonlinear reference solution from Nastran and the enhanced modal
approach solution show a fair agreement regarding the displacements in the z and in
y directions. The limit for the proposed method is at about 20% deformation with
respect to the half span of the wingbox.

A more interesting comparison is obtained if the elliptical force field is tilted
around the local x-axis of each structural node and thus has a component in the y
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Fig. 17.6 Comparison of the static displacement fields from different methods where elliptical
force fields with components in the z and the y direction are applied at each node. Forces are tilted
from positive z direction by ±45◦

direction. The proposed method can consider such a loading due to the quadratic
mode components and the deformation and force dependent linear stiffness term,
cf. Eq. (17.17). The result of this comparison is presented in Fig. 17.6, where the
forces in the z direction are tilted in ±45◦ (magnitudes are kept the same). Overall
displacements in the z direction are reduced for both the positive and the negative
tilt angles. The linear FE solution shows large differences to the respective nonlinear
results, because the in-plane component of the force field (the component in the y
direction with respect to the undeformed structure) has no effect since it acts in the
local axial direction of the structure.

17.3.3 Static Aeroelastic Simulations and Validation with
Nastran Results

Static coupling simulations were performed to evaluate the potential of the method
presented in terms of large deformations excited by aerodynamic forces. Here, non-
linear aerodynamic forces with respect to structural deformations are considered. In
contrast to the doublet-lattice method, the vortex-lattice (VL) aerodynamic model
allows unlimited rotations and translations of the aerodynamic panels and calculates
aerodynamic loads based on the current panel geometry. The wing is uncambered
(for easier comparison with Nastran) and discretized with 64 spanwise panels and
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Fig. 17.7 Vortex Lattice aerodynamic model of the wingbox with ΔCp distribution (dynamic
pressure = 3750 Pa, AoA = 1◦)

16 chordwise panels. Its aspect ratio is 25. All FE nodes were used to calculate a
coupling matrix for force transfer and deformation interpolation.

Aeroelastic results for validation of the method were calculated using Nastran
SOL144. A wing having the same geometry and equal panel discretization as the
VL-grid was built for Nastran. For the transfer of forces and the interpolation of
displacements, a SPLINE1 method was used. Because Nastran uses a vortex-lattice
method for static aeroelasticity and also the spline definitions are similar for both
methods, the results are expected to be identical in the linear regime (small deforma-
tions). The VL model and a sample aerodynamic solution in terms of the pressure
coefficient difference is presented in Fig. 17.7.

The first aeroelastic comparison is shown in Fig. 17.8 in terms of deformations
as function of the root angle of attack. Both the VL and the Nastran (SOL144)
solution are based on incompressible aerodynamics (the Mach number in Nastran is
therefore set to zero in the corresponding aerodynamic card). The dynamic pressure is
3750 Pa. Both the Nastran and the VL solution in combination with a linear structural
solution show comparable results – if not exactly the same – for all root angles of
attack. The difference is most likely to come from the solution process itself. The
VL aeroelastic solution is a static coupling process in which aerodynamic forces and
structural deformations are converged iteratively. However, two effects are involved
that act against each other. First, the increase in the panel area due to the linear
structural solution, shown in Fig. 17.9, and second, the tilting of the aerodynamic
lifting forces which results in a component in the y direction. The deformations of
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Fig. 17.8 Comparison of aeroelastic (static coupling) results from different methods

Fig. 17.9 Changes in the aerodynamic grid’s surface area due to structural deformations

the nonlinear solution, which were obtained by static coupling of the VL solver with
Nastran’s SOL400 sequence, and the deformations of the proposed method show
good agreement. Differences become significant starting at tip deflections of about
25%.

Structural loads will be discussed in addition to deformations. This will answer
the question of how deformations influence structural loads. Therefore, the forces
and moments at the wing root with components in x , y, and z directions are compared
as function of the angle of attack at the wing root, as shown in Figs. 17.10 and 17.11.



296 M. Ritter

Fig. 17.10 Summed forces
in x , y, and z directions at
the wing root as function of
the angle of attack

Fig. 17.11 Moments around
the x , y, and z axes at the
wing root as function of the
angle of attack

Large differences between the two linear and the two nonlinear solutions are obtained
for the shear force Fz at the wing root. The proposed method is in fair agreement
with the nonlinear reference solution, although it yields slightly higher loads (which
can be seen as conservative, though). The Nastran SOL144 results have no force
components in the x and the y directions due to the simplified calculation of the
aerodynamic forces. The VL solution calculates the induced drag, though. The loads
Fx agree between the three VL solutions, but forces from the VL and linear FE
solution in the y direction show large difference. This can be explained with the
increase in the surface area, as was shown in Fig. 17.9. As expected, good agreement
is obtained between the moments at the wing root around the y and the z axes. It must
be mentioned that Fx is negative and thus Mz is positive because in the body fixed
system, the lift force has a (positive) component in x direction. The moment around
the y axis is negative due to the slight sweep back of the wing. Most important
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is the comparison of the wing root bending moment Mx . Here, the VL method
with the linear structural solution yields a much higher bending moment compared
to the nonlinear and even to the Nastran solution. The tilting of the aerodynamic
force vectors, as is considered by the VL solution, keeps them perpendicular to the
wing’s panels and thus leads to higher bending moments along the wing span and
at the root. However, the increase in panel area additionally increases this bending
moment. The aerodynamic forces from the Nastran solution only have a component
in the z direction, thus the bending moment Mx is decreased even in the case that the
panel area is increased. The bending moment from the nonlinear Nastran solution and
the proposed method are in fair agreement, but again the enhanced modal approach
yields larger values. The most important conclusion from the loads point of view is
that an aerodynamically nonlinear solution in terms of displacements (such as the
one obtained from the VL method) should not be combined with a linear structural
solution. This overestimates the bending moment Mx , as discussed above.

17.3.4 Dynamic Aeroelastic Simulations and Validation with
Nastran Results

Results and comparisons of different dynamic solution methods are presented in the
following. Unsteadiness is introduced by means of unsteady boundary conditions,
in this case by a vertical disturbance velocity that superimposes the steady uniform
flow field.

The first unsteady test case consists of a 1-cos type gust encounter. The wing is
initially at rest, i.e., no steady state deformation is used as initial condition. This is
realized in the unsteady VL solution by simply setting the angle of attack to zero
degree (the wing’s airfoil is uncambered). The uniform flow velocity is set to 50 m/s,
the gust disturbance velocity is 14 m/s, and the gust gradient 14 m. The unsteady
version of the VL solver, named UVL in the following, uses a wake-stepping method
to account for the unsteady circulation on body and wake panels [2]. An implicit BDF
scheme is applied to march the coupled solution forward in time. The timestepsize
for all unsteady simulations was set to 0.001s, this value was found to be sufficiently
small for a good resolution of the gust in terms of the aerodynamic forces. No stall
or other viscous effects are modeled in the UVL solver. The maximum of the time
dependent angle of attack during the gust encounter reaches rather high values due
to the high gust velocities (which had to be chosen to excite large deformations).
This would eventually lead to flow separation from an aerodynamic point of view,
but this effect is neglected here. Unsteady reference solutions were obtained by
Nastran’s SOL146 sequence. This frequency domain method allows the specification
of gusts with prescribed disturbance velocities and gust gradients. An inverse Fourier
transformation (IFFT) is applied to the frequency domain results within Nastran to
obtain time domain results such as displacements of structural nodes.
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Fig. 17.12 Points on the upper surface of the wing for which time dependent displacements will
be presented

time, s

di
sp

la
ce

m
en

tz
,%

se
m

i-
sp

an

0 1 2 3 4 5

0

5

10

15

20

25

30
Nastran SOL146
UVL + FE linear
UVL + Proposed Method

di
sp

la
ce

m
en

ty
,%

-5

-4

-3

-2

-1

0

Hg, m

U
gz
,m

/s

0 5 10 15 20 25
0

2

4

6

8

10

12

14

Fig. 17.13 Displacements of four structural nodes as function of time for 1-cos gust encounter.
Disturbance velocity is 4 m/s, gust gradient 14 m
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Fig. 17.14 Displacements of four structural nodes as function of time for 1-cos type gust encounter.
Disturbance velocity is 14 m/s, gust gradient 9 m

The results of three different methods (Nastran SOL146, UVL and FE linear,
as well as UVL and proposed method) are compared in terms of time dependent
displacements of four selected structural nodes. These nodes are located at y = 5, 10,
15, and 20 m on the upper surface of the wing, as is shown in Fig. 17.12. Unfortunately,
no fully nonlinear results are available for this comparison. It is intended to couple the
UVL solver to Nastran SOL400 in the future. Results of the first unsteady test case
are presented in Fig. 17.13. As can be seen, the Nastran and the linear UVL with the
linear structural solution are in good agreement, with slightly higher deformations
in the z direction for the UVL results (similar as for the static coupling results).
The motion of the wing is dominated by low frequency structural modes in this
case. The proposed method shows smaller deformations in the z direction and yields
displacements in the y direction, as expected. Deformations of this test case reach
almost 30% (linear solutions), the proposed method yields about 26% with respect
to the span of the wing. The time dependent motion of the nodes is generally in
good agreement among the results of the three methods, besides the differences in
the displacements due to the different kinematical relationships.
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Fig. 17.15 Displacements of four structural nodes as function of time of a lateral 1-cos type gust
encounter. Disturbance velocity is 14 m/s in the negative y direction, gust gradient 9 m

The second unsteady test case uses the same vertical gust velocity as before, but
the gust gradient is reduced to 9 m. The goal is to excite higher frequency components,
the results are shown in Fig. 17.14. Deformations are reduced in this test case (as
expected), the maximum tip deflection is close to 20% of the span. The differences
between the linear solutions are very small, and the proposed method yields slightly
less displacements in the z direction, but accounts for the foreshortening effect.

Another test case to demonstrate the power of the proposed method is the sim-
ulation of a lateral gust where the gust disturbance velocity acts in the negative y
direction. This test case is comparable to the steady structural test case in which the
force field originally along the z direction has been tilted to get components in the
y direction, cf. Fig. 17.6. The gust of the next test case is again of 1-cos shape, its
velocity is 14 m/s in the negative y direction, the gust gradient is 9 m. Unfortunately,
no reference solution from Nastran is available for this test case, since the wing
has no dihedral in the unloaded state and a steady trim solution is not considered
in the unsteady solution sequence. The VL solution starts from an initial trim solu-
tion which was generated by setting the angle of attack to a certain value. This trim
solution serves as initial condition for the unsteady solutions (linear and nonlinear),
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and because the wing now has a surface projection in the y direction, the lateral
gust acts on the displaced panels and excites aerodynamic forces, mainly in the y
direction. Figure 17.15 shows the results of the UVL solver coupled with the linear
and the enhanced modal approach solutions. Here, the deformations are increased
because the additional gust load leads to higher lifting forces on the wing. Again,
the displacements in the y direction are captured by the enhanced modal approach
solution only.

17.4 Conclusion and Outlook

A method was presented that enhances the classical modal approach used in aeroelas-
tic applications towards large geometric deformations. Nonlinearities both in the
force-displacement relationships and in the geometrically nonlinear deformation
field are accounted for by including terms of higher order for the stiffness and
the reconstruction of the displacement field. Based on these terms, nonlinear sta-
tic and dynamic governing equations are obtained where the generalized stiffnesses
are depending on the forces applied to the structure. It was proved that the quadratic
component of the higher order modes are needed to account for in-plane loadings,
which are present in typical aerodynamic force fields when lifting panels are heavily
rotated. In this work, the method was successfully applied to a complex wingbox
made from composite shell elements. Static and dynamic results showed that the pro-
posed method can acceptably reflect the geometrically nonlinear deformation field
at large deformations up to values of approximately 25% of the wing’s semi-span.
However, also the linear FE solutions showed good results for deformations up to
about 10% tip displacement for the test cases presented. From the structural loads
point of view, it was shown that geometrically nonlinear aerodynamic methods (such
as the VL method) should not be combined with a linear structural solution in the
regime of large deformations. Bending moments will be heavily overestimated. The
next step for the improvement and validation of the method proposed is the static and
dynamic modeling of the complex jet transport aircraft wingbox shown in Fig. 17.1.
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