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Preface

The First International Workshop on Personal Analytics and Privacy (PAP) was held in
Skopje, Macedonia, on September 18, 2017. The purpose of the workshop is to
encourage principled research that will lead to the advancement of personal data
analytics, personal services development, privacy, data protection, and privacy risk
assessment with the intent of bringing together researchers and practitioners interested
in personal analytics and privacy. The workshop, collocated with the conference
ECML/PKDD 2017, sought top-quality submissions addressing important issues
related to personal analytics, personal data mining, and privacy in the context where
real individual data (spatio temporal data, call details records, tweets, mobility data,
transactional data, social networking data, etc.) are used for developing data-driven
services, for realizing social studies aimed at understanding nowadays society, and for
publication purposes.

The authors were invited to submit original research or position papers proposing
novel methods or analyzing existing techniques on novel datasets on any relevant topic
including, but are not limited to, the following:

– Personal model summarizing the user’s behaviors
– Personal data and knowledge management (databases, software, formats)
– Personal data collection (crawling, storage, compression)
– Personal data integration
– Personal data store and personal information management systems models
– Parameter-free and auto-adaptive methodologies for personal analytics
– Novel indicators measuring personal behavior
– Individual vs. collective models
– Privacy-preserving mining algorithm
– Privacy-preserving individual data sharing
– Privacy risk assessment
– Privacy and anonymity in collective services
– Information (data/patterns) hiding
– Privacy in pervasive/ubiquitous systems
– Security and privacy metrics
– Personal data protection and law enforcement
– Balancing privacy and quality of the service/analysis
– Case study analysis and experiments on real individual data

All submitted papers were reviewed on the basis of technical quality, relevance,
significance, and clarity by at least three referees. The Program Committee received 19
submissions and accepted 13 papers. The program of PAP was enriched by the keynote
speeches by Bruno Lepri entitled “The Rise of Decentralized Personal Data Markets”
and by Serge Abiteboul entitled “Personal Knowledge Management Systems.”



We would also like to thank the Program Committee for their work on reviewing the
papers. The process of reviewing and selecting papers was significantly simplified
through using EasyChair. We thank all attendees to the workshop and hope that this
event will enable a good exchange of ideas and generate new collaborations among
attendees. The organization of PAP 2017 was supported by the European Community’s
H2020 Program under the funding scheme “INFRAIA- 1-2014–2015: Research
Infrastructures” grant agreement 654024, http://www.sobigdata.eu, “SoBigData: Social
Mining & Big Data Ecosystem.”
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Personal Analytics and Privacy
An Individual and Collective Perspective

Riccardo Guidotti1 and Anna Monreale2

1 ISTI-CNR, Via G. Moruzzi, 1, Pisa
Riccardo.Guidotti@isti.cnr.it

2 University of Pisa, Largo B. Pontecorvo, 3, Pisa
Anna.Monreale@di.unipi.it

1 We All Need to Own and Use Our Own Data

Every year, each person leaves behind her more than 5 GB of digital breadcrumbs,
disseminated by disparate systems that we use for our daily activities: traveling,
communicating, paying for goods, banking, searching the web, listening music, read-
ing, playing, posting or tweeting, screening our health. Five gigabytes, without taking
into account photos and videos, otherwise numbers would grow considerably. An
avalanche of personal information that, in most cases, gets lost. Only each single
individual could connect all this personal information into some personal data repos-
itory. No Google or Facebook has a similar power today, and we should very carefully
avoid this possibility in the future. The fact that in the contemporary initial phase of a
measurable society there are few large harvesters, or “latifundists”, who store data on
masses of people in large inaccessible repositories in an organization-centric model,
does not mean that centralization is the only possible model, nor the most efficient and
sustainable.

Nowadays, data and information belong to big organizations (Amazon, Google,
Facebook, etc.) which employ top-down control over these data. They can create a
mosaic of human behaviors used to extract valuable knowledge for marketing pur-
poses: our personal data is the new gold. For example, users produce personal data like
Facebook posts, or GPS movements using Google Maps, or online shopping through
Amazon, and these data are collected and obscurely employed by these companies for
marketing or to produce services. On the other hand, individuals do not have the tools
and capabilities to extract useful knowledge from their personal data. This is a Legrand
Star model [11], i.e., a centralized network model, where users can not directly control
and exploit their own personal data. Data owning and usage would require not a
bottom-up system, but a Baran Web model, i.e., a peer distributed approach, a network
of peers, both individual and companies, in which no single node has absolute control
of everything but everyone controls thyself, and has only a partial vision of the sur-
rounding peers. The first brick that must be placed to build this Web and to start a
change of perspective, is the development of Personal Data Models, which are sewn on
each individual to fit their subjective behaviors.



Data Mining applied to individual data creates an invaluable opportunity for
individuals to improve their self-awareness, and to enable personalized services.
However, nowadays users have a limited capability to exploit their personal data, thus
we need a change of perspective towards a user-centric model for personal data
management: a vision compatible with the data protection reform of EU, and promoted
by the World Economic Forum [12, 14, 15].

2 Making Sense of Own Personal Big Data

Although some user-centric models like the Personal Intelligent Management Systems
(PIMS) and the Personal Data Store (PDS) are emerging [1, 5], currently there is still a
significant lack in terms of algorithms and models specifically designed to capture the
knowledge from individual data and to ensure privacy protection in a user-centric
scenario.

Personal data analytics and individual privacy protection are the key elements to
leverage nowadays services to a new type of systems. The availability of personal
analytics tools able to extract hidden knowledge from individual data while protecting
the privacy right can help the society to move from organization-centric systems to
user-centric systems, where the user is the owner of her personal data and is able to
manage, understand, exploit, control and share her own data and the knowledge
deliverable from them in a completely safe way.

Recent works are trying to extend the user-centric models for data management
with tools for Personal Data Analytics [8]. With Personal Data Analytics are indicated
the personal data mining processes extracting the user models, and providing
self-awareness and personalized services. Personal Data Analytics can be exploited (i)
to improve the user self-awareness thanks to the personal patterns they unveil, and (ii)
to empower personalized services by providing proactive predictions and suggestions
on the basis of the user’s profile.

In practice, Personal Data Analytics allows a user to make sense of her personal
data and to exploit it [9]. Figure 1(a) shows the overall Personal Data Analytics
approach. The individual data flow into the PDS and are stored according to one of the
possible technique described in the PDS literature [1, 4, 5]. Along the analysis of the
continuous digital breadcrumbs, the PDS must consider that it does not exist a unique
and constant model describing human behaviors. Indeed, our behaviors will be never
“in equilibrium” because we constantly move, we buy new things, we interact with our
friends, we listen to music, etc., generating in this way a non-interruptible flow of
personal data [2]. Therefore, Personal Data Analytics must be dynamic and adaptable
to continuous changes. The user profile described by Personal Data Analytics can be
used to improve the user self-awareness and for personalized services yet adopting
Personal Data Analytics. Self-awareness can be provided for example through a
dashboard where the user can navigate and understand her models and patterns.
Examples of personalized services can be recommendation systems or predictors of
future actions.
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3 The Personal Data Ecosystem and the Privacy Issues

The PDS extended with PDM offers an augmented image of ourselves, our image
reflected in a digital mirror. However, passive personal data collection and knowledge
mining need to be balanced with participation, based on a much greater awareness
of the value of own personal data for each one of us and the communities that we
inhabit, at all scales.

Personal Data Analytics enables the comparison of our individual patterns with the
collective ones of the communities we belong to, provided we have a way to interact
and collaborate with other peers, individuals and institutions that are, in turn, equipped
with their PDS’s and connected to each other in a network. Figure 1(a) (top right)
shows how, to provide and obtain improved self-awareness and personalized services,
a user can share information and, at the same time, earn knowledge, by communicating
with the collectivity.

This enables a Personal Data Ecosystem (PDE) (Fig. 1(b)) that can be modeled as
distributed network of peers, both individual users and public or private institutions and
companies, each one with their own PDS and PDM [8]. The PDE can generate an
innovative form of collective awareness, characterized by a self-reinforcing loop where
(i) superior individual knowledge is created by comparison with collective knowledge,
enhancing individual ability to better align own goals with common interest, and (ii)
superior collective knowledge is created through the active participation of individuals
in a decentralized system, i.e., without centralization of unnecessarily large amounts of
information. The PDE is in line with the peer progressive idea of a decentralized
network where news, money, and knowledge come from the periphery instead of from
the center [11]. In [10] it is compared the concept of “wise king” (centralized system)
against the Adam Smith’s “invisible hand” regulating a decentralized self-organizing
system. Furthermore, the PDE idea outlines the Nervousnet project: a globally dis-
tributed, self-organizing, techno-social system for answering analytical questions about
the status of world-wide society, based on social sensing, mining and the idea of trust
networks and privacy-aware social mining [7].

Although the PDE setting enables new opportunities for individuals who may
exploit their own data to improve the daily life with more and more self-awareness, it is

Fig. 1. (a) Personal Data Analytics (left); (b) Personal Data Ecosystem (right).
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impossible to ignore the possible privacy risks that may derive from the sharing of
personal data and the knowledge extractable from them. Indeed, the worrying aspect of
this story is that often, individual data provide a very fine detail of the individual
activities and thus, in case of sensitive activities the opportunities of discovering
knowledge increase with the risks of privacy violation. The threat goes as far to
recognize personal or even sensitive aspects of their lives, such as home location, habits
and religious or political convictions. Managing this kind of data is a very complex
task, and often we cannot solely rely on de-identification (i.e., removing the direct
identifiers contained in the data) to preserve the privacy of the people involved. In fact,
many examples of re-identification from supposedly anonymous data have been
reported in the scientific literature and in the media, from health records to GPS
trajectories and, even, from movie ratings of on-demands services. Several techniques
have been proposed to develop technological frameworks for countering privacy vio-
lations, without losing the benefits of big data analytics technology [6]. Unfortunately,
most of the research work done in the context of privacy-preserving data mining and
data analytics focuses on an organization-centric model for the personal data man-
agement, where the individuals have a very limited possibility to control their own data
and to take advantage of them according to their needs and wills. PDE instead provides
to individuals the chance to have a central and active role in the control of the lifecycle
of her own personal data introducing also a layer of transparency. In particular, it
enables individuals to control a copy of their data and/or the knowledge extracted from
them. In practices, the individuals acquire the right to dispose or distribute their own
individual information with the desired privacy level in order to receive services or
other benefits or in order to increase their knowledge about themselves or about the
society they live in. In this setting to guarantee the information sharing with the level of
desired privacy level, Privacy-by-Design data transformations [3, 13] must be applied
before data leave the user. This guarantees the prevention of privacy attacks to the PDE
addressing possible privacy issues with a pro-active approach. This encourages the
voluntary participation of users, limiting the fear and skepticism that often leads people
to not access the benefits of extracting knowledge from their own data, both at personal
and collective level.

Acknowledgments. This work and workshop has been partially supported by the
European Community’s H2020 Program under the funding scheme
“INFRAIA-1-2014–2015: Research Infrastructures” grant agreement 654024,
“SoBigData: Social Mining & Big Data Ecosystem” (http://www.sobigdata.eu).
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The Emergence of Personal Data Markets

Bruno Lepri

Fondazione Bruno Kessler, 38123 Trento, Italy

Abstract. The almost universal adoption of mobile phones, the exponential
increase in the use of Internet services and social media platforms, and the
proliferation of wearable devices and connected objects have resulted in a
massive collection of personal data that represents an invaluable resource for
designing and building systems able to understand the needs and activities of
both individuals and communities - so as to provide personalized, context-aware
services. Hence, many public services of societal interest (e.g. emergency
response, city planning, etc.) are dependent on this data. At the same time, many
commercial services require sensitive data such as location, purchase, or
browsing history. However, this scenario raises unprecedented privacy chal-
lenges derived from the collection, storage and usage of vast amounts of per-
sonal data. The core problem is how can an individual share sensitive data for a
public service or a desired commercial service and be sure that the data will only
be used for the intended purpose? This question implicitly recognizes the risks
in terms not only of possible abuses in the usage of the personal data but also
of the “missed chance for innovation” that is inherent to the current dominant
paradigm of siloed data collection, management, and exploitation, which pre-
cludes participation to a wide range of actors, most notably the very producers
of personal data (i.e. the users). Recently, new user-centric models for personal
data management have been proposed, in order to provide individuals with more
control of their own data’s life-cycle. To this end, researchers and companies are
developing repositories which implement medium-grained access control to
different kinds of personally identifiable information (PII). Previous work has
also introduced the concept of personal data markets in which individuals sell
their own personal data to entities interested in buying it. While personal data
markets might be the next natural step in designing technology to support a
transparent and privacy-preserving use of personal data, they are still at a
research stage due to a number of technological and regulatory challenges. In
order to implement a market, it is necessary to connect potential buyers (de-
mand) with sellers (offer) and provide a trustworthy mechanism for the
exchange of goods or value between buyers and sellers. In a personal data
market, the sellers are individuals (who own their personal data), the buyers are
corporations, researchers, governments, etc., and the mechanism for the
exchange of “goods” is still to be defined. In my talk, I provide a possible
answer to such issue describing recent efforts to develop a user-centric Personal
Data Market approach, coupled with cryptographic guarantees on data access
and usage.



Personal Knowledge Base Systems

Serge Abiteboul and David Montoya

Département d’informatique de l’ENS, École normale supérieure, CNRS, PSL
Research University, 75005 Paris, France

The typical Internet user has personal data spread over several devices and across
several online systems. Geeks already know how to control their personal data. It is
now (or soon will be) possible for everyone to do the same, and there are many
advantages to doing so. Everyone should now manage his/her personal info manage-
ment system. We explain the main features of personal information management
systems (sometimes called, self-data management systems). We consider advantages
they provide from societal viewpoints. We argue that they are coming because of a
number of reasons, political, economical, technical, and societal.

We believe that a main argument for their future success is that they enable new
functionalities based on knowledge integration, and thus that the future systems are
personal knowledge management systems. Such a system should integrate into a
coherent whole data of very different nature, in particular, emails and other messages,
calendars, contacts, GPS locations, web searches, bills, bank and medical records, etc.
The integration of data that have typically to be exported from various systems should
be performed by transforming all the information into a single knowledge base on a
machine the user controls. The resulting system thus acts as a digital home for all the
digital knowledge of the person.

This integration allows the user to query her personal information within and across
different dimensions. It also enables performing analytics to learn from all this infor-
mation. We believe that many users would be reluctant to give access to all their
information to a single company, or if they do that, they will require strong guarantee
of privacy. The fact that the integration, the query evaluation and analysis happens on a
system directly controlled by the user guarantees her privacy.

To illustrate the possibly very rich derivation of knowledge, suppose that a user,
say Alice, met a friend, say Bob. The agenda indicates the time of a meeting with
“Bob’’. Some text messages may remove the ambiguity on which Bob she met (Alice
may know several Bobs). The phone number he used has long been aligned wih a
specific Bob. The location of Alice, as provided by her phone GPS, provides the name
of the bar where they met. Bob’ timeline in his social network provides pictures of the
event. Finally, from her search history, we can even learn about topics they discussed.
A meeting that had traces in different systems turned into a rich event in the KB.

Designing such a personal KB is not easy: Data of completely different nature has
to be modeled in a uniform manner, pulled into the knowledge base, and integrated
with other data. Different from related work in the area of information integration, we
cannot rely on outside sources, we cannot expect redundancy, and we have a very
limited and particular set of attributes.



We will mention such a system, the Thymeflow system that for instance aligns
events based on time, e.g., a meeting in calendar and a GPS position, or on space, an
address in contacts and a GPS position.

Acknowledgments. I will discuss works performed with collegues that I would like to
thank:

– Benjamin André, Cozy Cloud
– Daniel Kaplan, Fing
– Amélie Marian, Rudgers University
– Thomas Pellissier Tanon, ENS Lyon
– Pierre Senellart, ENS
– Fabian M. Suchanek, Telecom ParisTech

The bibliography provides references to these works. More references can of course
be found in these papers.
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Your Privacy, My Privacy? On Leakage Risk
Assessment in Online Social Networks

Ruggero Gaetano Pensa(B) and Livio Bioglio

Department of Computer Science, University of Turin, Turin, Italy
{ruggero.pensa,livio.bioglio}@unito.it

Abstract. The problem of user privacy enforcement in online social net-
works (OSN) cannot be ignored and, in recent years, Facebook and other
providers have improved considerably their privacy protection tools.
However, in OSN’s the most powerful data protection “weapons” are
the users themselves. The behavior of an individual acting in an OSN
highly depends on her level of privacy attitude, but, in this paper, we
show that user privacy is also influenced by contextual properties (e.g.,
user’s neighborhood attitude, the general behavior of user’s subnetwork)
and define a context-aware privacy score to measure a more realistic user
privacy risk according to the network properties.
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1 Introduction

The problem of user privacy in the so-called “Big Data Era” cannot be ignored
and many companies are realizing the necessity to consider it at every stage of
their business. In practice, they have been turning to the principle of Privacy by
Design [2] by integrating privacy requirements into their business model. Online
social network (OSN) providers are embracing this model as well. However, in
OSN’s the most powerful data protection “weapons” are the users themselves.
The behavior of an individual in these situations highly depends on her level of
privacy awareness: an aware user tends not to share her private information, or
the private information of her friends, while an unaware user could not recog-
nize some information as private, and could share it to her contacts, even to
untrusted ones, putting her privacy or the privacy of her friends at risk. Users’
privacy awareness then turns into the so-called “privacy attitude”, i.e., the users’
willingness to disclose their own personal data to other users, that can be mea-
sured by leveraging users’ privacy settings in social networking platforms [5].

A new question may arise now: how safe is the privacy of a social network user
who is mostly surrounded by friends with a good privacy attitude? The question
is not trivial, since the way most people set their privacy settings is based on
the notion of closeness: close friends are usually allowed to see all user’s updates,
while acquaintances can only see “public” or less sensitive updates. The common
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 3–9, 2017.
https://doi.org/10.1007/978-3-319-71970-2_1
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assumption is that closed friends are trusted ones and thus will not disclose
friends’ posts to other friends. In this paper, we model the effects of privacy
attitude on information propagation in social networks with the aim of studying
what happens to information diffused to friends with different levels of privacy
awareness. The outcomes of this study lead to the intuition that privacy risk in a
social network may be modeled similarly as page authority in a hyperlink graph
of web pages. In fact, it is a well-known fact that more authoritative websites
are likely to receive more links from other authoritative websites. Our hypothesis
is that we may transpose the concept of “importance” of a web-page into the
concept of “privacy risk” of users in a social network as follows: the more an
individual is surrounded by friends that are careless about their privacy, the less
the individual her/himself is likely to be protected from privacy leakage.

With the final goal of enhancing users’ privacy awareness in online social
networks, in this paper we propose a new context-aware privacy score based on
personalized Pagerank [4], one of the most popular algorithms to rank web pages
based on a personalized view of their importance (or authority). We show the
effectiveness of our privacy measure on a large network of real Facebook users.

2 Information Diffusion vs. Privacy

We consider a social graph G composed by a set of n nodes {v1, . . . , vn} represent-
ing the users of G. We represent the social network as a directed graph G(V,E),
where V is a set of n nodes and E is a set of directed edges E = {(vi, vj)}.
Given a pair of nodes vi, vj ∈ V , (vi, vj) ∈ E iff there exists a link from vi to
vj (e.g., users vi is in the friend list/circle of vj or vj follows vi). We define the
neighborhood of a node vi ∈ V as the set of nodes vk directly connected to the
node vi, i.e., N (vi) = {vk ∈ V | (vi, vk) ∈ E}. Finally, we consider a set P of
privacy classes, representing the propensity of a user of the class to disclose her
own or other’s information. Each user of G belongs to a privacy class p ∈ P .

We employ an extension, proposed by us in [1], of the SIR model for consid-
ering the explicit or implicit privacy polices of an individual during the spread of
information on a social network. A privacy class in the set P = {p0, p1, . . . , pN}
is assigned to the susceptible (S) and infectious (I) compartments, represent-
ing the privacy attitude of an individual belonging to the compartment, and
consequently her behavior on information spreading, from less aware (p0) to
more aware (pN ). This behavior is reached by assigning different values to para-
meters λ (infection probability) and μ (recovery probability) of each privacy
class: every privacy class p ∈ P is linked to a different pair of values λp and
μp. We also introduce a novel parameter βp ∈ [0, 1] in the SIR model, sym-
bolizing the interest in information of the users in privacy class p. We denote
with c(vi, t) ∈ {S, I,R} the compartment of user vi at time t. The evolution
probabilities are obtained as follows. Let p(vi) = p ∈ P be the privacy class of
a user vi. If it belongs to the susceptible compartment, it may be infected at
time t + 1 with probability: Pinf (vi, t + 1) = βp ·

(
1 − ∏

p′∈P (1 − λp′)nI(vj ,t)
)
,

where nI(vj , t) = |{vj ∈ N (vi) | c(vj , t) = I ∧ p(vj) = p′}| is the number of
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individuals in the I compartment and privacy class p′ at time t among the neigh-
bors of individual vi. Otherwise, if the individual vi belongs to the infectious (I)
compartment at time t, it may recover with probability μp at time t + 1.

We now provide the results of our experiments performed over a Facebook-
like synthetic network generated using LDBC– SNB Data Generator which pro-
duces graphs that mimic the characteristics of real Facebook networks [3]: in
particular, we generate a network with 80,000 nodes, but here we consider only
the greatest connected component of such network, composed by approximately
75, 000 nodes and 2, 700, 000 edges. See [1] for the details of our experiments.

Fig. 1. (a) Median of prevalence of informed individuals (ratio) in each set of simula-
tions. (b) Median of incidence of informed individuals (ratio) in each set of simulations.
(c) Probability that information does not reach more than 1% of the population. (Color
figure online)

The features extracted from our simulations are graphically summarized in
Fig. 1(a) for prevalence curves and in Fig. 1(b) for incidence curves. For each
point of these graphs, the marker color identifies the privacy class of the initial
spreader, its shape identifies the privacy class of the neighbors of initial spreader
node, while its background color identifies the distribution of privacy classes of
the nodes in the whole network. Each point shows the median value resulting
from 100 simulations performed on 10 initial spreaders.

The most noticeable result is the role of the attitude towards privacy of the
initial spreader and its neighbors: a safer attitude of the node and its neighbors
decreases the portion of informed population, and extends the duration of infor-
mation diffusion, but its impact is not as influential as the behavior of the whole
network. For an aware user, even if the probability of diffusing information to a
friend is low, the number of friends is so high that a small number of friends can
become spreaders themselves. As soon as information reaches a node out of the
neighborhood, its diffusion depends only on the attitude on privacy of the whole
network. For this reason we decide to analyze the portion of simulations where
information has reached only a small portion of the population, lower than 1%,
before dying: our results are reported in Fig. 1(c). In this case we notice that the
attitude of the network is irrelevant, and only the privacy classes of the spreader
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and its neighborhood is crucial. Interestingly, a safe attitude of the spreader or
of the neighbors is not sufficient on its own to block information diffusion. An
information item on a safer user with unsafer friends, and vice versa, can easily
overtake the circle of friends.

These observations lead to the following crucial consideration: to assess the
objective privacy risk of users, one cannot simply take into account their propen-
sity to self-protection. The attitude of their neighbors also counts, as well as the
attitude of the whole subnetwork in which their interact. In the next section, we
will present a measure that quantifies the privacy leakage of users considering
the risks due not only to their attitude towards privacy but also to the attitude
of their friends and subnetwork.

3 A Context-Aware Privacy Metrics

We consider the social graph G(V,E) defined in Sect. 2 and associate, to each user
vi ∈ V , an intrinsic privacy risk ρp(ui), which is defined as the user propensity
to privacy leakage. The assumption is that some users are more prone to disclose
their personal data than others and, thus, they are intrinsically more at risk. In
the following, we instantiate ρp(ui) according to the P-Score proposed by Liu
and Terzi [5], an established and reliable definition of privacy score.

As shown in Sect. 2, if a user is mostly surrounded by friends (or friends of
friends) that do not care that much about privacy, then she should be more
exposed to privacy leakage than a user who is principally connected to friends
that care about their own (and others’) privacy. This consideration leads to the
intuition that privacy risk in a social network may be modeled similarly as page
authority in a hyperlink graph of web pages. Hence, we transpose the concept
of “importance” of a web-page into the concept of “privacy risk” of users in
a social network as follows: the more an individual is surrounded by friends
that are careless about their privacy, the less the individual her/himself is likely
to be protected from privacy leakage. Hence, we correct the P-Score by using
personalized Pagerank [4], one of the most popular algorithms to rank web pages
based on their centrality (or authority). It is used to create a personalized view
of the relative importance of the nodes. We can now introduce our context-aware
privacy score (called CAP-Score), defined by the following distribution:

P ρ = dA�P ρ +
(1 − d)∑n
k=1 ρp(uk)

ρ (1)

where ρ = [ρp(u1), . . . , ρp(un)]�, P ρ = [pρ(v1), . . . , pρ(vn)]� is the CAP-Score
vector (pρ(vi) being the CAP-Score associated to vertex vi), d = [0, 1] is the
damping factor (the 1 − d quantity is also known as restart probability) and A
is a n × n matrix such that each element aij = 1/deg+(vi) (deg+(vi) being the
outdegree of vi) if (vi, vj) ∈ E (aij = 0 otherwise).

An example of context-aware score computation is given in Fig. 2. Figure 2(a)
is an example of graph where an aware user (the central one) is surrounded by
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(a) (b) (c) (d)

Fig. 2. Context-aware scores (b and d) in two differently aware networks (a and c).

users with high intrinsic risk. Figure 2(b) represents the same network with the
computed CAP-Scores: the score value of the central user is adjusted according to
the context and it is higher than in Fig. 2(a). Instead, Fig. 2(c) shows a network
with the same topology but different intrinsic risks. In particular the unaware
central user (with high risk) is surrounded by rather aware users (with low
privacy risk). In this case, our measure for the central user is revised upwards
(see Fig. 2(d)), according to a context in which all other users form a kind of
barrier protecting the privacy of the central users.

4 Experimental Results

In this section, we show experimentally the improved effectiveness of our CAP-
Score w.r.t. information diffusion phenomena. In our experiments we use a snap-
shot of the Facebook graph consisting on the ego-networks of real Facebook
users gathered leveraging an online experiment described in [6]. It is a graph
with 75,193 nodes and 1,377,672 edges, with the largest connected component
consisting of 73,050 nodes and 1,333,276 edges. The degree distribution of the
network is given in Fig. 3(a). For 101 users, who replied to a specific survey
(specified in [6] as well), we have computed the P-Score [5].

We study the relationship between the two definitions of privacy score (P-
Score and CAP-Score) and the effects of information propagation across the net-
work. A good privacy score should take into account the number of nodes that
may potentially access and diffuse some information coming from other nodes
in the same network. For this reason, we perform several Monte Carlo simula-
tions of an information propagation scenario within our snapshot of Facebook.
In particular, we adopted the Susceptible-Infectious-Recovered (SIR) epidemic
model. In our experiments, for all nodes we set an infection probability λ = 0.5
and a recovery probability μ = 0.3. Then, we select N seed nodes that, in turn,
are considered as the individuals that start the infection (i.e., information diffu-
sion process) and measure the number of nodes (prevalence rate) that are either
infected (I) or recovered (R) after each step of the simulation. The seed nodes
are the 101 Facebook users for which we have measured the P-Score. Finally,
for each simulation step we compute the Spearman’s ρ coefficient between the
prevalence rate and the two privacy scores. The results are reported in Fig. 3.
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Interestingly, the gap between the P-Score’s ρ and our context-aware score’s ρ
in the very first iterations is significantly large. Assuming that the P-Score cor-
rectly measures the privacy risk based on users’ privacy preferences, a possible
explanation is that the users underestimate their centrality within the network.
Although our Facebook snapshot cannot be considered a statistically valid sam-
ple of the entire Facebook graph, the huge difference in terms of correlation with
the prevalence rate confirms that privacy leakage metrics should not ignore the
context in which the users operate within the social network.

Fig. 3. Degree distribution (a) and correlation between prevalence and privacy (b).

5 Conclusions

In this paper, we have shown how privacy attitude can affect the diffusion of
information on social networks and, with the final goal of supporting users’
privacy awareness in online social networks, we have proposed a context-aware
definition of privacy score. This measure, as shown in our experiments, is a
good estimate of the objective privacy risk of the users. Based on these results,
we believe that our framework can be easily plugged into any domain-specific or
general-purpose social networking platforms, thus inspiring the design of privacy-
preserving social networking components for Privacy by Design compliant soft-
ware [2].

Acknowledgments. This work was supported by Fondazione CRT (grant number
2015-1638).
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Abstract. Ever-increasing quantities of personal data are generated by
individuals, knowingly or unconsciously, actively or passively (e.g., bank
transactions, geolocations, posts on web forums, physiological measures
captured by wearable sensors). Most of the time, this wealth of infor-
mation is stored, managed, and valorized in isolated systems owned by
private companies or organizations. Personal information management
systems (PIMS) propose a groundbreaking counterpoint to this trend.
They essentially aim at providing to any interested individual the tech-
nical means to re-collect, manage, integrate, and valorize his/her own
data through a dedicated system that he/she owns and controls. In this
vision paper, we consider personal preferences as first-class citizens data
structures. We define and motivate the threefold preference elicitation
problem in PIMS - elicitation from local personal data, elicitation from
group preferences, and elicitation from user interactions. We also identify
hard and diverse challenges to tackle (e.g., small data, context acquisi-
tion, small-scale recommendation, low computing resources, data pri-
vacy) and propose promising research directions. Overall, we hope that
this paper uncovers an exciting and fruitful research track.

Keywords: Preferences · Privacy · Self-data
Personal information management system

1 Introduction

An ever-increasing quantity and diversity of personal data feeds the database sys-
tems of various companies (e.g., emails, shopping baskets, news, geolocations,
physiological measures, electrical consumption, movies, social networks, posts on
forums, professional resumes). Although individuals often benefit indirectly from
this large-scale systematic capture of their data (e.g., free access to services),
the use value they get from it remains strongly limited by its fragmentation
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 10–16, 2017.
https://doi.org/10.1007/978-3-319-71970-2_2
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in non-cooperative data silos and by the usage allowed and supported by each
silo [1,5]. Personal information management systems (PIMS for short) aim at
giving to individuals technical means to re-collect, integrate, manage, and use
their data (or at least a part of it) in a central location under their control (e.g.,
a personal computer, a rented virtual machine). The expected uses of a PIMS
are those of a full-fledged data-centric personal assistant, including for example
panoramic integrated personal data visualizations (e.g., health data from health
centres and physiological measures from wearables), vendor relationship man-
agement and privacy-preserving recommendations (e.g., comparing offers from
electricity providers given one’s detailed electrical consumption), automatic com-
pletion of online profiles (e.g., privacy preferences on a social network)1.

Fig. 1. A non-exhaustive list of uses of self-preferences

We are moreover experiencing today a strong push towards the widespread
adoption of PIMS: various commercial industrial-strength PIMS exist today
(e.g., Cozy2, Hub of All Things3), modern laws in favor of data portabil-
ity are passed (e.g., article 20 of the new European General Data Protection
Regulation4, article 48 of the new French data protection bill5), institutions
1 See, e.g., https://tinyurl.com/mesinfosValue for a large variety of use-cases.
2 https://cozy.io/en/.
3 http://hubofallthings.com/.
4 https://tinyurl.com/euDataPort.
5 https://tinyurl.com/frDataPort.

https://tinyurl.com/mesinfosValue
https://cozy.io/en/
http://hubofallthings.com/
https://tinyurl.com/euDataPort
https://tinyurl.com/frDataPort
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launch initiatives and express opinions in favor of PIMS (e.g., the European
Data Protection Supervisor opinion about PIMS6, the US MyData initiatives7,
the UK MiData initiative8), and the research field is active (e.g., [1,2,5,6]).

However the promesses that PIMS carry on will be strongly hampered if
they fail in eliciting personal preferences from the wealth of personal data they
store, simply because they crucially rely on accurately modeling, reasoning, and
using personal preferences. Consider for example an automatic profile completion
application based on preferences (see Fig. 1 for other examples of uses). It is often
time-consuming and error-prone to fill in the forms about, e.g., privacy prefer-
ences. A detailed automatic completion application based on preferences would
for example precisely tune the privacy preferences of social networks depend-
ing on their application domains (e.g., a friendship-centric network would be
parameterized differently than a professional social network).

In this vision paper, we advocate for considering personal preferences as first-
class citizens in PIMS. We call them self-preferences, characterize the PIMS
computing environment, and identify key challenges to be solved for eliciting
self-preferences from the personal data stored in a PIMS. These challenges fall
in three categories: local elicitation (based on the data that is stored locally),
global elicitation (or group elicitation, based on the data of similar individuals),
and interactive elicitation (based on the individual’s feedback). They involve
various fields of research such as, e.g., preference elicitation, small data, data
integration, data privacy, distributed computing, data visualization.

This paper is organized as follows. Section 2 defines more precisely the prob-
lem of self-preferences elicitation in PIMS. Section 3 identifies the main related
key challenges to be tackled. Finally, Sect. 4 concludes.

2 Problem Statement

2.1 Personal Information Management Systems

A Personal Information Management Systems (or PIMS for short) is basically a
suite of software in charge of collecting, centralizing, and managing the personal
data related to an individual. In this work, we focus on PIMS that are hosted and
run on a server controlled by the individual [1] (e.g., owned or rented). A PIMS
may be executed in a large variety of settings: a personal device possessed by the
individual (i.e., self-hosting model - Cozy for example), a virtual machine rent
by the individual to a cloud provider (i.e., platform-as-a-service model - Hub of
all things for example). Despite such heterogeneity, we believe that most PIMS
can be characterized as follows:

Resources. Whatever the PIMS execution environment, it is dedicated to serve
a single individual, or at most a few closely related individuals (e.g., the members
of a family). Therefore, the local computing resources—CPU and RAM—are
6 https://tinyurl.com/edpsOnPims.
7 https://tinyurl.com/usMyData.
8 https://tinyurl.com/ukMiData.

https://tinyurl.com/edpsOnPims
https://tinyurl.com/usMyData
https://tinyurl.com/ukMiData
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scarce. Typical worst-case resources are on the order of those provided by a
low-cost personal device (e.g., a raspberry-pi—around 1 GB RAM and 1.2 GHz
CPU), although on average they are probably similar to current commodity
hardware. More resources may be available when the execution environment is
a virtual machine in the cloud, but they remain limited to the personal space of
the individual.

Threat Models. First, a PIMS is trusted by its owner. It is actually a pre-
requirement because it stores the personal data together with the credentials
required for fetching data from the web (couples of login/password). Second,
a PIMS is not necessarily trusted by other individuals. For example, it may be
hosted by a controversial cloud provider, or self-hosted and possibly ill-protected.
When several PIMS collaborate for performing a global computation (e.g., sta-
tistics over a population), the personal data involved in the computation need to
be protected from dubious PIMS. Typical attack models include the honest-but-
curious model (observes any information that leaks during the protocol) and the
malicious model (may additionally deviate from the protocol - e.g., by forging or
tampering messages). Resistance to collusions of PIMS must also be considered.

2.2 Preference Model

Preferences express comparisons on a set X of items, choices or alternatives.
Preferences could be expressed in different forms. We can express preferences
in a quantitative way, by expressing degrees of interest in terms of scores (e.g.,
“My preference for red wine is 0.5 and for white wine is 0.3”), or in a qualitative
way, by pairwise comparisons or other AI preference formalisms (e.g., “I prefer
red wine to white wine”). The qualitative approach is more general than the
quantitative one.

More formally, a preference relation (i.e., preference order) �⊆ X × X is a
reflexive, antisymmetric and transitive binary relation, where x � y means “x
is at least as good as y”. Different types of preference orders can be defined,
depending on the properties they satisfy (symmetry, transitivity, etc.).

Furthermore, preferences are of various kinds and take different forms (e.g.,
fuzzy preferences, conditional preferences, bipolar preferences, etc.). Several pref-
erence modeling formalisms have been proposed in the literature, each of which
allows to express and model some properties of preferences. Thus, by comparing
the expressive power of these formalisms, one can choose the adequate formalism
that accurately describes and captures the rich cognitive model of an individual.

In real-life applications, preferences fully depend on the decision context.
We believe that context-aware models such as, e.g., the conditional preference
network formalism (CP-net) [4] is especially adequate for self-preferences. This
formalism provides an intuitive way to specify conditional or contextual state-
ments of the form “If context or condition C is true, then preference P is true”
(e.g., “If the main course is meat, I prefer red wine to white wine”).
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2.3 Elicitation of Self-preferences: A Threefold Problem

The general purpose of this work is to elicit and maintain the self-preferences of
an individual, in a PIMS context, for letting him/her use, manage, and visualize
them. The problem is actually threefold, depending on the actual source of infor-
mation used for the self-preference elicitation (we do not pretend to have listed
all the potential information sources for the self-preference elicitation problem).

Problem 1: Local Elicitation. The primary source of information is the per-
sonal data stored in the PIMS. Problem 1 is thus the local elicitation of self-
preferences. It can be phrased as follows: which model(s) would be adequate for
self-preferences and how to elicit them on commodity hardware based on hetero-
geneous and small data?

Problem 2: Global Elicitation. The secondary source of information is the
self-preferences of groups of similar individuals. Indeed, PIMS are usually con-
nected to the Internet (even if they may get disconnected arbitrarily) and can
participate in distributed algorithms provided that the personal data and pref-
erences they store remain adequately protected. The preferences of similar indi-
viduals may thus enrich local self-preferences. Problem 2 is thus the global,
group-based, elicitation of self-preferences: How to form meaningful group pref-
erences shared by a significant number of individuals—in a privacy-preserving
manner and from commodity hardware devices—and enrich local self-preferences
accordingly?

Problem 3: Manual Elicitation. Finally, the third available source of infor-
mation is the individual him/her-self. Moreover, in a real-life context, self-
preferences are not static (e.g., change of beliefs, new self-preferences learned,
new data sources feeding the PIMS). As a result, problem 3 is the refinement
and revision by the individual of the self-preferences already stored in his/her
PIMS (e.g., elicited locally or globally). How to guide a non-expert individual for
letting him/her interactively refine or revise his/her self-preferences and perform
the updates efficiently on commodity hardware?

3 Challenges

We identify below key challenges to be addressed for solving each of the three
problems stated in Sect. 2.

Challenge 1: Local is Small. The idea of accurately reflecting and express-
ing individuals’ preferences is a common and known AI issue (see, e.g., prefer-
ence mining [8] and preference learning [7] techniques). Consequently, previous
works have coped with this problem, leading to a sophistication of the preference
models and thus to more tedious and resource-consuming elicitation methods.
Proposing effective preference elicitation techniques becomes more and more
challenging when facing small and heterogeneous data and having low comput-
ing resources. First, we have to integrate and reason about data from different
sources, and this in a consistent manner. We think that providing the system
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with context metadata will ease the integration process. Second, the small scale
of local data is a challenge to overcome for accurately learning even the sim-
plest models. Lastly, we have to develop optimal and efficient local elicitation
algorithms to address the low computing resources of a typical PIMS.

Challenge 2: Global is Threatening. In order to benefit from the self-
preferences of similar individuals for enriching the local self-preferences, three
steps are necessary: (1) groups of similar individuals must be formed, (2) global
group preferences must be aggregated from local self-preferences, and (3) some
group preferences must be selected for enriching local self-preferences. Per-
forming these steps (possibly combined together) in a distributed and privacy-
preserving manner is a difficult challenge. Several previous works have already
tackled problems similar to step 1 (e.g., privacy-preserving distributed clustering,
k-nearest neighbors)—although usually the underlying data is not preferences
or the underlying model is not as sophisticated as elaborate preference models.
We believe that the main difficulties lie in step 2 and step 3. Indeed, aggregat-
ing together a set of preferences (see, e.g., [3]) may require to perform opera-
tions not supported efficiently by encryption schemes (e.g., comparison operators
for implementing MIN aggregate, or threshold computations). Moreover, the low
computing resources of PIMS may not be able to cope with encryption-intensive
algorithms, calling for alternative protection-by-perturbation strategies (e.g., dif-
ferential privacy) and consequently the design of specific perturbation mecha-
nisms for preferences and specific privacy/utility tradeoffs. Finally, the challenge
gets even harder when considering that preference models may be heterogeneous
across PIMS.

Challenge 3: Manual is Tedious. With the possibility of interactive revision
and refinement, many challenges arise. Revising and refining contextual prefer-
ences may require to merge (1) preferences of the same context, (2) preferences
with context hierarchically associated, (3) preferences with different contexts
having similar ontologies. This leads to design robust techniques for the acquisi-
tion of the proposed preference model. Furthermore, these techniques should fit
limited-resource systems. The interactivity aspect will also benefit from compre-
hensive preference-human interfaces, that should provide mechanisms to express
rich preference models while keeping user effort to an acceptable level.

4 Conclusion

In this vision paper, we discuss the value of self-preferences for their owners,
foreshadow an illustrative but not exhaustive list of the potential self-preferences
uses, define the threefold self-preference elicitation problem in PIMS, and identify
key research challenges that need to be tackled in order to help individuals to
express, use, and manage their self-preferences. We hope this paper highlights
promising research avenues in the field of self-data management.
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Abstract. Retail data are one of the most requested commodities by
commercial companies. Unfortunately, from this data it is possible to
retrieve highly sensitive information about individuals. Thus, there exists
the need for accurate individual privacy risk evaluation. In this paper, we
propose a methodology for assessing privacy risk in retail data. We define
the data formats for representing retail data, the privacy framework for
calculating privacy risk and some possible privacy attacks for this kind
of data. We perform experiments in a real-world retail dataset, and show
the distribution of privacy risk for the various attacks.

1 Introduction

Retail data are a fundamental tool for commercial companies, as they can rely
on data analysis to maximize their profit [7] and take care of their customers by
designing proper recommendation systems [11]. Unfortunately, retail data are
also very sensitive since a malicious third party might use them to violate an
individual’s privacy and infer personal information. An adversary can re-identify
an individual from a portion of data and discover her complete purchase history,
potentially revealing sensitive information about the subject. For example, if an
individual buys only fat meat and precooked meal, an adversary may infer a
risk to suffer from cardiovascular disease [4]. In order to prevent these issues,
researchers have developed privacy preserving methodologies, in particular to
extract association rules from retail data [3,5,10]. At the same time, frameworks
for the management and the evaluation of privacy risk have been developed for
various types of data [1,2,8,9,13].

We propose privacy risk assessment framework for retail data which is based
on our previous work on human mobility data [9]. We first introduce a set of data
structures to represent retail data and then present two re-identification attacks
based on these data structures. Finally, we simulate these attacks on a real-world
retail dataset. The simulation of re-identification attacks allows the data owner
to identify individuals with the highest privacy risk and select suitable privacy
preserving technique to mitigate the risk, such as k-anonymity [12].

The rest of the paper is organized as follows. In Sect. 2, we present the data
structures which describe retail data. In Sect. 3, we define the privacy risk and
the re-identification attacks. Section 4, shows the results of our experiments and,
finally, Sect. 5 concludes the paper proposing some possible future works.
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 17–22, 2017.
https://doi.org/10.1007/978-3-319-71970-2_3
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2 Data Definitions

Retail data are generally collected by retail companies in an automatic way:
customers enlist in membership programs and, by means of a loyalty card, share
informations about their purchases while at the same time receiving special offers
and bonus gifts. Products purchased by customers are grouped into baskets. A
basket contains all the goods purchased by a customer in a single shopping
session.

Definition 1 (Shopping Basket). A shopping basket Su
j of an individual u

is a list of products Su
j = {i1, i2, . . . , in}, where ih (h = 1, . . . , n) is an item

purchased by u during her j-th purchase.

The sequence of an individual’s baskets forms her shopping history related
to a certain period of observation.

Definition 2 (History of Shopping Baskets). The history of shopping bas-
kets HSu of an individual u is a time-ordered sequence of shopping baskets
HSu = {Su

1 , . . . , S
u
m}.

3 Privacy Risk Assessment Model

In this paper we start from the framework proposed in [9] and extended in [8],
which allows for the assessment of the privacy risk in human mobility data.
The framework requires the identification of the minimum data structure, the
definition of a set of possible attacks that a malicious adversary might conduct
on an individual, and the simulation of these attacks. An individual’s privacy
risk is related to her probability of re-identification in a dataset w.r.t. a set of
re-identification attacks. The attacks assume that an adversary gets access to a
retail dataset, then, using some previously obtained background knowledge, i.e.,
the knowledge of a portion of an individual’s retail data, the adversary tries to
re-identify all the records in the dataset regarding that individual. We use the
definition of privacy risk (or re-identification risk) introduced in [12].

The background knowledge represents how the adversary tries to re-identify
the individual in the dataset. It can be expressed as a hierarchy of categories,
configurations and instances: there can be many background knowledge cate-
gories, each category may have several background knowledge configurations,
each configuration may have many instances. A background knowledge category
is an information known by the adversary about a specific set of dimensions
of an individual’s retail data. Typical dimensions in retail data are the items,
their frequency of purchase, the time of purchase, etc. Examples of background
knowledge categories are a subset of the items purchased by an individual, or
a subset of items purchased with additional spatio-temporal information about
the shopping session. The number k of the elements of a category known by the
adversary gives the background knowledge configuration. This represents the
fact that the quantity of information that an adversary has may vary in size. An
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example is the knowledge of k = 3 items purchased by an individual. Finally,
an instance of background knowledge is the specific information known, e.g., for
k = 3 an instance could be eggs, milk and flour bought together. We formalize
these concepts as follows.

Definition 3 (Background knowledge configuration). Given a background
knowledge category B, we denote by Bk ∈ B = {B1, B2, . . . , Bn} a specific back-
ground knowledge configuration, where k represents the number of elements in
B known by the adversary. We define an element b ∈ Bk as an instance of
background knowledge configuration.

Let D be a database, D a retail dataset extracted from D (e.g., a data
structure as defined in Sect. 2), and Du the set of records representing individual
u in D, we define the probability of re-identification as follows:

Definition 4 (Probability of re-identification). The probability of re-
identification PRD(d = u|b) of an individual u in a retail dataset D is the
probability to associate a record d ∈ D with an individual u, given an instance
of background knowledge configuration b ∈ Bk.

If we denote by M(D, b) the records in the dataset D compatible with the
instance b, then since each individual is represented by a single History of Shop-
ping Baskets, we can write the probability of re-identification of u in D as
PRD(d = u|b) = 1

|M(D,b)| . Each attack has a matching function that indicates
whether or not a record is compatible with a specific instance of background
knowledge.

Note that PRD(d=u|b) = 0 if the individual u is not represented in D.
Since each instance b ∈ Bk has its own probability of re-identification, we define
the risk of re-identification of an individual as the maximum probability of re-
identification over the set of instances of a background knowledge configuration:

Definition 5 (Risk of re-identification or Privacy risk). The risk of re-
identification (or privacy risk) of an individual u given a background knowledge
configuration Bk is her maximum probability of re-identification Risk(u,D) =
maxPRD(d=u|b) for b ∈ Bk. The risk of re-identification has the lower bound
|Du|
|D| (a random choice in D), and Risk(u,D) = 0 if u /∈ D.

3.1 Privacy Attacks on Retail Data

The attacks we consider in this paper consist of accessing the released data in the
format of Definition (2) and identifying all users compatible with the background
knowledge of the adversary.

Intra-basket Background Knowledge. We assume that the adversary has as back-
ground knowledge a subset of products bought by her target in a certain shopping
session. For example, the adversary once saw the subject at the workplace with
some highly perishable food, that are likely bought together.
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Definition 6 (Intra-basket Attack). Let k be the number of products of an
individual w known by the adversary. An Intra-Basket background knowledge
instance is b = S′

i ∈ Bk and it is composed by a subset of purchase S′
i ⊆ Sw

j

of length k. The Intra-Basket background knowledge configuration based on k
products is defined as Bk = Sw[k]. Here Sw[k] denotes the set of all the possible
k-combinations of the products in each shopping basket of the history.

Since each instance b = S′
i ∈ Bk is composed of a subset of purchase S′

i ⊆ Sw
j of

length k, given a record d = HSu ∈ D and the corresponding individual u, we
define the matching function as:

matching(d, b) =

{
true ∃ Sd

j | S′
i ⊆ Sd

j

false otherwise
(1)

Full Basket Background Knowledge. We suppose that the adversary knows the
contents of a shopping basket of her target. For example, the adversary once
gained access to a shopping receipt of her target. Note that in this case it is
not necessary to establish k, i.e., the background knowledge configuration has a
fixed length, given by the number of items of a specific shopping basket.

Definition 7 (Full Basket Attack). A Full Basket background knowledge
instance is b = Sw

j ∈ B and it is composed of a shopping basket of the tar-
get w in all her history. The Full Basket background knowledge configuration is
defined as B = Sw

i ∈ HSw.

Since each instance b = Sw
i ∈ B is composed of a shopping basket Sw

i , given a
record d = HSu ∈ D and the corresponding individual u, we define the matching
function as:

matching(d, b) =

{
true ∃ Sd

j | Sw
i = Sd

j

false otherwise
(2)

4 Experiments

For the Intra-basket attack we consider two sets of background knowledge con-
figuration Bk with k = 2, 3, while for the Full Basket attack we have just one
possible background knowledge configuration, where the adversary knows an
entire basket of an individual. We use a retail dataset provided by Unicoop1

storing the purchases of 1000 individuals in the city of Leghorn during 2013,
corresponding to 659,761 items and 61,325 baskets. We consider each item at
the category level, representing a more general description of a specific item,
e.g., “Coop-brand Vanilla Yogurt” belongs to category “Yogurt”.

We performed a simulation of the attacks for all Bk. We show in Fig. 1
the cumulative distributions of privacy risks. For the Intra-basket attack, with
k = 2 we have almost 75% of customers for which privacy risk is to equal 1.
1 https://www.unicooptirreno.it/.

https://www.unicooptirreno.it/
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Fig. 1. Cumulative distributions for privacy attacks.

Switching to k = 3 causes a sharp increase in the overall risk: more than 98% of
individuals have maximum privacy risk (e.g., 1). The difference between the two
configurations is remarkable, showing how effective an attack could be with just
3 items. Since most of customers are already re-identified, further increasing the
quantity of knowledge (e.g., exploiting higher k or the Full Basket attack) does
not offer additional gain. Similar results were obtained for movie rating dataset
in [6] and mobility data in [9], suggesting the existence of a possible general
pattern in the behavior of privacy risk.

5 Conclusion

In this paper we proposed a framework to assess privacy risk in retail data. We
explored a set of re-identification attacks conducted on retail data structures,
analyzing empirical privacy risk of a real-world dataset. We found, on average, a
high privacy risk across the considered attacks. Our approach can be extended
in several directions. First, we can expand the repertoire of attacks by extending
the data structures, i.e., distinguishing among shopping sessions and obtaining
a proper transaction dataset, or considering different dimensions for retail data,
e.g., integrating spatio-temporal informations about the purchases. Second, it
would be interesting to compare the distributions of privacy risk of different
attacks through some similarity measures, such as the Kolmogorov-Smirnov test.
A more general and thorough approach to privacy risk estimation can be found
in [14] and it would be interesting to extend our framework with it’s approaches.
Another possible development is to compute a set of measures commonly used
in retail data analysis and investigate how they relate to privacy risk. Finally,
it would be interesting to generalize the privacy risk computation framework to
data of different kinds, from retail to mobility and social media data, studying
sparse relation spaces across different domains.
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Abstract. The soaring amount of data coming from a variety of sources
including social networks and mobile devices opens up new perspectives
while at the same time posing new challenges. On one hand, AI-systems
like Neural Networks paved the way toward new applications ranging
from self-driving cars to text understanding. On the other hand, the
management and analysis of data that fed these applications raises con-
cerns about the privacy of data contributors. One robust (from the math-
ematical point of view) privacy definition is that of Differential Privacy
(DP). The peculiarity of DP-based algorithms is that they do not work
on anonymized versions of the data; they add a calibrated amount of
noise before releasing the results, instead. The goals of this paper are: to
give an overview on recent research results marrying DP and neural net-
works; to present a blueprint for differentially private neural networks;
and, to discuss our findings and point out new research challenges.

1 Introduction

Neural networks (NNs) have recently found many applications in several areas
of Artificial Intelligence, ranging from self-driving cars to language understand-
ing. This is both due to significant progresses in terms of techniques [3,10] to
(pre)train complex networks including hundreds of layers (the so-called Deep
Networks) involving millions of units, and the availability of large and repre-
sentative datasets. However, information about individuals maintained by third-
parties raises concerns about the protection of user-privacy when analyzing such
data. Therefore, it emerges the need for techniques able to offer both utility to
the applications and rigorous privacy guarantees.

This problem has been attacked by combining competences from different
fields, viz. data mining, cryptography, information hiding, to cite a few. In 2006,
Dwork introduced the notion of differential privacy [7]. The idea behind differ-
ential privacy (DP) can be summarized as follows: the removal or addition of a
single database item does not (substantially) affect the outcome of any analysis.
This can be mathematically guaranteed and thus any data contributor would be
more willing to take part into the database as her risk (in terms of privacy viola-
tion) does not substantially increase. The main challenge is to release aggregate
information about the data while protecting the privacy of individual contrib-
utors. While DP has been explored in a variety of machine learning and data
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 23–35, 2017.
https://doi.org/10.1007/978-3-319-71970-2_4
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mining tasks ranging from regression analysis [21] to classification [2], its usage
in neural networks is still in its infancy [1]. The goals of this paper are as follows:
(i) providing an overview of techniques that combine DP and Neural Networks;
(ii) reporting on our own experience in this field; (iii) discussing pros and cons
of our approach and pointing out open problems.

The remainder of the paper is organized as follows. In Sect. 2 we introduce
some background. We give an overview on related research in Sect. 3. We describe
our approach in Sect. 4. We conclude in Sect. 5.

2 Background

We consider a dataset D of N tuples x1, ....xN where each tuple xi ∈ D has d + q
attributes xi = 〈x1

i , ...., x
d
i , y

1
i , ...yq

i 〉. We assume without loss of generality that√∑d
i=1 x2

id ≤ 1. We model the general data analysis problem by considering
a function f , which given a tuple x ∈ D takes as input the tuple’s attributes
x1

i , ....x
d
i and returns an output y1

i , ...yq
i as accurate as possible. The function

f(D,w) requires some model parameter w, and its accuracy is evaluated by
using some function E(D,w) =

∑
x∈D E(x,w) that compares the output of f

with the reference values. The goal is to find the optimal parameter models w∗

by solving the optimization problem w∗ = minimize
w

E(D,w).

2.1 Neural Networks

In terms of the general learning problem introduced before, the idea is to model
the function f(D,w) via Neural Networks. We will focus on the Multi Layer
Perceptron (MLP) [4] model. The MLP is a feed-forward neural network, that is,
a network where connections neither are allowed between units in the same layer
nor backward. Strictly speaking, a neural network models a nonlinear function
from a set of input variables xi, i ∈ [1, d] to a set of output variables tl, l ∈ [1, q]
controlled by a vector w of adjustable parameters.

The topology of a 〈d,m, q〉-layer network is given as follows. We assume
that each layer j ∈ {1, . . . , m} is characterized by a size sj , two vectors z(j)

and a(j) and a matrix w(j) of weights. We assume that s0 = d is the size of
the input data x ∈ R

d (i.e., number of units in the input layer), and sm = q
is the size of the output (i.e., number of units in the output layer). We refer
to φ as the activation function for intermediate units and ψ for output units,
respectively. The relationships between these components are recursively define
by the following general formulas:
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z
(0)
i (x,w) = xi

z
(j)
i (x,w) = φ

(
a
(j)
i (x,w)

)

a
(j)
i (x,w) =

n−1∑
k=1

w
(j)
i,k · z

(j−1)
k (x,w)

yq(x,w) = ψ
(
a(m)

q (x,w)
)

To keep notation uncluttered, we leave out bias terms and assume that S =∑m
j=1 sj and the vectors z and a span over RS where ai ≡ a

(h)
v for some encoding

i = 〈h, v〉. This induces a partial order j ≺ i which holds when i = 〈h + 1, v〉
and j = 〈h, u〉. Thus, the weight matrices can be represented by a unique vector
w, where wi,j corresponds to the weight of the connection between nodes j and
i such that j ≺ i. This allows us to simplify the previous equations as:

zx,i = φi (ax,i)

ax,i =
∑
j≺i

wi,j · zx,j

where zx,i (resp. ax,i) represents the application of ai to x, φi represents the
activation function relative to unit i.
Training Neural Networks. After defining the topology, the problem that arises is
that of training the network, that is, learning the model parameters (weights and
biases) that minimize the error function E(D,w). This is typically done by using
some variant of the back-propagation algorithm [13] coupled with pre-training
techniques [3,10] that have been successful for deep networks (i.e., networks
including many layers).

2.2 Differential Privacy

Differential privacy captures the increased risk to one’s privacy that incurs by
participating into a database. It does so by offering to individual participants the
guarantees that the output of a query would also have been the same, with suf-
ficiently high probability, even if the record(s) of a participant were not present
in the database. Being differentially private is a property of the data access
mechanism and is unrelated to the presence or absence of auxiliary information
available to the adversary. Differential privacy works by introducing random-
ness [8].

Proposition 1 ((ε,δ)-Differential Privacy). A randomized function f guar-
antees (ε-δ)-differential privacy if for all data sets D and D′ differing on at most
one element, and all O ⊆ Range(f), it holds that: Pr[f(D)∈O]

Pr[f(D′)∈O] ≤ eε + δ
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In the definition, ε > 0 is a known privacy parameter that controls the
strength of the differential privacy guarantee: larger (resp., smaller) values of ε
yields weaker (resp., stronger) privacy. δ models the probability that the con-
dition on ε fails to hold. The definition of (ε-δ)-DP becomes more stringent as
ε and δ approach 0. Moreover, when ε is small, then eε ∼ 1 + ε. Since differ-
ential privacy works in an interactive setting, the randomized computation f is
the algorithm applied by the data curator when releasing information. When
δ = 0 we talk about ε-DP; however, (ε, δ)-DP behaves better when one needs to
compose (ε, δ)-DP mechanisms e.g., when multiple accesses to the database are
required [11].

2.3 Achieving Differential Privacy

We shall now outline how to achieve DP in practice. For real-valued functions,
DP can be achieved by adding a calibrated amount of noise to the answer of a
query before releasing its results. The amount of noise depends on the sensitivity
of the function f , that is, how much the answer would change when an arbitrary
tuple in the input data is modified.

Definition 2 (Sensitivity). Given a function f :D → Rd, its sensitivity is:

S(f) = max
D∼D′

||f(D) − f(D′)||1.

where || · ‖|1 is the L1 norm; D ∼ D′ means that the database differ in one tuple.

Note that S(f) does not depend on the data but is a property of the function
f . S(f) captures the magnitude by which a single individuals data can change
the function f in the worst case, and therefore, the uncertainty in the response
that we must introduce in order to hide the participation of a single individ-
ual. The sensitivity of a function gives an upper bound on how much we must
perturb its output to preserve privacy. Other notions of sensitivity like smooth
sensitivity [17] guarantee (ε-δ)-DP by relating the amount of noise not only to
the query result but also to the database.
The Laplace Mechanism. The Laplace Mechanism is based on the idea of com-
puting the output of a function f , and then perturb each coordinate with noise
drawn from the Laplace distribution. The scale of the noise will be calibrated to
the sensitivity of f (i.e., S(f)) divided by ε, which represents the privacy budget.

Proposition 3 (Laplace Mechanism). For a function f :D → Rd, the mech-
anism that returns f(D) + z, where each zi ∈ z is drawn from Lap(S(f) | ε)
satisfies ε-differential privacy [7].

The Gaussian Mechanism. The Gaussian mechanism reduces the probability of
very large noise while guaranteeing (ε-δ)-DP.
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Proposition 4 (Gaussian Mechanism). For a function f :D → Rd, the
mechanism that returns f(D) + z, where each zi ∈ z is drawn from
N (0, S(f)2σ2)1 with σ > exp(−(σε)2/2)/1.25 and ε < 1, satisfies (ε-δ)-DP [8].

Non-numeric Queries. For non-numeric queries, achieving DP requires the def-
inition of some utility function to sample one of its outcomes according to the
probability distribution close to the optimum. This approach is referred to as
the exponential mechanism [8].

2.4 Composing Differentially Private Mechanisms

So far we have discussed the general approach to guarantee DP when consid-
ering a single access to the data. Nevertheless, one usually needs to perform
multiple application of DP-algorithms and thus accessing multiple times to the
data with the risk of increasing privacy breaches. Investigating the impact of
multiple data accesses requires to understand how DP mechanisms compose. In
other words, when accessing databases multiple times via differentially private
mechanisms, each of which having its own privacy guarantees, how much privacy
is still guaranteed on the union of those outputs? [11].

In what follows we focus on (ε-δ)-DP and report on the main research results
about composition by considering a scenario involving T = 10K steps (data
accesses). To guarantee that each data access is (ε-δ)-DP the standard deviation

in the Gaussian mechanism should be set as follows: σ =
√

log1/δ

ε [8].
Basic Composition. This is the most simple way of investigating the impact
of multiple accesses to the data by the same mechanism. Basically, when one
needs to perform T steps, the overall process is (Tε, Tδ)-DP; in other words,
the privacy parameters of the individual mechanisms basically sum up [8]. By
assuming σ = 4 and δ = 10−5, each step is (1.2, 10−5)-DP and thus after 10K
steps the composition gives (12000, .1)-DP.
Advanced Composition. Advanced composition of (ε-δ)-DP mechanisms (see
e.g., [9]) significantly improve the overall privacy cost. In this case we have
that after T steps the process is (ε

√
T log1/δ, Tδ)-DP. Thus after 10 K steps the

composition gives (360, .1)-DP.
Amplification by Sampling. The results of advanced composition is further
improved by sampling [12]. By considering a batch size q, each step is (2qε, qδ)-
DP. As an example if q is 1% of the data, with σ = 4 and δ = 10−5 we have that
each step is (.024, 10−5)-DP. When composing T step we have (2qε

√
T log1/δ,

qTδ)-DP and thus for T = 10.000 the process is (10, .001)-DP.
Optimal Composition. Kairouz et al. [11] recently provide lower bounds for com-
position. It is previously known that it is sufficient to add Gaussian noise with
variance O(TΔ2log(1/δ)/ε2) to each step in order to ensure (ε,δ)-DP after T
steps. Authors show that this condition can be improved by a log factor. In
particular, if each step is (ε0,δ0)-DP, then the composition of T steps gives
1 In this case the sensitivity makes usage of the L2 norm.
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(Tε20 +
√

2Tε20log(e +
√

Tε20/δ̃), T δ0 + δ̃)-DP assuming ε0 ≤ 0.9 and a slack

δ̃ > 0.
Accountant Mechanism. A different approach to keep track of the privacy spent
during the course of multiple access to sensitive data makes usage of an accoun-
tant mechanism [16]. This approach has been recently used by Abadi et al. [1]
to train neural networks under DP. Authors leverage the moments of the noise
distribution and a bound on the gradient values (via clipping) to obtain a more
refined result about the composition than the advanced composition. In this
case, the result after T steps and considering a batch size q becomes (2qε

√
T ,

δ)-DP. Thus, we have that fort T = 10.000 steps and q = 1% the overall process
is (1.25, 10−5)-DP.

3 An Overview of the State of the Art

In this section we review applications of DP for Deep Neural Networks by dis-
tinguishing between functional and non-functional approaches.
Functional Approaches. The general idea of differential privacy is to introduce
noise. However, it has been observed that it is not easy to adapt this approach in
some tasks like logistic regression (e.g., [21]). Chaudhuri et al. [5] came up with
a new way of achieving DP in these contexts: instead of perturbing the results of
the regression analysis, one can perturb the objective function and then optimize
the perturbed objective function. The overall idea is reported in Fig. 1.

The original idea of Chauduri has been further refined into the Functional
Mechanism (FM) [21]. The FM also perturbs the objective function of regres-
sion analysis and then release model parameters that minimize such perturbed
function. The approach has been applied to both linear and logistic regression;
in this latter case by resorting to a second order Taylor expansion of the error
function. Authors show that the amount of noise to be injected in order to guar-
antee DP basically depends on the number of dimensions of the input dataset.
The FM has been recently applied to train autoencoders under DP [18].
Non-functional Approaches. Non-functional approaches determine the model
parameters that minimize the original loss function instead of its perturbed
and approximated version. In the context of neural networks, there are a few
attempts at using DP; these approaches are mainly based on line search methods
such as the (Stochastic) Gradient Descent (SGD). An overview of non-functional
approaches is provided in Fig. 1(b). The idea is to start with some initial values
of the model parameters and then iteratively update these parameters following
the opposite direction of the gradient, after adding noise. We showed in Sect. 2.4
how to determine the amount of noise in the Gaussian mechanism under dif-
ferent types of composition. One of the early approaches in learning via SGD
and DP has been proposed by Rajkumar et al. [19]. This approach performs
Gaussian perturbation of the overall multiparty objective to achieve (ε-δ)-DP.
The goal is to compute gradient-based minimization of the objective function in
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Fig. 1. Functional (a) and non-functional (b) approaches for learning with DP.

a differentially-private way. Privacy is achieved by perturbing the gradient infor-
mation with two sources of noise, the second being needed to avoid an attacker
to reconstruct the true minimizer (optimal weights) of the objective function. We
already mentioned the work by Abadi et al. [1] that use a SGD-based algorithm
and find a tighter bound on the composition of DP mechanisms than previous
approaches (e.g., [20]). As a side note, we shall also mention that the functional
approach described by Phan et al. [18] to train deep autoencoders also resorts
to the SGD to fine tune the parameters.

4 Neural Networks and Differential Privacy

In this section, we describe our experience in applying the functional mechanism
to the multilayer perceptron (see Sect. 2.1). Our algorithm involves the following
four main phases: (i) find a polynomial representation of the objective function;
(ii) compute the sensitivity; (iii) add noise to the polynomial representation; (iv)
minimize the perturbed objective function.

Polynomial Representation of the Objective Function. We consider
the following 2nd-order Taylor expansion of the error function E(D,w) =∑

x∈D Ex(w).

Ê(D,w) ≈ E(D, ŵ) + (w − ŵ)T ∇E(D, ŵ) +
1
2
(w − ŵ)T ∇2E(D, ŵ)(w − ŵ)

where: ∇E(D, ŵ) ≡ ∂E
∂wi,j

|w=ŵ and (∇2E(D, ŵ))i,j ≡ ∂2E
∂wi∂wj

|w=ŵ are the Jaco-
bian and Hessian matrices, respectively. Denoting by gi,j (resp., hi,j) an element
of the Jacobian (resp., Hessian) matrix, we obtain:
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gi,j =
∑
x∈D

δx,izx,j (1)

δx,i = z′
x,i

∑
v:i≺v

δx,vwv,i (2)

hi,j =
∑
x∈D

bx,iz
2
x,j (3)

bx,i = z′′
x,i

∑
v:i≺v

wv,iδx,v + (z′
x,i)

2
∑

v:i≺v

w2
v,ibx,v (4)

Equations (1) and (3) are defined recursively by considering the values of δ
and b of all units. Equations (2) and (4) define such values for internal units.
Since the number of model parameters (weights and biases) of the network can be
very large computing the whole Hessian matrix is extremely demanding from a
computational point of view (it requires a quadratic number operations). Hence,
to reduce the computational cost we only consider diagonal elements of the
Hessian [6]. As for the output units, their output depends on the specific loss
function considered. As an example, when considering the Least Squares Error,
we obtain:

E(x,w) =
1
2

d∑
c=1

(yx,c − tx,c)2

yx,c = yc(x;w)

In the previous formula, yx,c is the c-th component given by the network
when giving as input the vector x and tx,c is the c-th target value. Hence, for
output units we have:

δx,i = (ψ(ax,i) − tx,i)ψ′(ax,i) (5)

bx,i = (ψ′(ax,i))2 + (ψ(ax,i) − tx,i)ψ′′(ax,i)) (6)

Compute Sensitivity. In order to determine the amount of noise to be injected
into the polynomial representation derived in the previous section we need to
estimate its sensitivity. We have the following preliminary result.

Lemma 1. Let D, D′ be any two databases differing in at most one tuple, and

Ê(D,w) =
( ∑
x∈D

∑
j≺i

δx,izx,j

)
wi,j +

1
2
( ∑
x∈D

∑
j≺i

bx,iz
2
x,j

)
w2

i,j

Ê(D′,w) =
( ∑
x′∈D′

∑
j≺i

δx′,izx′,j
)
wi,j +

1
2
( ∑
x′∈D′

∑
j≺i

bx′,iz
2
x′,j

)
w2

i,j

the polynomial representation of the error function on D and D′, respectively.
Let x be an arbitrary tuple. We have that the sensitivity is:

||Ê(D,w) − Ê(D′,w)||1 ≤ 2
∑
j≺i

max
x

(|δx,izx,j | + |bx,iz
2
x,j |

)
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Adding Noise. After determining the sensitivity, and thus the amount of
noise, we shall now provide an algorithm for learning with DP. The algorithm
is sketched in Algorithm 1. It starts with an initialization of the weights (line 1)
and then requires to obtain the Jacobian and (approximated) Hessian matrices
representing the building blocks of the polynomial representation of the error
function (line 2). At line 3 the noise is injected into such coefficients to obtain a
perturbed error function, which is then minimized (according to one of the exist-
ing methods) in line 4. The final step consists in releasing the model parameters
(the set of weights w̃) that minimize it.

Theorem 5. Algorithm1 satisfies ε-differential privacy.

Proof. Consider two neighbor datasets D and D′ that differ on the last tuple, xn

and x′
n for D and D′, respectively. The proof proceeds by applying the definition

of differential privacy (see Definition 1).

Pr{Ẽ(w) | D }
Pr{Ẽ(w) | D′} =

exp
(

ε||∑x∈D
∑

j≺i(δx,izx,j+bx,iz
2
x,j)−(δizj+biz

2
j ) ||1

S(Ẽ)

)

exp
( ε
∣
∣
∣
∣
∣
∣
∑

x′∈D
∑

j≺i

(
δx′,izx′,j+bx′,iz2

x′,j

)
−(δizj+biz2

j )
∣
∣
∣
∣
∣
∣
1

S(Ẽ)

)

≤ exp
( ε

S(Ẽ)
||

∑
x∈D

∑
j≺i

(
δx,izx,j + bx,iz

2
x,j

) −
∑

x′∈D′

∑
j≺i

(
δx′,izx′,j + bx′,iz

2
x′,j

) ||1
)

= exp
( ε

S(Ẽ)
||

∑
j≺i

(
δxn,izxn,j + bxn,iz

2
xn,j

) −
∑
j≺i

(
δx′

n,izx′
n,j + bx′

n,iz
2
x′
n,j

)
||1

)

≤ exp
( ε

S(Ẽ)
2
∑
j≺i

max
x

(|δx,izx,j | + |bx,iz
2
x,j |

) )
(by Lemma 1)

≤ exp(ε)

Algorithm 1. FunctionalNetDP (Privacy budget ε)
1: Initialize w
2: g,h ← Polynomial representation of the loss function
3: Find g̃ and ˜h via addNoise(w,ε) /* Algorithm 2 */

4: Compute w̃=argmin
w

˜E(D,w)

5: return w̃ / set of weights that minimizes ˜E(D,w) /

Algorithm 2. addNoise(Weights w, privacy budget ε)
1: Let D be the dataset
2: Let S( ˜E) be the sensitivity of the polynomial representation fo the network.
3: Find g via Eq. (1) and h via Eq. (3) using D
4: g← g/(1, ||g||2/C) /* clip Gradient */
5: h← h/(1, ||h||2/C) /* clip Hessian */

6: g̃ ← g+Lap(S( ˜E) | ε)

7: ˜h ← h+Lap(S( ˜E) | ε)

8: return g̃ and ˜h
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4.1 Estimating the Amount of Laplacian Noise

Algorithm 1 lays the foundation for achieving differential privacy. We have shown
in Lemma 1 that the amount of noise depends on the maximum (over all tuples)
sum of the coefficients of δ, z, and b. In turn, these terms depend on the choice of
the activation functions for the intermediate units (i.e., φ), output units (i.e., ψ)
and the value of weights (i.e., wi,j). We now provide a finer grained estimation
of the noise. Assuming that for both φ and ψ the logistic function σ(x) = 1

1+e−x

is used, then we have that σ(x) ∈ [0, 1], σ′(x) ∈ [0, 0.25], and σ(x)′′ ∈ [−0.1, 0.1].
Moreover, we assume that each wi,j ∈ [0, 1] and that for each dimension d of

the input tuple xd ∈ [0, 1]. At this point, to bound the amount of Laplace noise
needed, we need to bound the components

∑
j≺i |δx,izx,j | and

∑
j≺i |bx,iz

2
x,j | in

Lemma 1. Let m be the depth of the network. For each layer j ∈ {1, ...,m} we
denote by δj (resp., bj) the coefficient of a generic unit in the layer j. Moreover,
sj represents the number of units at layer j.

Lemma 2. The noise that the
∑

j≺i |δx,izx,j | component in Lemma 1 con-
tributes is ≤ 0.25m × ∏j=m

j=1 sj.

Proof. The idea is to analyze the layer-wise upperbound of δ and z when con-
sidering a generic tuple x. As for z we always have z ∈ [0, 1] (since we are using
the sigmoid activation function). As for δ we have:

δ ≤
{

0.25 if j =m (Eq. (5))
0.25m−j+1 × ∏q=m

q=j sq j �= m (Eq. (2))

The maximum contribution occurs when j = 1 in
∏q=m

q=j sq.

Lemma 3. The contribution of the
∑

j≺i |bx,iz
2
x,j | component in Lemma 1 is:

≤
j=m∏
j=1

sj

(
0.1m + 0.001625 × m

)

Proof. Similarly to the previous case, we have that:

b ≤

⎧⎪⎨
⎪⎩

0.1625 if j =m (Eq. (6))
0.1m−j+1 × ∏q=m

q=j sq

+ (0.1)2(m − j)0.1625
∏q=m

q=j sq j �= m (Eq. (4))

The contribution is maximum when j = 1.

Theorem 6. For a network of m layers with sj units in each layer, where
j ∈ [1, n], the amount of Laplacian noise to ensure differential privacy is:

≤ 2
(
0.25m

q=m∏
q=1

sq +
j=m∏
j=1

sj ×
(
0.1m + 0.001625 × m

))
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Proof. The idea is to substitute the bounds in the previous lemmas in Lemma 1.

The above analysis shows that the amount of noise to ensure differential privacy
is dominated by the number of units in the network.

5 Concluding Remarks and Future Work

We have reported on the usage of differential privacy in neural networks and dis-
cussed our preliminary findings in adding Laplacian noise to a low-polynomial
representation of the error function. We now discuss some crucial aspects of
our approach. First, we have shown via Lemma 1 that the sensitivity basically
depends on the topology of the network. The result about the sensitivity when
using the functional mechanism for neural networks is in stark contrast with
functional approaches tackling regression (e.g., [21]); in that case the sensitivity
was bound by the dimensionality of the input data. This comes as no surprise
because of the fact that our approach involves a complex topology of intercon-
nected network units (neurons) while regression only makes usage of a single
unit, in a sense. To mitigate the impact of sensitivity we bound in Algorithm2
the values of the gradient and Hessian (lines 5 and 6) before adding noise. Find-
ing a tighter bound for Lemma1 is in our research agenda.

Second, we pursued the simplest way to ensure DP by adding Laplacian noise
to the gradient and the Hessian coefficients (the coefficients of our polynomial
representation), and use the noisy version to perform the minimization (line 5
Algorithm 1). We note that the sensitivity in our case is irrelevant to the size
of the data set at hand. At the same time we note that the potential effect of
the noise can have different effects on the gradient and Hessian, respectively. In
this latter case, even a little amount of noise in the coefficients of the Hessian
matrix can lead to large changes on the parameters being updated, with the
extreme potential consequence that the Hessian matrix’s positive definiteness is
destroyed, which implies that a global optimal solution may not be attained at
all. One way to approach the problem would be to threshold the eigenvalues of
the Hessian to ensure positive definiteness; nevertheless, this method might gen-
erate coefficients that are far from the original (pre-noise) coefficients. Another
approach could be to leverage public data sets for the Hessian, that is, datasets
where participants voluntarily disclosed information and we use public and pri-
vate data sets to compute the gradient.

Third, Algorithm 1 works by approximating the Hessian to its diagonal com-
ponents as done by other approaches (e.g., [14]). Nevertheless, in some cases, the
approximation can be very rough leading to poor solutions. This problem may
be exacerbated by the noise addition. One way to overcome this problem could
be to resort to non-functional approaches.

In this context, an interesting aspect that has not yet been investigated in
the context of DP is the usage of 2nd order methods like the Hessian Free (HF)
technique [15]. The idea of HF is to approximate the error function around each
parameter up to second order (SGD-based methods only take into account the
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first derivatives of the parameters). Operationally, the HF approach requires
gradient estimations, approximations of the Hessian (e.g., via Gauss-Newton
approximation) and its minimization. This latter step is usually done by using
the conjugate gradient (CG). The CG applies minimization along each dimension
of the parameter space separately and thus would require a number of iterations
equals to the number of dimensions of the parameter space to converge in general.
However, it usually makes significant progress toward a minimum in a much
lower number of iterations [15]. We see a number of research challenges for the
usage of DP in this setting, among which: (i) investigating the amount of noise
needed along each iteration of the HF and the properties of composition; and
(ii) comparing this approach with first-order methods (e.g., [1]).

Fourth, in this preliminary analysis, we have discussed privacy without con-
sidering utility. Our ongoing experimental evaluation shows that while our app-
roach achieves strong privacy guarantees, when the size of the network grows2

the utility is heavily affected. To mitigate this issue, we are evaluating the impact
of privacy on utility when considering the HF technique.
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Abstract. We propose a methodology to anonymize microdata (i.e. a
table of n individuals described by d attributes). The goal is to be
able to release an anonymized data table built from the original data
while meeting the differential privacy requirements. The proposed solu-
tion combines co-clustering with synthetic data generation to produce
anonymized data. First, a data independent partitioning on the domains
is used to generate a perturbed multidimensional histogram; a multidi-
mensional co-clustering is then performed on the noisy histogram result-
ing in a partitioning scheme. This differentially private co-clustering
phase aims to form attribute values clusters and thus, limits the impact
of the noise addition in the second phase. Finally, the obtained scheme
is used to partition the original data in a differentially private fashion.
Synthetic individuals can then be drawn from the partitions. We show
through experiments that our solution outperforms existing approaches
and we demonstrate that the produced synthetic data preserve sufficient
information and can be used for several datamining tasks.

Keywords: Differential privacy · Co-clustering
Synthetic individual data

1 Introduction

There is an increasingly social and economic demand for open data in order to
improve planning, scientific research or market analysis. In particular, the public
sector via its national statistical institutes, healthcare or transport authorities,
is pushed to release as much information as possible for the sake of transparency.
Private companies are also implicated in the valorization of their data through
exchange or publication. Orange has recently made available to the scientific
community several mobile communication datasets collected from its networks
in Senegal and Ivory Coast as part of D4D challenges (Data for Development).
These challenges have shown the potential added-value of analyzing such data
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 36–47, 2017.
https://doi.org/10.1007/978-3-319-71970-2_5
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for several application domains which address both development projects and
improvement of public policies effectiveness [3]. This demand for publicly avail-
able data motivated the research community to propose several privacy preserv-
ing data publishing solutions.

Problem Statement. The literature about privacy preserving data publish-
ing is mainly organized around two privacy concepts (i) group anonymization
techniques such as k-anonymity [13] and (ii) random perturbation methods with
in particular the concept of Differential Privacy (DP) [6]. K-anonymity seeks
to prevent re-identification of records by making each record indistinguishable
within a group of k or more records and allows the release of data in its original
form. The notion of protection defended by DP is the strong guarantee that the
presence or absence of an individual in a dataset will not significantly affect the
result of aggregated statistics computed from this dataset. DP works by adding
some controlled noise to the computed function. There are two models for differ-
ential privacy: the interactive model and the non-interactive model. A trusted
third party collects data from data owners and make it available for data users.
In the interactive model, the trusted party catches the queries sent by data users
and outputs a sanitized response. In the non-interactive model, the trusted party
publishes a protected version of the data. In this paper, we study the problem
of differentially private data generation. We consider the non-interactive model
and seek to release synthetic data, providing utility to the users while protecting
the individuals represented in the data.

Contributions. We present an original differentially private approach that
combines co-clustering, an unsupervised data mining analysis technique, and
synthetic data generation. We summarize our contributions below.

– We study and implement a two-phase co-clustering based partitioning strat-
egy for synthetic data generation.

– We experimentally evaluate the released data utility, by measuring the statis-
tical properties preservation and the predictive performance of the synthetic
data.

– We compare our approach with other existing differentially private data
release algorithms.

The paper is organized as follows. Section 2 first identifies the most related
efforts to our work, Sects. 3 and 4 give the necessary background on differential
privacy and co-clustering, in Sect. 5 the proposed approach is described. The
utility of the produced synthetic datasets is evaluated in Sect. 6. The final section
gathers some conclusions and future lines of research.

2 Related Work

There are many methods designed for learning specific models with differential
privacy, but we briefly review here the most related approaches to our work, and
we only focus on histogram and synthetic data generation.
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The first propositions that started addressing the non-interactive data release
while achieving differential privacy are based on histogram release. Dwork et al.
[7] proposed a method that publishes differentially private histograms by adding
a Laplacian random noise to each cell count of the original histogram, it is con-
sidered as a baseline strategy. Xu et al. [15] propose two approaches for the
publication of differentially private histograms: NoiseFirst and StructureFirst.
NoiseFirst is based on the baseline strategy: a Laplacian random noise is first
added to each count as in [7]. It is followed by a post-optimization step in which
the authors use a dynamic programming technique to build a new histogram by
merging the noisy counts. StructureFirst consists in constructing an optimal his-
togram using the dynamic programming technique to determine the limits of the
bins to be merged. The structure of this optimal histogram is then perturbed via
an exponential mechanism. And finally the averages of the aggregated bins are
perturbed using the Laplacian mechanism. The authors in [2] propose a method
that uses a divisible hierarchical clustering scheme to compress histograms. The
histogram bins belonging to the same cluster have similar counts, and hence can
be approximated by their mean value. Finally, only the noisy cluster centers,
which have a smaller sensitivity are released. All the mentioned contributions
deal only with unidimensional and bidimensional histogram publication and are
not adapted to the release of multidimensional data. The closest approach to our
work is proposed in [14], first, a cell-based partitioning based on the domains
is used to generate a fine-grained equi-width cell histogram. Then a synthetic
dataset Dc is released based on the cell histogram. Second, a multidimensional
partitioning based on kd-tree is performed on Dc to obtain uniform or close to
uniform partitions. The resulted partitioning keys are used to partition the orig-
inal database and obtain a noisy count for each of the partitions. Finally, given
a user-issued query, an estimation component uses either the optimal histogram
or both histograms to compute an answer of the query. Other differentially pri-
vate data release solutions are based on synthetic data generation [10,16]. The
proposed solution in [10] first probabilistically generalizes the raw data and then
adds noise to guarantee differential privacy. Given a dataset D, the approach
proposed in [16] constructs a Bayesian network N , that approximates the distri-
bution of D using a set P of low dimensional marginals of D. After that, noise is
injected into each marginal in P to ensure differential privacy, and then the noisy
marginals and the Bayesian network are used to construct an approximation of
the data distribution in D. Finally, tuples are sampled from the approximate
distribution to construct a synthetic dataset that is released. Our work focuses
on releasing synthetic data and complements the efforts of [14,16] in the way
that we also study a differentially private aggregation of multidimensional mar-
ginals. As in [14], we use the co-clustering like a multidimensional partitioning
that is data-aware. And, unlike the variance threshold used in [14] or the θ para-
meter that determines the degree of the Bayesian network in [16] our solution is
parameter-free.
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3 Preliminaries and Definitions

3.1 Differential Privacy

Definition 1 (ε-Differential Privacy [5]). A random algorithm A satisfies ε-
differential privacy, if for any two datasets D1 and D2 that differ only in one
tuple, and for any outcome O of A, we have

Pr[A(D1) = O] ≤ eε × Pr[A(D2) = O], (1)

where Pr[.] denotes the probability of an event.

Laplace Mechanism. To achieve differential privacy, we use the Laplace mech-
anism that adds random noise to the response to a query. First, the true value
of f(D) is computed, where f is the query function and D the data set, then
a random noise is added to f(D) And the A(D) = f(D) + noise response
is finally returned. The amplitude of the noise is chosen as a function of the
biggest change that can cause one tuple on the output of the query function.
This amount defined by Dwork is called sensitivity.

Definition 2 (L1-sensitivity). The L1-sensitivity of f : D → R
d is defined as

Δ(f) = max
D1,D2

‖f(D1) − f(D2)‖1 (2)

For any two datasets D1 and D2 that differ only in one tuple.

The density function of the Laplace distribution is defined as follows.

Lap(x|μ, b) =
1
2b

exp
(−|x − μ|

b

)
(3)

Where μ is called the position parameter and b > 0 the scale parameter.
The use of a noise drawn from a Laplacian distribution, noise = Lap(Δf/ε),

with the position parameter = 0, and the scale parameter = Δf/ε guarantees
the ε-differential privacy [11].

Composition. For a sequence of differentially private mechanisms, the compo-
sition of the mechanisms guarantees privacy in the following way.

Definition 3 (Sequential composition [9]). For a sequence of n mechanisms
A1,...,An where each Ai respects the εi-differential privacy, the sequence of the
Ai mechanisms ensures the (

∑n
i=1 εi)-differential privacy.

Definition 4 (Parallel composition [9]). If Di are disjoint sets of the original
database and Ai is a mechanism that ensures the ε-differential privacy for each
Di, then the sequence of Ai ensures the ε-differential privacy.
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3.2 Data Model

We focus on microdata. Each record or row is a vector that represents an entity
and the columns represent the entity’s attributes. We suppose that all the d
attributes are nominal or discretized. We use d-dimensional histogram or data
cube, to represent the aggregate information of the data set. The records are the
points in the d-dimensional data space. Each cell of a data cube represents the
count of the data points corresponding to the multidimensional coordinates of
the cell.

3.3 Utility Metrics

Hellinger Distance. In order to measure the utility of the produced data, we
use the Hellinger distance between the distributions in the original data and our
synthetic data. We considered the Kullback-Leibler divergence, but we found the
Hellinger distance to be more robust given that multidimensional histograms are
highly sparse.

Definition 5 (Hellinger distance). The Hellinger distance between two dis-
crete probability distributions P = (p1, ..., pk) and Q = (q1, ..., qk) is given by:

DHellinger(P,Q) = 1√
2

√∑k
i=1(

√
pi − √

qi)2.

Random Range Queries. We use random range queries as a utility measure
of the synthetic data. We generate random count queries with random query
predicates over all the attributes:

Select COUNT(*) From D Where X1 ∈ I1 and X2 ∈ I2 and ... and Xd ∈ Id.

For each attribute Xi, Ii is a random interval generated from the domain
of Xi. We use the relative error to measure the accuracy of a query q, where
Aoriginal(q) denotes the true answer of q on the original data and Aperturbed(q) is
the noisy count computed when the synthetic data generated from a differentially
private mechanism are used.

Definition 6 (Relative error). RelativeError(q) = |Aperturbed(q)−Aoriginal(q)|
Aoriginal(q)

4 Co-clustering

Co-clustering is an unsupervised data mining analysis technique which aims
to extract the existing underlying block structure in a data matrix [8]. The
data studied in the co-clustering problems are of the same nature as the data
processed by the clustering approaches: they are composed of m observations
without label, described by several variables, denoted {X1,X2, ...,Xd}. These
variables can be continuous or nominal, then taking a finite number of different
values. The values taken by the descriptive variables are partitioned in order



Co-clustering for Differentially Private Synthetic Data Generation 41

to obtain new variables {XM
1 ,XM

2 , ...,XM
d } that are called variables-partitions.

The values of these new variables are the clusters obtained by the partitions
of the values of the variables {X1,X2, ...,Xd}. Each of the XM

i variables has
{k1, k2, ..., kd} values which are groups of values if the variable is nominal and
intervals if the variable is continuous. The MODL approach makes it possible to
achieve a co-clustering on the values of d descriptive variables of the data, we
will use this particular feature in our work.

4.1 MODL Co-clustering

We choose the MODL co-clustering [4] because: First, MODL is theoretically
grounded and exploits an objective Bayesian approach [12] which turns the dis-
cretization problem into a task of model selection. The Bayes formula is applied
by using a hierarchical and uniform prior distribution and leads to an analytical
criterion which represents the probability of a model given the data. Then, this
criterion is optimized in order to find the most probable model given the data.
The number of intervals and their bounds are automatically chosen. Second,
MODL is a nonparametric approach according to Robert [12]: the number of
modeling parameters increases continuously with the number of training exam-
ples. Any joint distribution can be estimated, provided that enough examples
are available.

Data Grid Models. The MODL co-clustering approach allows one to auto-
matically estimate the joint density of several (numerical or categorial) variables,
by using a data grid model [4]. A data grid model consists in partitioning each
numerical variable into intervals, and each categorical variable into groups. The
cross-product of the univariate partitions constitutes a data grid model, which
can be interpreted as a nonparametric piecewise constant estimator of the joint
density. A Bayesian approach selects the most probable model given the dataset,
within a family of data grid models. In order to find the best M∗ model (knowing
the data D), the MODL co-clustering uses a Bayesian approach called Maximum
A Posteriori (MAP). It explores the space of models by minimizing a Bayesian
criterion, called cost, which makes a compromise between the robustness of the
model and its precision:

cost(M) = − log(P (M |D))α − log(P (M) ∗ P (D|M)) (4)

The MODL co-clustering also builds a hierarchy of the parts of each dimen-
sion using an ascending agglomerative strategy, starting from M∗, the opti-
mal grid result of the optimization procedure up to M∅, the Null model, the
unicellular grid where no dimension is partitioned. The hierarchies are con-
structed by merging the parts that minimize the dissimilarity index Δ(c1, c2) =
cost(Mc1∪c2) − cost(M), where c1, c2 are two parts of a partition of a dimension
of the grid M and Mc1∪c2 the grid after fusion of c1 and c2. In this way the fusion
of the parts minimizes the degradation of the cost criterion, and thus, minimizes
the loss of information.
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5 DPCocGen

We present our DPCocGen algorithm, a two-phase co-clustering based partition-
ing strategy for synthetic data generation. First, a data independent partitioning
on the domains is used to generate a multidimensional histogram, the Laplace
mechanism is used as in the baseline strategy [7] to perturb the histogram. Then,
a multidimensional MODL co-clustering is performed on the noisy histogram.
This first phase corresponds to a differentially private co-clustering (as shown in
Fig. 1) and aims to produce a partitioning scheme. In the second phase, DPCoc-
Gen uses the partitioning scheme to partition the original data and computes a
noisy count for each of the partitions (using Laplace mechanism). Finally, the
noisy counts are used to draw synthetic individuals from each partition.

Fig. 1. DPCocGen: a two-phase co-clustering based partitioning strategy for synthetic
data generation.

The advantage of this approach lies in the fact that the partitioning scheme
obtained through the co-clustering is indirectly dependent on the data structure,
the intuition is that even after perturbing the multidimensional histogram, the
co-clustering phase will preserve some of the relations between the clusters of
attribute values (partitions) of the various dimensions. The resulting cell fusions
limit the impact of the noise addition in the second phase. The original data is not
consulted during the co-clustering construction which saves the privacy budget
that is divided between the two phases to perturb the counts. The detailed steps
of DPCocGen are given in Algorithm 1.

5.1 Privacy Guarantee

DPCocGen follows the composability property of the differential privacy, the first
and second phases require direct access to the database, Steps 3 and 7 of the
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Algorithm 1. DPCocGen algorithm
Require: Dataset D, the overall privacy budget ε
1: Phase 1:
2: Build a multidimensional histogram from D.
3: Perturb the counts of each cell using a privacy budget ε1.
4: Perform a multidimensional co-clustering from the histogram obtained in step 3.
5: Phase 2:
6: Partition the data set D based on the partitioning scheme obtained from step 4.
7: Perturb the aggregated counts of each partition returned form step 6 using a

privacy budget ε2 = ε − ε1.
8: Generate synthetic individuals from each partition using the perturbed counts

returned from step 7 to build a synthetic dataset D′.

Algorithm 2. Perturb algorithm
Require: Count c, privacy budget ε
1: c′ = c + Lap(1/ε)
2: if c′ < 0 then
3: c′ = 0
4: end if
5: Return c′

Algorithm 1 are ε1, ε2-differentially private. No access to the original database
is invoked during the sampling phase. The sequence is therefore ε-differentially
private with ε = ε1 + ε2.

6 Experiments

In this section we conduct three experiments on a real-life microdata set in order
to illustrate the efficiency of our proposition on a practical case. The objective
is to explore the utility of synthetic data by measuring the statistical properties
preservation, the relative error on a set of random range queries answers and
their predictive performance.

6.1 Experimental Settings

Dataset. We experiment with the Adult database available from the UCI
Machine Learning Repository1 which contains 48882 records from the 1994
US census data. We retain the attributes {age, workclass, education, relation-
ship, sex}. We discretize continuous attributes into data-independent equi-width
partitions.

1 https://archive.ics.uci.edu/ml/.

https://archive.ics.uci.edu/ml/
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Baseline. We implement the baseline strategy [7] to generate a synthetic
dataset, a multidimensional histogram is computed and then disturbed through
a differentially private mechanism. Records are then drawn from the noisy counts
to form a data set.

PrivBayes. We use an implementation of PriveBayes [16] available at [1] in
order to generate a synthetic dataset, we use θ = 4 as suggested by the authors.

Privacy Budget Allocation. The privacy budget is equally divided between
the two phases of DPCocGen for all the experiments, ε1 = ε2 = ε/2.

6.2 Descriptive Performance

In this experiment, we are interested in preservation of the joint distribution of
the original dataset in the generated synthetic data. In order to measure the
difference between two probability distribution vectors we choose the Hellinger
distance. First, we compute the multivariate distribution vector P of the orig-
inal dataset, then, we compute the multivariate distribution vector Q of the
synthetic data generated using DPCocGen and the multivariate distribution
vector Q′ of the synthetic data generated using Base line. Finally, the distances
DHellinger(P,Q) and DHellinger(P,Q′) are measured. For each configuration the
distances are calculated through 50 synthetic data sets and represented in Fig. 2.
We use box-plots diagrams to represent these results where the x-axis represents
the synthetic data generation method, the first box in the left represents the
baseline strategy, the following boxes correspond to DPCocGen with different
levels of granularity (number of cells). The y-axis indicates the Hellinger dis-
tance measured between the distribution calculated on the generated data and
the original distribution.

Regardless of the privacy budget, the joint probability distribution of the
synthetic data generated with DPCocGen is closer to the original distribution
than the distribution of the data that is obtained using Baseline, except when ε =
0.5 and for the DPCocGen case with a high co-clustering aggregation level (144
cells), in that particular configuration the partitioning was too coarse and failed
to correctly describe the data. The optimal aggregation level varies according
to noise magnitude, but the finest aggregation level seems to offer a satisfying
result for each configuration.

6.3 Random Range Queries

The goal of this experiment is to evaluate the utility of the produced data in
terms of relative error when answering random range queries. We first generate
100 random queries. We produce synthetic datasets using Base line, PrivBayes
and DPCocGen. We compute all the queries and report their average error over
15 runs. We use for this experiment the finer co-clustering level. Figure 3 shows
that the average relative error decreases as the privacy budget ε grows for the
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Fig. 2. Joint distribution distances

three algorithms. One can also observe that PrivBayes and DPCocGen are close
and do better than Base line regardless of the privacy budget.

6.4 Predictive Performance

In this experiment we are interested in the classification performances obtained
with a supervised classifier whose learning is based on synthetic datasets. We
randomly select 80% of the observations in order to generate the synthetic data
using DPCocGen, Base line and PrivBayes, we use the generated data to train
a classifier in order to predict the value of the attributes Sex and Relationship.
The remaining 20% are used for the evaluations. We use for this experiment the
finer co-clustering level. The results are presented Figs. 4 and 5, they represent
the average on 50 runs. The privacy budget value is shown on the x-axis, the
y-axis shows the area under the ROC curve (AUC) measured on the test set.
The figure also indicates the performances obtained when the real data are used
for learning the model (Original Data).

We retain that the classification performances obtained with DPCocGen are
close to those obtained when the real data are used for learning the model. The
performances of DPCocGen are always higher than those of the Base line and
PrivBayes.
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Fig. 3. Random range queries

Fig. 4. Sex prediction Fig. 5. Relationship prediction

7 Conclusion

This work presents an approach for the anonymization of microdata sets. The
goal was to be able to produce synthetic data that preserve sufficient infor-
mation to be used instead of the real data. Our approach involves combining
differential privacy with synthetic data generation. We use co-clustering a data
joint distribution estimation technique, in order to partition the data space in a
differentially private manner. Then, we use the resulting partitions to generate
synthetic individuals. We have shown that the synthetic data generated in this
way retain the statistical properties of the raw data, thus using the synthetic data
for various data mining tasks can be envisaged. We have also shown that our
parameter-free approach outperforms other existing differentially private data
release algorithms. We now plan to compare our approach to a previous work,
that is being published, which is based on a group anonymization technique and
we aim to articulate the discussion around the utility/protection trade-off.
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Abstract. In recent years, Online Social Networks (OSNs) have
changed the way people connect and interact with each other. Indeed,
most people have registered an account on some popular OSNs (such
as Facebook, or Google+) which is used to access the system at differ-
ent times of the days, depending on their life and habits. In this con-
text, understanding how users connect to the OSNs is of paramount
importance for both the protection of their privacy and the OSN’s
provider (or third-party applications) that want to exploit this informa-
tion. In this paper, we study the task of predicting the availability status
(online/offline) of the OSNs’ users by exploiting the availability infor-
mation of their friends. The basic idea is to evaluate how the knowledge
about availability status of friends can help in predicting the availability
status of the center-users. For this purpose, we exploit several learning
algorithms to find interesting relationships between the availability sta-
tus of the users and those of their friends. The extensive validation of the
results, by using a real Facebook dataset, indicates that the availability
status of the users’ friends can help in predicting whether the central
user is online or offline.

Keywords: Personal behavior · Availability prediction
Online Social Networks

1 Introduction

Online Social Networks (OSNs) have attracted millions of users, that connect
every day to the OSNs in order to share information with their friends or to
directly interact with those who are online. The daily activities performed by
each user produce a huge amount of private data that can be retrieved and
exploited for different purposes, such as to predict the user’s behavior. As for
instance, the most part of current OSNs provide tools (such as the Chat Status)
that can be used to obtain availability status (online/offline) of their users. In
this scenario, a user u, who is friend of z, could access the availability status of
the friends in common with z. Supposing that z wants to protect his availability

c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 51–63, 2017.
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status from being disclosed to u, the availability information that u could collect
about z’ friends may be considered as a threat to the privacy of z, because u can
exploit such knowledge to infer the availability status of z. Understanding how
this information impact the predictability of the user’s behavior is essential to
protect the privacy of the OSNs’ users. Unfortunately, the problem of predicting
the availability status of a user z by exploiting the availability status of the
friends of z has not been investigated for the privacy protection in a user-centric
scenario (see Sect. 2). In addition, the problem of predicting the availability
status has many real-world applications, like deciding what is the best time to
send instant notification to a OSN’s user and managing important problems in
a distributed scenario (such as data availability and information diffusion [10]).
The aim of this paper is to investigate the task of predicting availability status of
OSN’s users by exploiting a large real Facebook dataset, containing availability
chat status of a set of users for 32 consecutive days. The data obtained from
Facebook are used to train an extensive set of learning algorithms and to validate
their ability in solving the task of predicting the availability status of the users.
Using this sample of Facebook’s users, we also evaluate the performance of each
algorithm and we highlight some important properties and issues.

The rest of the paper is structured as follows: Sect. 2 provides an overview
of the related works studying the temporal users’ behavior in OSN while Sect. 3
presents the Facebook dataset used for the evaluation of our results, the general
characteristics of the dataset (see Sect. 3.1), and the preparation of such dataset
for the task of classification (see Sect. 3.2). Section 4 describes the classifica-
tion algorithms used in our experiments while Sect. 5 validates their results by
exploiting several quality measures. Finally, Sect. 6 reports the conclusions and
discusses the future works.

2 Related Works

The study of temporal properties of OSNs’ users have gained attention from
researchers and several works have been proposed. In [17], authors propose to
predict the availability status of a user’s peer by combining results of different
predictors. The first predictor labelled a users’ peers based on their uptime status
(namely, strongly/weakly offline, and strongly/weakly online). The second and
the third predictors exploits Bruijn graph to represent the recent availability
patterns of the users and to reduce the noise of variation on these patterns.
Finally, the authors consider linear predictor that exploits the availability status
of users in the last k days.

Authors of [4] demonstrated the existence of regular patterns in users’ behav-
ior. In addition, they implement a linear predictor which exploits the last 7 days
of history to predict their online periods for the next week. However, the pro-
posed approach is evaluated through an epidemic distributed protocol which
chooses good partners by using the linear predictor.

Authors of [5] exploit a real dataset derived from MySpace to show that
user’s availability is correlated to both the time of the day and the presence of
their friends on the platform.
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Authors of [11] exploit probabilistic linear regression that is trained, by using
different datasets, to minimize the Mean Squared Error. However, the authors
do not use OSN dataset to train the model, but three different datasets derived
from instant messaging and peer-to-peer applications.

Authors of [9] use a sample of Facebook users to investigate the relationships
between the ego network structure of a user and the availability patterns of the
friends in the ego network. In particular, the authors identified strong similarity
(or temporal homophily) between the availability patterns of the users and their
ego network’s friends.

Authors of [2] analyzed four distinct OSNs derived from Orkut, MySpace,
Hi5, and LinkedIn. In particular, they investigate the most recurrent actions
performed by the users of the datasets and the types of contents shared with
friends. Finally, another interesting analysis related to messages exchanged by
the college students on Facebook is reported on [12]. The authors showed the
presence of a weekly temporal pattern where users are clustered by similar pat-
terns. They noticed the presence of a seasonal pattern in students’ activities and
showed that the weekend heavily impacts the typical users’ patterns.

To the best of our knowledge, none of the previous works investigated the
problem of predicting the availability status of the users by exploiting informa-
tion derived from friends. In addition, the most part of related works adopt very
simple models (such as linear predictor) to predict availability status of a user
and they assume to know only the past availability status of the same user.

Table 1. General characteristics of the Facebook dataset

Name Value

Start date 3 March 2015 - 10:05:00

End date 9 April 2015 - 12:55:00

Number of registered users 204

Total number of monitored users 66880

Number of time instants in a day T 288

Sampling frequency Δ 5 min

3 The Facebook Dataset

We focus on Facebook OSN because it enables its user to infer temporal infor-
mation about the behaviour of their friends by exploiting the Facebook Chat
Status. In particular, we developed a Facebook Application1 which exploits the
Facebook API to monitor the users registered to the application, by sampling
periodically the chat status of such users and their friends. The Facebook Chat
API allows to check if a user is logged on Facebook, regardless of the actions

1 https://www.facebook.com/SocialCircles-244719909045196/.

https://www.facebook.com/SocialCircles-244719909045196/
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he is doing during the session (such as browse contents or send messages). The
temporal information collected from Facebook allow us to build session traces
of users which indicate the presence or not of Facebook’s users, at different time
instants. Table 1 describes the characteristics of the dataset retrieved by our
application. The Facebook application had been running for 32 days, i.e., from
9 March to 10 April 2015. During this time interval, we sampled the Facebook
Chat status of all the registered users and their friends every 5 min. We decided
to fix the sampling frequency (Δ) to 5 min because a shorter granularity was not
possible for technical reasons related to the Facebook Graph API. In particular,
our application was able to retrieve the following sets of information:

Friendship the set of friends of each registered user, and the friendship relations
existing between them.

Online presence the availability status of the Facebook Chat of the registered
users and their friends. The availability status can assume a limited set of
value: 0 if user is offline, 1 if user is online.

Using this methodology we were able to access the availability status of 204
registered users and of their friends (for a total of 66.880 users). The set of reg-
istered users has the advantage of representing a very heterogeneous population:
114 males and 90 females, with age range of 20–79 with different education and
background. In addition, the majority of the registered users have geographical
location in Italy or in central Europe. For the sake of clarity, we assume a dis-
crete time model, where the time ti of a day d is represented by positive integers
i = 1, 2, . . . , T and the number of time instants T in a day is equal to 288 as it
depends on the sampling frequency Δ, which is equal to 5 min.

3.1 Data Understanding

In this section we describe the general characteristics of our dataset. Due to
technical reasons related to the memory space required by our application, the
original dataset is a collection of records consisting of a pair < ti, u >, where ti
is the time instant and u is the identity of a user that was found online at the
corresponding time instant ti. As a result, the dataset contains only temporal
information about the users who are online for a total of 88, 875, 873 records.
The boxplot of Fig. 1(a) provides a quick overview of the extreme characteristics
of our dataset by showing the number of records collected for each user. The
box corresponds to the interquartile range (IQR), covering the middle 50% of
the data, and it goes from the lower quartile (Q1 = 25%) to the upper quartile
(Q3 = 75%). We have collected more than 839 records for more than 50% of
the users and the IQR ranges in the interval [264,1993]. The dotted line of the
box indicates the 1.5 · IQR and the data points outside this limit are drawn
separately.

In addition, the plot indicates the presence of a higher number of user with
only one record (i.e., 1.35% of the users are online only for 5 min during the whole
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Fig. 1. The box plot (a) depicts statistical parameters of our dataset while graph (b)
displays statistical distribution of the values. Finally, graph (c) shows the number of
times in a day that our crawler has been successfully executed.

monitored period). The upper extremity of the box plot identifies the users who
were online for the most part of the crawling period, having number of records
in the range [4586, 9155]. The box plot of our sample came from the statistical
distribution shown in Fig. 1(b), which depicts both the frequency distribution
(Freq) and the Cumulative Distribution Function (CDF) of the number of records
of the monitored users. The plot indicates that 70% of the users spend online
short periods of time because we have collected less than 4000 records per user
during the entire monitored period, while a small fraction of the users (about
10%) exposes more than 4000 records. In addition, we observed that there are
no users who have been online for the entire monitoring period, i.e., having a
number of records equals to 9250.

To achieve a deeper understanding of the collected data, we investigated
the number of online/offline users over time. Figure 2 shows the total number
of online/offline users, as well as, the fraction of online/offline users. The plot
indicates the presence of a cyclic day/night pattern, which is confirmed also
by results in [2,9,10,12]. In particular, most of the users are connected during
lunchtime and in the evening. In addition, we noticed that users who are offline,
i.e., having availability status S = 0, are more than the users who are online
(i.e., S = 1).
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Fig. 2. The total number of online/offline users during the monitored period.

3.2 Data Preparation

In this section, we investigate the quality of our dataset and we describe how we
transform the data in order to prepare them for the prediction task. Figure 1(c)
shows, for each day of the monitored period, the number of times that our
crawler has been executed without failure. Indeed, sometimes the Facebook API
had blocked the execution of our application due to the excessive number of
requests. We expected a total number of 288 executions per day (except for the
first and the last day of the monitored period). The plot in Fig. 1(c) indicates
that the execution of our crawler has failed once both on 10 and on 16 of April,
while we have 12 failures on 29 of April. Since these missing values can lead to
wrong data analysis results, we replaced these missing values with the availability
status of users in the same time instants of the previous day (in the case of 16
and 29 of April) or of the consecutive day (in the case of 10 of April).

Since our dataset is a collection of records < ti, u > which indicate only when
user u is online, we perform a transformation phase on the original dataset and
we construct new attributes that are necessary for the prediction task. Given a
specific time instant ti, we want to predict the availability status S of a user
by exploiting the number of online user’s friends and the number of offline
user’s friends at time ti. The availability status of the user is a nominal tar-
get attribute S, whose value is equal to 1 if the user is online or 0 if the user
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is offline in the corresponding time instant. For these reasons, we create for
each time instant ti and for each user u registered to our application a record
< onFriends, offFriends, S > which indicates the number of online/offline
friends of u (onFriends/offFriends) along with the availability status of u at time
instant ti. Table 2 summarizes the set of attributes considered in each instance
and the availability prediction problem consists in predicting the availability
status S by exploiting such attributes: onFriends, offFriends => S(0/1).

Table 2. Description of the attributed obtained from the dataset

Name Type Values/Format Description

onFriends Numeric Integer Number of online friends

offFriends Numeric Integer Number of offline friends

S Nominal 1 = online, 0 = offline Availability status

4 Training and Classification Algorithms

We consider several supervised learning algorithms for the classification task and
we split the Facebook dataset into two disjoint sets: the training data and test
data. In our experiments the training data consist of the first 80% of the data
while the remaining 20% is used for testing the learning algorithms. The two
sets have empty intersection, i.e., they do not have common records. Table 3
summarizes the set of learning algorithms we considered in our experiments,
as well as the input parameters. In the following, we briefly summarize these
algorithms.

C4.5 Decision Tree Learner [18] is one of the most used methods for classi-
fication decision tree. The algorithm built a hierarchical decision tree which
is used for classifying the availability status of a user, based on a number of
attributes (i.e., the number of online/offline friends, in our case). The target
attribute to predict are not used by the DT while the other attributes are
used by the tree to routes an unclassified instance towards a leaf node, based
on their values. In particular, each intermediate node checks if some condition
is met on the value of the attributes and makes decisions about the next child
node which must be considered, until a leaf node is reached. Each leaf node
has a label that is used to classify the input instance as online or offline. The
conditions on internal nodes of the DT are generated by splitting the domain
of attributes in two partitions (i.e., using a binary split) and the Gini index
is used as a quality measure to calculate such splitting point.

Rep Tree Learner algorithm is provided by Weka Mining Software [20] and
it built a regular decision tree with reduced-error pruning by maximizing
entropy values.
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Random Decision Forests Learner extends the traditional DT Learner by
constructing several decision trees [6]. The algorithm selects several random
samples from the training data and a decision tree built from each sample.
Finally, the resulting decision trees are combined with each other in order
to produce a random forest that performs better than the original learners.
In particular, the decision trees are joined by using s bootstrap aggregation
procedure that assigns weights to average individual decision trees.

Functional Tree Learner [16] combines Logistic Regression [14] and Decision
Tree [18] in order to classify instances. In particular, the algorithm built a
decision tree where internal nodes are generated by splitting the domain of
an attribute in two partitions. Instead, the leaves of the tree embed linear
regressions that describe relationships between the number of online/offline
friends and the availability status of a user. In particular, the logit function
[14] is used to estimate the probability that user is online or offline based on
the presence of some characteristics.

Naive Bayes Learner is based on Bayes’s theorem [1] which is used to com-
pute the most probable availability status of a user depending on the values of
the other attributes. For this purpose, the conditional probability is used and
the algorithm assumes that all the attributes are conditionally independent.
The training data are used to fit the posterior probability and prior probabil-
ity distribution while the Laplace corrector is used for estimating the model
parameters based on the presence on categorical attribute values. Finally, the
generated probabilistic model is used to predict the availability status S of
a user by maximizing the conditional probability of S, given the number of
online/offline friends of the user.

k-Nearest Neighbor is based on the nearest-neighbor algorithm [8], which
classifies the availability status S of a user based on the availability status
of the k most similar instances. The underlying algorithm exploits a KD-
tree and the Euclidean distance for measuring the similarity between the
instances. The prediction is computed by averaging the availability status
of the k nearest neighbors. The number of neighbors to be considered is an
input parameter and it is fixed to 20. In addition, since K-Nearest Neighbor
is affected by the domain of numerical attributes, we decide to scale such
domain to similar ranges, i.e., to the [−1, 1].

Probabilistic Neural Network [13] based on the Dynamic Decay Adjustment
(DDA) [3] allows to predict availability status of unclassified instances. The
network consists of a 4 layers: (i) the input layer compares the input instances
with the training data, (ii) the pattern layer computes the weighted product of
the values and applies a non-linear transformation, (iii) the summation layer
computes the sum of the values by considering both online and offline pattern,
finally (iv) the output layer produces a binary output which correspond to the
predicted availability status. The network is trained by exploiting Gaussian
function that is tuned by two input parameters, theta minus and theta plus
whose value is fixed by default to 0.2 and 0.4, respectively.
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Table 3. Description of the learning algorithms used in our experiments

Name Description

C4.5 Decision Tree Learner (DT) No pruning, Gini index

Rep Tree Learner (RDT) -

Random Decision Forests Learner (RDF) #Trees = 10

Functional Tree Learner (FT) -

Naive Bayes Learner Laplace corrector = 0

k-Nearest Neighbor (k-NN) k = 20

Probabilistic Neural Network (PNN) theta minus = 0.2, theta plus = 0.4

5 Results Validation

We used the test data in order to evaluate the performance of the different
learning algorithms. Since the most part of the Facebook’s users connect to sys-
tem only for short periods of time (see Sect. 3) we expect that the number of
instances of the dataset having availability status equals to offline are higher
than the number of instances with availability status S equals to online. In
order to take into account this unbalance we performed an equal size sampling
on the test set which allows to under-sample the instance having the most fre-
quent availability status. We plan to investigate more sophisticated techniques
for unbalance class distribution (such as [7]) and for the validation of the models
(such as cross-validation) as future works.

5.1 Performance Measures

In order to compare the accuracy of the learning algorithms used in our experi-
ments we calculated the following quality measures:

– A Confusion Matrix [19] is a table that represents: (i) the number of instances
that have been correctly classified as online (true positive or TP) or as offline
(true negative or TN), and (ii) the number of instances that have been clas-
sified as offline when they are online (false positive or FP), and (iii) the
number of instances that have been classified as offline when they are online
(false negative or FN).

– The Sensitivity measures the ability of the predictors to correctly classify the
availability status of the users (i.e., TP/(TP+FN)).

– The Precision measures the ability of the predictors to correctly identify
instances that are online (i.e., TP/(TP+FP)).

– The Specificity measures the ability of the predictors to correctly classify
users having availability status equal to offline. It is obtained by calculating
TN/(TN+FP).

– The F-measure combines precision and sensitivity by using the harmonic
mean and it is used to measure the accuracy of the test.
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– The Accuracy is one of the most important measure because it indicates the
ability of the predictor to classify instances that are both online or offline. In
particular, it obtained by calculating (TP+TN)/(TP+FP+TN+FN).

– The Cohen’s kappa is an agreement index that measures the degree of accu-
racy and reliability of the classification task. Depending on the value of the
Cohen’s kappa, the index can be interpreted as [15]: (i) no agreement if
k ∈ [0, 0.20], (ii) fair agreement if k ∈ [0.21, 0.4], (iii) moderate agreement
if k ∈ [0.41, 0.6], (iv) substantial agreement if k ∈ [0.61, 0.8], and (v) perfect
agreement if k ∈ [0.81, 1].

– The Area Under Curve (AUC) is a measure that is derived from the Receiver
Operating Characteristic Curve and it indicates the ability of the classifier
in solving the problem of predicting the availability status of the users. The
values of AUC belong to the interval [0.5, 1] where 1 indicates perfect classi-
fication without errors while 0.5 corresponds to random classification.

Table 4. Confusion matrix of the predictors.

Name Confusion matrix

TP FP TN FN

C4.5 Decision Tree Learner 25919 5621 68620 48322

Rep Tree Learner 23792 5004 69237 50449

Random Decision Forests Learner 25765 5638 68603 48476

Functional Tree Learner 23928 5159 69082 50313

Naive Bayes Learner 7710 4212 70029 66531

k-Nearest Neighbor 25575 5694 68547 48666

Probabilistic Neural Network 24328 4966 69275 49913

5.2 Results Evaluation

The Table 4 shows the confusion matrix, indicating the absolute number of
instances which have been correctly classified by each algorithm, as well as the
number of incorrectly classified instances. From the columns TP and TN we
can easily derive the total number of correct predictions made by each algo-
rithm, as well as the total number of incorrect predictions (i.e., the columns FP
and FN). The reader can notice how the total number of correct predictions of
the C4.5 Decision Tree Learner outperforms the others. In addition, a signif-
icant number of correct predictions is also achieved by the Random Decision
Forest Learner, the K-Nearest Neighbor, and the Probabilistic Neural Network.
Instead, the Naive Bayes Learner is the worst in terms of the number of incorrect
predictions.

The quality measures used for evaluating the models can be calculated from
the confusion matrix and they are shown in Table 5 for the sake of clarity. As we
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expected, the sensitivity of the classifier in predicting availability status of online
is not very high and it does not exceed 0.35. Indeed, the higher number of records
having availability status equals to offline heavily affects the class distribution
and reduce the number of instances which are useful for the prediction of the
online users. For this reason, the algorithms may fail in predicting the availability
status of the users when they are online. Indeed, the specificity measure is very
higher for almost all the predictors and it clearly indicates the ability of the
predictor in identifying the availability status of the offline users.

However, the predictors show to have higher precision, indicating that the
most part of users having availability status equals to online are correctly iden-
tified by the predictors. The F-measure summarizes the performance of each
predictor for the online case and it shows that predictors based on Decision Tree
have the best performance. The last step in our analysis consists in evaluating
the accuracy of the predictors. Table 6 reports the Accuracy, the Cohen’s kappa
and the AUC obtained by each predictor. The most part of the predictors have
an Accuracy value that does not exceed 0.65. The agreement index (Cohen’s
kappa) is also fine because it is higher than 0.20 (except for the predictor based
on Naive Bayes Learner). Finally, the AUC value clearly indicates the C4.5 Deci-
sion Tree Learner, Random Decision Forests Learner, K-Nearest Neighbor, and
Probabilistic Neural Networks are the most promising algorithms in solving the

Table 5. Performance of the predictors

Name Sensitivity Precision Specificity F-measure

C4.5 Decision Tree Learner 0.349 0.822 0.924 0.490

Rep Tree Learner 0.321 0.826 0.932 0.462

Random Decision Forests Learner 0.347 0.821 0.924 0.488

Functional Tree Learner 0.322 0.823 0.931 0.463

Naive Bayes Learner 0.104 0.647 0.943 0.180

k-Nearest Neighbor 0.345 0.818 0.923 0.485

Probabilistic Neural Network 0.328 0.831 0.933 0.470

Table 6. Accuracy of the predictors

Name Accuracy Cohen’s Kappa AUC

C4.5 Decision Tree Learner 0.637 0.273 0.769

Rep Tree Learner 0.627 0.253 0.763

Random Decision Forests Learner 0.636 0.271 0.803

Functional Tree Learner 0.626 0.253 0.645

Naive Bayes Learner 0.524 0.047 0.608

k-Nearest Neighbor 0.634 0.268 0.802

Probabilistic Neural Network 0.630 0.261 0.801
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task of availability prediction of the OSNs’ users because they enable an attacker
to infer the availability status of a user for at least 60% of the time.

6 Conclusion and Future Works

In this paper, we uncovered a number of interesting results related to the problem
of predicting the availability status (online/offline) of OSNs’ users. In particular,
we showed that the availability status of an individual is partly affected by those
of their friends and we found that Decision Tree Learner and Random Decision
Forest Learner have the best accuracy in predicting the availability status. In
addition, we observed that k-Nearest Neighbor and Probabilistic Neural Network
are suitable models for predicting the user’s availability.

As future work, we would like to investigate different configuration para-
meters of the considered learning algorithms. In addition, we plan to deal the
class’s unbalance problem by exploiting advanced techniques, such as Synthetic
Minority Over-sampling [7]. Another interesting aspects is to boost the perfor-
mance of the predictors by considering other attributes useful for predicting
the availability status of the users, such as the timestamp and sessions length.
Finally, we plan to exploit association analysis to identify relationships between
the availability status of users and the identities of the users’ friends who are
online/offline.

References

1. Baron, M.: Probability and Statistics for Computer Scientists. CRC Press,
New York (2013)

2. Benevenuto, F., Rodrigues, T., Cha, M., Almeida, V.: Characterizing user behavior
in online social networks. In: Proceedings of the 9th ACM SIGCOMM Conference
on Internet Measurement, pp. 49–62. ACM (2009)

3. Berthold, M.R., Diamond, J.: Constructive training of probabilistic neural net-
works. Neurocomputing 19(1), 167–183 (1998)

4. Blond, S.L., Fessant, F.L., Merrer, E.L.: Choosing partners based on availability
in P2P networks. ACM Trans. Auton. Adapt. Syst. (TAAS) 7(2), 25 (2012)

5. Boutet, A., Kermarrec, A.M., Le Merrer, E., Van Kempen, A.: On the impact
of users availability in OSNS. In: Proceedings of the Fifth Workshop on Social
Network Systems, p. 4. ACM (2012)

6. Breiman, L.: Random forests. Mach. Learn. 45(1), 5–32 (2001)
7. Chawla, N.V., Bowyer, K.W., Hall, L.O., Kegelmeyer, W.P.: Smote: synthetic

minority over-sampling technique. J. Artif. Intell. Res. 16, 321–357 (2002)
8. Cover, T., Hart, P.: Nearest neighbor pattern classification. IEEE Tran. Inf. Theory

13(1), 21–27 (1967)
9. De Salve, A., Dondio, M., Guidi, B., Ricci, L.: The impact of user’s availability on

on-line ego networks: a facebook analysis. Comput. Commun. 73, 211–218 (2016)
10. De Salve, A., Guidi, B., Mori, P., Ricci, L., Ambriola, V.: Privacy and tem-

poral aware allocation of data in decentralized online social networks. In: Au,
M.H.A., Castiglione, A., Choo, K.-K.R., Palmieri, F., Li, K.-C. (eds.) GPC 2017.
LNCS, vol. 10232, pp. 237–251. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-57186-7 19

https://doi.org/10.1007/978-3-319-57186-7_19
https://doi.org/10.1007/978-3-319-57186-7_19


Evaluating the Impact of Friends in Predicting User’s Availability in OSNs 63

11. Dell’Amico, M., Michiardi, P., Roudier, Y.: Back to the future: on predicting user
uptime. CoRR abs/1010.0626 (2010). http://arxiv.org/abs/1010.0626

12. Golder, S.A., Wilkinson, D.M., Huberman, B.A.: Rhythms of social interaction:
messaging within a massive online network. Commun. Technol. 2007, 41–66 (2007)

13. Haykin, S.S.: Neural Networks and Learning Machines, vol. 3. Pearson, Upper
Saddle River (2009)

14. Hilbe, J.M.: Logistic regression. In: Lovric, M. (ed.) International Encyclopedia of
Statistical Science, pp. 755–758. Springer, Heidelberg (2011). https://doi.org/10.
1007/978-3-642-04898-2 344

15. Landis, J.R., Koch, G.G.: The measurement of observer agreement for categorical
data. Biometrics 33(1), 159–174 (1977)

16. Landwehr, N., Hall, M., Frank, E.: Logistic model trees. Mach. Learn. 59(1–2),
161–205 (2005)

17. Mickens, J.W., Noble, B.D.: Exploiting availability prediction in distributed sys-
tems. Ann Arbor 1001, 48103 (2006)

18. Quinlan, J.R.: C4.5: Programs for Machine Learning. Elsevier, San Francisco
(2014)

19. Stehman, S.V.: Selecting and interpreting measures of thematic classification accu-
racy. Remote Sens. Environ. 62(1), 77–89 (1997)

20. Witten, I.H., Frank, E., Hall, M.A., Pal, C.J.: Data Mining: Practical Machine
Learning Tools and Techniques. Morgan Kaufmann, San Francisco (2016)

http://arxiv.org/abs/1010.0626
https://doi.org/10.1007/978-3-642-04898-2_344
https://doi.org/10.1007/978-3-642-04898-2_344


Movement Behaviour Recognition for Water
Activities

Mirco Nanni, Roberto Trasarti(B), and Fosca Giannotti

ISTI CNR - KDD Lab, Pisa, Italy
{mirco.nanni,roberto.trasarti,fosca.giannotti}@isti.cnr.it

Abstract. This work describes an analysis process for the movement
traces of users during water activities. The data is collected by a mobile
phone app that the Navionics company developed to provide to its users
sea maps and navigation services. The final objective of the project is
to recognize the prevalent activity types of the users (fishing, sailing,
cruising, canoeing), in order to personalize services and advertising.

1 Introduction

Mobility data analysis has been a very hot topic in the last decade due to the
wide diffusion of localization technologies – especially GPS devices on board
of vehicles and location-based services for smartphones – as well as the large
interest in understanding human mobility in urban settings, e.g. for smart-city
applications.

Quoting one of its mottos, the main activity of the Navionics company1

“starts where the roads end”, providing electronic charting to the ease and safety
of navigation to around one million users worldwide. Nowadays, that is accom-
plished through a GPS-enabled smartphone app that also allows to collect the
users’ tracks (under her consent) to improve the service.

This paper focuses on a specific analytical task on such data: inferring the
main water activities of interest for the user, in particular distinguishing those
interested in fishing, from those keen on sailing or canoeing, and those spending
most of the time simply cruising around. The impact on the company is at
least two-fold: on one hand that would lead to better customizing the navigation
and mapping services to the user (e.g. highlighting on the map popular fishing
spots only to fishermen); on the other hand, it would allow more effective target
marketing initiatives.

The task presents several challenges, mainly due to the large heterogeneity
of the users’ behaviours, due both to individual attitudes (a sailor obviously
behaves very differently from a fisherman, but there are also several different
ways to sailing, such as competitive vs. enjoyable, beginner vs. expert, etc.) and
the geographical context (fishing in Australia might be very different from the
US coasts or the Great lakes). That requires to abstract, to some extent, from

1 www.navionics.com.
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the geography and take into consideration the existence of several different (and
largely unknown a priori) behaviour profiles for the same activity type.

The paper will describe the main phases of the process, highlighting the
challenges faced. After discussing the state-of-art, we will introduce the data
sources adopted and the preprocessing phases, which were the most time con-
suming steps. Next, the clustering-based selection of typical behaviors and their
labeling based on expert’s input is described, followed by the construction of a
decision tree-based classifier. The paper finishes with a study the results obtained
with the application of the model on the whole dataset.

2 Related Work

Several works exist in literature dealing with human mobility, trying to model
and recognize users’ daily activities either by looking at their movement trajec-
tories [5,6] or at smartphone sensors, e.g. accelerometers, etc. [7].

Moving to boats and water activity, mush less work is available. Most of it
deals with AIS (automatic identification system) [1], i.e. a tracking system used
for collision avoidance on ships and by vessel traffic services. Typical works try
to study specific locations with issues [8] (crowded harbors, frequent maneuvers,
etc.) or to detect some kinds of events [2] (e.g. collision risks). Also, some works
are devoted to recognize very specific patterns, e.g. fishing in some specific (e.g.
protected) areas [3].

The task we focus on is related to the analysis of individuals and their habits,
which is poorly discussed in literature and there exist basically no suitable pro-
posals for tackling the problem.

3 Data Preparation

3.1 Input Data Sources

The analysis process is based on two types of data sources: the tracks recorded
by users of the Navionics app and various geographical information of the areas
where the users moved.

Tracks data record the trips performed by a user when the Navionics app is
activated. Tracks are basically sequences of GPS points that allow to reconstruct
where and when the trip took place.

Various sources of geography data provide information about the borders
of land (used to remove points outside water, deemed not interesting for this
project), a spatial description of coastline (used to asses the distance of the
user from the nearest coast) and borders delimiting different types of water, the
type of bottom in each point in water (represented as polygons of homogeneous
bottom type), a measure of water depth at each geographical point.

Finally, additional information about attractiveness of places was avail-
able, in particular a (large but partial) database of wrecks localized by Navionics
users, and a popularity heatmap of each geographical area, inferred from the track
data as number of users that visited each place.
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3.2 Pre-processing

After cleaning the raw track data from points outside water, which are not inter-
esting for our purposes and were most likely collected by mistake (for instance
the user forgot to switch the app off), we analyze the user’s trajectories to split
them into subtrajectories, called components, that can belong to two categories:
movements and stops.

The key operation is to define when a boat is still and when it is mov-
ing. Indeed, both the floating of a boat when it is not really moving (e.g. when
anchored) and the fluctuations of GPS localization can create an apparent move-
ment, therefore a total stop usually does not exist. For this reason, we opera-
tionally defined the status of a boat at a given moment as a stop if it remains very
close to its initial position (w.r.t. a spatial threshold) for a significant amount
of time (w.r.t. a minimum duration threshold). Both thresholds are parameters
provided by the analyst. In the experiments shown later in the paper, they were
empirically set to 50 m and 10 min. Complementary, all the points that do not
belong to a stop period represent movements.

Each single point of a component was characterized by several features
derived either from the local movement performed (estimate speed and angle)
or from the area around its geographical position. In particular, in this project
we selected the following basic features: speed ; angle, which represents the turn
angle described by three consecutive points; distance from the coast ; sea bottom
type (sand, rock, etc.); depth; water type (salted, fresh); presence of wrecks; sea
bottom steepness, estimated from depth information.

Based on them, component-level features were extracted. Several of them are
obtained through simple aggregation, such as median value, inter-quartile values
and range, or taken from the first point of the component, such as the initial
timestamp and latitude. Others required more complex processes. In particular,
we shortly describe here acceleration periods and noodle shapes, while other
examples are omitted for lack of space. Detecting the accelerations of a boat
in a stable way requires to evaluate the speed over a relatively long period of
time. Here, the speed at each point of a track is compared against previous
ones, in particular those that are more recent than a given temporal threshold
(fixed to 2 min in our experiments). If the present speed is higher than the
minimum previous speed in such interval by more than a fixed threshold (fixed
to a very small 0.55 m/s) and more than a fixed percentage (fixed to 20%), then
the current point is considered an acceleration point. Noodle shapes represent
wandering movements around a fixed area, for instance waiting for the fish to
bite. In terms of trajectories, that results in forming very entangled shapes. The
heuristics we adopted consists in computing the ratio between the length of a
track segment and the actual distance traveled by the boat – as the crow flies.
Entangled trajectories tend to have a high ratio, and we experimentally set a
threshold for this parameter to 2.5, i.e. the track between two endpoints is 2.5
times larger than their spatial distance. Clearly, noodles might appear only in
small segments on a component, and therefore we need to look for appropriate
intervals within the component. We scan all the points of the component, and
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for each of them look ahead for the first point that gets farther than 2 km from
the starting point. This interval is then evaluated as described above, and if a
noodle results, it is recorded and the scan proceeds from the endpoint (the noodle
segment is skipped). Otherwise, the scan goes on. Notice that the 2 Km threshold
(a input parameter) defines the granularity of noodles, i.e. the geographical scale
at which look for noodle shapes. Small values (e.g. 50 m) would capture very local
wanderings, rather similar to stops. Large values (e.g. 50 km) would miss fishing
spots, while capturing larger exploration areas.

4 Modelling Step 1: Components Clustering

Our objective, here, is to build a catalog of representative user behaviours by
grouping the components into homogeneous clusters, i.e. the components in a
cluster are similar to each other.

The results will be used later for two purposes: first, clusters will be used
to extract a stratified sample of data to be used as training set – after that
domain experts analyzed and labeled them appropriately; second, the cluster
representatives will be a key part of the activity recognition process, since it will
indeed start with associating each component of the new tracks (to classify) to
its most similar cluster.

4.1 Correlation-Based Features Selection

In order to identify possible issues of hidden redundancy among features, which
might affect the creation of clusters, we computed all pair-to-pair Pearson’s
correlation coefficients, and used the corresponding correlation graph to select a
subset of redundant features to remove. Figure 1 reports the strongest relations
discovered (cyan = between 75% and 90%, black = above 90%), either positive or
negative, and the features discarded (red crosses).

4.2 K-Means Clustering

Among the several alternative clustering methods available in literature, we chose
to adopt the simple K-means algorithm, which is efficient and provides results
that are easy to interpret – both features were very important for this phase of
the project.

K-means [4] seeks K clusters that contain objects as much homogeneous as
possible, in such a way that all objects in a cluster are usually rather similar to
each other, and rather different from those in other clusters. Similarity between
objects is computed as Euclidean distance between the feature vectors for the
objects. The algorithm also outputs a centroid for each cluster, i.e. a synthetic
objects whose features averaging those of all the objects in the cluster.

The value of parameter K has to be provided by the analyst. Since the prelim-
inary exploratory experimentation we performed did not let emerge any critical
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Fig. 1. Correlation graph computed over the component features. Features signed with
a cross were later removed to keep only relevant and non-redundant information for
the clustering step. (Color figure online)

value of K, we chose to set K = 100 as a trade-off between our two main objec-
tives: (i) have enough clusters to capture the different possible users’ behav-
iours, and (ii) keep the number of clusters small enough to make it feasible, for a
domain expert, to observe and label a reasonable number of sample components
that belong to each cluster.

Experimental results on our data show a set of rather well-balanced clusters
(see size distribution in Fig. 2), with very few small ones and no giant component.

Fig. 2. Size of the 100 clusters obtained.
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5 Modelling Step 2: Component Classification

The clusters found in the previous phase of the process represent significant
behaviours of the users, yet it is still unknown to us exactly what type of activity
corresponds to each cluster. This step involves the knowledge of a domain expert,
which will be exploited to build the final classification model.

5.1 Training Set Construction and Division in to World Areas

Our objective, here, is to identify a reasonable set of tracks (and corresponding
components) to be labeled by domain experts. In order to characterize our clus-
ters, we start selecting a fixed number of components for each cluster (in our
case set to 5), in particular focusing on components that are close to the rep-
resentative centroid. That ensures both their representativeness and the fact to
consider, in a limited amount, the variability of behaviours within each cluster.

Also, since similar behaviours might have different meaning or different
weights in different areas of the world, the whole learning process will be dif-
ferentiated over various sections of the world. In particular, the world has been
divided into 6 macro-areas: USA East coast (USE), USA West coast (USW),
Australia (Aus), Mediterranean sea (Med), Scandinavia (Scand), and United
Kingdom (UK).

For each geographical area and each cluster, then, the 5 components closest
to cluster centroid are selected, together with the complete track they belong to.
This yields 6 different training sets to be labeled by the domain experts, each
composed of around 500 tracks and their associated components. Our experi-
ments involved Navionics experts of the areas above, who manually analyzed
the track data and assigned an activity label to each component and track.

5.2 Clusters Labeling

The information provided by the experts over the sample of components they
labeled is propagated to the clusters they belong to in the following way.

For each cluster we compute a probability distribution over the set of possible
activities, obtained mixing the two levels of information provided by the experts:

– component-level: the number of components with that specific activity label;
– track-level: the number of components that belong to a track having that

activity as overall label.

For each activity, the two counts above are merged through a weighted sum.
The optimal setting obtained empirically consists in a weight of 0.85 for track-
level labels, and 0.15 for component-level ones. That means that the label of the
overall track is the most important information to recognize activities, yet the
labels of the components still contribute significantly to it.

The reason for keeping a distribution of probability for a cluster, instead of
just picking one representative activity, is that often the secondary activities
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have a significant probability, and therefore discarding them would artificially
polarize clusters and loose information. This is supported by Fig. 3, which shows
for each cluster the dominant activity and its probability.

Fig. 3. Most frequent activity of each cluster and its frequency. (Color figure online)

From the plot it is possible to see that cruising dominates in several clusters,
meaning that it is an activity capturing a large variety of behaviours, whereas
fishing and sailing tend to have a lesser variability. Also, we can see that while
some clusters are almost pure (they contain close to 100% of a single activity),
most of them are quite mixed, leaving a lot of space (in most cases around
50%) for the secondary activities. Finally, a few clusters (orange in the figure)
mainly contain components of unknown activity. No cluster was dominated by
the canoeing activity, which was expected due to its low presence in the training
set provided by the domain experts.

The process has been performed separately for each geographical region, thus
yielding a set of labeled clusters for USE, one for USW, etc.

5.3 Clustering-Based Meta-features for Tracks

The labeled clusters obtained joining clustering and expert labeling provides
a way to map any component to a set of potential activities performed. This
operation can be performed by simply associating the component to the closest
cluster, and then take its probability distribution.

Since our final objective is to learn to classify tracks, and not single compo-
nents, we aggregate the distributions of all the components into a single track-
level distribution. This is obtained by just averaging the probability of each
activity label across all the components.

This final distribution might already be considered a classification of the
track, the idea being to associate it to the predominant activity. Yet, in order
to make our model flexible and to exploit all the information sources we have,
we use this first “pseudo-”classification as an input for a later machine learning
step that integrates also other information. These inputs, that we call “meta-
features”, include the following data:
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– predominant activity label and probability distribution over all activities;
– predominant boat type (another information provided by domain experts

labeling) and probability distribution over all boat types;
– predominant water type (salted, fresh, salt lakes) and probability distribution

over all water types;
– predominant area type (also these were provided by domain experts: near-

shore, off-shore, intra-coastal) and probability distribution over all areas.

5.4 Training Set: Predictive Features and Target of Classification

The final classification model is built over a set of predictive features composed
of all the meta-features described in the previous sections, plus some additional
attributes derived from them. These extra attributes have the purpose of pro-
viding the classification models a list of explicit comparative measures of (the
probabilities of) some key activities that might otherwise be not detected auto-
matically. This list includes:

– P(fishing) - P(cruising): this allows to understand how much predominant is
one activity over the other.

– P(fishing) - P(sailing): same as above.
– P(anchored) + P(docked) + P(drifting): this sums up a set of activities that

were deemed significantly distinct by the domain experts, yet they all imply
a stationary behaviour, virtually equivalent to a stop.

5.5 Classification Model

In this work we adopted the well-known and widely adopted Decision Tree model,
consisting of a tree structure that starts from a root and follows some specific
sequence of branches according to the values of some specific attributes.

A big advantage of using decision trees over other solutions is the readability
of the model, which allows to check its sensibleness and better debug it.

The algorithm adopted for inferring a decision tree out of the training set is
the standard C4.5 algorithm, which builds the tree in a incremental way, starting
from a trivial root-only tree and expanding it by adding splitting nodes (basically
the tests that create branches in the tree, such as is P (fishing) > 0.6?). Also,
in order to evaluate some performance indicators of the models constructed, we
adopted a cross-validation approach, where (a large) part of the training set is
used to build the model, while another (smaller) part is used to check how well
the predictions of the model fit the actual labels.

The two main parameters of the algorithm, namely the minimum number of
objects in each leaf and the confidence factor of leaves (i.e. how much should the
dominant label of a leaf predominate on the others) have been set by a simple
grid search, choosing the combination of values that maximize the accuracy
computed through cross-validation.
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5.6 Performances of the Models

Figure 4 summarizes some characteristics of the models obtained on each area
of the world.

Fig. 4. Summary table of the decision trees characteristics.

The table shows that the accuracy ranges between 64% and 71%, which looks
reasonably good considering the high number of classes involved (five, including
the “?” class). Also, in most cases the models were not able to capture the
canoeing class simply because the domain experts did not provide a sufficient
number of cases. In the Australia dataset, instead, sailing was not captured,
although present in the experts’ labeled data. USE was the richest dataset, and
indeed the model performs best.

6 Using the Classifier

The ultimate objective of the project is to assign to all tracks of all users an
activity label, exploiting the knowledge encoded in the classification models built
in the previous sections. Then, through aggregation of the inferred labels we can
assign an overall category to each user, based on what are the main activities
(s)he performed.

6.1 Labeling New Tracks

Given a dataset of new, unlabeled tracks, in order to assign them to an activity,
we basically need to follow the same preparation process performed during the
model construction.

Figure 5(right) shows how the tracks were distributed across the different
categories. That is compared against the distribution of components provided
by the domain experts in the training phase, described in Sect. 5.1 (Fig. 5(left)).
As we can observe, the two distributions are rather similar. The main differences
include the fact that cruising looks more present now in the USE, USW and
Mediterranean areas, whereas it dropped dramatically in UK and Scandinavia.
Also, as already noticed in previous sections, sailing completely disappeared in
Australia, since its model did not capture that category.
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settestsettraining

Fig. 5. Activity distribution: (i) training set (number of components assigned by
domain experts to each activity); (ii) test set (number of tracks classified to each
activity).

Fig. 6. Temporal distribution of activities along 2 years (mid-2014 to mid-2016).

An interesting view on the data can be obtained plotting the temporal dis-
tribution of the activities along the whole duration of the data we had access to,
i.e. from May 2014 to April 2016, as shown below (Fig. 6).

In addition to the usual seasonal behaviours – overall increase of all activi-
ties in the summer months – we can observe that fishing increased sensibly its
presence in the data during the last year. Possible causes might be an increased
number of fishermen among Navionics users, or an increased propensity among
fishermen to share their tracks, or a combination of the two.
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6.2 Labeling Users

The labels assigned to each single track can be simply aggregated (counted) to
infer the distribution of activities for each user. The next step, then, consists
in selecting the activity – or activities – that represent(s) the user best. After
some trials and evaluation of the results with the domain experts, the following
approach was decided:

– If the user has a percentage of fishing tracks larger than 30%, we label the user
as “fisherman”, since at the present fishing is considered a strategic segment
of customers.

– Otherwise, the label with the largest percentage is selected, with no minimum
thresholds.

6.3 Sample Statistics of Results

Figure 7 shows the distribution of users’ activities for each area. In the left plot
we assign to each user the predominant activity, while in the second one we adopt
the incentive mechanism for “fishing” mentioned above. Figure 8 summarizes the
same information in tabular form and percent distribution.

Fig. 7. Distribution of users’activity (left) and effects of fishing incentives (right).

Fig. 8. Percentage distribution of activities without and with fishing incentives.
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As we can see, “cruising” remains the top activity in most areas, exceptions
being Scandinavia and UK. Also, the small thresholding mechanism applied to
fishermen yielded significant increases to their distribution.

7 Conclusions and Future Work

We proposed an analytical process to build a classification model able to infer
the main water activities of an user having his recent traces. In particular the
considered activities are: fishing, sailing, canoeing, and cruising. The method-
ology is presented and evaluated on a real use case with more than two years
of worldwide data. Several challenges in managing such data are solved with
general solutions making the process abstract and flexible. The final results can
be used by the company to customize the navigation and mapping services to
the user as well as propose a more effective target marketing initiatives. In the
future we want to focus in obtaining better expert data in order to test the
proposed methodology with an higher level of confidence in the different world
areas. Moreover the original activities can be the initial nodes of an ontology of
more specific behaviors which can be pushed in the system.
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Abstract. Automatic detection of public transport (PT) usage has
important applications for intelligent transport systems. It is crucial for
understanding the commuting habits of passengers at large and over
longer periods of time. It also enables compilation of door-to-door trip
chains, which in turn can assist public transport providers in improved
optimisation of their transport networks. In addition, predictions of
future trips based on past activities can be used to assist passengers
with targeted information. This article documents a dataset compiled
from a day of active commuting by a small group of people using different
means of PT in the Helsinki region. Mobility data was collected by two
means: (a) manually written details of each PT trip during the day, and
(b) measurements using sensors of travellers’ mobile devices. The manual
log is used to cross-check and verify the results derived from automatic
measurements. The mobile client application used for our data collection
provides a fully automated measurement service and implements a set
of algorithms for decreasing battery consumption. The live locations of
some of the public transport vehicles in the region were made available
by the local transport provider and sampled with a 30-s interval. The
stopping times of local trains at stations during the day were retrieved
from the railway operator. The static timetable information of all the
PT vehicles operating in the area is made available by the transport
provider, and linked to our dataset. The challenge is to correctly detect
as many manually logged trips as possible by using the automatically
collected data. This paper includes an analysis of challenges due to miss-
ing or partially sampled information, and initial results from automatic
recognition using a set of algorithms comparing measured trips with
both live vehicle locations and static timetables. Improvement of correct
recognitions is left as an ongoing challenge.

1 Introduction

Automatic detection of the door-to-door trip chains of people has a multitude of
applications. For infrastructure planners and public transport providers knowl-
edge of the true origins, destinations and volumes of commuters gives a much
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 76–97, 2017.
https://doi.org/10.1007/978-3-319-71970-2_8
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better understanding of requirements for the road and transport networks than
disconnected counts of cars or people at points of observation of the current
network by using loops, cameras, ticket systems or manual passenger counting
campaigns.

To assist users of public transport with relevant information about opportu-
nities and problems it is vital to be able to generate a prediction of the next des-
tination, time of travel and the means of public transport the person is going to
use. For many people the same trips are repeated with regular cycles, i.e. daily,
on (certain) weekdays, weekly or monthly. Such travellers can be proactively
given targeted information about disruptions in road traffic or public transport
lines, which they frequently use, at their personal times of regular usage. Real-
time recognition of the current means of public transport and a prediction of
the likely destinations can also be used to assist connecting passengers.

Multiple smartphone-assisted ways for automatic detection of public trans-
port usage can be envisaged:

– Ticketing system: If coupled with the payment of the trip in systems where
both vehicle entries and exits are registered, precise and correct information
about the public transport part of trips can be obtained. Requires integration
with the fare payment system.

– Radio beacon: Some transport providers may provide vehicle-installed radio
transmitters, e.g. WiFi1 or Bluetooth2, which can be detected and compared
with a list of beacon identifiers to detect the proximity of a public transport
vehicle.

– Live positioning: The live positions of public transport vehicles can be
matched with the measured positions of the passenger, searching for a
sequence of continuous matches with suitable accuracy.

– Static timetable: Processed information about a trip carried out by a person
(start and end locations and times, route geometry) using a vehicle can be
compared with the information in a static timetable.

In our test arrangement we did not have access to the ticketing system of the
public transport provider. Additionally, the current policy in the Helsinki region
does not require registration of vehicle exits, and one validation of a regional
ticket allows up to 80 min of transfer without a new validation. Therefore ticket-
based information would not have been accurate even if it were available. At
the time of testing listed Wi-Fi beacons were only available on trams, which
does not give an adequate coverage of the transport network. Live positioning
of public transport vehicles was made available by the public transport provider
for a part of their fleet. Static timetable information was available for all lines
and departures.

The target was to create a dataset for testing and benchmarking algorithms
for automatic recognition of public transportation trips. The dataset is composed
of position and activity recognition samples of 8 researchers between 9 am and

1 http://www.wi-fi.org/.
2 https://www.bluetooth.com/.

http://www.wi-fi.org/
https://www.bluetooth.com/
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4 pm EET+DST on August 26th 2016, manual bookkeeping of their trips and
the related transport infrastructure data. Data collection for the limited period
was pre-agreed with every campaign participant to enable publication of the
dataset without privacy concerns.

Seven participants executed as many public transportation trips as possible
during the designated time, especially emphasising travel by subway, as it has
been the most challenging transportation mode for automatic recognition. The
eighth participant logged some private car trips to provide comparison data,
which should not match with any public transportation.

Due to the exceptional amount of travel per person during one day this
dataset cannot be used as a source for studying the regular travel habits of
public transportation users. It also doesn’t contain repeatedly visited locations
such as homes or offices. The challenge is to correctly recognise as many trips
listed in the manual log as possible by using the other forms of data available.
The dataset consists of the following tables:

– Device data: samples from mobile device sensors.
– Filtered device data: selection of the perceived activity and exclusion of data

points at times of staying still using our algorithms.
– Device models: phone models used by the participants.
– Manual log: manual trip bookkeeping entries of participants.
– Live position samples: public transport fleet positions.
– Static timetables: public transport timetables valid on the date of the exper-

iment.
– Train stop times: measured train stop time information for the date of the

experiment.

The complete dataset is available3 in github4.

2 Background

Transportation mode estimation and classification using mobile phone sensors
has been discussed e.g. in [3,5,13]. Automatic recognition of bus trips using
mobile phone sensors has earlier been addressed by the Live+Gov5 project. Their
mobile client collected both hardware sensor (accelerometer, rotation vector,
gyroscope, magnetic field) and processed activity detection data [6]. A project
proprietary human activity recognition classifier was built and trained. Public
transport recognition was attempted using public transport infrastructure data
similar to our study (static timetables and live locations of public transport
vehicles). The client software also supported user marking of activity, but users
were shown the currently detected activity, and consequently they have generally
registered their activities only in cases, where the detected activity was incorrect.
Service line detection probability of 37% is reported [8].
3 Static timetable data is referenced from the resources of the transport provider.
4 https://github.com/aalto-trafficsense/public-transport-dataset.
5 http://cordis.europa.eu/project/rcn/102050 en.html.

https://github.com/aalto-trafficsense/public-transport-dataset
http://cordis.europa.eu/project/rcn/102050_en.html
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In one study bus passengers with mobile phones have been used as volun-
tary crowdsourced sensors for reporting the live locations of buses [1]. In the
Live+Gov project traffic jams were detected from irregularities in public trans-
port fleet location data [6]. The specific context of parking has also been con-
sidered, estimating from mobile phone sensor data, whether a parking area has
space available [9,11].

The present effort belongs to the TrafficSense6 project, a part of the Aalto
Energy Efficiency Research Programme7. The project aims to save time and
energy in traffic by understanding regular travel habits of individuals and proac-
tively assisting them with information available in the internet. Sustainability
and business model of the approach have been considered in [4].

The current TrafficSense mobile client is coded in native Android8. It is
available on Google Play9, but currently restricted to Finland, because the public
transport recognition and disruption information functions are only available
locally. The main map view of the mobile application can show trips marked
with the mode of transport, ranked regular destinations of the user, current
traffic situation as well as the current location of the user. The mode of transport
can be edited or confirmed by the application user. Public transport disruption
bulletins matching the trip history and current location of the user are shown
as notifications.

The types, formats and sources of open traffic information available were
reviewed in [10]. For information on public transport the resources from Helsinki
Regional Transport10 (HRT) were used. Their developer resources are currently
provided and documented under the digitransit11 umbrella. The resources fol-
low the SIRI (Service Interface for Real-time Information [10]) specifications12.
Live locations of the fleet were sampled from their live data API13. The static
timetable data is in GTFS (General Transit Feed Specification14) format as spec-
ified by Google Inc. Train stop time information encoded as JSON (Javascript
Object Notation15 [2]) was fetched from the digitraffic16 service17 operated by
the Finnish Transport Agency18 (FTA). All other sampled data is made avail-
able in CSV (Comma-Separated Values [12]) format. The repository includes

6 http://trafficsense.aalto.fi.
7 http://aef.aalto.fi/en/.
8 AndroidTM is a trademark of Google Inc.
9 https://play.google.com/store/apps/details?id=fi.aalto.trafficsense.trafficsense.

10 https://www.hsl.fi/en.
11 https://www.digitransit.fi/en/developers/.
12 http://user47094.vs.easily.co.uk/siri/.
13 At the time of the study, the data was available at http://dev.hsl.fi/siriaccess/

vm/json. The address has been later replaced by http://api.digitransit.fi/realtime/
vehicle-positions/v1/siriaccess/vm/json.

14 https://developers.google.com/transit/gtfs/.
15 http://www.json.org/.
16 https://www.liikennevirasto.fi/web/en/open-data/digitraffic.
17 http://rata.digitraffic.fi/api/v1/history?departure date=2016-08-26.
18 http://www.liikennevirasto.fi/web/en.

http://trafficsense.aalto.fi
http://aef.aalto.fi/en/
https://play.google.com/store/apps/details?id=fi.aalto.trafficsense.trafficsense
https://www.hsl.fi/en
https://www.digitransit.fi/en/developers/
http://user47094.vs.easily.co.uk/siri/
http://dev.hsl.fi/siriaccess/vm/json
http://dev.hsl.fi/siriaccess/vm/json
http://api.digitransit.fi/realtime/vehicle-positions/v1/siriaccess/vm/json
http://api.digitransit.fi/realtime/vehicle-positions/v1/siriaccess/vm/json
https://developers.google.com/transit/gtfs/
http://www.json.org/
https://www.liikennevirasto.fi/web/en/open-data/digitraffic
http://rata.digitraffic.fi/api/v1/history?departure_date=2016-08-26
http://www.liikennevirasto.fi/web/en
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scripts for importing the CSV tables into a PostgreSQL19 database, which is
used internally by the TrafficSense project.

3 Manual Bookkeeping by Test Participants

All test participants manually documented the details of their trips during the
day. The information provided for each trip leg is shown in Table 1. Because the
timestamps were manually recorded, their values are approximate. In total 103
trips were recorded.

Table 1. Manually logged trip information (tz = timezone).

Label Type Description

device id integer Device identifier, aligned with device id in
Sect. 4

st entrance string Description of entrance to station building, if
applicable
A map of the letters to mark entrances at
each subway station is provided in the
repository

st entry time timestamp (no tz) Station entry time, if applicable

line type string SUBWAY/BUS/TRAM/TRAIN/CAR

line name string Identifier, e.g. 7A, 102T, U, V

vehicle dep time timestamp (no tz) Vehicle departure time

vehicle dep stop string Platform or other station where vehicle was
boarded

vehicle arr time timestamp (no tz) Vehicle stop time at the end of the trip

vehicle arr stop string Platform or other station where the vehicle
was exited

st exit location string Exit to station building, if applicable.
Subway exit letters have been marked in
maps provided in the repository

st exit time timestamp (no tz) Time of exiting station, if applicable

comments string Freeform comments about the trip leg

4 Mobile Device Measurements

Mobile device samples were collected using the TrafficSense mobile client. The
client uses the fused location provider and activity recognition of Google Play

19 https://www.postgresql.org/.

https://www.postgresql.org/
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Services20. Both of them are virtual sensors [7], abstracting information from
available hardware sensors21 into current best estimates of the location of the
device and the activity the person carrying the device is currently engaged in.
The sampled parameters contained in the dataset are listed in Table 2. The
coordinates are in WGS84 22 format. The table in the dataset contains 6,030
entries. It is formatted as CSV and sorted by time and device id.

Table 2. Parameters sampled from mobile devices (tz = timezone).

Label Type Description

time timestamp (no tz) From the clock of the mobile device

device id integer Stable identifier for the device

lat double Latitude, in WGS84

lng double Longitude, in WGS84

accuracy double Radius, in meters, estimated by the fused
location provider of the mobile device

activity 1 enum Activity with highest confidence, provided
by activity recognition of Google Play
Services. Values: IN VEHICLE, ON BICYCLE,
RUNNING, STILL, TILTING, UNKNOWN, WALKING

activity 1 conf integer Percentage of recognition certainty,
100= best confidence

activity 2 enum Value of second-highest confidence activity

activity 2 conf integer Percentage of recognition certainty

activity 3 enum Value of third-highest confidence activity

activity 3 conf integer Percentage of recognition certainty

4.1 Mobile Client Filtering Algorithms

The client alternates between ACTIVE and SLEEP states. The current default value
for the sleep timer is 40 s. If the detected position changes by a distance longer
than the accuracy of the position fix during a period of the perceived activity
indicating STILL, the timer is restarted. This rule aims to prevent erroneous
transitions to SLEEP state if the device is moving, even if activity detection
perceives it as being still. Such situations typically occur during smooth trips on
rails; i.e. trains, trams and subways.

In ACTIVE state position is requested from the fused location provider23 pro-
vided by Google Play Services with high accuracy and a 10 s interval, which yields
20 https://developers.google.com/android/guides/overview.
21 The availability of a particular hardware sensor may vary between different device

models.
22 http://gisgeography.com/wgs84-world-geodetic-system/.
23 https://developers.google.com/android/reference/com/google/android/gms/

location/FusedLocationProviderApi.

https://developers.google.com/android/guides/overview
http://gisgeography.com/wgs84-world-geodetic-system/
https://developers.google.com/android/reference/com/google/android/gms/location/FusedLocationProviderApi
https://developers.google.com/android/reference/com/google/android/gms/location/FusedLocationProviderApi
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a sufficiently accurate description of the route up to motorway speeds (333 m
sample interval at 120 km/h). In SLEEP state position requests are dropped to
no power priority, which means that position fixes are passed to our client only
if requested by another application. Activity reports are always requested with
a 10 s interval, but as a form of device power saving, during STILL detections
activity recognition interval has been observed to increase up to 180 s. As a
result, sometimes the client may need up to ≈200 s of movement to wake up
from SLEEP state.

In our data format each accepted position record is coupled with the latest
activity information. The timestamp of the entry is the timestamp of the posi-
tion, not the activity detection. Therefore the same detected activity may repeat
over multiple points. The received position fixes (‘points’) are filtered as follows
(Fig. 1):

– If 60 min have passed since the last accepted point, any point is accepted (to
provide a “ping” effect and record that the client was running).

– Accuracy24 must be better than 1000 m.
– If activity != last queued activity and activity is ‘good’25, the point

is accepted.
– If (activity == last queued activity) and (distance to last accepted

point > accuracy), the point is accepted.

Unless stated otherwise above, the parameters have been chosen experimentally,
searching for balance between accurate trip data, low mobile phone battery con-
sumption and reasonable quantity of samples. Adapting the location sample rate
to the velocity of the mobile device could further improve efficiency especially if
satellite positioning can be switched off between samples. The biggest challenge

Fig. 1. Filtering algorithm for incoming position fixes.

24 Estimated by the fused location provider.
25 Not UNKNOWN or TILTING.



Automatic Recognition of Public Transport Trips 83

was to keep the client from going to SLEEP during activity. The issue could be
mitigated by a longer SLEEP timer at the cost of increased power consumption.
A better approach would be to improve the accuracy of the activity recognition.
Using the chosen parameters, the resulting dataset contains about 30% of the
theoretical maximum26 number of points.

The fused location provider used by the mobile client combines data from
satellite, Wi-Fi and cellular positioning. Despite that, sometimes positioning
errors occur. In a typical case the correct position alternates with a distant
point, probably due to changing between different positioning methods within
the fused location provider.

4.2 Filtered Device Data

The dataset also includes a table of filtered device data. The activity recogni-
tion in the received trace is noisy with often occurring spurious transitions, which
makes it impractical to use those segments for matching to public transport
directly. The second level filtering operation generating device data filtered
serves to refine more stable contiguous activity segments from the original trace.

The received activity confidences are summed over a sliding two minute win-
dow around each point to identify a dominant activity. Furthermore six consec-
utive samples—typically one minute at the ten second sampling interval—of the
same activity are required to change states, splitting any indeterminate region
between consecutive stable activities. In addition, points more than five minutes
apart in the trace, either due to the terminal being stationary or lacking location
reception, causes a segment break. Segments where no stable activity is found,
are omitted. These steps eliminate activity segments of less than a minute, that
are unlikely to represent, or be accurately matchable to, public transport.

Filtered device data is included in the published data set, because some of
our recognition algorithms use it. A new candidate solution is welcome to base
itself on the more complete device data instead, and implement other filtering
approaches. The activity filtering algorithm has a clear impact on recognition
results, as can be seen from the data shown in Sect. 5.1. The following parameters
are included in device data filtered (corresponding descriptions are the same
as in Table 2):

1. time (timestamp no tz)
2. device id (integer)
3. lat (double, latitude)
4. lng (double, longitude)
5. activity (enum value of the winning activity)

The table contains 5,975 points. The CSV-version is sorted by time and
device id.

26 One point every 10 s from every terminal.
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4.3 List of Device Models

A list of the models of the eight smartphones used by the test participants
is provided as a separate table. It is included, because some differences were
observed in e.g. activity recognition performance between different devices. The
table contains the following columns:

1. device id (integer, same as in Table 2)
2. model (string name of the model)

5 Public Transport Infrastructure Information

Details of the information sourced from public transport infrastructure providers
is described in this section.

5.1 Live Positions of Public Transport Vehicles

The live positions of the public transport fleet were obtained from HRT and
sampled at 30 s intervals. The columns recorded into the dataset are shown in
Table 3. The time period was restricted to the time of the trial. The maximum
and minimum coordinates recorded by the participants were checked and the
live vehicle position data was filtered (as a rectangle) to include only the area
surrounding the locations sampled from the test participants. The table length
is 229,451 entries.

Table 3. Live positions of public transport vehicles (tz = timezone). All data as pro-
vided by the transit live data API.

Label Type Description

time timestamp (no tz) The time the position was recorded

lat double Vehicle location latitude, in WGS84

lng double Vehicle location longitude, in WGS84

line type enum One of: SUBWAY/BUS/TRAM/TRAIN/FERRY

line name string Identifier for the public transport line, e.g. 7A,
102T

vehicle ref string Distinguish between different vehicles with the
same line name in traffic at the same time
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5.2 Static Timetables

The static timetables from HRT are not included in the data repository,
but the file is available through the following link: http://dev.hsl.fi/gtfs/hsl
20160825T125101Z.zip. It can be used e.g. with an OpenTripPlanner27 (OTP)
server to query for trips with matching start and end locations and start times. A
more precise description for the specific task of querying timetable information
can be found in the documentation for the digitransit28 API. The data includes
the static timetables for all the public transport vehicles (also local trains) used
by the study participants.

5.3 Train Stop Times

The dataset also includes information about the recorded stop times of local
trains at stations on the day of the study. The information29 includes a
JSON-format junat object, including the stopping times of trains at each
station as described (in Finnish) at http://rata.digitraffic.fi/api/v1/doc/index.
html#Junavastaus. Information on the referenced stations, including their loca-
tions, can be obtained as http://rata.digitraffic.fi/api/v1/metadata/stations.
The description of the stations “Liikennepaikat” format is available (in Finnish)
at http://rata.digitraffic.fi/api/v1/doc/index.html#Liikennepaikkavastaus.

Table 4. Manually logged bus trips, which are not available in live transit data.

device id Departure time line name

1 09:07:00 154

5 09:08:00 110

5 09:16:00 18 (Espoo)

3 09:59:32 132T

2 10:38:51 103T

6 13:26:00 95

2 13:34:35 103T

3 14:21:08 105

3 15:26:39 102T

1 15:59:00 156

27 http://www.opentripplanner.org/.
28 https://www.digitransit.fi/en/developers/services-and-apis/1-routing-api/

itinerary-planning/.
29 https://github.com/aalto-trafficsense/public-transport-dataset/tree/master/trains-

json.

http://dev.hsl.fi/gtfs/hsl_20160825T125101Z.zip
http://dev.hsl.fi/gtfs/hsl_20160825T125101Z.zip
http://rata.digitraffic.fi/api/v1/doc/index.html#Junavastaus
http://rata.digitraffic.fi/api/v1/doc/index.html#Junavastaus
http://rata.digitraffic.fi/api/v1/metadata/stations
http://rata.digitraffic.fi/api/v1/doc/index.html#Liikennepaikkavastaus
http://www.opentripplanner.org/
https://www.digitransit.fi/en/developers/services-and-apis/1-routing-api/itinerary-planning/
https://www.digitransit.fi/en/developers/services-and-apis/1-routing-api/itinerary-planning/
https://github.com/aalto-trafficsense/public-transport-dataset/tree/master/trains-json
https://github.com/aalto-trafficsense/public-transport-dataset/tree/master/trains-json
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6 Data Coverage and Limitations

No local trains and not all the buses are included in the live transit data. Trav-
elled line name specifiers (appearing in the manually logged data) found in
transit live are:

– Trams: 2, 3, 7A, 8, 9
– Buses: 16, 67, 72, 550, 560
– Subways (line name in manual-log varies and cannot be used for comparison)

Table 5. Manually logged trips correctly recognised from live data (28) using our
algorithms (logged trips matching multiple segments have multiple rows).

dev id log start log end log type log name id segm start segm end activity recd type recd name

1 09:41:00 09:44:00 TRAM 3 6 09:40:58 09:44:59 IN VEHICLE TRAM 3

1 10:06:00 10:19:00 TRAM 7A 12 10:07:24 10:13:23 IN VEHICLE TRAM 7A

1 10:06:00 10:19:00 TRAM 7A 13 10:13:34 10:14:56 ON BICYCLE

1 10:06:00 10:19:00 TRAM 7A 14 10:15:37 10:20:11 IN VEHICLE TRAM 7A

1 10:46:00 10:52:00 SUBWAY V 19 10:43:41 10:52:45 IN VEHICLE SUBWAY V

1 11:01:00 11:06:00 SUBWAY 21 11:01:12 11:09:28 IN VEHICLE SUBWAY V

1 11:15:00 11:19:00 SUBWAY M 22 11:16:07 11:20:23 IN VEHICLE SUBWAY M

1 13:14:00 13:30:00 SUBWAY 29 13:13:31 13:30:27 IN VEHICLE SUBWAY V

1 14:18:00 14:30:00 SUBWAY 34 14:17:32 14:22:30 IN VEHICLE SUBWAY V

1 14:18:00 14:30:00 SUBWAY 35 14:22:41 14:26:37 ON BICYCLE

1 14:18:00 14:30:00 SUBWAY 36 14:27:18 14:31:15 IN VEHICLE SUBWAY V

1 14:38:00 14:51:00 SUBWAY 37 14:31:25 14:39:23 WALKING

1 14:38:00 14:51:00 SUBWAY 38 14:39:54 14:51:15 IN VEHICLE SUBWAY V

1 14:57:00 15:05:00 SUBWAY 40 14:56:47 15:06:45 IN VEHICLE SUBWAY V

1 15:36:00 15:55:00 SUBWAY 44 15:36:27 15:42:17 IN VEHICLE SUBWAY M

1 15:36:00 15:55:00 SUBWAY 45 15:42:27 15:48:05 ON BICYCLE

1 15:36:00 15:55:00 SUBWAY 46 15:50:21 16:18:46 IN VEHICLE

2 13:14:34 13:30:03 SUBWAY To west 54 13:14:01 13:31:34 IN VEHICLE SUBWAY V

3 10:59:27 11:10:08 SUBWAY To east 74 10:59:43 11:09:46 IN VEHICLE SUBWAY V

3 11:27:06 11:34:11 SUBWAY To west 76 11:28:05 11:34:36 IN VEHICLE SUBWAY V

3 13:14:14 13:24:28 SUBWAY To west 81 13:15:14 13:23:37 IN VEHICLE SUBWAY V

4 10:17:00 10:28:00 TRAM 7A 105 10:14:27 10:38:15 IN VEHICLE TRAM 7A

4 10:47:00 10:53:00 SUBWAY to east 107 10:45:59 10:53:39 IN VEHICLE SUBWAY V

4 13:21:50 13:31:00 SUBWAY to west 116 13:21:20 13:31:57 IN VEHICLE SUBWAY V

4 13:44:00 13:47:00 SUBWAY to west 118 13:45:12 13:47:30 IN VEHICLE SUBWAY V

4 14:28:00 14:31:00 TRAM 9 122 14:26:04 14:31:10 IN VEHICLE TRAM 9

5 10:52:00 11:02:00 BUS 16 136 10:52:30 11:03:28 IN VEHICLE BUS 16

5 14:40:00 14:50:00 SUBWAY R 149 14:40:46 14:50:51 IN VEHICLE SUBWAY V

5 15:10:00 15:20:00 TRAM 9 151 15:08:38 15:24:01 IN VEHICLE TRAM 9

6 14:01:00 14:17:00 BUS 560 162 13:59:21 14:25:50 IN VEHICLE BUS 560

8 10:18:00 10:23:00 TRAM 9 174 10:17:00 10:23:55 IN VEHICLE TRAM 9

8 10:44:00 10:53:00 TRAM 9 178 10:44:22 10:54:44 IN VEHICLE TRAM 9

8 11:08:00 11:13:00 BUS 72 180 11:07:46 11:14:48 IN VEHICLE BUS 72

8 11:25:00 11:41:00 SUBWAY 181 11:26:23 11:42:24 IN VEHICLE SUBWAY M

8 13:49:00 14:04:00 BUS 550 187 13:48:41 14:04:30 IN VEHICLE BUS 550
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Travelled line name specifiers not found in transit-live are:

– Trains: E, I, K, P, U
– Buses: Espoo1830, 95, 102T, 103T, 105, 110, 132T, 154, 156

Table 6. Manually logged trips having a1 corresponding IN VEHICLE segment in sampled
data (38), but not correctly recognised from transit live by the current algorithms.

dev id log start log end log type log name id segm start segm end activity recd type recd name

1 09:31:00 09:35:00 SUBWAY V 4 09:31:44 09:36:37 IN VEHICLE

1 09:48:00 09:51:00 SUBWAY 8 09:49:19 09:54:48 IN VEHICLE

1 10:28:00 10:35:00 SUBWAY 17 10:28:00 10:37:33 IN VEHICLE

1 11:42:00 11:43:00 SUBWAY M 24 11:40:36 11:46:04 IN VEHICLE

1 11:56:00 12:01:00 SUBWAY 26 11:55:14 12:02:53 IN VEHICLE

1 13:43:00 13:52:00 TRAM 9 31 13:41:40 13:46:33 ON BICYCLE

1 13:43:00 13:52:00 TRAM 9 32 13:46:54 14:05:12 IN VEHICLE

1 13:58:00 14:04:00 SUBWAY 32 13:46:54 14:05:12 IN VEHICLE

1 15:24:00 15:26:00 SUBWAY 42 15:24:38 15:28:24 IN VEHICLE

2 11:04:00 11:06:33 SUBWAY To east 50 11:04:13 11:12:20 IN VEHICLE

2 11:26:18 11:50:00 SUBWAY To east 51 11:22:41 11:58:31 IN VEHICLE

2 11:50:44 11:58:40 SUBWAY To west 51 11:22:41 11:58:31 IN VEHICLE

3 10:21:21 10:23:01 SUBWAY To east 70 10:17:28 10:25:54 IN VEHICLE

3 10:37:47 10:47:59 SUBWAY To east 72 10:36:03 10:48:14 IN VEHICLE

3 11:56:11 11:58:43 SUBWAY To west 78 11:57:56 12:01:18 IN VEHICLE

3 13:35:13 13:41:37 TRAM 7A 83 13:28:48 13:41:28 IN VEHICLE

3 13:45:37 13:47:12 SUBWAY To west 85 13:45:42 13:48:24 IN VEHICLE

3 14:07:59 14:09:23 SUBWAY To west 87 13:59:48 14:14:14 IN VEHICLE

3 14:11:30 14:13:34 SUBWAY To west 87 13:59:48 14:14:14 IN VEHICLE

3 14:42:40 14:52:31 SUBWAY To east 90 14:39:47 14:52:22 IN VEHICLE

3 15:02:03 15:13:57 SUBWAY To west 92 15:01:12 15:16:46 IN VEHICLE

4 09:39:00 09:45:00 TRAM 9 97 09:38:15 09:41:02 IN VEHICLE TRAM 3

4 09:39:00 09:45:00 TRAM 9 98 09:41:12 09:42:25 ON BICYCLE

4 09:39:00 09:45:00 TRAM 9 99 09:43:08 09:45:15 IN VEHICLE TRAM 1

4 10:35:00 10:37:00 SUBWAY to east 105 10:14:27 10:38:15 IN VEHICLE TRAM 7A

4 11:04:00 11:13:00 SUBWAY to east 109 11:04:55 11:14:10 IN VEHICLE

4 11:26:00 11:28:00 SUBWAY to west 111 11:23:59 11:31:36 IN VEHICLE

4 11:36:00 11:38:00 SUBWAY to east 113 11:36:32 11:46:49 IN VEHICLE

4 11:45:00 11:47:00 SUBWAY to east 113 11:36:32 11:46:49 IN VEHICLE

4 13:57:00 14:01:00 SUBWAY to west 120 13:57:00 14:02:39 IN VEHICLE

4 15:15:00 15:20:00 SUBWAY to east 125 15:15:29 15:20:13 IN VEHICLE

5 09:58:00 10:08:00 TRAM 7A 133 09:58:03 10:14:13 IN VEHICLE

5 10:12:00 10:13:00 SUBWAY M 133 09:58:03 10:14:13 IN VEHICLE

5 11:11:00 11:14:00 SUBWAY R 138 11:09:19 11:14:28 IN VEHICLE

5 11:18:00 11:20:00 BUS 67 140 11:18:23 11:20:53 IN VEHICLE

5 11:38:00 11:52:00 SUBWAY M 142 11:38:53 11:50:59 IN VEHICLE

5 15:36:00 15:39:00 TRAM 9 153 15:37:43 15:40:10 IN VEHICLE

6 11:38:00 11:52:00 SUBWAY 156 11:45:26 11:50:26 IN VEHICLE

6 14:19:00 14:25:00 SUBWAY 162 13:59:21 14:25:50 IN VEHICLE BUS 560

6 15:50:00 15:59:00 TRAM 9 165 15:50:58 15:59:24 IN VEHICLE

8 11:52:00 11:58:00 SUBWAY 183 11:52:35 12:00:18 IN VEHICLE

30 Bus line name specifiers <100 can be re-used by the adjoining cities of Helsinki,
Espoo and Vantaa. Bus 18 from Helsinki is included in transit live, but the test
participant used bus 18 of Espoo.
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In terms of recorded trips, the 10 bus trips shown in Table 4 can therefore
definitely not be found in transit live. The 28 trips in Table 5 can be confirmed
as being discoverable and identifiable using transit live data, as they have been
found with our algorithm.

The 38 trips in Table 6 have detected IN VEHICLE (sometimes also
ON BICYCLE) segments in device data filtered overlapping with entries in
manual log. Therefore these trips should be recognisable if the particular vehicle
exists in transit live, but as shown in the recd type and recd line columns,
they have not been correctly recognised by the current algorithms. Logged trips
matching multiple recorded segments (e.g. 09:39 trip with tram 9 matching seg-
ments 97, 98 and 99) are listed separately for each segment. For performance
gains in recognising trips using live data, these are expected to be the best
candidate trips.

Finally, the 13 trips in Table 7 have no overlapping IN VEHICLE segment from
the mobile device samples. It is also noted that:

– 3/13 trips (2 subway + 1 tram) have no overlapping mobile device samples at
all

– 10/13 trips overlap with WALKING (in 6/10 cases shadowing the whole trip)
– 12/13 trips were carried out with the same device model (device id 5 and 6)

The device data sampled before and after a time segment with no data should
still reveal the mobile device displacement without recording positions, i.e. it has
either erroneously been in SLEEP state or no position fixes have been received.
Looking at the timestamps and locations recorded before and after the break
period with geographical displacement, a set of candidate options could still be
obtained from either the static timetable or live fleet position data. In downtown

Table 7. Manually logged trips having no corresponding IN VEHICLE segment (13) in
sampled data.

dev id log start log end log type log name id segm start segm end activity

4 15:53:00 15:55:00 SUBWAY to west 127 15:41:39 15:58:40 WALKING

5 11:30:00 11:31:00 SUBWAY R 141 11:21:26 11:36:31 WALKING

5 13:22:00 13:28:00 SUBWAY M 144 13:17:08 13:23:38 WALKING

5 13:34:00 13:43:00 SUBWAY R 145 13:28:54 13:37:27 WALKING

5 13:54:00 14:02:00 SUBWAY V

5 14:20:00 14:30:00 SUBWAY R 148 14:02:42 14:39:19 WALKING

5 15:36:00 15:39:00 TRAM 9 152 15:34:32 15:37:11 WALKING

5 15:51:00 15:52:00 TRAM 8

5 15:56:00 15:57:00 SUBWAY M

6 13:47:00 13:49:00 SUBWAY 161 13:44:23 13:57:30 WALKING

6 14:29:00 14:30:00 SUBWAY 163 14:26:10 15:03:54 WALKING

6 15:02:00 15:20:00 SUBWAY 163 14:26:10 15:03:54 WALKING

6 15:41:00 15:43:00 TRAM 2 164 15:27:41 15:50:48 WALKING
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areas with many transport alternatives errors would be likely, but in less busy
areas the set of alternatives will be smaller. Faulty recognitions changing car
trips to public transport would still be very likely, so this type of recognition
should only be attempted in scenarios where the penalty of false positive is
not very high. This type of recognition has not been attempted in the current
experiment.

7 Methods of Automatic Recognition

The collected live public transport vehicle locations and static timetables, in
conjunction with the user location traces, were used to automatically recognise
public transport trips taken by users. Trip legs consisting, after filtering, of a
continuous sequence of IN VEHICLE activity were matched against the vehicle
position traces and timetable data. The train stop times were not used.

7.1 Live Vehicle Location

The vehicle location data from Table 3 is compared with the user locations col-
lected by the personal mobile devices as described in Sect. 4. Potential issues in
matching include:

– Missing vehicle or user data points
– Inaccurate location points
– Clock differences
– Distance between user and vehicle location sensor in longer vehicles
– Distance between location samples at higher vehicle velocities
– False matches to other public transport vehicles
– False positives where a car trip takes place near public transport vehicles
– Intermittent changes of the line name label on some vehicles in the live data

For performance reasons the number of user location samples used for matching
a trip leg was limited to 40. To counteract the location accuracy and vehicle
length issues, a distance limit of 100 m was used for collecting vehicle matches.
A greater limit may cause more false positive matches to appear.

With the sample rate of thirty seconds in the collected vehicle positions, a vehi-
cle traveling at 80 km/h would produce samples every 667 m, much in excess of the
above mentioned distance limit. This could cause false negatives with the user loca-
tion samples falling in between the vehicle points in such a way that they are not
matched. To prevent this, the position sequence of each vehicle is processed into
linestrings, and user point distances calculated against those line geometries.

The vehicle location points for composing the linestrings for comparison are
collected in a ±60-s window around the timestamp of each user point sample.
This allows for some clock difference, and sampling time difference.

For a vehicle to be accepted as a possible match, its linestring must be within
the 100 m distance limit for a minimum of 75% of the user location samples.

Each match within the permitted 100 m distance accumulates a score of
100 − d when the distance is d metres. The vehicle with the highest score wins.
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The line type and name are set according to the matched vehicle. In case
of the vehicle having multiple line names in the matches, the most frequently
occurring name is used. On some lines, a vehicle can intentionally change line
name when passing a certain stop. Also, some vehicles in the data set change
line name intermittently to false values.

In addition to the method described above (subsequently referred to as “New
live”), a prior implementation (“Old live”) was evaluated. In the older implemen-
tation, four user trace sample points were used, and matched against vehicle loca-
tion points in the surrounding time window. With the vehicle location sampling
interval of 30 s, and the 100 m distance criterion, this would be expected to cause
otherwise optimal user trace point samples to potentially fall outside the match-
ing radius once the vehicle speed exceeds 2 × 100m/30 s ≈ 6.67m/s ≈ 24 km/h.

For trams in Helsinki having an average speed of 14.7 km/h (2013–2014)31,
with dense stops the new and old methods should produce similar results. More
differences can be expected on the subway, and on bus routes with highway
segments, where speeds are higher and stops more sparse.

7.2 Matching with Static Timetables

Comparison with static timetables is based on searching for public transport
plans of past trips using the sampled IN VEHICLE segments. Firstly, a trip-plan
query is sent to the OTP journey planner interface based on each candidate
leg’s start-time, first point (origin) and last point (destination). Secondly, the
resulting PT plans are compared to the leg’s start-time and end-time as well as
the user location trace to identify whether the leg represents a PT ride. Potential
issues in matching include:

– Missing or inaccurate user location points
– Inaccuracy in activity determination and filtered transition points
– Clock differences
– False positives when the route and timing of a car trip are similar to a segment

of a public transport line

Table 8 explains the constants and Table 9 the variables and formulas used
in the process. Figure 2 illustrates an example public transport trip and high-
lights the following parameters showing possible extra parts of the planned trip
compared to the original sampled trip: tWb, tWe, tPTb, tPTe, where t indicates
“time”, W indicates “walking” and PT indicates “public transport”. The b
denotes “at the beginning of a trip or leg”, and e denotes “at the end of a
trip or leg”.

The data sampled from a mobile device can often have a fair amount of inac-
curacy in location and activity detection. For this reason the filtered transition
points starting and ending the vehicular trip leg can often appear between stops
during the actual mass transit leg. Therefore almost all travel plans from the
31 https://www.hsl.fi/sites/default/files/uploads/13 2015 raitioliikenteen linjastosuun

nitelma netti.pdf.

https://www.hsl.fi/sites/default/files/uploads/13_2015_raitioliikenteen_linjastosuunnitelma_netti.pdf
https://www.hsl.fi/sites/default/files/uploads/13_2015_raitioliikenteen_linjastosuunnitelma_netti.pdf
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Table 8. Constants used in our query to the Open Trip Planner, validation and match-
ing of the resulting trip plan with the recorded trip.

Parameter Definition Value

dEmax Maximum acceptable distance inaccuracy as a result
of displacement or delay in detecting the point of
mode transition. This value denotes an offset in start
point and/or end point of filtered IN VEHICLE leg

500 m

vW Walking speed <= 1.34 m/s

vPT Speed of a PT vehicle >= 3 m/s

tEPT Deviation of the PT vehicle from schedule <=3 min

Table 9. Variables and formulas used in our query to the Open Trip Planner, validation
and matching of the resulting trip plan with recorded trip.

Par. Definition Formula Value

tV Duration of the sampled
IN VEHICLE trip leg

t Duration of the planned trip From OTP

dEb Distance offset (error) in detecting
the starting point of a leg

<= dEmax

dEe Distance offset (error) in detecting
the end point of a leg

<= dEmax

tWb Walking duration at the beginning
of the planned trip to reach the
boarding stop

dEb/vW . For
maximum acceptable
inaccuracy: tWb =
500/1.34 = 6.2 min

<=6.2 min

tWe Walking duration at the end of the
planned trip from the end stop to
the destination

dEe/vW <=6.2 min

tPT Duration of the PT leg included in
the planned trip

From OTP

tPTb Extra transit ride at the beginning
of the planned trip compared to
the sampled IN VEHICLE trip leg

dEb/vPT <=2.8 min

tPTe Extra transit ride at the end of the
planned trip compared to the
sampled IN VEHICLE trip leg

dEe/vPT <=2.8 min

ΔtPT Extra transit ride of the planned
trip compared to the sampled trip

|tPT − tV | =
tPTb + tPTe

<=5.6 min

ΔtW Extra walking in the planned trip
compared to the sampled trip

tWb + tWe <=12.4 min

Δt Duration difference between the
planned trip and the sampled
IN VEHICLE leg

ΔtPT + ΔtW = tWb +
tPTb + tPTe + tWe

<=18 min
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Boarding stop End stop 

Actual trip: 

Sampled trip: 

Planned trip: 

IN_VEHICLE 
leg’s origin

IN_VEHICLE 
leg’s des na on

IN_VEHICLE 

BUS 

2.BUS

1.WALK 3.WALK 

tPT 

tWb tWe 

tV

WALK WALK 

WALK WALK 

tPTb tPTe 

Fig. 2. Matching a sampled trip with the static public transport timetable to detect
whether or not the trip has been a PT trip as well as to identify the PT mode (e.g.
Tram, Bus, Commuter Train).

journey planner inevitably include walking sections in addition to the desired
transit (vehicular) leg. The additional walking sections can appear at the begin-
ning (tWb to walk from the detected start of vehicular leg to the public transport
stop for boarding) and/or at the end of the trip leg (tWe to walk from the exit
stop to the detected end of vehicular leg).

Selection of Query Parameters. The origin and destination parameters of
our OTP query are set equal to the start and end geolocations of the sampled leg,
respectively. The third query parameter, trip start-time, is set based on the leg’s
start-time as follows: The maximum allowable inaccuracy in transition points
is dEmax = 500m. Therefore, to account for inaccuracy in time and place of
origin, in our query to the journey planner the earliest permissible start-time of
the trip is adjusted back by tWb = 6.2min to allow 500 m of walking at a speed
of vW = 1.34m/s to the boarding stop. Figuratively speaking, in case of offset
in recorded IN VEHICLE leg, we allow the traveller to catch the desired transit
line according to actual timetable by walking to the nearest stop. If there is
no delay and time and place of transition are completely accurate, the traveller
would just wait 6.2 min at the boarding stop to take the transit line. Adjacent
stops are assumed to be no more than one kilometre (2 × 500m) apart.

Correspondingly, to relax both the origin and the destination, a maximum of
2 × dEmax = 1,000 m of walking is requested for each resulting plan. The OTP
query requests for three PT plans for each candidate vehicular leg.
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Filtering and Validation of Query Response. Out of the three returned
plans the best match, if good enough, is chosen. Plans that match the following
criteria can be discarded :

– Plans having a total duration of more than tEPT = 3min shorter than
the user-recorded vehicle leg, thereby assuming that the transit vehicle must
travel closely according to schedule to avoid false positive matches.

– Plans having a total duration of more than Δdt = 18min longer than the user-
recorded vehicle leg. This difference denoted by Δdt includes the walk times
for dealing with location inaccuracy discussed above (ΔtW = 6.2min × 2 =
12.4min for the whole trip), and the time assumed for a mass transit vehicle
to travel between adjacent stops (maximum 1000m for the whole trip at
minimum speed of vPT = 3m/s, equal to ΔtPT = 5.6min).

– Plans where the duration of the included transit leg (tPT ) differs by more
than ΔtPT = 5.6min from the user-recorded vehicular leg (tV ), based on
assumed time of travel of the vehicle between adjacent sparse stops.

– Plans where the start of the included transit leg differs from that of the
recorded vehicular leg by more than 5.8 min. This value considers a public
transport vehicle traveling between adjacent stops at the beginning of the
trip (tPTb = 2.8min, for 500m) plus an assumed tEPT = 3min deviation
of the transit line from its schedule.

The plans returned by the journey planner interface include location point
sequences of the planned trips. As illustrated in Fig. 3, the location point
sequences are also matched against the recorded user trace to verify that the

Mismatched sec on of two routes 

1.WALK 

Boarding stop End stop 

2.BUS

3.WALK 

Route of the sampled IN_VEHICLE leg 

Route of the planned trip 

IN_VEHICLE leg’s origin/des na on

Fig. 3. Matching the sampled trip route with the planned PT route. This figure illus-
trates an example of a mismatch between routes of planned PT transit and the sampled
vehicular leg. PT vehicle of the planned trip takes a different route by partly passing
different roads compared to the original sampled trip.
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route of the public transport line matches the recorded user trace. For com-
parison the recorded user trace is sampled at no less than 100 m intervals, and
leading and trailing points may be ignored based on the assumed inaccuracy
of origin and destination. A minimum of 70% of sample points must match a
plan point within 100 m, and no more than four adjacent sample points may fall
outside 100 m of the plan points for the plan to qualify. Out of the qualifying
plans, the one with the closest start-time to that of the recorded leg wins.

Our current algorithm only validates plans containing a single vehicular leg.
However, quick transfers between vehicles may not have been detected as sepa-
rate vehicular legs by the activity detection and filtering of the mobile device.
Allowing trip plans with transfers, and splitting the reference vehicular leg
accordingly, could produce improved detection for such cases. An example of
the fusion of a BUS leg and a SUBWAY leg to a single IN VEHICLE leg can be found
from device 6 at 13:59 to 14:25, where a short transfer has occurred between
14:17 and 14:19.

8 Recognition Results

Compared with the 103 manually logged trips, 86 IN VEHICLE segments were
recognised by our filtering algorithm, 85 of them overlapping at least a part of
a logged trip.

The 28 trips recognised with correct line name from transit live using the
new live algorithm were detailed in Table 5. The statistics for all the recognition
methods are collected to Table 10. The static approach yielded the highest num-
ber of matched trips, but with one false line type and two false bus line names.
Live recognition performance suffered from the absence of many buses and all
trains in the data, but especially subway trip detection was significantly improved

Table 10. Trip matching statistics for all recognition methods compared to the manu-
ally logged trips (“line name” = matching line name, “line type” = matching line type).

Static Old live New live Combined Logged

Bus 8 3 4 9 15

Bus (line name) 6 3 4 7 15

Tram 8 8 8 9 15

Tram (line name) 8 7 7 9 15

Train 4 0 0 4 9

Train (line name) 4 0 0 4 9

Subway 19 9 17 25 58

Public transport 40 20 29 48 97

Public transport (line type) 39 20 29 47 97
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with the new live algorithm compared with the old one. Looking at the com-
bined results but without requiring the line name to match, 60% of bus and
tram trips, 44% of train trips and 43% of subway trips were recognised. If the
correct line name is required, bus recognition success drops to 47%.

9 Discussion and Conclusions

The referenced dataset describes the trips of seven study participants using pub-
lic transportation in the Helsinki area for a day, and a reference participant using
a private car. The dataset includes a manual log of the trips, automatically col-
lected measurements from the mobile devices of the participants and the public
transport infrastructure data, which was available from the public transport
provider at the time of the test. The mobile device measurements include geo-
graphical position and activity estimates. The infrastructure data consists of live
locations of public transport vehicles and static timetable data. The challenge is
to correctly match as many public transport trips as possible using the various
measurements. The results can be verified using the manual log.

The data suffers from multiple imperfections. The estimated activities from
the mobile devices are not always correct, e.g. sometimes a passenger is perceived
to be riding a bicycle during a tram trip. Due to the power saving features of
the mobile device client application and problems in positioning in trains and
underground scenarios, measurements can be intermittent or completely missing.
Other problems in positioning sometimes result in locations hopping between the
correct position and a single distant point. Live locations were not available from
all public transport vehicles at the time of the trial.

Altogether 103 trips are logged in the dataset, 97 of them carried out using
public transportation. Combining matches from the static timetable and live
data 60% of bus and tram trips, and 43–44% of train and subway trips were
recognised with the correct vehicle type. Recognition of correct line names was
otherwise on the same level, but for buses the recognition result dropped to 47%.
The joint combined public transport recognition reached a level of 48% for the
correct line type.

The currently achieved results are approximate, but adequate for purposes,
where exact recognition of every trip is not necessary. For e.g. public transport
disruption information filtering the current recognition level would be sufficient,
because the likelihood of a correct recognition increases fast for frequent trips
on the same public transport line and the penalty for false positive recognitions
is not very high. For purposes where the passenger can review past trips indi-
vidually the current level of performance can be frustrating. For fare payment
processing it would be unacceptable.

Improvements in activity recognition accuracy of the mobile device and better
vehicle coverage of live transit data would both contribute to better recognition
probability. With the current power saving algorithms the mobile device power
consumption is reasonable but clearly noticeable, especially when the device is
constantly in motion, causing positioning to be requested with high accuracy.
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Without radical improvements in battery and/or positioning technologies power
consumption should be decreased rather than increased, which sets limitations to
future improvements in the client sampling. One approach for testing would be to
make more use of radio beacons in public transport vehicles. While in proximity
of an identified radio beacon, the high accuracy positioning of the mobile device
could be switched off and the system would rely on the positioning service of
the public transport vehicle.

Acknowledgements. Supported by the TrafficSense project in the Aalto Energy Effi-
ciency Programme funded by Aalto University.

In addition to authors the following persons have contributed to the Traf-
ficSense software: Joonas Javanainen, Kimmo Karhu, Juho Saarela, Janne Suo-
malainen, Michailis Tziotis. In addition to the authors and software contribu-
tors the TrafficSense project has been participated by Mikko Heiskala, Jani-Pekka
Jokinen, Iisakki Kosonen, Esko Nuutila, Roelant Stegmann, Markku Tinnilä, Seppo
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Abstract. In Facebook, the set of pages liked by some users represents
an important knowledge about their real life tastes. However, the process
of classification, which is already hard when dealing with dozens of classes
and genres, is made even more difficult by the very coarse information of
Facebook pages. Our work originates from a large dataset of pages liked
by users of a Facebook app. To overcome the limitations of multilabel
automatic classification of free-form user-generated pages, we acquire
data also from IMDb, a large public database about movies. We use it to
associate with high accuracy a given cinema-related page on Facebook
to the corresponding record on IMDb, which includes plenty of metadata
in addition to genres. To this aim, we compare different approaches. The
obtained results demonstrate that the highest accuracy is obtained by
the combined use of different methods and metrics.

Keywords: Online Social Networks · Data mining
Information Retrieval · Text similarity

1 Introduction

Nowadays, Online Social Networks (OSNs) are the most popular applications in
Internet. They changed the way of how people communicate and interact. Struc-
tural properties of OSNs and, in particular, understanding users’ behavior when
they connect to OSNs is crucial for designing user-centered systems. In particu-
lar, analysing every aspect of the online social life of users, we could be able to
build a kind of system, as a distributed system [9], to model a current Online
Social Network, as Facebook. To analyze aspects and characteristics of users,
we need information about the online identity of a user, which involves informa-
tion about the topology of the social graph, friendships and interactions between
users, etc. Given several information regarding an online social network user, one
point consists in the definition of multi-dimensional networks [4,14], in which we
can mark users with several attributes (i.e. personal interests about cinema,
music, etc.). Multidimensionality allows us to analyze each layer separately and
at the same time investigate aggregations of different layers. Multi-dimensional
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 98–109, 2017.
https://doi.org/10.1007/978-3-319-71970-2_9
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networks can be represented as a multi-graph and due to their complexity, they
are difficult to be analyzed. A recent trend in OSNs is to organize the informa-
tion related to some specific topics (music genre, actors, movies, ...) in pages
which can be linked to users through a like operation. This information repre-
sents an important knowledge of the real life of users and permits to categorize
users according to specific categorizations.

The study of online behaviour of users is a hard task for at least two main
motivations: (i) The information is very coarse and not easy to categorize
because users are free to create what they want and how they want. An example
can be done by considering an information related to music pages. In Facebook
we can find several pages related to a singer X and several pages dedicated to
songs of the singer X. All of these pages should belong to the same category. (ii)
The lack of a complete dataset which contains information about users, interac-
tion, interests and temporal behaviour (needed to understand the evolution of
the social life).

Our work deals with a specific objective, in the scope of these general motiva-
tions. In particular, we have tried to overcome some of the mentioned limitations
by gathering a real Facebook dataset in which we have all the required infor-
mation. Thanks to real data, in this paper we provide a tool which can be used
to understand some specific personal data of users, with good precision. Indeed,
the tool permits to limit the amount of the coarse information obtained from
the OSNs by understanding the topic of the information.

We evaluate our tool on Facebook pages concerning movies. The evaluation
shows that the tool is able to find a specific film related to a given title and, as
a consequence, we are able to understand the genre of the film.

2 Related Works

Traditional methods of Social Network Analysis (SNA, see [21]), are often sup-
ported by a semantic analysis of social media to discovery implicit communities
that share common tastes and interests in different domains [2]. Community
detection is one of the most popular and most computationally expensive appli-
cation of SNA; it is useful in recommendation systems, link prediction and sug-
gestion, epidemic spreading and information diffusion. An example of community
detection algorithm is presented in [1], which adopts an ego-based approach and
exploits the parallelism of modern architectures. The problem of discovering
topically meaningful communities is introduced in [20]. The framework allows
the discovery of both communities and users’ interests, with quite good results.
In [11] the authors investigate how social networks can be used to generate
recommendations and predict the ratings of clubs. The use of both social and
content-based information in recommendation system is described, also, in [3]. It
presents an inductive learning approach to recommendation, using both ratings
information coming from the individuals of a networks and other forms of infor-
mation about each artifact (such as, cast lists or movie reviews) in predicting
user preferences.
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Facebook is one of the most popular online social networks and its structure is
widely investigated: for example, in [23] the authors describe the social structure
obtained by the complete Facebook network of 100 American colleges and uni-
versities from a single-day snapshot. Many companies and brands use Facebook
to increase their social reputation, or for so-called word-of-mouth marketing. In
a recent research [22] the authors investigate the impact of social influence of a
Facebook fan page on movie box offices. In fact, almost every movie has its own
Facebook fan page nowadays. The research shows that it is possible to establish
a relationship between the information diffusion among users on Facebook and
the engagements of a fan page without explicit knowledge of the social network,
and to measure the social influence of leading users in a fan page. HappyMovie
is a Facebook application for recommending movies to groups [18]. The final
recommendation is influenced by the personality of each member of the group
and the way in which they are connected. This way, the application can offer
a product to a group of people that fits the individual needs of every member,
trying to achieve high satisfaction. Another interesting Facebook application
for a movie recommendation system is presented in [17]. It basically exploits
the information coming from Linked Data datasets in the Linked Data cloud,
mainly DBpedia and LinkedMDB (the semantic-enabled version of the Internet
Movie Database IMDb), to compute a semantic similarity between movies and
to provide a recommendation to the user. In [12], authors use both videos and
subtitles of movie trailers to classify the genre and MPAA rating.

In the fields of Information Retrieval and document clustering, the possi-
bility of discriminating and selecting documents using text semantic similarity
is a quite relevant challenge. In [10], the authors discuss the existing works on
text similarity through partitioning them into three approaches: String-based,
Corpus-based and Knowledge-based similarities. String-based similarity mea-
sures operate on string sequences and character composition. In [5], a variant
of the Damerau–Levenshtein Distance is used for spelling corrections. In [13],
Cosine Similarity is used for document clustering. Another string matching algo-
rithm is the Gestalt Pattern Matching, or Ratcliff/Obershelp pattern recogni-
tion, that is based on the longest common subsequence [19]. An overview of
Corpus-based and Knowledge-based similarity algorithms is described in [16].
Corpus-based measures of word semantic similarity try to identify the degree of
similarity between words using information exclusively derived from large cor-
pora, while knowledge-based measures try to quantify the degree to which two
words are semantically related, using information drawn from semantic networks.

3 Datasets

3.1 The SocialCircles! Dataset

We use a real dataset gathered by a Facebook application, called SocialCircles!1,
which exploited the Facebook API to retrieve social information about registered

1 http://social.di.unipi.it/.

http://social.di.unipi.it/
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users. The application is now unavailable because Facebook no longer support
the applications exploiting this API since the 1st May 2015. The goal of the
application was to retrieve a good number of Ego Networks, which are explained
in detail in [8]. Instead our specific scenario is explained in [7] and is associated
with the following sets of data:

– Topology and profile information. We gathered complete profile information
about 337 registered users and the friendship relations existing between them.

– Interaction information. We collected information about interactions between
users registered to the application and their friends, such as posts, comments,
likes, tags and photos.

– Online presence data. We monitored the chat presence status and obtained
information about the time spent online by registered users and their friends,
for a total of 95.578 users.

The dataset obtained from the SocialCircles! application contains 337 com-
plete Ego Networks, for a total of 144.481 users (ego and their alters). The Ego
Networks we retrieved have the advantage of representing a very heterogeneous
population: 213 males and 115 females, with age range of 15–79 with different
education, background and provenience. We believe this is an advantage com-
pared to other works where the dataset comes from an analysis of groups of
people with the same background and education [15]. In [6] a complete analysis
of the dataset is shown.

3.2 Multi-layer Ego Network: Users, Interactions, and Movies

As explained before, we are able to build a multi-layer network which contains
different layers, one to describe the ego network of a generic ego, one layer
to describe the interaction between users in an ego network and, finally, one
layer to describe an interest of users, in our case we focus on movie genres.
This multi-dimensional ego networks could be extended in the future with other
information contained in our dataset, such as music, books, etc., which can be
used to categorize users, find homophily and, to recommend information based
on user interest. As shown in Fig. 1, from the SocialCircle dataset we extract
information about 69519 Facebook movie pages and the relations between users
and the movie pages (who likes what). Several of them are pages without a
significant title and the most important problem when we need to tag a user
with a genre is to understand the genre of a page from the title of the page, that
is the only information available. Thus, for each page we also collect all available
posts and comments.

3.3 The IMDb Dataset

The Internet Movie Database (IMDb)2 is an online relational database of infor-
mation related to movies, television programs and video games, including cast,
2 http://www.imdb.com/.

http://www.imdb.com/
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Fig. 1. Workflow of data acquisition from Facebook, for a given public page.

production crew, fictional characters, biographies, plot summaries and reviews,
handled by IMDb.com, Inc., a subsidiary of Amazon. IMDb contains the Top
Rated Movie list, ranked by a formula which includes the number of ratings each
movie received from users, and the value of ratings received from regular users.
To be included on the list, a movie must receive ratings from at least 25000 users.
Using the same threshold for popularity, the dataset used in this work is made
up of all the 4636 unique films that received ratings from at least 25000 users
on IMDb. In addition to the title, the dataset contains synopsis, plot and genre.
Each movie can be associated to one (or more) of the 27 genres. The textual
elements analyzed in our work are titles, plots and synopsis.

4 Methodology

In our system, the main algorithm confronts a given Facebook page with a list
of IMDb movies, to find the best matching movie. Algorithm1 is essentially a
function to select the movie with the maximum similarity, with respect to the
given page. The parameters represent, respectively, the given page (p) and the
set of movies (M, in our case, the whole dataset acquired from IMDb). Both
the SelectMovies function and the PageSimilarity function are customizable
in different ways. In fact, we experimented different mechanisms and policies, to
finally find the most suitable combination.

In all our experiments, but the very first, the SelectMovies function is
an implementation of Algorithm 2. Each IMDb movie is associated with its
title similarity, with respect to the given Facebook page. Thus, a list of pairs
(similarity,movie) is obtained. This list is then sorted and its first n elements
are considered for further analysis. Here, n is the result of an implementation of
the SliceSize function, which we will discuss later.

4.1 Approach #1: Content Similarity

Since titles are not accurate, the first approach we have experimented is simply
to discard them completely. This analysis is based on the content of Facebook
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Algorithm 1. Pseudo-code of the main function.
1: function FindMovie(p,M)
2: L ← SelectMovies(p,M)
3: sbest ← 0
4: mbest ← None
5: for all ts,m ∈ L do
6: s ← PageSimilarity(p,m, ts)
7: if s > sbest then
8: sbest ← s
9: mbest ← m

10: end if
11: end for
12: return mbest

13: end function

Algorithm 2. Pseudo-code of the selection of movies.
1: function SelectMovies(p,M)
2: L ← ∅
3: for all m ∈ M do
4: ts ← TitleSimilarity(p,m)
5: L ← L ∪ {(ts,m)}
6: end for
7: L ← Sort(L)
8: n ← SliceSize(L)
9: L ← Take(n,L)

10: return L
11: end function

pages and IMDb movies, without considering their titles. Given a certain page p,
we confront it with each movie m in our database, based on their textual content.
For the Facebook page, the text is collected from all posts and comments on the
page. For the IMDb movie, the text is obtained by concatenating its synopsis (if
it is available) with all its plots.

Referring to Algorithm 1, the SelectMovies function is essentially replaced
by an all-pass function. All available movies are accepted and assigned the same
title distance. The PageSimilarity function is evaluated as the Cosine Similarity
between the page p and the movie m. As we will describe later, this approach is
very computational intensive, as it compares a given Facebook page with every
available movie. Moreover, its accuracy is not satisfactory.

Cosine Similarity has been used as it is one of the best known and most
precise algorithms for evaluating the similarity between two long texts. It uses
the classical BagOfWords transformation, for representing a text in a multidi-
mensional space. Features are then weighted according to the TfIdf model, which
highlights the most peculiar words of a given text, instead of the most frequent
words. Texts in our datasets are all prefiltered, for removing stop words, and
stemmed.
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4.2 Approach #2: Variable Slice

The second approach uses the similarity between titles, in order to obtain a list
of the most promising movies. This has the aim of both reducing calculations
and also guiding the process towards the most interesting set of movies.

For confronting titles, we have initially considered the Levenshtein distance
and the Gestalt Pattern Matching (GPM) function. However, from the initial
results, the Levenshtein distance has demonstrated to be unfit for this kind of
analysis. Thus, for implementing the TitleSimilarity function, we have used the
Gestalt approach for pattern matching.

For deciding the size of the slice of movies to consider, we have studied the
data in our annotated dataset. In particular, we have plotted a set of points
for these data, in a Cartesian space, where the x-axis represents the obtained
best value of similarity (not necessarily for the correct movie) and the y-axis
represent the position of the correct movie in the sorted list. A linear regression
gives better clue about the most useful region of this space. In fact, when the
best obtained similarity is low, the position of the correct movie tends to be
higher. Thus, in our system, the number of movies considered for full textual
analysis is a variable slice. The implementation of the SliceSize function closely
approximates this regression line, i.e., the slice size is inversely proportional to
the best obtained similarity (which may not correspond to the correct movie).

Fig. 2. Linear regression applied to sample data. Each dot represents an instance of the
sample dataset, as a pair (similaritybest, positioncorrect). I.e., we have matched each
obtained best value of similarity (which may not correspond to the correct movie), with
the position of the correct movie in the sorted list. The line is the linear regression.

4.3 Approach #3: Gestalt Title Similarity

As an alternative evaluation, instead of measuring the Cosine Distance between
textual content, we use only the title similarity (based on Gestalt Pattern Match-
ing). In Algorithm 2, this corresponds to a constant slice size of a single element:
the movie with the best matching title.
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4.4 Approach #4: Levenshtein Title Similarity

For direct comparison, we repeat the previous approach, using a measure of
similarity based on the Levenshtein Distance, instead of the Gestalt Pattern
Matching. The similarity measure is essentially obtained from the inverse of
the distance. In the following formula, x is the Levenshtein Distance and y the
similarity (k is a parameter to optimize).

y =
1

1 + k · x

4.5 Approach #5: Title + Popularity

Additionally, for selecting the most promising movies, their popularity may also
be useful. Thus, we evaluate a popularity index, on the basis of votes collected
on IMDb. We consider the total number of votes, disrespecting their particular
value. Either voted positively or negatively, a movie has to be considered popular
or known, if it collects a large quantity of feedback. For evaluating the popularity
index, we use the following function, which penalizes the less popular movies
(h is a parameter to optimize). It is worth to remember here that we have
collected only IMDb movies with at least 25000 votes. The title similarity is
then combined linearly with this popularity index. Popularity is weighted with
a small coefficient, as it is useful to discriminate only among very similar titles.

y =
(

1 − 25000
x

)h

4.6 Approach #6: Title + Popularity + Content

Finally, according to this last approach, both the textual content and the title
provide useful information for finding the right movie. Thus, in this case the
PageSimilarity returns a linear combination of title similarity (Gestalt Pattern
Matching) and content similarity (Cosine Similarity).

Cosine Similarity is inferior, alone. But it provides a good contribution, if
joined with title similarity.

5 Results

We have tested all the approaches described in Sect. 4 on a subset of Facebook
pages, from the global dataset. These randomly selected pages have been manu-
ally annotated and accurately matched with their corresponding IMDb movies3.
This testset includes 327 pages, which are of very different kinds, including some
titles with misspelled words, cryptic citations, names of actors and characters
instead of the movie title, non-English language, etc.
3 The main datasets of this work are available at http://sowide.unipr.it/datasets.

http://sowide.unipr.it/datasets
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Table 1. Results of the different approaches, for both quality and computing time.

Approach Accuracy Precision Recall F-measure Time

#1 14.98% 0.1887 0.1503 0.1596 22611.52 s

#2 68.50% 0.8021 0.6840 0.7095 267.18 s

#3 83.79% 0.8824 0.8374 0.8439 70.09 s

#4 81.65% 0.8901 0.8160 0.8279 7.46 s

#5 84.10% 0.8870 0.8405 0.8445 75.92 s

#6 86.24% (93.88%) 0.8944 0.8620 0.8666 314.26 s

In particular, for the content similarity, we always prefilter the textual content
for removing English classical stop words and stemming the remaining words;
for title similarity, we remove only the words “the” and “movie”, which are
often used in names of Facebook pages and largely disturb the analysis, and
then remove all spaces. In all approaches, we use the following optimizations:
the slice size decreases from 720 at rbest = 0, to 1 at rbest ≥ 0.9; for the Lev-
enshtein similarity, k is 0.05; for the popularity index, h is 2. In all our tests,
the Levenshtein similarity has always provided lower accuracy than the Gestalt
similarity, though executing in much less time.

Fig. 3. Accuracy (left) and execution time (right) of the six different approaches
described in Sect. 4. For the accuracy, the last bar shows also the quota of wrong
movies, but still in the correct series/saga. For the execution time, the results are in
seconds and the scale is logarithmic.

We have found that in many cases the correct movie can be determined simply
through the comparison of titles (approach #5). However, for obtaining the
correct result when the page title is misleading, the comparison of page content
and movie description is needed (approach #2). The final result (approach #6)
is obtained by combining title and content similarity, weighted at 0.40 and 0.60,
respectively; weights are optimized, meaning that content similarity gives an
important contribution. Results are shown in Table 1 and Fig. 3. We list here
few aneddoctical examples (when a FB page is dedicated to a whole saga, in the
test set it is linked to the first episode in IMDb).
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– FB page: ... Twilight., New Monn., Eclipse and Breaking dawn... [typo in the
title], correctly classified as: The Twilight Saga: New Moon;

– FB page: ∼TwILiGhT∼neW MoOn ∼eCLipse∼bReakiNg DAwN∼, correctly
classified as: The Twilight Saga: New Moon;

– FB page: noi...twilighters forever..., correctly classified as: The Twilight Saga:
New Moon;

– FB page: Toothless the unique NightFury dragon, correctly classified as: How
to Train Your Dragon;

– FB page: “So that’s who Finnick loves. A poor, mad girl back home.” [quotes
in the title], correctly classified as: The Hunger Games;

– FB page: New Zealand Hobbit Fans, correctly classified as: The Hobbit: An
Unexpected Journey ;

– FB page: Meet the Parents: Little Fockers, wrongly classified as: Meet the
Fockers, instead of: Little Fockers;

– FB page: Matrix Trilogy, wrongly classified as: The Matrix Reloaded, instead
of: The Matrix ;

– FB page: “boom boom!...fire powerr!” (Night At the Museum 2) [quotes in
the title], wrongly classified as: Night at the Museum, instead of: Night at the
Museum: Battle of the Smithsonian.

Finally, by a closer look at the errors, it can be easily observed that many
wrong movies are still selected from the correct series/saga. In many cases this
might still be a useful result. Counting also these instances as acceptable, the
final accuracy would be at 93.88%. In our opinion, the final result is pretty good
also for real world application. It is mainly due to the inclusion of external data,
IMDb in this case, in the process. These data add valuable knowledge, which is
exploited by the prediction system. As a downside, this kind of approach cannot
deal with pages related to less known or too recent movies, which are not present
in the IMDb list of popular movies, by number of votes.

In the end, it is worth to consider that a bayesian multi-label classifier (27
labels) has shown an accuracy of 68.38%, in predicting any one of the genres
associated with a movie. This classifier has been trained and tested, with 10-
folds cross validation, on the synopsis and plots from IMDB, which usually are
more coherent than Facebook pages. In [12], using movie subtitles, the genre is
classified with an accuracy of 43.66%, using a Support Vector Machine classifier,
with 7 possible output labels.

6 Conclusions

The motivation for this research work was to study the possibility of inferring
some Facebook users’ tastes about cinema genres, by analysing the pages they
like. Multi-class automatic classification with high accuracy, as required in the
case of the dozens of movies genres, is always challenging. It is even more so in
case of coarse user-generated pages. Our approach is based on the use of IMDb
data, to associate a Facebook page with an IMDb record, instead of direct genre
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classification. This way, on the basis of title and content similarity, we are able
to obtain a high level of accuracy in finding the exact movie which the Facebook
page is dedicated to. Thus, we gain not only genre information, but also all the
metadata in IMDb.
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Abstract. We investigate approaches to personal data analytics that
involves the participation of all actors in our shared digital culture. We
analyse their communities by identifying and clustering social relations
using mobile and social media data. The work is part of our effort to
develop tools to create a “social data commons”, an open research envi-
ronment that will share innovative tools and data sets to researchers
interested in accessing the data that surrounds the production and cir-
culation of digital culture and their actors. This experiment focuses on
the groups of clustered relations that are formed within a user’s social
data traces. Community extraction is a popular part of the analysis of
social data. We have applied the technique of Markov Clustering to the
Twitter networks of social actors. Qualitatively, we demonstrate that
it is more effective than the Louvain method for finding social groups
known to the subjects, while still being very simple to implement. We
also demonstrate that traces of cell towers captured using our “MobileM-
iner” mobile application are sufficient to capture significant details about
their social relations by the simple application of k-means.

1 Introduction

Applications, especially social media applications, on mobile devices are fre-
quently given access to information about their users’ location, through infor-
mation about cellular network towers, wireless networks and full GPS access.
When this is combined with the media or messages the users choose to send
or receive, an application can learn a great deal about them. This data is often
used to target advertising or recommend other content or connections with other
users. Some studies are able to negotiate with mobile service operators for the
use of customers cell tower data, under certain conditions. Others have made
use of mobile application data through agreement with social media companies
or use of their APIs within terms-of-service. Levandoski et al. [1] collected data
from the Foursquare service using its public API, but a page on the University
of Minnesota website [2] states that this is no longer available at Foursquare’s
request. Since this data is anonymised, it is not possible to use it in discussions
with mobile device users about their attitudes to data and privacy.
c© Springer International Publishing AG 2017
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One way to secure such data for long-term use without conditions is to collect
it from end-users with their full informed consent and participation. To this end,
we have collaborated with 20 young programmers recruited via Young Rewired
State [3] (YRS). An Android application provisionally called MobileMiner [4]
was developed that logs data commonly gathered by other mobile applications,
as well as their network activity. The application was developed in public, with
the source-code made available under version 2 of the Apache license so the YRS
members could be aware of its activities and participate in its development. They
were issued with smartphones with the application installed, and used it to log
data over 5 months. During this time, we held two hackday events attended by
the YRS members. The first had a theme of application development, the other
geared towards returning the data to the participants so they could analyse if for
themselves [5]. We have already reported on MobileMiner’s collection of network
socket data [4]. Here, we investigate the insights that can be gained by its capture
of the mobile cell towers user’s devices connect to. In order to reason about what
insights third-party app developers could gain from this data, given they also
have the users’ generated content, we also analysed the Twitter networks of the
YRS volunteers.

The exponential growth of both transactional data and metadata that is gen-
erated within social media platforms raises questions in relation to how data is
archived and assigned value [6,7]. Commercial services such as Conversocial [8]
and SproutSocial [9] provide the means for businesses to analyse the perception
of their brands in social media, in order to manage customer complaints and
capitalize on positive reviews. Others, like Twitonomy [10] and Simply Mea-
sured [11] track the effectiveness of social media campaigns (how far a Tweet
is retweeted, for instance) and identifying key influencers. The TrendMiner [12]
project also enables the mining of social media data, with the stated goals of
enabling political analysis and economic decision-making.

The focus of these tools is seldom directed towards users and how they use
social media in their everyday lives. We believe that there is a need for tools
that allow social media users to gain awareness of how the data they generate
are being used. In light of analysis of this data, users may assess how they might
want to change their use of such platforms. To this end, we provide a “Social
Data Commons” in the “Our Data Ourselves” project [13]. This kind of work
is often dominated by commercial interests who treat the content produced by
users as the central point of value in exchange for “free” online services.

Twitter has demonstrated to be a rich source for network analysis and com-
munication patterns. It allows us to investigate, for instance, the degree to which
users are consumers of content from a few accounts with many followers or
whether they use the platform conversationally between other users with recip-
rocated follower relationships. The fraction of these relationships which have
involved sustained conversations and the frequency distributions of their lengths
has also been studied [14]. Lastly, the degree to which a user’s friends and fol-
lowers network can be segmented into communities or clusters is of key interest.
Members of such clusters will have more friend/follower relationships between
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them than with those in other groups. Himelboim et al. [15] used NodeXL spread-
sheet tool [16] to retrieve tweets containing certain keywords, then cluster the
accounts that tweeted them into communities. It was observed that there were
far more interactions within communities than between them.

Our experiment uses the Markov Clustering (MCL) graph-clustering algo-
rithm, [17] which is very simple to implement. We apply this algorithm to
analyse how sociality develops within the networked relationships around a Twit-
ter account.

2 The MobileMiner App

The Android operating system was pragmatically chosen as the mobile platform
for the project; it has the largest share of the smartphone market and requires
less investment to release code and apps. Following our co-development approach
with YRS, it was essential that the YRS members would be able to contribute to
app development. The Apple IOS, for instance, limits these options significantly.
The tool-chain for development on Apple’s IOS is only available for its MacOS
operating system. MacOS can be run on virtual machines without access to
Apple hardware, but not without breaching its end-user license agreement. In
order for the YRS members to send and receive updates to MobileMiner and
install it on their devices, all would require access to Apple hardware. The only
other way to distribute the app would be via Apple’s I-tunes store, which would
have been subject to its approval. In contrast, the Android operating system
gives the user the option of installing software from sources other than Google’s
Play store. The Android development tool-chain or software development kit
(SDK) is cross-platform, and released under the Apache open-source license,
albeit with restrictions on the distribution of the supplied binary executable
files.

The MobileMiner Android app gives users the option to start and stop record-
ing data whenever they choose. It displays the active mobile or wireless network,
the id of the current cell tower, and recent app activity in terms of network socket
usage (Fig. 1). Newly gathered data is written to a SQLite database on the device
at 5 min intervals. Storing each item as it arrived would cause very frequent writ-
ing to the device’s flash storage, and have a very severe effect on battery life.
To avoid accruing mobile data costs to the user, new data is uploaded by an
http request to a server every 10 min only if the device has a connection to a
wireless network. There are some basic features to examine the collected data
on the device. A list of apps ordered by the number of network socket events
is provided, and the users may also request a heat-map showing how frequently
they visit the cell towers known to the OpenCellID [18] database. The maps
are drawn using OpenStreetMaps [19] via the OpenLayers JavaScript library.
Users have the option to copy the app’s SQLite database to an accessible part
of their device’s flash storage. Users do not have access to the databases of the
apps on their devices by default; root access and the SDK are required. The
YRS members were encouraged to access their data using the SQLite module
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in the Python standard library during the first hack-day, although SQLite apps
are available for examining the data on the device.

Android apps may request GPS location data from two sources, either from
the device’s sensor or via Google’s Play Services API. The latter is combined
with location data from cell towers and wireless networks, but requires agreeing
with Google’s terms and conditions, as does the display of Google’s Maps within
an app. The precision afforded by such data could allow individuals to identi-
fied by their home address. Frequent and repeated use of the GPS sensor would
also significantly reduce the device’s battery life. It is therefore more attractive
to use the locations of cell towers as a proxy for approximate location. Apps
using Android’s ‘coarse location’ permission are fed location information based
on cell towers and wireless networks, but short of disabling wireless connections
on the device, there is no way to limit this to cell towers only. The extra preci-
sion of location afforded to the coarse location API by adding wireless network
information is too high for it to be captured by the app. MobileMiner uses the
Android API to collect the IDs of cell towers as the device connects to them,
then finds their locations using data from the OpenCellID database. This con-
tains crowd-sourced measurements of the locations of cell towers, combined with
known locations from some mobile network operators that freely publish this
information. Unlike collecting cell IDs only during call or SMS events from the
logs of mobile operators, [20] these trails of locations are continuous as long as
the app is in use, subject to the sparseness of the OpenCellID database.

Fig. 1. Screenshots of the MobileMiner app, showing network sockets, apps ordered by
total activity, and a heat-map of cell towers.

3 MCL

MCL community detection works by reasoning about random walks on a net-
work, for which an adjacency matrix is created. The columns are normalized,
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such that entries for each column node represent the chance of visiting a con-
nected node chosen at random. Squaring the matrix produces columns of proba-
bilities of node occupancy after two such random steps, starting from the column
node; this stage is called expansion. The elements of the matrix are then raised
to a power called the inflation parameter (2 in this case) and the columns are
renormalized. This has the effect of raising higher probabilities and reducing
lower ones. The two steps are repeated until the matrix converges, when most
of the entries will be close to 0 or 1. The non-zero entries in a row will represent
probable starting nodes for a random walk, given that it ended in the row node.
Assuming that a random walk starting in a densely connected community of
nodes is more likely to remain within it than to leave it, the sets of nodes with
non-zero entries for each row represent clusters.

3.1 Acquiring Twitter Data

Before applying MCL to the Twitter accounts of the YRS volunteers, we tested
it using that of a digital culture researcher, also an author of this paper. User
profiles were extracted with the Twitter API and stored in the Neo4J graph data-
base. The properties returned by the API call were used to form the attributes of
each node representing a user. The users’ friends and followers were retrieved by
repeated API calls; these relationships were modeled by creating directed edges
between the nodes in the database. Having seeded the users in the Neo4J graph,
the friends and followers were expanded in the following way, using Neo4J’s
graph query language Cypher:

1. Find set of user nodes who have a friendship relationship with the seed user
in any direction.

2. Find the set of user nodes who have a relationship with any users in the
previous set.

3. Find the count of outgoing (friends) or incoming (follower) relationships
already within the database for each node in this set.

4. Compare the count to the expected number of relationships as described by
the “friends count” or “followers count” attributes returned by the Twitter
API calls.

5. Return the users for which the count is lower, in ascending order of when
they were retrieved.

6. Expand these users friend-follower relationships and repeat.

3.2 Applying and Evaluating MCL

A set of Twitter users with bi-directional follower relationships was constructed
with another query in order to be analysed with MCL, implemented using
NumPy [21]. All such relationships were returned for users within two rela-
tionships of the target user. An adjacency matrix was constructed to represent
this network, with the diagonal filled with 1s to add a self-loop to each node.
Having normalized the columns, the matrix was squared, raised to the power of
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an inflation parameter of 2.0 element-wise, and renormalized. The process was
repeated until the standard deviation of the absolute differences between suc-
cessive matrices was less than 10−3. Clusters were extracted by considering rows
with more than three non-zero elements. For the first Twitter account exam-
ined, the graph matrices was around 7000× 7000 in size, with the algorithm
converging in around 25 iterations.

We chose to evaluate our implementation of MCL by comparing it with an
out-of-the-box approach and then let the researcher evaluate the results and
label them. To this end, we used the popular graph analysis tool Gephi [22],
which implements the Louvain clustering algorithm [23]. This algorithm involves
successively joining clusters together such that modularity, which measures the
density to intra-cluster links to inter-cluster ones, is maximized. The researcher
then rated each of their clusters returned on a scale of 1–3, where 1 indicated that
the individuals within the cluster were connected by a clearly identifiable com-
mon denominator and research goal, 2 that the individuals seemed connected,
but the context was not clear, and 3 that the individuals seemed to have no
connection. The researcher was not involved with the collection of data or the
implementation of MCL, and was unaware of which methods were used to gen-
erate the clusters. This semi-automated approach has proven effective for the
analysis of clusters [24].

The Twitter account had 7144 others within two reciprocal friend/follower
relationships. The MCL algorithm placed 55% of these in clusters with more than
three members, the remainder were considered unclustered. Just over 8% of the
accounts were in the largest cluster, the next largest had 5%, 5% and 4% of users
respectively. This tendency towards large numbers of small clusters suggests that
MCL may be over-fitting by partitioning larger clusters into smaller ones. The
clusterings are summarized in Table 1.

At the time of capturing the data, the account had 319 friends and 346 fol-
lowers, with 100 users in both groups. The qualitative cluster labeling exercise
resulted in 20% of clusters being given the highest grade of relevancy, these
contained 195 Twitter accounts. 37% of clusters received the second highest
grade. Given that the vast majority of the Twitter accounts in the network were
unknown to the target user, the fraction of clusters with no apparent relevance
does not seem unduly high. MCL has clearly been able to extract some mean-
ing from the account’s connections, with many clusters clearly recognizable as
belonging to specific institutions or conferences. All of the clusters obtained by
the Louvain method received the lowest grade of relevance. Qualitatively, MCL
clearly extracts meaningful communities as observed by the owner of the Twit-
ter account surveyed, and has the advantage of clarity of application. There
is no definitive quantitative definition for graph clusters [25], nor a definitive
quantitative method for evaluating them [26].

3.3 Results

The same Twitter-crawling algorithm was applied to the 9 YRS volunteers
with Twitter accounts, and MCL and the Louvain method were applied to
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Table 1. Fractions of clusters achieving each relevancy score, for MCL and the Louvain
method.

MCL Louvain

1. Cluster is identifiable and relevant 20% 0%

2. Cluster is not identifiable, but possibly relevant 37% 0%

3. Cluster is neither identifiable nor relevant 43% 100%

all the accounts collected. MCL returned 13 clusters, with all but one of the
YRS accounts placed in the largest, with 319 accounts as shown in Table 2.
The remaining YRS member was placed in the second largest cluster, with 45
accounts. The Louvain method failed to identify the YRS members as a coherent
group, and distributed them across four clusters with 1–3 members in each. If
the Twitter communities detected by MCL are to have true social context, it
is reasonable to expect them to Tweet about well-defined topics. This is clearly
the case, as shown by the hashtags used in the MCL clusters containing the
accounts of YRS members in Table 3. Both clusters are dominated by the 2015
UK general election, but the cluster with more YRS members predominately
uses tags about the YRS organization and technology. The smaller cluster is
mostly concerned with UK politics.

Table 2. Distribution of YRS member Twitter accounts in clusterings by MCL and
the Louvain method.

MCL cluster size 20 26 6 6 5 45 5 319 6 5 14 14 5
YRS accounts 0 0 0 0 0 1 0 8 0 0 0 0 0

Louvain cluster size 15 78 7 43 168 67 55 230 24
YRS accounts 0 1 0 0 0 3 2 3 0

4 Mobile Cell Tower Data

When MobileMiner is in use, it creates a time-series of cell tower IDs, which using
the standard Android Java API. Many of the captured cell towers were known to
the OpenCellID database. We explore how much information these trails reveal
about the users. One of the most prolific YRS users of the app visited and logged
930 unique cell towers in 148 days. The latitudes and longitudes of 253 (27%) of
these were known to OpenCellID.

A simple approach to analysing user behaviour is to cluster the cell towers
spatially, [20] and then examine the times of occupancy of the clusters. k-Means
clustering is best suited to convex clusters in a low-dimensional Euclidean space,
these conditions are met by the cell-tower data reasonably well. The k-means
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Table 3. Hashtag usage for MCL clusters containing YRS members.

8 YRS accounts 1 YRS account

Hashtag Tweets Hashtag Tweets

GE2015 275 GE2015 78

tech 214 Eurovision 58

jobs 207 leadersdebate 33

YRS2014 185 bdw2015 24

Haunted 183 BattleForNumber10 21

ghosts 183 BBCQT 18

YRSFoc 181 GBR 15

hackmcr 167 bbcqt 14

yrs2014 156 eurovision 14

Arduino 149 NHTG15 13

FoC2015 141 FoC2015 12

Norwich 133 YRSAmbassadors 11

gamedev 132 depop 11

TG 130 BBCFreeSpeech 10

BigData 112 VoteConverative 9

linux 111 YRS2014 9

YRSHyperlocal 105 DimblebyLecture 9

design 99 endpointcon 9

routine from the SciKitLearn Python package [27] was applied to the normalized
location data for increasing values of k clusters, until the mean distances of the
points to their assigned cluster centres stopped decreasing appreciably. In this
case iteration stopped when the mean distance was greater than an arbitrary
fraction of 90% of the previous lowest value.

Figure 2 shows the clustering using simple feature vectors consisting only of
latitude and longitude. It is attractive to capture journeys, as well as places.
Extended groups of points near the centre of the distribution are split into three
clusters. It is likely that these are part of a single journey, with the breaks
between the clusters being accounted for by poor reception of the mobile network.
To mitigate this, the changes in latitude and longitude between successive points
were divided by the time intervals between them to estimate the velocity at
each point. The clustering was repeated using feature vectors consisting of both
position and velocity, as shown in Fig. 3. Points that are part of the same car
or train journey will have similar velocities, and can therefore be assigned to
the same cluster. A mobile device might connect to a new cell tower because
of network traffic or temporary loss of reception, rather than any change in
proximity, so this measure of velocity cannot be expected to be realistic. Such
random fluctuations should tend to cancel for clusters consisting of groups of cell
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towers that corresponded to places rather than journeys. These remained stable
for both clusterings.

Fig. 2. Cell tower locations with normalized latitude and longitude for a single user,
clustered by K-means using positions as feature vectors.

Fig. 3. Cell tower locations with normalized lattitude and longitude for a single user,
clustered by K-means using positions and velocities as feature vectors.

4.1 Temporal Analysis

The sequences of known cell tower locations for each user were clustered by
k-means using positions and estimated velocities as feature vectors and each
cell tower in a sequence was labeled with its assigned cluster. For each cluster,
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the number of days between its first and last visit and the number of days
with at least one cell tower connection were determined. The total number of
measurements in the cluster on weekdays and weekends were multiplied by 7

5
and 7

2 respectively. If the weekday product was greater than 5 times the weekend
product, the cluster was deemed to have been mostly visited during weekdays, if
the weekend product was greater than 5 times the weekday product, the cluster
was considered to have been mostly visited during weekends. The histograms of
the hour of each cell tower connection in each cluster were found. The earliest
and latest hours where the number of measurements was at least one fifth of
the maximum values were used to estimate the range of time when each cluster
tended to be occupied. The name of each cluster’s location was found by querying
OpenStreetMaps [19] API with the latitude and longitude of its centre.

For the user whose data was plotted in the previous figures, this approach
yielded a cluster active during all hours of the day for all days of the week,
that correctly corresponded to the district where they lived. Another, active
during weekdays from 09:00 to 19:00, plausibly connected to a daily commute,
was centred close to the school they attended. During some runs of the k-means
algorithm, the OpenStreetMaps API correctly identified the school by name. It
is likely that this would been achieved this more reliably if MobileMiner recorded
full GPS locations, as many commercial apps do. There were three other clusters
of note, each in a UK city, with visits on two days each. Given that the user
was attending a school, over 16 years of age, and the three cities hosted major
universities, a reasonable assumption would be that they were attending open
days, then interviews at the universities. This was further reinforced by the
appearance of these universities in the logs of wireless networks, and confirmed
when the user was interviewed at the second hack-day [5].

4.2 Predicting User Behaviour

The basic approach of examining the distribution of times of measurements
within the spatial clusters yielded detailed and accurate information about users’
behaviour. However, it would be attractive to predict behaviour as well as sum-
marize it. The cluster identified as a school was occupied as late as 19:00, rather
late for the UK school system. This may have been caused by an after-school
activity regularly held on certain days of the week. Cluster occupancy was mod-
eled using SciKitLearn’s [27] implementation of Random Forests. A sequence of
over 15400 cell tower IDs and their hour and day of occupancy for a single user
were split into training and test data-sets in the ratio 4 to 1. Using the hour
and day of the week as features allowed the cell tower ID to be predicted on
only 20% accuracy. This made no attempt to use the physical locations of cell
towers or deal with fluctuations in connections. The cell IDs were then replaced
with their cluster-labels from the position and velocity based k-means clustering.
Since only cells known to the OpenCellID database could be used, the data-set
was reduced to a size of 5670 cell connections over 100 distinct days.

94% of cluster visits were to two clusters, with 62% and 32% of visits each.
This time the same split between training and test data produced a Random
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Forest classifier able to predict cluster occupancy for a given time and day with
over 99.9% accuracy. Obviously, the data in this study is very heavily skewed,
but the classifier could not achieve this by only correctly identifying the two
most popular clusters. A dummy classifier that merely reproduced the class
distribution of the training data could only achieve around 50% accuracy, naive
Bayes scored 75% using the same features. Gatmir-Motahari et al. [28] conducted
a study using a large amount of network operator data, achieving over 90%
accuracy in place prediction having carefully considered factors including time of
day, day of the week and conventional working hours. They concluded that their
subjects may have led particularly regular lifestyles, others from more rural and
less affluent areas may have been harder to predict. Song et al. [29] quote 93% as
a more reasonable limit to predictability for cell tower traces. The random forest
classifier may have over-fit significantly, and might not cope well with changes in
routine. However, it does serve to demonstrate to subjects that their behaviour
can be modeled with quite sparse and coarse data.

5 Conclusions

While small datasets from crowd-sourced collections of location and social media
data cannot produce the insights of those from datasets where access is granted
by service providers, they can give a good indication to participants of what
insights are possible. MCL has shown how social media can identify groups with
which users associate, and their social context. The knowledge gained about
users by social media platforms is enhanced by their use on mobile devices when
access to location data is granted. A simple two-step process of clustering cell
tower trails followed by supervised learning of cluster occupancy over time is
sufficient to demonstrate this; actively engaging participants in their attitudes
to their data and privacy.
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Abstract. Current studies on churn prediction in telco apply network
analytics to analyze and featurize call graphs. While the suggested
approaches demonstrate a lot of creativity when it comes to deriving new
features from the underlying networks, they also exhibit at least one of
the following problems: they either do not account properly for dynamic
aspects of call networks or they do not exploit the full potential of joint
interaction and structural features and additionally, they usually address
these in a non-systematic manner which involves hand-engineering of fea-
tures. In this study, we propose a novel approach in which we address
each of the identified issues. In a nutshell, first, we propose slicing a
monthly call graph to capture dynamic changes in calling patterns. Sec-
ond, we devise network designs which conjoin interaction and structural
information. Third, we adapt and apply the node2vec method to learn
node representations in a more automated way and to avoid the need for
feature handcrafting.

Keywords: Dynamic networks · Graph featurization
Learning node representation · Churn prediction in telco

1 Introduction

Recent works on churn prediction in telco have been focusing on using net-
work analytics to exploit Call Detail Records (CDR) [6,10,13,16,33]. However,
extracting features from networked data is not a straightforward process and in
case of very large graphs also comes at a huge computational expense. The rea-
sons for this are varied. First, call networks are complex data structures which
can be characterized both by structural features of the underlying graph topology
and interaction features which, per customer, aggregate customer behavior from
CDR data. Current studies address the extraction of these features in an ad-
hoc manner using handcrafted features [6,10,16,21,22,28,33], thereby balancing
between computational overload and predictive performance [34]. Computational
overload is especially important in the case of structural features. On the other
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 122–138, 2017.
https://doi.org/10.1007/978-3-319-71970-2_11
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hand, interaction features are usually handled by different operationalizations of
the well-known RFM (Recency, Frequency, Monetary) model [5,11].

An additional problem is that current studies exploiting network analytics
for churn prediction in telco consider call graphs as static networks, only taking
into account the network snapshot at the end of the observed period. However,
call graphs are rather dynamic as they gradually evolve over time1 [3]. While a
majority of works on dynamic networks only considers the addition and removal
of edges over time [19,23,29], the changes of topology in the CDR graphs reflect
both the volatility of graph nodes and the links between them. For example,
in a mobile network, a customer Ci might start calling another customer Cj

(adding an edge), or customer Ck might stop calling customer Cl (removing an
edge); likewise, a new customer Cs could join the network (adding a node) or an
existing customer Ct can decide to churn (removing a node). Therefore, detecting
the changes in the calling patterns proves essential for predicting churn.

In this work, we aim at performing holistic featurization of call graphs by
incorporating both interaction and structural information while also capturing
the dynamic aspect of the network. We perform this by devising a novel app-
roach, as follows. First, we formulate different RFM operationalizations based
on the granularity of interaction information. Second, to incorporate interac-
tion and structural information, we construct RFM-augmented CDR networks.
Third, to account for the dynamic aspect, we consider four one-week dynamic
networks instead of a single monthly network. Fourth, to avoid handcrafting of
features, we adapt node2vec [8] and make it scalable to our setting. Node2vec is
a fairly recent but already well-known node representation learning approach.

Our research questions are positioned along three main directions. First, our
main research question is whether dynamic node representations approximated
by representations obtained from four one-week networks can lead to better pre-
dictive performance as compared to a static node representation generated from
a one month network. Second, we would like to investigate whether our RFM-
augmented networks allow for higher predictive performance than standard RFM
variables. Third, we are also interested in knowing whether the granularity of
interaction information influences the predictive power.

Our results show that taking into account the dynamic aspect improves predic-
tive performance. Additionally, we demonstrate that designed RFM-augmented
extensions of the original graphs improve AUC and lift scores. To the best of our
knowledge, this paper is the first in using dynamic node representations in CDR
graphs for churn prediction and the first in applying the RFM framework together
with unsupervised and dynamic learning of node representations.

The rest of the paper is organized as follows. In Sect. 2, we provide a short
overview of literature concerning our topics of interest. In Sects. 3 and 4, we
explain our method and experimental setup, respectively. In Sect. 5 we present
the results of our experiments and we provide a conclusion and ideas for future
research in Sect. 6.

1 The terms dynamic, temporal, (time-)evolving, time-varying (networks) are also used
interchangeably in the literature.
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2 Related Work

The related literature overview is focused on the areas which are of interest
for this work: dynamic networks, interaction features, structural features and
representation learning in graphs. Likewise, whenever possible, the focus is put
on churn prediction in telecommunications.

Exploiting Dynamic Networks. A number of studies have already demonstrated
that, in the context of analyzing customer behavior in telco, taking into account
the dynamic/temporal nature of customer interactions improves predictive per-
formance as compared to static approaches [4,7,9,15]. Nevertheless, these works
mostly apply time series techniques [4,17,24] and only to a limited extent (if
at all) consider changes in network topology. On the other side, applications of
dynamic networks to CDR graphs are very rare in the literature. In [9], dynamic
networks were applied on call graphs in the context of fraud detection. In their
approach, daily increments (used as timestamps) are combined using exponen-
tial smoothing to penalize historical data and the resulting graph is additionally
pruned, using tuned parameter values.

One of the standard approaches in handling temporal networks is to consider
several static snapshots of dynamic graphs, i.e. a sequence of static graphs, and
then to combine information which has been derived from these static graphs
[3,19,23]. In our study, we follow this direction, which has recently been used
in a link prediction context as well [29]. However, to the best of our knowledge,
this is the first work which explicitly exploits dynamic networks (and dynamic
node representations) for churn prediction in telco.

Capturing Interactions with the RFM Model. The RFM model is a prevailing
method used in the literature to characterize customer interactions and customer
behavior in general. It is a simple, yet powerful method which enables quantifying
customer interactions in terms of recency, frequency and monetary dimensions.
The current literature related to churn prediction in telco devises many different
RFM operationalizations, ranging from summary, coarse-grained to more fine-
grained features. Examples of summary RFM variables are total call frequency,
total call volume (seconds) [6], seconds of use, frequency of use and frequency of
SMS in [13]. Examples of fine-grained RFM features include features obtained
by slicing along the time dimension, e.g. minutes of usage by days of the week
(working days and weekend) in [22,25]; along the direction dimension, e.g. total
incoming/outgoing call duration (seconds) as defined in [6,21]; along the types of
counterparties both at destination e.g. in-net call duration in [12] and churner2

level e.g. total interaction frequency with churners in [6,16], or a combination
of these, e.g. number of incoming, outgoing calls to/from a different operator’s
network in [6,21,22]. Additionally, RFM features are engineered both by absolute
values and percentages, e.g. the call frequency percentage (with respect to total)
to/from a different operator’s network in [6].

2 A churner is an individual who has stopped using mobile operator services.
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Extracting Structural Features. Although to a lesser extent than interaction fea-
tures, structural features are also used in many previous works on churn predic-
tion in telco in order to capture the topology of the underlying graph. Almost
every study exploits 1st-order in/out degree. Even though some studies use more
complex structural features, such as 2nd and 3rd-order degree in [16]; 2nd-order
degree and a clustering coefficient in [33]; PageRank in [10]; degree centrality,
closeness centrality, eccentricity centrality, clustering coefficient, Shapley value,
degree and proximity prestige in [30], the main issue with structural features is
their computational complexity due to which, despite recognizing their predic-
tive power, many studies do not take them into account. This is for instance the
case with closeness and betweenness centrality in [34]. The potential of struc-
tural features has definitely not been fully exploited in the literature. Unlike the
previously mentioned works, in our study, we do not perform hand-engineering
neither do we limit the number of structural features. Structural features are,
instead, embedded in the learned node representations.

Combining Interaction and Structural Information. Several studies on churn pre-
diction in telecommunications have already used both interaction and structural
information [6,10,16,21,22,33]. However, these studies mostly exploit either only
degree measures [6,16,21,22] or a slightly extended, but still limited number of
structural features [10,33]. Some studies use these features implicitly (e.g. the
number of calls that neighbors of one node make to the neighbors of another
node i.e. frequency based on 2nd-order neighborhood in [28]). In [27], customer
behavior is considered to be independent from the call graph structure but,
nonetheless, degree centrality is used to normalize the values of the interaction
features. To the best of our knowledge, no telco churn prediction related study
carried out an inquiry to determine which of these two classes of features pro-
vides better predictive scores. On the other hand, RFM variables were found to
have more importance than structural features in the task of classifying edges
in a telco graph [28] and churn prediction in banking [2]. This provides a good
motivation for enriching graph topologies with RFM variables.

Representation Learning on Graphs. Representation learning is a fastly growing
field of research aiming not just to automate the feature engineering process, but
also to acquire task-independent and high performing feature representations. It
has many applications in various domains such as natural language processing,
speech recognition and image classification. In fact, the most relevant recent
work with respect to our study is presented in [8,26], and introduces represen-
tation learning on graphs, based on an equivalent model first developed in a
natural language processing (NLP) context [20]. Known applications of node
representations include multi-label classification in social networks (Facebook
[8], Flickr [26,31], YouTube [26,31], blogger networks derived from the BlogCat-
alog website [8,26]), Wikipedia words co-occurrence networks [8,31] and citation
networks (DBLP) [31], as well as link prediction on the Facebook graph, Protein-
Protein Interaction graphs and a collaboration graph from ArXiv [8]. However,
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to the best of our knowledge, representation learning has not been used before
nor in the context of churn prediction in telco neither in a combination with
RFM variables. In addition, this paper uses dynamic node representations in
CDR graphs for telco churn prediction.

3 Dynamic and Scalable RFM-Augmented Node
Representation Learning

In this section, we introduce our approach, which is based on several important
concepts. First and foremost, we aim at exploiting the dynamic nature of CDR
graphs for which we split the original monthly CDR data into weekly subsets,
thus inducing smaller graphs. Second, we conjoin both structural and interaction
information by devising different RFM operationalizations and network designs.
Third, we circumvent the usual practice of handcrafting network features by
applying a scalable version of an existing node representation learning method.
These concepts are detailed in the following sections while the overview of our
approach can be seen in Fig. 1.

Fig. 1. At the top of the figure, our dynamic and scalable RFM-augmented node rep-
resentation learning approach is shown. First, monthly CDR data is split in weekly
partitions and used to generate weekly networks. From these, RFM information is
derived and used to construct RFM-augmented weekly networks. Next, our adaptation
of node2vec is applied and the obtained node representations are concatenated into a
4× 128-long feature vector, which is then provided as input to a predictive model. At
the bottom, the static equivalent is depicted.
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3.1 Exploiting Dynamicity in CDR Graphs

The comprehensive formalization of dynamic graphs is still an on-going work,
even though their application is in expansion in different research areas. Existing
literature formally defines a dynamic graph either as a triplet G = (V,E, T ) [19],
a quadruplet G = (V,E, T,ΔT ) [23] or even quintuplet G = (V,E, T, σ,ΔT ) [3],
where V represents the set of nodes, E the set of edges, T the set of moments in
time when the edges appear, σ the edge presence function indicating if an edge
is present at a particular moment, ΔT the time interval during which the edge
(relation/interaction) exists.

In order to capture the dynamic nature of relationships between customers,
in our approach, we split a monthly CDR graph G = (V,E) into four temporal
graphs Gi = (Vi, Ei, wi), i ∈ {1, ..., 4}, where wi represents the ith week3, Vi

represents all customers having calls (i.e. appearing in the CDR) during the week
i, Ei represents interactions between customers during the week i. Naturally,
V =

⋃

i∈{1..4}
Vi, E =

⋃

i∈{1..4}
Ei and T =

⋃

i∈{1..4}
wi. However, unlike many dynamic

networks, in our case it can occur that Vi �= Vj for i �= j, due to the fact
that existing customers do not have to have a call in every week of the month
and, new customers can join the operator network. Additionally, notice that
instead of a more detailed time granularity (e.g. day-level in [9]), we opt for
week-based intervals. Such an approach leads to less sparsity in the obtained
networks, which is essential for our node representation algorithm. Moreover, as
we address interaction data through RFM features, we do not include duration
of interactions (ΔT ) in the definition of temporal graphs.

Once the dynamic networks are featurized in a way which will be explained in
the following subsections, the resulting feature-set fc for customer c is obtained
by concatenating the corresponding weekly features, i.e. fc = ⊕i∈{1,...,4}fwi

c ,
where ⊕ represents the concatenation operator and fwi

c is the representation for
customer c learned on a dynamic network corresponding to week wi. This setting
has been adopted in previous studies as well, e.g. in [29].

3.2 Operationalizing RFM Network Features

We use the following definitions of RFM variables to quantify customer interac-
tion behavior on a per-customer and per-observed period (week) basis:

– Recency: The number of days between the end of the observed period and
the customer’s last call (within the same period).

– Frequency: The number of calls of a customer during the observed period.
– Monetary: The duration (in seconds) of customer calls during the observed

period.

Although numerous RFM operationalizations have been proposed in recent
literature (as already mentioned in Sect. 2), we consider the following three vari-
ants, which despite their simplicity do convey relevant interaction information:
3 The fourth week is considered to begin at 22nd day and lasts till the end of the

month, hence longer than three previous weeks.
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– Summary-RFM (denoted by RFMs): total R/F/M per customer per observed
period, i.e. overall recency (R), total number of calls (F) and total duration (M).

– Detailed-RFM (denoted by RFMd): each of the R/F/M variables is sliced
based on the direction and destination dimension into three subcategories:
outgoing towards home network, outgoing towards other networks and incom-
ing (denoted as Rout h, Rout o, Rin; similarly for M and F ), inspired by the
approaches in [6,12,21,22].

– Churn-RFM (denoted by RFMch): R/F/M variables calculated with respect
to customers who churned (denoted as Rch, Fch,Mch). Hence, in this case,
Mch, for example, represents the total duration of calls to/from churners. A
similar characterization of RFM has been done in [6,21,33].

3.3 Constructing RFM-Augmented Networks

Our dynamic networks are constructed in a three-step procedure. First, we con-
struct weekly graphs using a conventional way of representing customers as nodes
and adding edges only between the nodes whose corresponding customers were
involved in a call during the observed weeks. Second, we calculate different
RFM variants as explained in the previous paragraph. Third, we incorporate
the obtained RFM features to enrich the original graphs and obtain new RFM-
augmented network designs.

Fig. 2. An extract from the AGs+ch network, depicting a 2nd-level neighborhood of a
node n, with artificial nodes magenta (square), green (diamond) and blue (octagon)
representing R(ecency), F(requency) and M(onetary), respectively. Ri corresponds to
ith quintile with respect to R(ecency), similarly for Fi and Mi. The artificial node
corresponding to churners is denoted with CH in red. (Color figure online)

The idea of RFM-augmented networks is to enrich the original topology by
adding RFM information in the form of additional artificial nodes (Fig. 2). To
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devise the construction of these artificial nodes, we follow the idea frequently
used in the literature related to customer segmentation and customer lifetime
value modeling, where customers are usually segmented partitioning each of
their R/F/M variables in five equally-sized groups (corresponding to very high,
high, medium, low, very low) [5,11,18]. Inspired by this approach, we devise four
different networks, as follows:

– Augmented Graph with Summary-RFM Artificial Nodes (AGs)
In this graph, first, one new (artificial) node is introduced for each quin-
tile, obtaining thus 15 artificial nodes Ri, Fi,Mi, where i ∈ {1, 2, ..5}4. Next,
corresponding edges between original nodes and artificial nodes are added,
connecting each node to exactly one node from the set of artificial R nodes,
exactly one node from the set of artificial F nodes and exactly one node from
the set of artificial M nodes, based on the appropriate R, F and M quintiles.
In this way, the newly obtained graph has at most 15 new nodes, but exactly
3 ∗ |V | more edges than the original one (with |V | being the number of nodes
in the original graph).

– Augmented Graph with one Churn Node and Summary-RFM Artificial Nodes
(AGs+ch)
This graph is exactly the same as AGs, except that one additional artifi-
cial node representing churn is added, to which then all the churners are
connected. By adding this node, we try to compensate for the information
contained in churn-RFM related features, which we do not exploit in this case
as we try to keep the number of nodes and edges in the resulting graph not
too large.

– Augmented Graph with Detailed-RFM Artificial Nodes (AGd)
In this graph, we repeat the steps from AGs, except that unlike AGs where
R/F/M correspond to Summary-RFM, here we start from Detailed-RFM
information, calculating each of R, F, M on a more fine-grained level using
direction and destination dimensions to obtain three categories: incoming,
outgoing towards the home network and outgoing towards other networks.
Then each of these three categories is binned into quintiles, thus leading to
45 artificial nodes which are used to enrich the original graph. As with AGs,
each node is connected to the appropriate artificial nodes. The number of
additional edges, compared to the original graph, increases with nine times
the original number of nodes (since each node becomes connected to three
more R artificial nodes - for incoming, home outgoing and other outgoing,
and similarly 3 more per F and per M).

– Augmented Graph with one Churn Node and Detailed-RFM Artificial Nodes
(AGd+ch)
Similarly to AGs+ch, this graph is exactly the same as AGd, except for adding
one additional artificial node representing churners, to which then all the
churners are connected.

4 Exceptionally, due to the skewed distribution of R/F/M values, one can end up
having less than five quintiles per R/F/M.
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All constructed networks are considered to be undirected. This decision is
motivated by the fact that our call graph is sparse, and hence, retaining directed
graphs would make random walks get stuck at sink nodes. In addition, the pref-
erence to undirected call graphs was also observed in previous works, where only
handcrafted features were utilized (without considering random walks) [14]. Nev-
ertheless, an attempt to consider directed networks was made as well, but the
obtained performance was sub-par.

Additionally, we consider augmented graphs unweighted, for two different
reasons. First, due to a very different nature between the type of nodes (“real”
vs. artificial), it is not easy to determine the corresponding weights as we would
not like to bias the process of walk generation neither towards “real” nor towards
the artificially added nodes. Second, it is not very clear how to determine the
weights between artificial nodes since the current RFM-related literature usually
quantifies the relation between RFM variables in an ad-hoc and domain/dataset-
dependent manner. To avoid this, some previous studies considered them with
equal priority [5,18] and we decided to follow the same approach.

3.4 Scalable Node2vec-Based Representation Learning

Our node representation learning algorithm is a modification of the node2vec
implementation provided by [8]. Node2vec (as well as some other previous works
[26,31]) draws a parallel between the context of a word in a document and a
neighborhood of a node in the graph, and due to this similarity, learns node
representations using the SkipGram model [20]. The SkipGram model aims to
maximize the probability of collocating the words from the same context. More
precisely, it brings the representations of the words from the same context closer
than those of the words found in different contexts. More precisely, if we denote
a set of words in a vocabulary by V (or analogically, a set of nodes in the graph),
we are learning a function f, f : V − > Rd such that

max
∑

v∈V

logPr(Cv|f(v))

where Cv is a context of word (node) v. This objective function is further sim-
plified using the independence assumption, while the conditional likelihood is
modeled with a softmax function in which a computationally expensive nor-
malization factor is approximated using negative sampling (more details can be
found in [8,20]).

However, the generation of a node context, Cv, in a graph setting is not
as straightforward as a word context in the NLP setting. Most of the studies
dealing with this issue opt for generating node contexts (neighborhoods) using
fixed-length random walks [8,26]. In order to allow for flexibility and finding the
best balance between breadth-first and depth-first sampling strategies during
random walks, a return parameter p and a in-out parameter q were introduced
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in the node2vec approach. However, this flexibility comes with additional com-
putational burden as it not only requires precomputing transition probabilities
to allow for efficient sampling afterwards, but also necessitates constructing two
alias tables, one for nodes and one for edges (the alias method is used for sam-
pling). Therefore, in the provided implementation (from [8]), the node2vec app-
roach becomes computationally unfeasible in the case of very large graphs (with
e.g. 40M of edges, as in our case). Hence, in our approach, we simplify the random
walk construction defining the probability of moving from a certain node to its
neighboring node as the normalized weight of the corresponding adjacent edge.
This modification allows for faster walk generation and significantly decreases
computational time since it eliminates the necessity of precomputing the alias
table for the edges. Therefore, our method is comparable to the DeepWalk [26]
and LINE [31] approaches. However, the difference between our approach and
DeepWalk consists in the way of approximating the normalization factor in the
softmax probabilities. In our approach, as inherited from node2vec, negative
sampling is used, in contrast to the less efficient hierarchical softmax, used in
DeepWalk. The differences between our method and LINE are more substantial.
Namely, in our approach, the context (walk) of full (predefined) length is gener-
ated in one pass after which its representation is learnt by the SkipGram model.
In contrast to this, in LINE, each context is generated from two parts, which
are constructed independently from the first and second-order neighborhood and
additionally, optimized separately using two different objective functions.

3.5 Churn Definition

Given that the provided dataset does not contain churn labels, we opt for defining
churn based on the absence of a customer’s activity, which can be observed from
CDRs, in line with previous works [1,16]. However, previous studies usually
use the complete data from one month to predict which customers will churn
immediately during the next month. These scenarios are not applicable in real
business cases as they leave no time for devising appropriate marketing retention
campaigns. Therefore, in this work, we apply a different setting using four months
of data, denoted as M−1, M, M+1, M+2, in the following way (see also Fig. 3):

– Customers appearing in the CDR of month M are considered to constitute a
customer base

– For each customer belonging to this customer base, we are predicting the
probability of churn during the first three weeks of month M + 2

– In the static setting, each customer from month M − 1 is marked as churner
during month M , if:

• The customer appears in the CDR during the month M and has not
ported out (decided to switch to another provider while retaining the
same phone number) during the month M

• The customer does not appear in the CDR during the first three weeks
of month M + 1 or has been ported out during the same period
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– In the dynamic setting, a customer from month M − 1 is marked as churner
during week wi of month M , if:

• The customer satisfies the same criteria as above for the static setting,
and

• The customer had its last call in month M during week wi

Fig. 3. Graphical illustration of the four-month CDR information usage.

The last criterion in the dynamic setting ensures that the correct churn date
is taken into account in the case when a customer had activities in several weeks
of the same month.

4 Experimental Setup

In this section, we provide a brief description of our datasets, experiments, pre-
dictive model, different parameterizations and evaluation method used.

4.1 Data

We perform our experiments on one prepaid and one postpaid dataset, each of
which consists of four consecutive months of CDR data. The only usage type
available in CDRs are calls (no SMS/MMS/GPRS usage), for which we are
provided with (anonymized) information about caller, callee, as well as the date
and the (real) duration of calls. For postpaid customers, we also have information
about whether and when the customer has ported-out, but this is the case for
only a dozen of customers on a monthly level.

Applying the before mentioned churn definition, we end up with around
12.2% of churners for the prepaid and 7.8% of churners for the postpaid dataset
(more details on datasets statistics can be found in Table 1).
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Table 1. Statistics of the datasets used, both for monthly and weekly level.

4.2 Experiments

In this study, we aim at examining and comparing the predictive power of fea-
tures along three main directions. First, we would like to investigate whether
dynamically derived features perform better than static ones. Second, we would
like to analyze which feature origination method (classical RFM or augmented
networks) works best. Third, we are also interested in knowing whether the
granularity of interaction information (summary, summary+churn information,
detailed, detailed+churn) influences the predictive performance. Therefore, we
consider a full factorial design consisting of three factors:

– F1: Temporal factor with two levels: static and dynamic;
– F2: Feature origination factor, with two levels: classical RFM (RFM) and

augmented networks with adapted node2vec (AG);
– F3: Granularity of interaction information, containing four levels: sum-

mary (s), summary+churn information (s+ ch), detailed (d), detailed+churn
(d + ch).

In the end, we come up with 2 * 2 * 4 = 16 different combinations per dataset.
Although we focus on comparisons along the mentioned factors, we also per-

form cross-comparison of different combinations.
It is important to mention that two sets of parameters are used. The first one

is related to our adapted version of the original node2vec method and consists
of the number of walks n and walk length l, instantiated as: n = 10 and l = 30
(experimentally evaluated). The second one refers to the underlying SkipGram
model and consists of three parameters: the number of iterations i, the context
window size s, and the number of dimensions in the resulting representation d.
For these, we set i = 5, s = 10 and d = 128.

4.3 Model and Evaluation Methods

Our predictive models are generated using logistic regression with l2-
regularization. Logistic regression is a well-known classification technique applied
in numerous studies related to telco churn prediction [1,10,14,21,25,33]. Addi-
tionally, previous studies performing classification based on learned node repre-
sentations also used logistic regression [8,26]. The advantage of logistic regression
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is that it is more easily interpretable, while it performs on-par with more com-
plex techniques [25,32]. We use 10-fold cross validation to tune the regularization
hyper-parameter.

The AUC and lift scores (at 0.5%) are used for evaluation which is performed
in an out-of-sample fashion.

5 Experimental Results

In this section, we present the results of 10-fold cross validation (with different
folds than in the case of hyperparameter tuning) as can be seen in Tables 2 and
3 for prepaid and postpaid, respectively.

Regarding the temporal factor (F1) where we consider static and dynamic lev-
els, except for the lift measure in case of the prepaid AGs network, features taking
into account the dynamic aspect always perform better in terms of both AUC and
lift and both for prepaid and postpaid, as can be seen in Tables 2 and 3.

Table 2. Comparison in terms of AUC and lift (at 0.5%) between different methods for
the prepaid dataset. The results are averaged across 10 folds (different from folds used
for hyperparameter tuning). Horizontally, a comparison between the different feature
origination methods (RFM, augmented networks) for the same interaction granularity
is provided. Vertically, a comparison between the different interaction granularities
(summary/summary+churn/detailed/detailed+ch) for the same RFM and/or network
type can be performed. Finally, a static vs. dynamic comparison for each different
setting can be performed by simply looking at adjacent columns. The best score per
row is marked in bold. The best overall score is marked in bold and underlined.

RFM Static Dynamic Augmented
network

Static Dynamic

AUC Lift AUC Lift AUC Lift AUC Lift

RFMs 0.671 1.788 0.680 2.025 AGs 0.680 2.061 0.694 2.013

RFMs+ch 0.671 1.789 0.689 2.014 AGs+ch 0.680 1.976 0.705 2.331

RFMd 0.683 1.857 0.692 2.063 AGd 0.678 1.898 0.693 2.019

RFMd+ch 0.682 1.856 0.695 2.040 AGd+ch 0.680 1.967 0.702 2.316

With respect to feature origination (F2), where we distinguish between classi-
cal RFM (RFM∗) and augmented networks (AG∗), with ∗ ∈ {s, s+ch, d, d+ch},
we can see that both in terms of AUC and lift, features obtained from augmented
networks score better than the classical RFM features (for prepaid, the highest
AUC/lift for RFM∗ is 0.695/2.063, which is lower than the AUC/lift for AG∗
being 0.705/2.331; similarly for postpaid, AUC/lift for RFM∗ is 0.767/3.885
which is lower than 0.769/3.928 for AG∗).

Finally, when analyzing the granularity of interaction information (F3)
whereby we consider four levels: summary (s), summary+churn information
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Table 3. Comparison in terms of AUC and lift (at 0.5%) between different methods for
the postpaid dataset. The results are averaged across 10 folds (different from folds used
for hyperparameter tuning). Horizontally, a comparison between the different feature
origination methods (RFM, augmented networks) for the same interaction granularity
is provided. Vertically, a comparison between the different interaction granularities
(summary/summary+churn/detailed/detailed+ch) for the same RFM and/or network
type can be performed. Finally, a static vs. dynamic comparison for each different
setting can be performed by simply looking at adjacent columns. The best score per
row is marked in bold. The best overall score is marked in bold and underlined.

RFM Static Dynamic Augmented
network

Static Dynamic

AUC Lift AUC Lift AUC Lift AUC Lift

RFMs 0.741 3.367 0.743 3.403 AGs 0.759 3.602 0.768 3.919

RFMs+ch 0.741 3.369 0.758 3.858 AGs+ch 0.760 3.553 0.769 3.928

RFMd 0.750 3.750 0.757 3.874 AGd 0.754 3.716 0.764 3.908

RFMd+ch 0.750 3.751 0.767 3.885 AGd+ch 0.755 3.720 0.764 3.901

(s+ ch), detailed (d), detailed+churn (d+ ch), we notice that for both datasets,
features derived based on summary+churn information (s + ch) perform best in
terms of AUC and lift. However, the rankings of the levels differ among the two
datasets. More precisely, for prepaid the second best level both in terms of AUC
and lift is d + ch, then in terms of AUC the third best is s while the worst is d,
while in terms of lift the opposite holds. On the other hand, for postpaid, the
second best level is s, both in terms of AUC and lift, while the third best in
terms of AUC is d + ch and in terms of lift is d.

6 Conclusion and Future Work

In this work, we devise a novel approach which allows for a holistic featur-
ization of call graphs by incorporating the dynamic aspect with both interac-
tion and structural information. We construct dynamic RFM-augmented CDR
networks based on four different RFM operationalizations and circumvent tradi-
tional handcrafting of features by adapting the node2vec approach. The obtained
results demonstrate that taking into account the dynamic aspect and RFM-
augmented extensions of the original graphs improves predictive performance in
terms of AUC and lift scores. This paper contributes to the literature in being
the first to develop a model for dynamic node representations in CDR graphs to
predict churn in telco. More specifically, the proposed approach builds node rep-
resentations based on dynamic, RFM-augmented networks obtained from CDR
data.

Constructing RFM-augmented networks and corresponding node representa-
tions on a weekly level is quite time consuming. On the other hand, it can be
argued that summarizing customer behavior on a weekly level hinders the full
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potential of CDR graph dynamics. Therefore, for future work, we would like to
investigate how different time granularities influence the predictive score. Addi-
tionally, due to the relatively short time frame (four weeks), in this work we
considered all dynamic networks as equally relevant. Nevertheless, it would be
interesting to see if prioritizing more recent dynamic networks leads to perfor-
mance improvement. Moreover, capturing call dynamics in a more sophisticated
manner (e.g. the ordering of calls, their inter-event time distribution) shall be
considered as well.
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Abstract. Spectral graph wavelets introduce a notion of scale in net-
works, and are thus used to obtain a local view of the network from
each node. By carefully constructing a wavelet filter function for these
wavelets, a multi-scale community detection method for monoplex net-
works has already been developed. This construction takes advantage of
the partitioning properties of the network Laplacian. In this paper we
elaborate on a novel method which uses spectral graph wavelets to detect
multi-scale communities in temporal networks. To do this we extend the
definition of spectral graph wavelets to temporal networks by adopting
a multilayer framework. We use arguments from Perturbation Theory
to investigate the spectral properties of the supra-Laplacian matrix for
clustering purposes in temporal networks. Using these properties, we
construct a new wavelet filter function, which attenuates the influence
of uninformative eigenvalues and centres the filter around eigenvalues
which contain information on the coarsest description of prevalent com-
munity structures over time. We use the spectral graph wavelets as fea-
ture vectors in a connectivity-constrained clustering procedure to detect
multi-scale communities at different scales, and refer to this method as
Temporal Multi-Scale Community Detection (TMSCD). We validate the
performance of TMSCD and a competing methodology on various bench-
marks. The advantage of TMSCD is the automated selection of relevant
scales at which communities should be sought.

Keywords: Temporal network · Multilayer network
Multi-scale community · Spectral graph wavelets

1 Introduction

Networks are used to model complex relationships in a wide range of real-life
applications throughout the social, biological, physical, information technology
and engineering sciences. Due to limitations in data collection and storage,
mainly static (monoplex) networks have been studied. However, many real-world
c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 139–154, 2017.
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systems have relationships between entities that evolve over time [15]. Techno-
logical advances have increased the amount of recorded temporal information.
As a result, the sequence of networks describing changes occurring over time
have been formalized as temporal networks (also known as time-varying or time-
stamped) [15]. Examples of temporal networks include the functional brain net-
works [2,5], social media interactions [36], financial markets [1] or politics [22].

One aspect of temporal network analysis is the discovery of community struc-
tures, which are groups of nodes that are more densely connected to each other
than they are to the rest of the network [26]. Changes in the configuration of
communities over time signals important turns in the evolution of the system.
Real data networks are often observed to have communities with a hierarchical
structure referred to as multi-scale communities [29]. Changes in the community
structure over time might take place either at one scale or across all scales of
the community structure. For this reason, there is interest in methods that are
able to investigate communities at different “scales” over time [25,26,35].

Some recent approaches to community detection in temporal networks rely
on a simple network aggregation procedure whereby all time networks are first
collapsed into a single network. Afterward traditional algorithms for community
detection can be used [34]. These methods, however, ignore valuable information
about the evolution of the community structures over time. Other methods inves-
tigate each time network individually [1,11,17,22], thus ignoring the dependence
of community structures between neighbouring time points.

There exist methods that extend algorithms from one to multiple networks
by using the multilayer formulation of a temporal network [18]. This spe-
cial data structure allows inter-layer couplings between neighbouring time net-
works [18,25]. One method, which is extended in this way, is the modularity
maximization [26]. The modularity of a network is defined as the number of
connections within a community compared to the expected number of such con-
nections in an equivalent random network. The generalisation of the modularity
maximization introduced in [25] overcomes the obstacles mentioned earlier by
using the multilayer formulation. In this way it introduces a dependence between
communities identified in one layer and connectivity patterns in other layers.

Modularity maximization is controlled by a resolution parameter γ, deter-
mining the size of the detected communities and supporting the detection of
multi-scale communities. However, the range of parameter values must be man-
ually selected. The importance of relevant scales is assessed using stability proce-
dures, which compare the detected communities to those obtained from random
networks [28,30]. When dealing with real life data, communities at one or more
scales can go undetected if appropriate parameter values are not selected. The
modularity maximization has also been used to investigate the effect of con-
stant inter-layer weights between consecutive time layers [3] on the behavior of
community detection.

Other approaches to multi-scale community mining in monoplex networks
have been proposed to address some of the issues experienced by the modularity
maximization. The method in [35] relies on spectral graph wavelets [14] and
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introduces a notion of scale in the network. These wavelets are thus used to
obtain a local view of the network from each node. The clustering properties
of the spectrum of the Laplacian in clustering [4,12,21] are used to construct
a wavelet filter function which enables the spectral graph wavelets [14] to be
sensitive to multi-scale communities. Contrary to the modularity maximization,
this method is able to automatically select the range of scales to be investigated
for existing communities. For a better understanding of the current paper we
suggest the reader gets acquainted with articles [14,35].

In this paper we extend spectral graph wavelets to temporal networks. For
this extension we use the supra-Laplacian of the temporal network, which is
defined as the Laplacian of the matrix representation of its multilayer formu-
lation. A challenge we face here is the need to take into account the fun-
damental difference between within-layer and inter-layer edges when studying
the spectral properties of the supra-Laplacian [9,18,33]. Although some stud-
ies explain the effect of different inter-layer weights over the eigenvalues of the
supra-Laplacian [24,31], there is no work related to the interpretation of the
eigenvectors of the supra-Laplacian for clustering purposes.

Using Perturbation theory [6,32], we argue that the eigenvectors correspond-
ing to the smallest eigenvalues of the supra-Laplacian are a linear combination
of the eigenvectors – corresponding to all zero eigenvalues – of the Laplacian
matrices of the separate time layers. From spectral graph theory [7], it is known
that an eigenvector corresponding to the zero eigenvalue of the Laplacian matrix
is not informative of the community structure. For this reason, the eigenvec-
tors of the supra-Laplacian matrix, which can be obtained as approximations
to these eigenvectors, cannot be used to identify communities within the time
layers, and larger eigenvalues should be sought. Using the above arguments as
a stepping stone, we propose a novel Temporal Multi-Scale Community Detec-
tion (TMSCD) method, which extends the notion of spectral graph wavelets
to temporal networks and automatically selects relevant scales at which multi-
scale community partitions are obtained. The method uses the relevance of a
newly identified eigenvalue of the supra-Laplacian, which captures the coarse
description of communities prevalent over time.

In what follows, we first define the notation used throughout this paper in
Sect. 2. Section 3 describes the method for multi-scale community detection in
temporal networks which uses the spectral properties of the supra-Laplacian to
identify relevant scale. In Sect. 4 we compare the performance of TMSCD to the
modularity maximization [25]. Section 5 concludes this paper.

2 Notation

Let G = (V,A) be an N -node network where V is the set of nodes and
A ∈ R

N×N is the adjacency matrix with edge weights between pairs of
nodes {Aij |i, j ∈ {1, 2, ..., N}}. We only consider undirected, adjacency matri-
ces (Aij = Aji for all i and j). The degree of a node i is di =

∑N
j=1Aij , and the
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degree matrix D has d1, d2, ..., dN on its main diagonal. Network G is associated
with the normalized Laplacian matrix L = D− 1

2 (D − A) D− 1
2 .

The networks representing different time points in the temporal network are
known as layers. We use the notation Gt = (V,At) for layer t in the temporal
network T =

{
G1, G2, ..., GT

}
, which is the ordered sequence of networks for

t ∈ {1, 2, ..., T} time points, and we denote node i in layer t by it. We work with
temporal network in which each node is present in all layers. The multilayer
framework of a temporal network considers a diagonal ordinal coupling of layers
[2,18,25]. In essence, inter-layer weights exist only between corresponding nodes
in neighboring time layers. We denote the inter-layer edge weight for node i
between consecutive layers t and t + 1 by ωt,t+1

i ∈ R. Else ωt,p
i = 0 for p �=

t − 1, t + 1.
This temporal network T has an associated adjacency matrix A of size NT ×

NT – the supra-Adjacency matrix. The time-dependent diagonal blocks of A,
At,t, are the adjacency matrices At, and the off-diagonal blocks, At,t+1, are the
inter-layer weight matrices W t,t+1 = diag(ωt,t+1

1 , ωt,t+1
2 , ..., ωt,t+1

N ). Else At,p is
a N × N zero matrix for p �= t − 1, t + 1.

The within-layer degree of node i in layer Gt is dt
i :=

∑N
j=1A

t
ij while

the multilayer node degree of node i in layer Gt is dt
i := dt

i + ωt,t−1
i +

ωt,t+1
i . These define the degree matrix D with diagonal entries D :=

diag
(
d11, d

1
2, ..., d

1
N , d21, ..., d

2
N , ..., dT

N

)
. The normalized supra-Laplacian L is com-

puted as L= D− 1
2 (D − A) D− 1

2 .

3 Temporal Multi-scale Community Detection (TMSCD)

The proposed TMSCD method is a multilayer extension of the multi-scale com-
munity detection procedure via spectral graph wavelets developed in [35]. The
advantage of this method is the automated selection of relevant scales at which
community partitions are obtained. In Sect. 3.1 we define new inter-layer weights
at each node adapted for community detection in temporal networks. In Sect. 3.2
we extend the definition of a wavelet at a node (in a monoplex network) to that
for a wavelet at a node at a particular time layer. By construction, a wavelet
associated to a node at a time layer is local in the whole temporal network. The
wavelet is centred around this node and spreads on its neighbourhood, which
consists of its neighbours in the current layer and the corresponding nodes in
the neighbouring time layers. The larger the scale is, the larger the spanned
neighbourhood is – more nodes in current layer and more nodes in neighbouring
layers.

The most central part of our method is the construction of the wavelet filter
function g. In Sect. 3.3 we use arguments from Perturbation theory to investigate
the spectral properties of the supra-Laplacian matrix for community detection
purposes, and propose a procedure for the selection of appropriate eigenvalues
around which to center the wavelet filter function. In Sect. 3.4, we introduce the
wavelet filter function based on a B-spline, we choose the parameters of this
function, and define relevant scales for community investigation.
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Finally, in Sect. 3.5 for any given scale, we use the wavelet of a node at a
given time layer to cluster together nodes whose associated wavelets are cor-
related using an agglomerative connectivity-constrained clustering procedure
which respects the time sequence of the temporal network.

3.1 Inter-layer Couplings ωt,t+1
i for Community Detection

The choice of inter-layer weights ωt,t+1
i is important - they control the ordinal

coupling between time layers t and t+1 via the node i. We believe that inter-layer
couplings should be strong enough to indicate similarity of a node’s neighbour-
hood in two consecutive networks and indicate shared community structures
over time. The main principle is, inter-layer weights should be strong enough to
reflect on local topological similarity of nodes across layers, but they should not
interfere with the within-layer structure.

Let the set of neighbours of node i in layer Gt be denoted by N t
i := {jt :

At
ij = 1}.

We introduce the inter-layer weight ωt,t+1
i as follows:

ωt,t+1
i :=

∣
∣N t

i ∩ N t+1
i

∣
∣

2
. (1)

We refer to these inter-layer weights as LART-type since they were the basic
ingredients of the LART algorithm [19]. The LART algorithm is a method for
the detection of communities that are shared by either some or all the layers
in a multilayer network. The algorithm is based on a random walk and the
transition probabilities defining the random walk are allowed to depend on the
local topological similarity between layers at any given node.

It can be derived that ωt,t+1
i ≤ min(dt

i,d
t+1
i )

2 . From this follows that the multi-
layer node degree of it is dt

i ≤ 2dt
i. Thus at least half of the influence, which node

it has over the properties of A and therefore L, comes from the connections of
node i within layer t, rather than from the inter-layer weights ωt,t−1

i and ωt,t+1
i .

3.2 Construction of Spectral Graph Wavelets for Temporal
Networks

Upon obtaining matrices A and L, we construct the spectral graph wavelet
transform and the corresponding wavelet basis using the spectral decomposition
of L as in [14,35]. Let Λ = {λj}NT

j=1 be the vector of eigenvalues of the supra-
Laplacian L satisfying λ1 ≤ λ2 ≤ · · · ≤ λNT . Let χ = [χ1|χ2|...|χNT ] be the
NT ×NT matrix of column eigenvectors which correspond to those eigenvalues.

Denote by ψt
s,i the wavelet at scale s ∈ R

+ centred around node i ∈ V at
time layer t. The wavelets are generated by stretching a unique wavelet filter
function g (·) by a scale parameters s > 0 in the network Fourier domain. The
matrix representation of the stretched filter is

Gs = diag (g (sλ1) , g (sλ2) , ..., g (sλNT ))
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that is diagonal on the Fourier modes (the NT eigenvectors of L). Hence the
wavelet basis at scale s reads as

Ψs =
(
ψ1

s,1|ψ1
s,2|...|ψ1

s,N |ψ2
s,1|...|ψT

s,N

)
= χGsχ

�, (2)

where ψt
s,i is the wavelet at scale s centred around node i at the time point t.

For a wavelet at scale s centered around node i at time point t, we have the
relation ψt

s,i = χGsχ
�δi,t, which is a column vector of size NT . Its value at each

node j at time point p is given by ψt
s,i(j, p).

3.3 Spectral Properties of the Supra-Laplacian Matrix for
Community Detection Purposes

In our context, we interpret each Gt as disconnected components and the inter-
layer weights as small perturbations. The resulting diagonal blocks of the supra-
Laplacian, Lt,t, are then perturbed versions of the corresponding Laplacian Lt.
We use Davis-Kahan theorem from matrix Perturbation theory (p. 246 in [32]
and p. 212 in [6]) discussed in [21] to justify the choice of an eigenvalue around
which to center the wavelet filter function. According to the Davis-Kahan theo-
rem, some of the first T perturbed eigenvectors of L are very close to the linear
space generated by the vectors vt

01Gt . Here vt
0 is the eigenvector corresponding

to eigenvalue 0 of matrix Lt, while 1Gt is the NT zero-padded indicator vector,
which has entries 1 at the node positions of layer Gt.

From spectral graph theory [7] it follows that the eigenvector vt
0 correspond-

ing to the 0 eigenvalue of the normalized Laplacian matrix Lt (of the undirected
connected network Gt) is not informative of the community structure, since it

is equal to the squared node degrees, D
1
2
t . It follows that in the spectrum of the

supra-Laplacian there exists a set of small eigenvalues λ, whose corresponding
eigenvectors are uninformative for the community structure within the layers.

These eigenvalues and their corresponding eigenvectors can only be used to
identify each time layer Gt as a separate layer. In fact, the smallest non-zero
eigenvalue λ, whose eigenvector is not spanned by the set of eigenvectors vt

0, is
sensitive to within-layer connectivity patterns since it may appear as perturba-
tion of the separate layers’ Fiedler vectors used for clustering [7]. We center our
wavelet filter function around this eigenvalue, denoted by λ∗, since λ∗ is carrier
of the coarse description of communities within time layers. We also use λ∗ to
automatically determine the range of scales s, for which relevant communities
can be discovered.

Denote by Λ the set of smallest eigenvalues whose eigenvectors are well-
approximated by the subspace of eigenvectors vt

0. According to the Davis-Kahan
theorem, the eigenvectors v corresponding to λ ∈ Λ satisfy

min
{αt}

∥
∥
∥
∥
∥
v −

T∑

t=1

αtv
t
0

∥
∥
∥
∥
∥

≤ ε (3)

for a small ε > 0. For the rest of the eigenvalues, the left hand side of this
inequality is much larger than ε. Then eigenvalue λ∗ is the first eigenvalue which
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is a perturbation of the Fiedler vectors of the separate time layers, i.e. we have
the equality

λ∗ := min
{
λ : λ ∈ Λ \ Λ

}
. (4)

In practice, we discover the position of the eigenvalue λ∗ by solving a series of
regression problems: for each of the ordered eigenvectors of the supra-Laplacian
vτ = χτ (τ = 1, 2, ..., NT ), we fit the multivariate regression vτ =

∑T
t=1 βtαtv

t
0+

ετ . We select λ∗ at the τ position for which ‖ετ‖ > 0.8, where this bound was
empirically selected. Since λ∗ ≤ λT+1, we have to solve at most T +1 regression
problems in order to find the position of λ∗.

3.4 Graph Wavelet Filter g via B-Splines and Parameter Selection

We propose a new wavelet filter function g modeled as a cubic B−spline [8]
with appropriately chosen knots. This function is not only smooth but also has
a compact support. Namely, we put

g (y) := B3 (0, y1, y2, y3, y4; y) (5)

where for the knots of the cubic B−spline B3 we have

0 < y1 < y2 = y3 < y4 (6)

and the function g is zero out of the interval [0, y4]. By the properties of
B−splines, B3 > 0 for y ∈ (0, y4). As indicated, this spline function has a
double knot at y2 = y3. Function g inherits the basic properties of B-splines
[8], including good properties of the Fourier coefficients of g since g(y) may be
extended for y < 0 and y > y4 periodically to belong to C1, which is impor-
tant for the invertibility of the Fourier wavelet transforms. Other functions can
further be pursued depending on the application at hand, and possible options
have been reviewed in [20].

In the following we describe how to choose parameters y1, y2 = y3, and y4
of the wavelet filter function g, and the range of scales s relevant for multi-
scale communities within and across layers of the temporal network. Some of
the arguments we make are the same as in [14,35]. However, we adapt these to
the nature of g and the aim of centering it around an appropriate eigenvalue.

First, the maximum scale smax is set so that the filter function g (smaxy) starts
decaying as a power law only after y = λ∗, hence λ∗smax = y2 = y3. Second, we
need to keep a part of the corresponding eigenvector χλ∗ in the wavelets of every
scale, so that all wavelets are sensitive to the large scale community structure
within each time point. We propose as minimum scale smin the one for which
g (sminλ

∗) becomes smaller than 1. Therefore, sminλ
∗ = y1. We also impose that

g (smin·) spans at least the whole range of eigenvalues between 0 and 1 which
implies smin × 1 = y2.

We require that the filter at the maximum scale be highly selective around
λ∗. For this purpose all other eigenvalues and especially λq+1, where we have
put λ∗ = λq, have to be attenuated. Choosing an attenuation by a factor 10,



146 Z. Kuncheva and G. Montana

leads to g (smaxλ
q) = 10

(
smaxλ

q+1
)
. We thereby ensure that the filter at the

maximum scale essentially keeps the information from χλ∗ .
This argumentation gives us spectrum adapted equations for smin, smax:

smin =
y1
λ∗ , y2 = y3 =

y1
λ∗ , smax =

y1

(λ∗)2
, (7)

where we see that y1 has the unique effect of translating the scale bound-
aries smin and smax on the R

+ axis. Therefore, y1 can be safely fixed to 1,
i.e. y1 = 1. Finally, similar to the approach in [14,35] we choose a logarithmi-
cally spaced sampling of M scales between the scale boundaries smin and smax:
S = {s1 = smin,s2, ..., sM = smax}.

Fig. 1. B-spline based filter function g for four different scales s. The actual eigenvalues
λ are obtained from a temporal multi-scale benchmark whose communities at large
scales change over time (discussed in Sect. 4). The temporal network has N = 640
nodes for each of the T = 33 time layers with Sales-Pardo parameters ρ = 1 and
k̄ = 16. In (a) filter g is centred around λ2 as originally proposed in [35] for monoplex
networks. In (b) the filter g is centred around λ∗, which is λ10 obtained as proposed in
Sect. 3.3. In total 50 scales were obtained and the four visualized scales correspond to
the 7th, 13th, 25th and 47th scale.

Rather than fixing the first parameter y2 of filter g around the second eigen-
value λ2 of the supra-Laplacian, we fix y2 centred around λ∗. Thus we attenuate
the role of the eigenvalues λj ∈ Λ with λj < λ∗, since as we explained above the
eigenvectors of these eigenvalues λj are not relevant for discovering community
structures prevalent at each time point.

In Fig. 1 we visualize function g for a temporal network and compare the
shape of g when it is centred around λ2 and around λ∗ – obtained as proposed.
The eigenvalues were obtained from a multi-scale benchmark temporal network
whose communities at large scales change over time.
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3.5 Agglomerative Connectivity-Constrained Clustering and
Detection of Stable Partitions

For small scales s, ψt
s,i is localized around the direct neighbours of i in layer

t and to few nodes in neighbouring time layers. With an increasing scale s,
ψt

s,i spreads to a larger neighbourhood which eventually becomes the whole
multilayer network. Hence, we use ψt

s,i as a feature vector for it at scale s.
Similar to [35], we determine the distance Ds(it, jp) between nodes it and jp

(i, j = 1, 2, 3, ..., N ; t, p = 1, 2, 3, ..., T ) at scale s using the correlation distance
between wavelets ψt

s,i and ψp
s,j . We speed up computations of the full spectrum

of L and all Ds(it, jp) using approximations proposed in [14,35].
We cluster nodes into communities using distances Ds(it, jp) and an agglom-

erative connectivity-constrained clustering procedure [19,27] with “average”
linkage. In this way we respect the time-ordered structure of the temporal net-
work since nodes in the same time layer or nodes across neighbouring time layers
are considered first for merging. We obtain the partition at scale s, Ps, by cut-
ting the resulting dendrogram at a height equal to the average of the maximal
gaps of all the root-leaf paths of the dendrogram [35]. Repeating the above for
all s ∈ S, we obtain the multi-scale set of partitions P = {Ps}s∈S . We calculate
the stability γa(s) of the partition at a given scale s using the approach outlined
in [35].

4 Experimental Results

In this section we provide simulation experiments to measure the performance
of the TMSCD method on two types of benchmarks for temporal networks in
comparison to the performance of the modularity maximization (MM) method
[25], for different resolution parameter values γ on the same set of benchmarks.

The first type of benchmark networks we use is a further contribution of the
present work, since we identify three classes of temporal networks which may
serve as benchmarks for multi-scale community detection on temporal networks.
We construct these benchmarks as time-varying Sales-Pardo (SP) networks [29].
An SP has three scales of communities based on which the network is constructed
using parameters ρ (quantifies how separated the three scales are) and k (the
average node degree that controls how dense the network is). For a given length of
the temporal network T , we generate SP multi-scale community structures that
merge and split over time. Based on these community structures, we simulate a
time-ordered sequence of Sales-Pardo networks. The three classes are determined
by the scale at which the change occurs: small scale (SSC), medium scale (MSC)
or large scale (LSC) change over time. The second type of benchmarks, proposed
in [13], have one “true” partition at each time point.

The performance of a given algorithm at a given scale (resolution) is measured
as the maximum value of the adjusted rand index (ARI) [16] between the “true”
partition of the benchmark and the partition P at this scale (resolution). Since
the SP benchmarks have three true partitions corresponding to three different
scales, we refer to the large (resp. medium, small) scale as LS (resp. MS, SS). We
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also investigate the performance of TMSCD and MM on benchmarks produced
using different values of ρ and k.

For the TMSCD method, the instability 1 − γa at scale s is obtained as
outlined in [35]. The smaller 1 − γa, the more stable is the community partition
for scale s. For the MM method, the instability for a resolution parameter γ
is obtained as described in [10] and is measured by the normalized variation of
information (VI) metric [23]. The smaller VI, the more stable is the community
partition at resolution parameter γ.

4.1 Comparative Results on Temporal Benchmark Networks with
Multi-scale Community Structure

Discussion on Effect of Inter-layer Weights on the Performance of
TMSCD and MM. First, we illustrate the performance of the TMSCD and
MM method on an SSC network with T = 21 time layers, where ρ = 1, k̄ = 16,
and N = 640 at each time point. For both methods, we use different fixed inter-
layer weights ω = 0.5, 1, 2, 5, 10 and the LART-type inter-layer weight ωt,t+1

i

proposed in Sect. 3.1, which we refer to as ω = LART . For TMSCD, we set
M = 50 scales s ∈ S, and for MM we manually set 60 values of resolution
parameters γ in the interval [0.05, 40] such that there are more values in the
interval [0.05, 1]. For both methods we use 20 repetitions to obtain instability
γa (s) at scale s and V I(γ) at each resolution γ.

The results of TMSCD and MM on a realization of the SSC and the insta-
bilities 1 − γa versus scale s (VI versus parameter γ) for different weights ω are
presented in Fig. 2. Results for realization of the MSC and LSC are omitted in
this paper but the plots are similar and conclusions are identical.

Overall, the TMSCD recovers perfectly communities at all three scales and
inter-layer weights ω have almost no effect over the results. For small ω (ω =
0.5, 1, 2) instability is high, but for ω = LART and ω = 5, 10 the associated
partitions of scales with low instability correspond to the true partitions. For
large ω (ω = 5, 10 and ω = LART ) a fourth stable scale appears at the smallest
s. This is stable for ω = 5, 10 but unstable for ω = LART , which signifies the
importance of carefully selected weights. MM recovers perfectly communities at
LS and MS, but there is increased variability at recovering communities at SS
for an increasing inter-layer weight ω. The instability of MM is not as sensitive
as the one that is used for TMSCD.

To conclude, using ω = LART inter-layer weights appears to provide us with
low instability only at the true partitions. This includes a higher instability at
the fourth scale which appears for larger ω (ω = 10) - the partition at this scale
is formed for N communities, and each community is formed by the set of nodes
{it : t = 1, 2, ..., T}. As discussed in Sect. 3.1, this phenomenon is a results of
larger inter-layer weights, which affect more the properties of a node i at layer t
than its within-layer connections which have an average node degree k̄ = 16. In
contrast, the LART weights, in the range [0, 8], follow a bell-shaped distribution
centred around 4. Thus they do not interfere with the within-layer connections
and support the community detection process over time.
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On the other hand, the instability procedure for MM is not as sensitive. In
the case of real data it would be challenging to select parameters γ for which to
investigate community partitions.

Discussion on Overall Performance of TMSCD and MM. We com-
pare TMSCD and MM for different sets of parameters ρ = 1, 2 and k̄ =
11, 13, 15, 17, 19, 21, where we set LART-type inter-layer weights. We compare
the obtained communities to the ground truth for 50 realizations of the SSC
(Fig. 3(a)), MSC (Fig. 3(b)) and LSC (Fig. 3(c)). For each combination (ρ, k̄),
the large scale rate (LSR) (resp. medium (MSR) and small (SSR) scale rates)
indicates the success rate of the communities found by TMSCD and MM being
compared to the large (resp. medium, small) scale ground truth community
structure. The success rate is the average over the top five adjusted rand index
(ARI) values over all scales s or parameter values γ.

For ρ = 1, both methods perform equally well in all three cases with almost
full recovery of communities at all scales. In some cases, TMSCD has slight
advantage of recovering MS and LS communities. For ρ = 2, the performance
of both methods decreases for small k̄. Both methods perform equally well at
recovering MS communities, but we can note that TMSCD performs better at
recovering LS communities for larger k̄.

Overall TMSCD performs slightly better than MM and has much smaller
deviation in the final results. In general, uncovering communities when ρ =
2 is harder since ρ controls how separated are the communities at the three
scales. When ρ is larger, the separation of the communities is not as clear, so SS
communities cannot be distinguished easily. Furthermore, we note that when k̄
is small nodes have fewer edges and it is difficult for both methods to uncover
SS communities since they fade in the MS communities.

4.2 Comparative Results on Benchmarks with One True Partition

We compare the performance of TMSCD and MM on the Grow, Merge and Mixed
benchmark networks proposed in [13], with default model parameters, and we
set T = 100 and N = 128. We produce 100 realizations of each benchmark.
Parameters of TMSCD and MM are set as in Sect. 4.1, where we use LART-type
inter-layer weights. The success rate of each realization of a benchmark is the
average over the top five adjusted rand index (ARI) values over all scales s or
parameter values γ. The results are summarized in Table 1.

Both methods perform equally well for the Grow model. In the Mixed model
case, TMSCD has better performance with lower variability. In the Merge model
case, TMSCD performs much better than MM but with larger variability in the
results. The Merge model is challenging for both MM and TMSCD. This is
caused by the nature of the communities: when two communities are separate
they exist at a smaller scale, but when they merge they exist at a larger scale.
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Fig. 2. TMSCD (top) and MM (bottom) results for SSC multi-scale benchmark net-
work. Each pair of plots corresponds to different inter-layer weights ω. First, we plot
the results of TMSCD and MM on a realization of SSC. Each scale outputs a partition
for all nodes across all time points. For each scale s, we plot the similarity with the
small (SS) (medium (MS), large (LS)) theoretical scale, computed as the average over
all time points including std.dev. error bars. We observe scales where the exact small
(resp. medium, large) scale theoretical partition is uncovered. Second, for TMSCD we
plot instability 1−γa versus scale s; for MM we plot variation of information (VI) ver-
sus parameter γ. The associated partitions of scales with low instability corresponding
to the theoretical partitions.
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Fig. 3. Comparison between the LSR, MSR and SSR values obtained for the TMSCD
and MM multi-scale community mining methods on (a) SSC, (b) MSC and (c) LSC
temporal benchmark network for different parameters: left (resp. right) column for
ρ = 1 (resp. ρ = 2) and different values of k̄. We plot the average and the ± one
standard deviation over the five best results for each of the 50 realizations of each type
of network for each set of parameters.
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Table 1. TMSCD and MM results for 50 realizations of the Grow, Merge and Mixed
model. Each entry is the mean over all realizations ± one standard deviation.

Grow Merge Mixed

TMSCD 1.0000 ± 0.0000 0.8700 ± 0.1981 0.9467 ± 0.1038

MM 0.9975 ± 0.0088 0.6887 ± 0.1302 0.8443 ± 0.1412

5 Discussion and Conclusion

The work in this paper is motivated by the need to develop new methods for
multi-scale community detection in temporal networks with automatic selection
of relevant scales. The modularity maximization [25] achieves excellent results at
detecting such communities but it lacks the flexibility of automatically selecting
resolution parameter ranges relevant to the prevalent community structures over
time. We have used results from Perturbation theory to interpret inter-layer
weights as perturbations between time layers, and thus we identify the set of
eigenvectors of the supra-Laplacian that are perturbations of the separate layers’
Fiedler vectors. These can be used for detecting communities prevalent over time.

This result gives a completely new point of view on temporal networks. To
design the TMSCD method, we reconsidered the role of the Fiedler vector in
community detection for temporal networks. Indeed, the eigenvectors of L (cor-
responding to the smallest eigenvalues) represent all time-layers as separate com-
munities. Hence, we cannot use them for the detection of communities prevalent
over time. We successfully attenuated the influence of these small eigenvalues in
the process of community detection, by properly constructing the wavelet filter
function g of the spectral graph wavelets. An important step in our algorithm
was the identification of the uninformative small eigenvalues.

Using simulated data, we have demonstrated that TMSCD method performs
equally well compared to the modularity maximization method [25]. There are
two main advantages to using TMSCD. First, of utmost importance is the auto-
matic selection of scales at which wavelets should be obtained and which encom-
pass all relevant within-layer and inter-layer communities. Second, the proposed
LART-type inter-layer weights ωt,t+1

i lead to the best results in terms of balance
between uncovering multi-scale communities and the stability of those commu-
nities at the relevant scales. The stability procedure used by TMSCD is more
sensitive than the modularity maximization one. This is an advantage when
handling real life data sets where the true scales are not known and a reliable
indicator for stable partitions is required. The supremacy of the LART-type
inter-layer weights [19] over using fixed ones indicates the advantage of using
adaptable inter-layer weights that reflect the similarity of nodes across layers.

Given the above results, TMSCD would be an ideal tool for applications to
neuroscience and social network analysis.
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Abstract. This paper is an ongoing work, and was presented as “Light-
ening Talk” in the DyNo workshop held at ECML/PKDD 2017. Online
event-based social services allow users to organize social events by speci-
fying the themes, and invite friends to participate social events. While the
event information can be spread over the social network, it is expected
that by certain communication between event hosts, users interested in
the event themes can be as many as possible. In this work, by combining
the ideas of team formation and influence maximization, we formulate
a novel research problem, Influential Team Formation (ITF), to facili-
tate the organization of social events. Given a set L of required labels
to describe the event topics, a social network, and the size k of the host
team, ITF is to find a k-node set S that satisfying L and maximizing
the Influence-Cost Ratio (i.e., the influence spread per communication
cost between team members). Since ITF is proved to be NP-hard, we
develop two greedy algorithms and one heuristic method to solve it.
Extensive experiments conducted on Facebook and Google+ datasets
exhibit the effectiveness and efficiency of the proposed methods. In addi-
tion, by employing the real event participation data in Meetup, we show
that ITF with the proposed solutions is able to predict organizers of
influential events.

Keywords: Event organization · Team formation
Influence maximization · Influential Team Formation
Social networks

1 Introduction

Team formation [6] in a social network is to find a set of experts such that not
only a set of required labels is covered but also team members have lower commu-
nication cost with one another (i.e., well-connected in the underlying network).
It is apparent that team formation can be applied to many real applications,
such as searching for a group of employers to execute a project in a company,
and composing an activity group for a cocktail party with particular themes.
However, team formation techniques [1,4,7] are not applicable for organizing
Influential Events in event-based social services (e.g. Meetup1, Plancast2, and
1 www.meetup.com.
2 www.plancast.com.

c© Springer International Publishing AG 2017
R. Guidotti et al. (Eds.): PAP 2017, LNCS 10708, pp. 155–158, 2017.
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www.meetup.com
www.plancast.com


156 C.-T. Li

Facebook Events). Here we consider influential event organization is to find a
set of persons who are interested in the themes of an event, have better social
interactions (i.e., lower communication cost), and can attract a large number
of people to participate in the event. It is common and realistic to organize
influential events. The real-world scenarios on the demand of influential events
may include organizing technical conferences, fund raising for earthquake vic-
tims, and initiating anti-nuclear campaign. In such scenarios, people attempt
to maximize the number of participants since more participants mean a success
of the events. One may think Social Influence Maximization [5], which aims at
finding a set of seeding users such that the number of influenced users can be
maximized, seems to be a solution. However, influence maximization techniques
[2,3,9] are not applicable for influential event organization because they consider
neither the set of required labels, nor the communication between the selected
seed nodes.

This work proposes a novel problem, Influential Team Formation (ITF), in
a social network. Given a set of required labels and the size k of the team,
the ITF problem is to find a set S of nodes such that (a) the query label set
is covered by the discovered k-node set S, and (b) the influence-cost ratio of
nodes in S is maximized. We propose the Influence-Cost Ratio (ICR) to quan-
tify the influence spread of the selected k nodes per communication cost. ICR
of a node set S is defined as ICR(S) = σ(S)

c(S) , where influence spread σ(S) is the
expected number of nodes activated by S while the communication cost c(S)
is the sum of all-pair shortest path lengths between nodes in S. A team can
derive a higher ICR if the team members can lead to higher influence spread
and are well-connected. The ITF problem is challenging since maximizing influ-
ence spread contradicts minimizing communication cost. Influence maximization
tends to select well-separated nodes because their activated nodes can have less
overlapping. But team formation prefers well-connected nodes since they can
produce lower communication cost.

It is worthwhile to note that a team is a task-oriented group whose team
members not only possess some skill labels to deal with the task, but also well
collaborate with each other. Therefore, the team formation problem asks for a
set of required skill labels as the input, and expects that the discovered team
members are equipped with some of the required skill labels and have good
communication among them. Since we aim at forming influential “teams”, the
selected team members (i.e., seeds) need to rely on a required set of skill labels
and be well-connected to have good communication. In addition, “influential”
teams also require the team members to be influential, i.e., team members should
lead to higher influence spread in the social network. Consequently, the proposed
ITF problem is a combination of team formation and influence maximization.

We create an example, as shown in Fig. 1, to exhibit the differences among
team formation (TF), influence maximization (IM), and the proposed ITF. This
example assumes the set of required labels is {a, b, c, d, e} and k = 3. TF may
select the set STF = {v1, v2, v3} since they cover more required labels and are
well-connected. ICRTF = 7

3 . IM will select the set SIM = {v1, v4, v6} because
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they can lead to highest influence spread. ICRIM = 11
5 . ITF will find the set

SITF = {v1, v5, v6} that leads to the highest ICRITF = 10
3 . It is because not

only the union of the activated sets of v1, v5, and v6 leads to the largest activated
set (i.e., {v1, v2, v3, v4, v5, v6, v7, v9, v14, v15}), but also v1, v5, and v6 are inter-
connected with a triangle structure in the network.

Fig. 1. A toy example of a social network (left), and a table (right) that describes the
set of required labels possessed by each node and the set of nodes activated by each
node. Note that a subset of nodes is shown in the table. Nodes except for v1 to v6 do
not contain any required label.

In this talk, we will present the ITF problem under the Independent Cascade
(IC) model. In order to solve the ITF problem. We propose a greedy algorithm
with quality guarantee. While the greedy solution is effective but very inefficient,
we further develop two greedy methods: ICR Greedy (ICR-Greedy) and Mixed
Influence-Cost Greedy (M-Greedy), and one heuristic method: Similar Influence
Search (SimIS). ICR-Greedy iteratively selects nodes with highest marginal gain
of ICR scores. M-Greedy combines the NewGreedy IM method [3] with the
original TF algorithm [6] in an interweaving manner. SimIS integrates Group-
PageRank [8] with a best-first search in the social network. To validate the
proposed methods, we have simulation-based and prediction-based experiments.
The simulation-based experiments conducted on two real social network datasets,
Facebook and Google+, and the results show both M-Greedy and SimIS can
generate the highest ICR scores with satisfying time efficiency. The prediction-
based experiments are conducted using the real event participation data of the
event-based social service Meetup. The goal is to validate whether ITF with the
proposed solution can truly identify the organizers of influential events based on
the required labels of the given event and the social network. The results exhibit
satisfying accuracy.
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